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Abstract 

Power substations are enablers for the electricity network power flow to be controlled 

and directed safely and securely from generation to demand. To support the UK 

government target of net zero-carbon emissions by 2050, a step change in how apply 

digital technologies into substations would be essential to increase the lifetime, 

efficiency and utilisation of electricity energy infrastructure as well as the flexibility and 

controllability for increasing integration of renewable generation and low carbon 

technologies. 

Interoperability is a key driver for the adoption of the IEC 61850 data communication 

standards for a full digital substation. Achieving full interoperability between different 

vendor’s substation secondary systems, i.e. Protection, Automation and Control (PAC), 

will allow utilities to confidently deploy new digital technologies as well as effectively 

manage Intelligent Electronic Devices (IEDs) with plug in and play technologies for 

easier maintenance, quicker upgrade and replacement activities. Driven by the 

interoperability, power utilities around world have already interested in developing 

IEC61850 digital technologies for full digital substations implementations which have 

been considered low cost and relatively quick to implement (compared to build a new 

traditional substation). In the UK, both National Grid (NG) and Scottish Power Energy 

Networks (SPEN) have started to invest digital substation technologies. NG 

Architecture of Substation Secondary Systems (AS
3
) project had conducted four piggy-

back trials (ABB, Alstom, NR Electric and Siemens) which demonstrated and proved 

the concept and benefits of using IEC61850-9-2 process bus technologies. SPEN’s 

Future Intelligent Transmission NEtwork SubStation (FITNESS) project has 

implemented the first real life digital substation with a mixed data network redundancy 

technologies, such as HSR and PRP. However it would be very different to access the 

suitability for the designed digital substation architectures to be tested under abnormal 

data network conditions in real life. This led the motivation of this project. 

The main contributions of this thesis are: (i) Assessment of data communication 

network performance and quantifying the equipment hosting capability for both 

IEC61850 based process bus and station bus though typical network substation 

modelling and simulation studies, (ii) Assessment and comparison of different data flow 

control methods to determine their suitability of minimising the impact of abnormal 

data network conditions (such as storming and avalanche data) on the time critical data 

exchange messages, (iii) Assessment of the impact of different data redundancy 
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networks on the message exchange performance in term of message time delay and data 

exchange bandwidth utilisation, and (iv) Finally, a laboratory experimental testing bed 

was set up for assessing the impact of two redundancy networks HSR and PRP on a 

typical protection and control scheme (Main 1 and Main 2 and backup) functionality, 

respectively. The experimental results are statically quantified, compared and discussed. 

These findings have been reported to support the UK transmission utilities in preparing 

to roll out full digital substations in the UK. 
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1 Chapter 1 Introduction 

1.1 Substation Automation System 

1.1.1 The development of Substation Automation System 

Substation automation system (SAS) is widely applied in substations to improve and 

facilitate the reliability of the power transmission and distribution network. 

SAS started to employ hardwired communication for substations in the early 1980’s [1]. 

The overview of the conventional SAS is presented in Figure 1-1. It consists of Remote 

Terminal Unit (RTU) and Human Machine Interface (HMI) at station level, Bay 

Controller and Protection Relays at bay level, conventional switchgear and CT/PT at 

process level. The conventional SAS mainly focuses on integrating data acquisition, i.e. 

current, voltage, the status of the switchyard, protection function data and so on. 

However, the accuracy of these data is not high. In addition, since all devices are 

communicated with analogue signals which are transmitted by copper wiring, large 

amounts of copper cable are used and the interconnections are complex. Long-time 

outage will be resulted under devices maintenance/replace, also costly. 

 

Figure 1-1 Conventional Substation Automation System [2] 
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Due to the development and expansion of power networks, the functionalities of the 

substation have been integrated and improved to ensure the normal and steady operation 

of the power system; multiple functions are required to operate in fewer devices for 

SAS [3]. Therefore, Micro-processor based intelligent electronic devices (IEDs) are 

introduced and installed into substations. They can significantly simplify the SAS, 

greatly reducing the amount of copper wiring required. On the other hand, with the 

development of Ethernet technology, optic fibre and Ethernet switches are widely used, 

which can accelerate and promote the reliability, capability and stability within SAS. 

In the past, different manufacturers have deployed their own proprietary communication 

protocols to achieve the communication between their own IEDs, including IEC 60870-

5 [4], DNP 3.0 [5], MODBUS [6], Profibus and Profinet [7] and etc. Since multiple 

protocols produce the data information in different formats, and integrate IEDs based on 

their own configuration languages, it is difficult and costly to realize the interoperability 

between different protocol IEDs. It is necessary to investigate and develop protocol 

converters to meet the communication interface requirements for the different vendor 

products in the substation. It also results the equipment maintenance and replacement 

difficulties in case of substation failure or future expansion. Therefore, a universal 

communication protocol is needed for manufacturers to standardise the substation 

communication design and realize the interoperability between multi-vendor IEDs. 

In 2003, IEC 61850 standards have been published and widely used for the 

communications in substation automation systems (SAS) to promote the interoperability 

between multi-vendor devices, including Merging Units (MUs), Circuit Breaker 

Controllers (CBCs) and Intelligent Electronic Devices (IEDs. This can bring significant 

flexibility and benefits to the power utilities and industries to confidently deploy new 

smart equipment, communication and network technology applications. It meets the 

market demand for implementing cost savings, including extending the equipment 

lifespan of the substation, and optimizing finance in terms of replacement and 

maintenance. Moreover, IEC 61850 standards integrate data wide area monitoring and 

control flexibility into power systems and accelerate the integration of low carbon 

technologies. 

The working principle of the IEC 61850 based SAS is shown in Figure 1-2 
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Figure 1-2 IEC 61850 Based Substation Automation System [2] 

1.1.2 The Functions of Substation Automation System 

Table 1-1 the Functions of SAS [8] 

Type of Functions Specification 

Protection  Busbar and feeder protection  

Control 

 Open and Close the circuit breakers 

(CBs) and disconnectors 

 Synchronization  

 Interlocking 

Monitoring 

 Present the status of the CBs and 

disconnectors 

 Show the fault type and location based 

on the information from switchyard 

 Visualization of the data flow in the 

SAS  

Measurement 

 Measure the voltage and current from 

CT/PT and transfer to Sampled Values 

(SVs) via Merging Units (MUs) 

 Measure more accurate data (voltage 

value and phase angle) by phase 

measurement unit for synchronization. 

Alarming 

 Give notice to operator of any 

abnormal condition of substation 

 Avoid any extra issue of substation 

operation. 

Recording 
 Record the data from IEDs. 

 Fault record. 
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As can be seen from Table 1-1, the main functions of substation automation system can 

be summarised in following aspects, (i)Protection, (ii)Control, (iii)Monitoring, 

(iv)Measurement, (v)Alarming and (vi)Recording. 

1.2 Substation Challenges and Issues 

1.2.1 Equipment Asset Maintenance and Replacement 

The equipment in digital substations can be classified into primary equipment (i.e. 

CT/VT, circuit breakers, and disconnectors) and secondary equipment (i.e. IEDs, bay 

control units). 

According to the research from ABB [9], substation primary equipment can remain in 

service for 30-50 years in normal operation conditions, and it needs to be replaced 

mechanically after its lifespan. However, the annual replacement rate for the IEDs in 

digital substations is around 5% in UK [10]; the asset lifespan of almost any substation 

primary equipment can hardly operate over 10 years before it needs to be updated or 

renewed, compared with conventional relay which can run for up to 30 years. [11, 12]. 

Due to the fast development of science and technology, the IEDs installed in the 

substation need more frequent upgrades. Long periods of outage are taken into account 

when planning IED maintenance. Once the old operating IEDs no longer meet the 

requirements for equipment upgrade or power utilities do not develop and provide new 

microprocessor technology information about old types of IED, the IEDs are obsolete 

and need to be replaced. This will also result in long outage time, high risk and high 

expense during installation and commissioning. Therefore, the reliability of the power 

system will be affected. 

1.2.2 Data messages Delay and Loss 

The message communication within the substation can be classed into two main 

categories: time critical message (i.e. SVs, GOOSE) and non-time critical message (i.e. 

MMS).  

SV and GOOSE are time critical messages which are directly mapped to Ethernet layer. 

SV is a time triggered message; it collects the voltage and current information from 

primary sides, and is generated in a fixed short period sampling frequency. As a result, 

there is a high volume of traffic of SV in the network. However, SV will not repeat 
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transmission if the original one is delay or loss. Therefore, SV delay or loss has an 

impact on process bus reliability.  

GOOSE messages can help to realize multiple functions in the substation, for example, 

tripping/closing circuit breakers, tracking the CB status and measurement. And 

retransmission mechanism has been utilized in GOOSE. In normal operation, the same 

GOOSE message can be multicast several times, and the frequency is similar to a 

heartbeat at 1 packet per second (see IEC 61850 Part 8-1) [13]. However, once an event 

occurs, GOOSE tripping message will be sent at a higher frequency than ever before. 

Thus, it is necessary to ensure the Ethernet bandwidth for tripping GOOSE messages to 

realize the protection functions in the event of a fault in the power network.  

MMS message transmits over TCP/IP layer which may cause extra time delay in the 

communication network. However, [14] indicates TCP/IP layer benefits the 

communication system reliability. 

1.2.3 Vendor Interoperability 

The IEC 61850 standard has been introduced to facilitate the interoperability of 

intelligent electronic devices (IEDs) from different manufacturers. The engineering 

process of configuring an IEC 61850 based substation has been described in [15-17]. 

The configuration starts with the generation of different types of System Configuration 

description Language (SCL) files [18], e.g. the System Specification Description (SSD), 

IED Capability Description (ICD), and Instantiated IED Description (IID) files. The 

system designer uses a system specification tool to produce an SSD file according to the 

substation architecture as well as the protection and control requirements. The IED 

vendors provide ICD or IID files from their relay configuration tools. With the SSD and 

IED/IID files, the system integrator can then generate a Substation Configuration 

Description (SCD) file. The SCD file is sent to the vendor IEDs. According to the SCD 

file, each vendor can then use his proprietary relay configuration tool to create the 

Configured IED Description (CID) file (or other private format files) to configure the 

corresponding IED. Finally, the configured substation system will be assessed through 

the factory acceptance test (FAT) and site acceptance test (SAT) [17]. 

Although each IED complies with the IEC 61850 standard, the interpretations of the 

standard from different vendors could be different as ambiguity may still exist. Figure 
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1-3 demonstrates the major electrical vendor’s interoperability over the process level 

[19]. Seamless communication among IEDs can be achieved theoretically. However, 

IEC 61850 does not provide a specific communication service for SAS, manufacturers 

develop and follow their own proprietary communication protocols and tools. Based on 

such protocols, different types of functions have recently been realised for 

implementation into a substation. Huge investment and maintenance fees are needed to 

replace P&C IEDs and MUs under this circumstance. Moreover, there is no existing 

uniform standard for I/O interface modules at station and process level. In spite of this, 

electrical manufacturers still prefer to develop substations for economic benefits based 

on their own protocol.  

 

Figure 1-3 Multi-Vendor IEDs Interoperability Test on Substation Process Bus [19] 

To improve interoperability, [20] has designed a vendor-natural system configuration 

tool. In the testing platform, the tool can directly configure the incorporated IEDs 

without employing vendor specific IED tools. The project in [21] has developed a visual 

configuration tool based on the Scalable Vector Graphics (SVG). The tool has a visual 

interface, which helps engineers configure the IEC 61850 based substation in an 

effective way. In [22], the integration of the SCL with the Open Platform 

Communications Unified Architecture (OPC UA) has been proposed to improve the 

vertical communication (i.e. the MMS Client/Server) performance. 
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1.2.4 SAS Network Performance Evaluation  

Data packet delays or losses, especially for time-critical packets such as SVs and 

GOOSE, will greatly impact overall substation network performance. End-to-end time 

delay is the statistic to show the reliability of the network. The End-to-end time delay 

allowance for different types of message service is described in IEC 61850 Part 5 [23]. 

It clarifies the speed and priority of different messages which can be used to evaluate 

and analyse SAS network performance. However, the reliability and capability of the 

system cannot simply be solved based on standards alone. There is no detailed 

description of data packet flow through the substation communication network [24]. For 

example, the message delay bounds are not provided and queuing delay times vary, 

depending on the situation. The number of packet losses cannot be predicted either. 

1.3 UK AS
3
 and FITNESS Solutions 

The substation secondary system (SAS) within a substation provides a variety of 

opportunities for utilities to promote and improve the functionality of protection, control, 

monitoring and communication application which has been evolved from conventional 

electromagnetic devices to electronic static devices and now to micro-processor based 

communicable intelligent electronic devices (IEDs) with Ethernet communication 

capability. As a result, the life cycle of the micro-processor based protection and control 

devices has become shorter (normally 15-20 years) [25]. This requires more frequent 

maintenance services and replacement of these devices than of electromagnetic or 

electronic static devices. However, replacement and maintenance of secondary system 

equipment requires a long planned outage because of hardware analogue system design. 

Long-term outages will not only cause problems for the network power flow operation 

when these substations are out of service, but it is also costly.  

Recently, the IEC 61850 standard has been introduced to facilitate the reliability, 

availability and interoperability of intelligent electronic devices (IEDs) from different 

manufacturers. Based on the standard, many research institutions and industry 

companies have carried out some digital substation projects to demonstrate the 

maintenance cost, lifecycle and interoperbility in the past few years. Researchers from 

Indian Institute of Technology [26] propose Substation Communication Network’s 

(SCN’s) architecture for protection and control of IEDs. The costs of replacing 

substation secondary system equipment (e.g. protection and control devices) or 



Chapter 1 Introduction 

Page 31 
 

introducing new digital equipment are high based on this architecture. A novel 

protection and control architecture is described in [27] to minimize costs. However, this 

architecture is based on virtual devices; a special “all in one” protection and control 

device is required, and its reliability will become an issue in this architecture. In [28] 

and [29], IEC 61850 based substation projects have been implemented the test the 

interoperability of IEDs from different vendors. Both projects have developed testing 

platforms, which follow the Substation Configuration Language (SCL) defined in IEC 

61850-6. However, the papers have not emphasised which substation architecture has 

been used for the platforms. In the projects, communication issues have still occurred 

between the IEDs from different manufacturers. Although each IED complies with the 

IEC 61850 standard, the interpretations of the standard from different vendors could be 

different as ambiguity may still exist. 

In terms of these issues, National Grid (NG) has started to build up an Architecture of 

Substation Secondary System (AS
3
) project [30] which proposes a flexible, reliable and 

long life substation to cope with the outage. However, future site trials for the full 

deployment of the IEC 61850 based digital substations will still be very costly and high 

risk. The engineering process of configuring and testing the AS
3
 architecture based 

substations also needs to be refined and validated. To achieve IED interoperability, data 

flow plays an important role for message exchange within substations. In addition, data 

flow monitoring benefits design a proper architecture for substation future expansion. 

Therefore, Virtual Substation Acceptance Testing & Training (VSATT) project is 

established to demonstrate the feasibility and benefit of AS
3
 concept. In the meantime, 

Scottish Power Energy Networks (SPENs) has deployed full digital substation 

architecture for the Future Intelligent Transmission Network Substation (FITNESS) 

project [10] to assess the functionality and interoperability for multi-vendors Intelligent 

Electronic Devices (IEDs). To achieve a highly reliable communication network, both 

HSR and PRP redundancy networks are considered [10]. 

1.4 Motivation 

Considering the reliability, availability and interoperability of the IEC 61850 based SAS, 

NG has proposed Architecture of Substation Secondary System (AS
3
) project [30], a 

novel concept of standard bay solutions is considered in this architecture to formulate 

standardised equipment testing procedures to deal with IEDs asset replacement issues, 
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and to minimise the risk and time associated with introducing new devices. The design 

of two independent process buses can significantly improve the reliability performance 

of AS
3
 architecture. However, the data flow analysis from a few bay solutions to very 

complex bay solutions have not been considered yet and the capability performance of 

the AS
3
 architecture has not been assessed. 

SPEN has deployed a full digital substation architecture for the Future Intelligent 

Transmission Network Substation (FITNESS) project [10]. High-availability Seamless 

Redundancy (HSR) and Parallel Redundancy Protocol (PRP) specified IEC 62943-3 

redundancy protocols, are utilized within the FITNESS architecture to provide high 

reliability. Similar to AS
3
 architecture, the maximum device integration associated with 

hosting capability and time critical message latency in HSR/PRP is not fully 

investigated. 

Although both AS
3
 has conducted pick back trials and FITNESS has implemented a real 

life digitation substation, it is difficult, if it is not possible, to assess the impact of faulty 

complement in the designed data network architecture as well as different power system 

faults on the P&C scheme. Hence the project motivation is to consider both simulation 

and experimental tests to assess the stability, functionality performance and operation 

limitation of digital substation architectures under various faulty components as well as 

power network faults. The simulation studies can be used to optimise the substation 

architecture design and maximise the benefits for the substation implementation. The 

experimental results can provide valuable information of the data network reliability 

and their impact on P&C scheme under both the faulty components in the data network 

and various fault conditions in the power network.  
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1.5 Aim and Objectives 

The aim of the project was to assess suitable and reliable substation data communication 

networks and minimise their impact on a protection and control scheme functionality 

and performance. To achieve the aim, the following objectives were considered: 

 Conducting critical literature reviews and identifying the gaps between the academic 

researches and industry applications for future deployment of a full IEC61850 based 

digital substation which led the project motivation. 

 Establishing data message types based on IEC61850 standard and formulating 

message equations to be used for the substation data network performance studies. 

 Modelling and implementing a typical IEC61850 based Process Bus (PB) 

simulation model for the assessment of the maximum equipment integration hosting 

capability based on the switches used for the data exchanges capability. 

 Modelling and implementing a typical IEC61850 based Station Bus (SB) simulation 

model for the assessment of the maximum number of bay’s hosting capability based 

on the switches used for the message exchange capability. 

 Proposing and implementing the use of typical data flow control methods to 

minimise the impact of stochastic storming data and avalanche data on the time 

critical messages in both process buses and station buses. 

 Modelling and implementing two typical data network redundancy network 

topologies based HSR and PRP simulation models and assessing the impact of the 

data network faulty equipment on the protection and control functionality and 

performance. 

 Seting up experimental test bed in the laboratory and conducting the tests and 

analysis for the impact of the different faulty equipment scenarios in the real 

configured HSR and PRP data network on the protection and control functionality 

and performance. 

1.6 Knowledgeable Contributions 

Three major knowledgeable contributions in the thesis are outlined as follows: 

1) Analysis and quantifying the communication network hosing capability 

under different network redundancies. 
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Although many communication networks have been designed and used to 

support IEC61850 digital substation implementation, their designs largely 

consider communication bandwidth for the worst case scenarios which may 

result uneconomical. However the studies of the impact of storming data (due to 

improper network architecture designs), avalanche data (due to faulty equipment) 

and the data flow growth (due to further integrating new equipment) on the 

network equipment hosting capability have been very limited [31]. This leads to 

a requirement for the communication network hosting capability analysis in the 

designs. The main knowledge contributions are (i) design and development of 

three generic redundancy models for the comparison studies of the of network 

hosting capabilities and (ii) formulating a generic network data flow capability 

analysis methodology for quantifying the study of network hosting capability 

under different network traffic generations based on IEC61850. The quantified 

results have been contributed to National Gird substation network configuration 

technical specification, and also included in FITNESS project reports. In 

addition the methodology, models and analysis have resulted in 3 publications 

(see list of publications 1,2,3). 

2) Quantifying the impact of different data flow control methods on the P&C 

time critical messages.  

Due to the randomness of fault events or abnormal data injections (such as 

storming/avalanche data), the time critical data message (such as GOOSE) can 

be affected, especially when the data network reaches its data exchange nearly 

full capacity. To address the impact studies of a large number of GOOSE events 

(due to faults or emergency operation switches) on time critical message 

exchanges, the main knowledge contributions in this regard are (i) formulating a 

Poisson queuing equation to represent GOOSE messages as random message 

arrivals based on IEC61850 standard, and (ii) modelling of Poisson queuing 

process as random data arrivals into data buffers for three widely accepted data 

flow control methods, (iii) formulating a generic data flow control analysis 

methodology for the study of the impact of different data flow control methods 

on the P&C time critical messages. Three data flow control models based on the 

Poisson queuing model are implemented using OPNET. The results are 

compared and analysed. The discussion has been made to confirm that suitable 

data flow control method can ensure the network data flow performance of the 
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time critical messages for protection and control functions. The contribution is 

used in the publication 4 (see list of publications 4). 

3) Experimental assessment of the impact of different communication network 

redundancy architectures on two vendors’ equipment interoperability and 

functionality. 

Although different communication network redundancy architectures have been 

installed and operated in many real life digital substations, it is prohibited for 

conducting the real life impact studies of various faulty components in data 

networks and fault conditions in power network on the installed protection and 

control functionality and performance. This leads a need to setup an 

experimental test bed to address the above mentioned impact studies of different 

faulty components in the data communication network and fault conditions in 

power network on P&C functionality and performance. For this reason, a virtual 

digital substation test bed was designed and built. The virtual substation test bed 

consists of (i) RTDS to simulate a virtual digital substation in real time, (ii) two 

different vendor protection and control equipment and (iii) high number of 

Ethernet switches which are capable to be configured into different 

communication radiance topologies such as HSR and PRP. This test bed has 

been used to conduct the different case studies for the impact of different 

network redundancy on two vendors’ equipment performance under different 

network faulty component conditions. The main academic knowledge 

contribution is formulating a data analysis methodology based on Q-Q method 

to validate the experiment data and the conduct the statistical analysis to 

quantify the impact of different network redundancy topologies on protection 

and control equipment performance. The results are used for the submitted 

publication 5 (see list of publications 5). 

The list of publications is shown below: 

1) L. Xu, H. Li, L. Chen, and M. Priyanka, “Assessment and Comparison of HSR 

Network Performance for IEC61850 based Substation,”8th Protection, Automation 

& Control world conference, Wroclaw, Poland, Jun. 2017 

2) L. Xu, H. Li, L. Chen, C. Patterson and P. Mohapatra, "Assessment and analysis of 

different process bus redundancy networks performance for IEC61850-based digital 

substation," in The Journal of Engineering, vol. 2018, no. 15, pp. 856-860, 10 2018. 
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3) L. Xu, H. Li, and L. Chen, “Modelling and Performance Analysis of Data Flow for 

HSR and PRP under Fault Conditions,”  2018 IEEE Power & Energy Society 

General Meeting, Portland, USA, Aug. 2018. 

4) L. Xu, H. Li, F. Dong and Y. Zhou, “Assessment of Data Flow Control Methods and 

their Performance on IEC61850 based Digital Substation,” 2019 IEEE 8th 

International Conference on Advance Power System Automation and Protection, 

Xi’an, China, Oct. 2019. 

5) L. Xu, H. Li, and M. Priyanka, “Assessments and Comparisons of IEDs 

Functionality and Performance for both HSR and PRP Configurations under 

Laboratory Setup and Tests,” 15th IET International Conference on Developments 

in Power System Protection, Liverpool, UK, Mar. 2020. Paper submitted. 

1.7 Structure of the Thesis 

The thesis is divided into seven chapters:  

Chapter 1 presents the background of the research project. Substation automation 

systems and digital substation technology are introduced. Some issues and challenges 

during substation secondary system constriction are described as well, followed by a 

statement of research motivation and objectives. Furthermore, the research methodology 

for this project is provided. 

Chapter 2 summarizes research experiences in substation related fields nowadays. 

International standard IEC 61850 is briefly explained as well as different types of IEC 

61850 based substation architecture. This chapter also describes the features of different 

network topologies and communication protocols, and how can they collaborate with 

substation automation systems. After that, some IEC 61850 based digital substation 

architecture designs are discussed. Data flow management and multi-vendor 

interoperability related research studies and applications are presented. 

Chapter 3 explains the research methodologies used in this thesis, they are (i) Data flow 

formulations, (ii) Analysis of data communication network performance, and (iii) 

Experimental assessment of data network faulty components on protection and control 

scheme functionality. 
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Chapter 4 presents the evaluation and analysis of capability and reliability performance 

for substation automation system. Three kinds of data flow control methods are 

proposed and applied to minimise the impact of storming data on the timing critical data 

message in the substation data network. 

Chapter 5 discusses the comparison studies of different redundancy process bus 

networks. IEC 62943 HSR and PRP networks are implemented and compared in the 

simulation tool. Various case studies are run to assess the capability performance of 

these networks. 

Chapter 6 outlines the experiment procedure based on two type of redundancy networks 

(HSR and PRP). Different fault conditions and scenarios are considered, including CT 

saturation test cases (Ideal CT, lightly saturation, deeply saturation), faulty equipment 

(MU/ optical fibre), the fault type and fault location of the feeder bay. 

Chapter 7 provides the conclusion and the achievements in the PhD research studies 

related to the hosting capability performance of substation with different network 

redundancy protocols, the time-critical message performance using different data flow 

control methods and the functionality of various substation redundancy networks in lab 

test. Suggestions for future substation network are also given. 
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2 Chapter 2 Literature Review 

2.1 Introduction 

The purpose of this chapter is to present the necessary background information about 

digital substation. It begins with an overview of IEC 61580 and various types of 

messages within substation station bus and process bus. Subsequently, to enhance the 

reliability and availability of substation communication networks, different substation 

projects are proposed with redundancy technologies based on different topologies 

structures, their advantages and disadvantages are discussed. This is followed by recent 

data flow management studies by research institutions and manufacturers. Finally, a 

summary, as well as comments on the relevant research results, are provided. 

2.2 IEC 61850 Communication Standards 

2.2.1 Overview of IEC 61850 

In the early 1990s, some projects were conducted and implemented to design a proper 

substation architecture, which could specify the equipment configuration for multiple 

manufacturers to realize the multi-vendor interoperability in substations, and also to 

promote and accelerate the control, monitoring, communication applications for 

substation automation system with less cable wiring. Electric Power Research Institute 

(EPRI) and Institute of Electrical and Electronics Engineers (IEEE) had commissioned 

Utility Communications Architecture (UCA) version 1.0 in 1992. The IEDs 

interoperability was first introduced for power utilities in UCA version 1. However, this 

architecture placed more emphasis on communication between operation centre and 

substation. The data communication in substation communication networks was very 

vague and TCP/IP protocol was not considered [32]. As a result of these issues, UCA 

version 2.0 was published in 1994, which focused more on the data communication on 

the station bus. Based on the existing technologies and previous research work, 

communication standard IEC 61850 “communication Networks and Systems in 

Substation” was defined by IEC Technical Committee Number 57 (TC57) in 2004 to 

achieve real time data exchange and free communication within substation automation 

system. A single and universal communication protocol has been proposed in IEC 

61850 standard to facilitate the interoperability between the equipment from different 
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manufacturers. Additionally, the message packets and configuration language are both 

defined in the standard. 

IEC 61850 is widely accepted as one of the basic communication technologies in smart 

grids for designing and constructing substation automation modelling [33]. It provides 

clear and definite information for data format and configuration language to achieve the 

interoperability of various IEDs which are provided by different manufacturers [34]. In 

recent years, a number of research institutions have contributed to IEC 61850 

implementation and application. In the United States, [28] has proposed multi-vendor 

projects to demonstrate the interoperability in the early stages. Subsequently, 

interoperability testing is becoming increasingly popular worldwide, such as [28, 34]. In 

addition, the Rapid prototyping of protection concept has been proposed by University 

of Strathclyde [35] for future power system protection studies. 

The 10 major parts of IEC 61850 are summarized in Table 2-1 from different substation 

aspects. 

Table 2-1 10 Parts of IEC 61850 [36] 

 

Part 1 presents the introduction and overview of the IEC 61850 standard. The structure 

of the 10 parts is specified in this part. Part 2 provides the glossaries which are used in 

the standard. Part 3 outlines the general requirements, particularly substation 
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construction, design and environmental conditions for power utilities to deploy a digital 

substation. Part 4 discusses projects associated with process near automation systems of 

power utilities, e.g. SAS. Part 5 outlines the communication requirements for functions 

and device models. It standardizes the communication between IEDs and outlines the 

related system requirements. Part 6 describes the unified substation configuration 

language to configure the different vendor devices (Merging Units, IEDs). The primary 

objective of this language is to exchange IED capability descriptions, and substation 

automation system descriptions between IED configuration tools and the system 

configuration tools of different manufacturers in a compatible method. Part 7 has 5 

separate sub-parts, 7-1 describes the communication service modelling, communication 

principles and information model. 7-2 describes the abstract communication service 

interface (ACSI), as well as various data transmission and communication services. 7-3 

describes the communication service class with different functionalities. 7-4 provides 

the definition of the logical nodes (LNs) and data objects (DOs) for communication 

between IEDs. They contain the information, like circuit breaker status, CT/VT 

measurement. 7-5 outlines the modelling concept of different communication services 

to compose the data objects. Part 8-1 describes the specific communication service 

mapping (SCSM) to Manufacturing Message Specification (MMS). The method of 

time-critical and non-time-critical data exchanging is explained. Part 9-1 explains the 

commutation between merging units and IEDs via Ethernet fibre. Part 9-2 describes the 

specific communication service mapping (SCSM) for the transmission of Sampled 

Values (SVs) over Ethernet layer based on the IEC 61850 7-2. Part 10 describes the 

technologies for testing and assessment of the performance of different communication 

services substations. The time requirements of various communication services are 

given in IEC 61850-5. 

Above all, IEC 61850 standard has provided a single communication protocol for 

multiple manufacturers to produce their own equipment to achieve multi-vendor 

interoperability. Therefore, a reliable, interoperable substation communication network 

and flexible substation architecture has been proposed [37].  

2.2.2 Function Hierarchy 

Figure 2-1 illustrates the interface model of IEC 61850 based digital substation. IEC 

61850 Standard has divided the substation automation system into three different levels: 

1) Station level, 2) Bay level and 3) Process level. And two buses: 1) Station bus and 2) 
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Process bus from top to bottom respectively. The functionalities of SAS are specified in 

IEC 61850, including protection, control, monitoring, recording and communication 

applications. These functions are realized on different devices at different levels of the 

substation [38].  

 

Figure 2-1 Interface model of IEC 61850 [39] 

Process Level: Switchyard equipment is installed at process level, including current 

transformer, voltage transformer, disconnector, and circuit breaker, etc. All primary 

equipment is hard wired with copper cable. Real-time analogue signals will be sent by 

these devices to process bus which contain instant measurement information about 

current and voltage, as well as the status of the circuit breaker. 

Bay Level: Bay level is located between the process bus and station bus, and consists of 

protection and control IEDs for each bay. IEDs are connected with the process bus 

through optic fibres for metering, trip recorder and protecting propose. Protection and 

control data can be delivered to station level and process level; information between 

different bays can also be exchanged. 

Station Level: The functions at station level will influence the equipment operation 

within the substation. It helps the substation to send data to the control centre for 
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scheduling or execution. Station level also has other functionalities, including real-time 

substation monitoring and human-machine interface (HMI) system. Additionally, 

station level receives the data from other bays to prevent protection function failure. 

When a fault occurs, and the circuit breaker fails in the local bay, the circuit breakers 

can be tripped in other bays. 

Process Bus: It is used as a communication hub that transmits the digital signal from 

merging units to IEDs as well as helping IEDs deliver instructions to plant equipment 

such as circuit breaker. 

Station Bus: It not only exchanges data from station level and bay level, but is also used 

for communication between different bays via the station bus. 

2.2.3 Message Types 

2.2.3.1 Sampled value (SV) 

Time critical message sampled value (SV) is explained in IEC 61850 part 9-2. SVs are 

generated in merging units (MUs) which convert the analogue signal from non-

conventional instrument transformers (NCITs) in the primary side to the digital signal 

and is transmitted to the process bus. SV carries a fixed length of data package which 

contains voltage and current measurement information from NCITs. 

The multicast capability mechanism of SV allows the same data packets to be 

forwarded to multiple IEDs. The data flow performance of the SV is based on a 

subscriber/publisher structure, in which a single MU can publish and deliver a SV to 

various subscribed IEDs in the communication network. Therefore, the same SV 

messages do not need to be transmitted to IEDs repeatedly. This reduces the traffic over 

the Ethernet significantly and makes the substation network more available and flexible. 

SV transmits the data packets in a specific predefined sampling rate as described in IEC 

61850 part 9-2 Light Edition [40]. The sampling frequencies are 4000 Hz and 12800 Hz 

respectively based on 50 Hz frequency of UK power system [41]. These frequencies can 

be transferred to 4 Mbit/s and 12 Mbit/s on the substation network. It can be concluded 

that the SV message occupies the majority of traffic bandwidth in 100Mbit/s Ethernet 

link capacity on the process bus. 
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2.2.3.2 Generic Object Oriented Substation Event (GOOSE) 

Generic Object Oriented Substation Event (GOOSE) is also a time critical 

communication service with subscriber/publisher mechanism applied. Event driven data 

transmission between IEDs can be achieved by GOOSE message over Ethernet layer 2 

directly. The Internet Protocol (IP) address and Transmission Control Protocol (TCP) 

are not contained in the GOOSE. It is mainly applied to forward trip signals and 

instructions as indicators and alarms. Therefore, the value and information will be 

exchanged in a short time and the statue can be updated immediately. Based on 

multicast capability, GOOSE message can deal with several applications, which helps to 

publish messages to different subscribed IEDs from one IED. The size of a single 

GOOSE message varies; it can be up to 1500 bytes long for one data packet, depending 

on its carried information [42]. 

 

Figure 2-2 GOOSE Retransmission Mechanism [43] 

Figure 2-2 presents the retransmission structure of a GOOSE message which is defined 

in IEC 61850 Part 8-1. At the steady state of normal conditions, GOOSE messages are 

multicast repeatedly in stable conditions with a specific frequency as a heartbeat (T0). 

This is the maximum retransmission interval time for a GOOSE message. Due to the 

event/fault injection, the interval time of GOOSE messages is shortened to T1 

immediately, which is the minimum retransmission time. Afterwards, the time extends 

to T2 and T3 gradually. When the status reaches a stable condition again, the 

retransmission time then returns to T0. 

2.2.3.3 Client/Server Service 

Figure 2-3 presents a model of client/server communication. A new request cannot be 

sent by the client to the server until the corresponding reply is received from the server 
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[44]. Client/server communication contains major data, such as fault record, event 

record and measurement values. 

 

Figure 2-3 Client/ Server Service Scheme 

IEC 61850-8-1 maps the abstract objects and services to the Manufacturing Message 

Specification (MMS) protocols of ISO9506 [45]. MMS has the proven implementation 

track record that can support the complex naming and service models of IEC 61850. 

MMS is used for real time data exchange and control within a station bus to achieve 

interoperability. 

2.2.4 The benefits of IEC 61850 

IEC 61850 has provided several benefits to power utilities and manufacturers to build a 

new substation or carry out maintenance work as discussed below. 

Realizing multi-vendor interoperability. In the past, different manufacturers designed 

their own equipment according to a variety of communication protocols. As a result, 

there are differences in the data formats of multiple vendor equipment. An additional 

cost for protocol converter is needed to realize the information exchange between 

equipment based on different protocols. IEC 61850 has standardized the communication 

service classes and configuration language. Data communication between different 

types of vendor equipment can be achieved. Therefore, IEC 61850 has opened a 

competitive energy market in which equipment can be provided by various 

manufacturers and installed in the substation.  

Simplifying the substation design: Legacy communication protocols focus on the 

point-to-point data transmission using the copper wire. The complex data distributions 

in single IEDs in terms of communication applications have not been considered [46]. 
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With the development of Ethernet technology, the connection design of the substation is 

simplified. Ethernet optic fibres are widely installed in substations and reduce the need 

for conventional hardwire cabling. Less copper wire connection means the probability 

of failure is lower. With IEC 61850, the IEDs can exchange information with other 

IEDs within a Local Area Network (LAN) to deploy monitoring, protection, control and 

recording functions. Function hierarchy in the substation significantly improves the 

performance of time critical applications. Time delay will be reduced for data 

transmission. Hence, the reliability and availability performance of the substation 

communication network can be enhanced and improved. 

Minimizing replacement and maintenance costs: Since optical fibres are used in the 

IEC 61850 based digital substation, the installation of IEDs is easier than previously 

and can be carried out in a shorter time. Additionally, the specifications of the 

equipment in the primary and secondary sides in the substation are implemented in 

system specification description (SSD) files by substation configuration language (SCL) 

[47]. Electrical engineers can easily import the corresponding SCL files to complete the 

configuration of the IEDs. And the network can identify the module automatically 

without engineering interaction. Thus, IEDs can be introduced or replaced with minimal 

impact on the normal operation of the power system. IEC 61850 brings financial benefit 

to power utilities for IED replacement and maintenance with lower expense and outage 

time. 

2.3 IEC 61850 Based Substation Architectures 

IEC 61850 has minimized or eliminated the copper wire used in the secondary side of 

the substation. Optic fibres are introduced to transmit the protection and control data 

between IEDs. Reference [11] has verified that Ethernet efficiently eliminates data flow 

congestion to meet the real-time requirement of the network. Galvanic isolation can be 

achieved by using optic fibres. However, the standard does not specify the substation 

architecture. The architecture designs may vary based on the communication function 

requirement by between different power utilities and manufacturers. 

2.3.1 Generic Architecture 

According to IEC 61850-7-1 [48], a generic IEC61850 standard suggested substation 

architecture is shown in Figure 2-4. 
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Figure 2-4 Overview of IEC 61850 suggested Architecture [48] 

The data exchange flow by the communication of (numbers in brackets in Figure 2-4): 

1. IEC 61850-9-2 based SV exchange, 

2. fast exchange of I/O data for protection and control, 

3. IEC 61850-8-1 GOOSE, 

4. engineering and configuration, 

5. IEC 61850-8-1 MMS based client / server - monitoring and supervision, 

6. IEC 61850-8-1 MMS based client / server - control-centre communication, 

7. IEC 61850-9-3 (IEEE 1588) time synchronisation, 

2.3.2 Architecture of Substation Secondary Systems 

In order to develop a strategy and architecture for addressing the lifecycle issues of 

substation protection and control (P&C) assets, National Grid has set up the 

Architecture for Substation Secondary Systems (AS
3
) project. The project aims to 

develop a new architecture for substation secondary systems, which can provide a 

quicker, safer and easier approach for the installation and replacement of P&C 

equipment. The overview of AS
3
 architecture is shown in Figure 2-5 [49]. 
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Figure 2-5 Overview of AS
3
 Architecture [49]  
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Figure 2-6 One of Bay in the AS
3
 Architecture 

Details about one of the bays based on AS
3
 architecture are shown in Figure 2-6. Two 

process buses, a station bus and a measurement bus (interbay process bus) are 

implemented in AS
3
 architecture, unlike in normal IEC 61850 based substation 

architecture. In AS
3
 architecture, it is necessary to isolate the station bus, measurement 
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bus and process buses into different levels; this can bring high reliability performance 

and simplify data security communication implementation. 

According to the internal structure of the designed bay, the features of the AS
3
 

architecture are outlined below [50, 51], 

1) Standard Ethernet switching ports between primary equipment and merging 

units (MUs). 

This interface can be duplicated in order to allow for offline installation of a 

replacement bay and fast switch between in service and replacement equipment. 

2) Two independent process buses (PB1 and PB2) are considered for the main 

protection applications (MP1 and MP2) in the substation. 

As shown in Figure 2-6, the structure with two independent process buses has a 

significant benefit in that it can improve and accelerate network communication 

redundancy. The two independent process buses are used for the protection devices or 

IEDs, so that no single failure of the process bus will affect the IEDs operation and 

control. SVs and GOOSEs are transmitted and exchanged via two separated process 

buses. As shown in Figure 2-5(a), several proper Ethernet filters are required for 

interconnection of each bay in the mesh corner substation. However, in the double 

busbar substation, the process bus in each bay is isolated, no Ethernet filters are needed 

as Figure 2-5(b) shows. It can result in a shorter time for device installation, 

maintenance and replacement [52]. 

3) Station bus for substation automation  

As shown in Figure 2-6, Human Machine Interface (HMI) is connected with IEDs to 

realize IEC 61850-8-1 MMS monitoring and control communication applications via 

the station bus. Also, in case of circuit breaker failure in the local bay, the inter-bay 

GOOSE trip message can be delivered to neighbouring bays via the station bus for 

protection application. 

4) Measurement bus for high accuracy metering and CB synchronisation. 

A high accuracy meter is installed between the station bus and measurement bus across 

bays. A MU is linked to the measurement bus directly to provide the SVs data 
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information. Depending on the size of the substation (the number of bays), the 

measurement bus may need Ethernet switches with high bandwidth, e.g. 1 Gbps. 

Additionally, the measurement bus can be used to take the voltage information between 

neighbouring bays for synchronisation to realize circuit breaker re-closure. For UK 

digital substations, the running voltage of a busbar is determined by the VTs of the 

connected bays. Therefore, a bay control unit (BCU) synchronising function is 

connected with the measurement bus to assess SV streams across bays. 

5) Standard bay solution. 

A concept of standard bay solution (SBS) is applied to AS
3
 architecture. Each 

manufacture design their own equipment (MUs, IEDs, CBCs and BCU) in one bay 

based on IEC 61850 standard. It can significantly reduce the interoperability issues 

between multi-vendor bays, and facilitate the configuration integration for the whole 

communication system. Therefore, the interoperability between the different bay 

solutions of multiple vendors can be realized easily. 

2.3.3 Architecture of Future Intelligent Transmission Network 

Substation 

Driven by interoperability and reliability among multiple vendors equipment, Scottish 

Power Energy Networks (SPENs) has deployed full digital substation architecture for 

the Future Intelligent Transmission Network Substation (FITNESS) project at SP 

Transmission’s (SPT) Wishaw 275kV substation. The internal structure of FITNESS 

architecture is shown in Figure 2-7. 2 bays in the Wishaw substation will be selected 

and configured to the FITNESS architecture. 
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Figure 2-7 Overview of FITNESS Architecture [10] 

The FITNESS architecture can bring the following benefits: 

1) Ethernet technology applied. FITNESS architecture proposes a low outage and 

low risk approach to substation asset replacement and load related investment by 

replacing hardwired signalling with digital communication and through the 

provision of an open platform upon which novel and enhanced monitoring, 

protection and control functions can be built. The use of optical fibres enables 

faster deployment, greater availability, improved safety and greater 

controllability with a reduced cooper wire and lower cost than conventional 

designs.  

2) Redundancy networks utilized. As shown in Figure 2-7, the High-availability 

Seamless Redundancy (HSR) is implemented at process bus in bay 1. Parallel 

Redundancy Protocol (PRP) is applied in the station bus. Zero recovery time can 

be realized under these two redundancy networks in case of failure of a cable on 

the ring/star topology. Therefore, the reliability of the substation will be 

improved and accelerated.  

3) Multi-vendor interoperability. Equipment (e.g. MUs, IEDs, CBCs) from 

different manufacturers (GE and ABB) are installed to FITNESS architecture. 

All devices are configured based on the IEC 61850 configuration process. The 

interoperability can be achieved from the substation station bus and process bus 

respectively. It will also contribute to the development of new substations and 
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expansions, deriving benefits for transmission and distribution operators and 

customers. 

2.3.4 Other Related Works 

The topic of achieving vendor interoperability became more popular after the release of 

IEC 61850. Several related projects focus on this field. An IEC 61850 interoperability 

project was proposed by ABB and SIEMENS in 2002 [53]. It demonstrated the 

interoperability between non-conventional sensors, protection relays and revenue meters. 

Figure 2-8 shows the basic experimental setup which combines several electrical 

devices from ABB and Siemens respectively. 

 

Figure 2-8 SIEMENS and ABB Interoperability Test Setup [53] 

All merging units and protection relays are synchronised by an external GPS signal with 

1 pulse per second (1-PPS). Process bus interoperability between ABB and Siemens 

was verified via the experiment. It will promote future substation communication 

network construction based on IEC61850 part 9-1. Unfortunately, due to a lack of 

available and efficient technology support, this approach plays no role in real substation 

operation. 

In 2005, TVA partnered with other four electrical manufacturers (GE, Siemens, 

AREVA and ABB) to construct a 500/161 kV substation named “Bradley 500KV 

Substation” in North America [54]. The project aimed to build the first multi-vendor 

substation based on IEC 61850 in real life, not only in theory. However, each 



Chapter 2 Literature Review 

Page 52 
 

manufacturer designed their IED based on their own private protocol; the data formats 

were different from the others. For this reason, an appropriate configuration tool is 

required to transfer these data into a unified form based on IEC 61850. The drawback is 

that it takes a long time to select a configuration tool and so, in the end, the team chose 

DIGSI from Siemens. Unfortunately, the performance of this tool did not meet initial 

expectations. After further research and investigation, the team found no available and 

effective configuration tool to achieve interoperability completely, since different tools 

placed emphasis on different functionalities. Therefore, a number of configuration tools 

are used simultaneously. This method has demonstrated significant improvement; 

around 95% of GOOSE messages can be communicated between multi-vendor IEDs. 

There are still some difficulties around interoperability. Finally, the project is 

progressing slowly and is greatly over budget. 

After Bradley 500 kV substation project, [22] discusses the project proposed by five 

major electrical manufacturers in 2013 which are illustrated in Figure 2-9. The project 

evaluates the reliability and capability for GOOSE message communication between 

different vendor IEDs in the initial stage. Then data could be extracted from each IED 

based on SCADA system and HMI in the station level can display these GOOSE 

messages. 

 

Figure 2-9 GOOSE Message Interoperability Test [22] 
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Two independent models have been built in the project to demonstrate multi-vendor 

interoperability, one is the P2P communication model and the other one is the 

Client/Server communication model. After a great number of experimental studies, the 

research results fail to obtain the desired objectives. However, GOOSE messages can be 

achieved to communicate between two, rather than five, different vendor IEDs at the 

same time. The compatibility problem still is a mutual obstacle for achieving vendor 

interoperability. Still, this project has provided some useful configuration process 

methods for future researchers. 

Several manufacturers use seamless communication redundancy technologies to 

optimize the reliability of the network system. And these redundancy solutions are 

defined in IEC 62439 protocol standard [55]. Two different types of topologies are 

included for Ethernet based digital substations, including Parallel Redundancy Protocol 

(PRP) and High-availability Seamless Ring (HSR). Some redundancy technology 

studies have been discussed in [56-58]. And [56] has pointed out that the availability of 

the process bus can reach over 99.9973% with HSR technology. 

Furthermore, there are several projects which have focused on substation 

communication network performance assessment, such as [59-61]. 

2.4 Communication Systems for Digital Substation 

2.4.1 Data Communication  

Data communication can be implemented using OSI-7 layers stack model which is 

specified in IEC 61850 for data packets communication [62]. Three main types of 

message communication stacks are illustrated in Figure 2-10. Seven different types of 

message service are proposed in the standard. And different services specify different 

communication time requirements.  

IEC 61580 defines time critical message SV (Type 4) and GOOSE (Type 1, 1A) as high 

priority frames which are directly mapped to data link layer 2. These frames hold 

priority within all operating IEDs. Therefore, unnecessary processing delay can be 

eliminated and message performance improved. On the contrary, MMS (Types 2, 3, 5) 

employs a client-server mechanism that is based on TCP/IP protocol, operating above 

the Ethernet layer. The details of different message communication principles will be 

provided in the next subsection. 
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Figure 2-10 Message Communication Stack [62] 

2.4.2 Requirements of Data Communication  

The system time delay is an important indicator to reflect the performance of substation 

communication network, which is defined in IEC 61850-5[13]. The message time delay 

consists of the total time it generated in source IED and it is then collected by the 

destination IED within the communication network. As Figure 2-11 shows, three layers 

in the IED transmission stack are considered, including Ethernet layer, TCP/IP layer 

and application respectively. 

The time delay of communication service is a crucial index to indicate the reliability and 

availability performance of a substation communication system. Figure 2-11 shows the 

principle of message transfer time which is defined in IEC 61850 Part 5 [23]. The 

transfer time is counted from the data packets generated in the source device (MU, IED, 

HMI) to the data collected by a destination device through the substation 

communication network. 

As Figure 2-11 shows, the time delay will be issued in three different stages for data 

packet transmission, and the time delay for each stage are presented as follows: 

- Stage 1: Time delay in the sending end device 𝑇𝑎 = 𝑇𝑠𝑎 + 𝑇𝑠𝑡 + 𝑇𝑠𝑒 

- Stage 2: Time delay in the communication network (Optical fibres, Ethernet 

switches) 𝑇𝑏 

- Stage 3: Time delay in receiving end device 𝑇𝑐 = 𝑇𝑑𝑎 + 𝑇𝑑𝑡 + 𝑇𝑑𝑒 
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Therefore, the end to end (ETE) time delay of the data packet can be concluded as 

T = Ta + Tb + Tc 

 

Figure 2-11 Principle of End to End Time Delay 

The time requirements for communication services are provided in Table 2-2. The 

bandwidth and maximum transfer time of each communication service is specified as 

well. The message time requirements are based on their applications in the substation. 

For instance, the sampled value and GOOSE message are time critical messages while 

MMS are non-time critical messages. It can be concluded that the overall time delay of 

the substation communication network should be below 3ms to avoid any data delay 

and loss to ensure the normal operation of the substation [63]. 

Table 2-2 Time Requirements for Different Communication Services [63] 

Message Type 
Communication Service 

Applications 

Max. Delay 

(ms) 
Bandwidth 

1 GOOSE Fast messages 10 Low 

1A GOOSE Trip messages 3 Low 

2 MMS Medium speed messages 100 Low 

3 MMS Low speed messages 500 Low 

4 SV Raw data messages 4 High 

5 MMS File transfer functions 1000 Medium 

6 Time Sync Time synchronisation messages 10 Low 

7 MMS Command message 1000 Low 
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2.4.3 Date Network Topologies 

Some topologies are implemented within the IED 61850 based substation architecture, 

including star topology, ring topology. The working principle, advantages and 

disadvantages of these two main topologies are discussed. 

2.4.3.1 Ring Topology 

Figure 2-12 presents the serval Ethernet switches that are connected with point-to-point 

links within a close loop to deploy ring topology. The data packets are propagated 

circularly in the ring from node to node to ensure each switch node can handle the same 

information. 

 

Figure 2-12 the overview of Ring Topology Network [64] 

Ring topology can bring a reliable communication network for traffic transmission. In 

case of failure of any one of the optical fibres on the ring, the data packet can be 

transmitted in reverse direction to ensure the protection functions can be realized to deal 

with the fault. 

However, due to the long distance of data transmission in ring topology compared with 

star topology, there is a long-time delay for messages, especially for time-critical 

messages. This will impact the operation of the substation when a fault occurs. 

Additionally, since more Ethernet switches are used in the ring, it is more costly than 

star topology. 
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2.4.3.2 Star Topology 

Figure 2-13 shows a typical star topology network. The devices at different levels are 

connected with a central Ethernet switch directly. The central Ethernet switches help to 

transfer the data packets in the communication network. 

 

Figure 2-13 the Overview of Star Topology Network [64] 

It is easy to add or replace the equipment in the star topology network with minimal 

impact on the operation of the network. And a faster transmission time can be provided 

since the data packets need a short distance to the destination compared with the ring 

topology network. Therefore, data security can be improved in that the data do not need 

to cross the entire communication network [65]. 

However, as all devices are connected with central Ethernet switches, the failure of any 

central Ethernet switch will disrupt the overall substation operation. Therefore, the 

reliability of the star topology will be reduced. 

2.4.4 Data Network Redundancy 

Based on the topologies discussed in the previous section, network redundancy has 

become serious and important for power utilities and manufacturers for meeting the 

communication service recovery requirements. The objective of network redundancy is 

not only to ensure resilience in case of network failure, but also to cope with outage 

time when equipment is added to or removed from the network [66]. Thus, different 
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network redundancy protocols and technologies are applied to improve and accelerate 

the reliability and availability performance of the substation communication network. 

Early redundancy network uses Rapid Spanning Tree Protocol (RSTP) which was 

commonly used in ring topology networks. The problem was cannot provide zero 

recovery time required in digital substation. 

Two seamless network protocols, High-Availability Seamless Redundancy (HSR) and 

Parallel Redundancy Protocol (PRP) are defined in IEC 62439-3 [67] to deliver zero 

recovery time for the communication network in case of any single failure (e.g. Fibre, 

IEDs or MUs). 

2.4.4.1 Communication Recovery Time 

To assess the impact of network redundancy on P&C, one performance indicator of a 

redundancy network is communication recovery time between two communication 

services which can be explained the time taken to re-establish the communication 

between two services when the communication between the two services are lost. 

According to IEC61850 standard [68], the recovery times between two communication 

services are summarized in Table 2-3. As shown in Table 2-3, the recovery time MMS 

type of message between SCADA and IED must be less than 400ms. Station level of 

protection functions of interlocking or blocking must be less than 4ms. However the 

most time critical messages, such as GOOSE for busbar protection and SV values must 

have 0 recovery time. In other words, the link for busbar protection and SV must have 

redundancy route to achieve zero communication recovery time. 

Table 2-3 Recovery Time Requirement for different Communication Services [68] 

Communication Service Message Type Communication Recovery Time 

Requirement (ms) 

SCADA to IED MMS 400 

IED to IED (interlocking) GOOSE 4 

IED to IED (reverse 

blocking) 

GOOSE 4 

Busbar Protection (tripping) GOOSE 0 

MU to IED SV 0 
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2.4.4.2 Rapid Spanning Tree Protocol (RSTP) 

Rapid Spanning Tree Protocol (RSTP) is commonly used in ring topology networks. 

The overview of the RSTP protocol is shown in Figure 2-14. 

The working principle and function of the RSTP can be summarized as follows: 

1. It can be assumed that the device linked with Ethernet switch D is the source 

IEDs for generating data packet, and the device linked with Ethernet switch E is 

the destination IEDs for receiving data packets. As shown in Figure 2-14, there 

are two separate routes for the traffic transmission in the ring network, the 

anticlockwise direction which is active: D→C→B→A→J→I→H→G→F→E, 

the clockwise direction which is inactive in normal operation: D→E. In normal 

operation, only the active route will be running for data packet transmission. 

And the inactive route is used for back up when a fault occurs (single Ethernet 

link failure). 

2. When a single optical fibre fails or is disconnected in the ring network, the 

backup route will be enabled for traffic transmission. It takes time to reconfigure 

the Ethernet switch to change the direction for data packet propagation. 

Therefore, data packet transmission will be delayed or even lost during device 

reconfiguration. 
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Optical Fibre Failure between I and J

 

Figure 2-14 the Working Principle of RSPT Network [69] 

However, the data recovery time of RSPT protocol far exceeds the requirement for the 

IEC 61850 communication services based on industrial Ethernet real-time application 

[70].Therefore, manufacturers proposed some redundancy solutions based on ring 

topology to shorten the recovery time and improve the reliability performance[71]. 

2.4.4.3 Parallel Redundancy Protocol (PRP) 

2.4.4.3.1 Overview of PRP Network 

The basic concept of the PRP protocol is the equipment (MUs, IEDs) with PRP 

compatibility connected to two separate and isolated communication networks. Any 

data packets will be duplicated and published into both networks at the same time. 

However, the topology structure of two independent networks can be different [72]. 

Figure 2-15 shows the overview of a typical PRP network. 
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C

 

Figure 2-15 the Working Principle of PRP Network [73] 

As illustrated in Figure 2-15, the device with PRP compatibility is named DANP 

(Double Attached Node using PRP). The DANP has two independent interfaces and 

distributes two copies of the frames with the same MAC address and IP address (Frame 

A and Frame B) through two isolated local networks (LAN A and Lan B) 

simultaneously. There will be different transmission times for the two frames due to the 

route difference. At the destination DANP which has two interfaces for frame receiving, 

two mirrored frames will arrive from different LANs; the first frame to arrive will be 

accepted and the second one will be discarded. The event of failure or occurrence of 

maintenance work in one of the networks will not impact the frame transmission in the 

other network, meaning that one of the frames can still be received by destination 

DANP as normal. Thus, zero recovery time can be provided in the PRP network.  

Additionally, the switches deployed in the PRP network are standard Ethernet switches 

with no knowledge of PRP to transfer the PRP frames [66]; this is because PRP frames 

are normal Ethernet frames with additional PRP tags. 

2.4.4.3.2 PRP Devices 

As presented in Figure 2-15, different types of end node device are installed in the PRP 

network. 
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DANP (Double Attached Node using PRP): 

Two separate traffic ports are configured in DANP which have the same transmission 

abilities. DANPs are connected with two independent networks. However, in some 

special circumstances, it is possible to choose one of the ports for connection if there is 

only one LAN. The internal structure of the DANP is shown in Figure 2-16. The 

working mechanism of DANP is described below [74], 

- Link redundancy entity is implemented in layer 2 (MAC layer) as Figure 2-16 

shows. 

- An instruction date from the network layer or that above (left red arrow) to 

generate two duplicated frames and send them to two separate transmit ports. 

- Redundancy Control Trailer (RCT) is added into Frame A and Frame B in layer 

2, which includes the frame sequence reference, the label of LAN A and LAN B 

and PRP tag. 

- Once the first frame arrives at the destination device, the RTC will be removed 

in that frame to ensure the frame received by the network layer or the above 

layer (right red arrow) is standard Ethernet frame. And another frame will be 

discarded. 

- In the send node and receive node, there is only one standard frame without 

redundancy mechanism in the layer 3 and upper layers. 

 

Figure 2-16 Internal Structure of DANP [75] 

SAN (Single Attached Node) & PRP Redundancy Box (PRP Redbox): 
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In real industry applications, not many substation devices that support PRP protocol are 

considered as SAN. There is only one communication interface on the SAN. In order to 

connect with two independent networks, PRP Redbox is introduced to link between 

SAN and two networks. The working principle of PRP Redbox is presented in Figure 

2-17. The function of Redbox is similar to the DANP to the PRP network. It receives 

the standard Ethernet frames from SAN and duplicates the frames. Then, these frames 

are delivered into two different paths. 

 

Figure 2-17 the Internal Structure of PRP Redbox [55] 

2.4.4.3.3 PRP Ethernet Frame 

Figure 2-18 shows the internal structure of PRP Ethernet frame. Redundancy Control 

Trailer (RCT) is placed into traditional Ethernet frames. 

 

Figure 2-18 PRP Ethernet Frame [74] 

RCT consists of sequence number, the label of LAN A and LAN B, LSDU size and 

PRP suffix. The functions of each field are described below. 
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- Sequence number: The sequence number is incremented once the frame is 

duplicated in link redundancy entity. Thus, the destination device can identify 

the frame based on the frame sequence number.  

- Label of LAN A/B: The label of LAN A/B can identify the transmission route of 

the frame. The fault will be detected when the frame with LAN A label is 

propagated into LAN B, and vice versa. 

- LSDU size: The LSDU size is used to specify the PRP frame and standard 

Ethernet Frame, since the length of the RCT is 6 bytes. 

- PRP suffix: PRP suffix is the secondary identification for PRP frame in the 

network. 

2.4.4.4 High-availability Seamless Redundancy (HSR) 

2.4.4.4.1 Overview of HSR Network 

As in the PRP protocol, the devices in the HSR network will send two copies of the 

same frames into two separate routes simultaneously. However, these frames are 

propagated in the single network with ring topology structure. Figure 2-19 presents an 

example of a HSR network. 

 

Figure 2-19 the Working Principle of HSR Network [76] 

In a HSR network, the device with HSR compatibility named DANH (Double Attached 

Node using HSR). Similar to DANP, DANH has two independent Ethernet ports for 
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traffic communication. As shown in Figure 2-19, Frame C is published from upper layer 

of source DANH. Then, the frame will be duplicated (Frame A with red arrow and 

Frame B with green arrow) with HSR information and transmitted into two opposite 

paths of the ring network at the same time. Any intermediate DANH will forward the 

two frames, which carry out whole ring propagation, until the source DANH has 

removed both frames. At the destination devices, the first frame to arrive will be 

received and uploaded to the upper layer (Frame D), and the later frame will be dropped. 

Thus, if a single fibre failure or single node failure occurs on the ring network, one of 

the duplicated frames could deliver to destination devices to provide the zero recovery 

time of the HSR network. And the operation of the network will not be disturbed. Also, 

it is easier to detect the failure as only one frame is received by the destination devices. 

Additionally, use of the standard switches is prohibited in the HSR network as this may 

lead to endless frame circulation in the network and impact the operation of the network.  

2.4.4.4.2 HSR Devices 

The devices installed in HSR network are similar to the devices in the PRP network. 

However, the structures and specifications are a little different. 

DANH (Double Attached Node using HSR): 

DANH is the device which supports HSR capability. Two identical ports (Port A and 

Port B with the same IP address and MAC address) are designed in DANH. The internal 

structure of the DANH is shown in Figure 2-20. The working principle of DANH is 

provided as follows: 
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Figure 2-20 Internal Structure of DANH [77] 

- Link redundancy entity is placed in layer 2 (MAC layer) which is the same as 

DANP. 

- In source DANH, the message from the network layer or above is sent to link 

redundancy entity (left purple arrow) to generate two copies of identical frames 

with HSR tag, and forward them to Port A and Port B respectively at the same 

time. 

- The switching logic module is implemented in DANH to transfer and forward 

the receiving HSR frame to the neighbouring DANHs on the ring network. 

- At destination DANHs, the link redundancy entity will keep and upload the first 

arriving HSR frame to the layer 3 and upper layers, and the HSR tag will be 

taken off by link redundancy entity before being uploaded. The second arriving 

HSR frame will be discarded here. 

- The switching logic module in the source DANH will not forward and remove 

the HSR frame which is generated in this node. 

SAN (Single Attached Node) & HSR Redundancy Box (HSR Redbox): 

Unlike in the PRP network, the device which only has one Ethernet communication port 

is not allowed to be installed into the HSR network. These devices are not supported 

with HSR protocol called Single Attached Node (SAN). In order to realize the HSR 

network with these devices, HSR Redundancy Box (HSR Redbox) must be deployed 

between the ring network and SAN. The internal structure of HSR Redbox is illustrated 
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in Figure 2-21, and the applications of HSR Redbox are similar to the DANH to HSR 

network. Switching logic module and link redundancy entity is developed in HSR 

Redbox. 

 

Figure 2-21 the Internal Structure of HSR Redbox [77] 

2.4.4.4.3 HSR Ethernet Frame 

The internal structure of HSR Ethernet frame is presented in Figure 2-22. A special 

HSR tag is introduced inside, based on a standard Ethernet frame. 

 

Figure 2-22 HSR Ethernet Frame [78] 

HSR tag consists of the following four different sections [79], 
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- PT: This is the HSR Ethertype identifier to provide the unique identification for 

HSR frame in the ring network. 

- Path: It is the route indicator for HSR frame (clockwise direction or anti-

clockwise direction) 

- LSDU size: The size includes the section of the standard Ethernet frame and the 

section of injected HSR tag. 

- Sequence number: It will be incremented for each frame generated from link 

redundancy entity based on HSR sequence numbering algorithm. 

2.5 Data flow Management related work 

2.5.1 Data Flow Simulation Tool  

With the help of communication network simulation tools, substation automation 

systems based on real digital substations can be deployed without concern for 

underlying complex hardware constraints. There are a number of commercial 

communication network modelling tools available for the industry, such as NS-2, 

OMNeT++, Prowler, OPNET Modeller and etc [80]. 

NS-2 is discrete event simulation software based on Linux system [81]. And it is widely 

used for modelling sensor communication networks using C and C++ languages. Indeed, 

NS-2 does not provide complete device models and it can be developed by users. Thus, 

its reliability and stability are not guaranteed. 

OMNeT++ is an open source tool that has strong features regarding operating system 

compatibility [82]. However, it faces the same problem as NS-2. Due to a lack of 

defined communication protocols and proper network models, this software has been 

unpopular until now. 

Prowler is operated in Matlab background. Thus, it provides several advantages 

compared with the other three tools, including algorithm optimization, better 

visualization and documentation capabilities that produce satisfying results quickly. 

Unfortunately, Prowler is still under development and a public-facing guideline and 

related documents cannot be provided by the manufacturer [83].  

As for OPNET Modeller, it is the most mature software available for commercial use 

recently. And it is possible to create new hardware devices and communication 
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protocols based on existing models in OPNET library which consists of several device 

models from manufacturers and various protocols [84]. Therefore, the network 

simulation results from OPNET are trustworthy. 

Based on the comparisons and analysis above, OPNET Modeller is appropriate for 

assessing the SAS communication network performance in this project. There are 

several related works using OPNET which will be discussed in the following section. 

2.5.2 Previous Work on Data Flow Modelling 

End-to-end time delay is an important indicator for assessing the performance of 

substation communication networks. If a delay goes beyond the time requirement which 

has been defined in IEC 61850 Part 5, a time critical message will be missing and lost 

especially in terms of GOOSE messages. This could lead to serious consequences for 

the substation and even for the whole power system. Therefore, it is necessary to carry 

out substation network modelling, and verify the reliability and capability of the model 

before new devices are implemented into the real substation. 

T.S. Sidhu and Y. Yin try to use OPNET Modeller to evaluate the substation automation 

system with station bus and process bus in [24, 85]. Time critical message packet delay 

(e.g. raw data message delay and trip GOOSE message delay) has been demonstrated 

under different situations. The results obtain useful information for building appropriate 

topology and configuration of the substation network. 

A paper [86] has described the substation automation system performance with 

distributed energy resources (DER) and distribution automation system (DAS) based on 

IEC 61850 by using OPNET Modeller. The research compares the GOOSE message 

value and time delay under wired and wireless circumstances with various distances. 

These simulation results have significant implications for future smart grid construction.  

Virtual LAN (VLAN) technology has been used in [87] to separate the traffic in the 

network modelling to prevent message packet delay or loss. Multicast filtering by 

identifying the destination address is another approach for relieving traffic congestion. 

These two different ways are used to improve the reliability and capability of the 

substation automation system. A literature [88] presents VLAN and Multiple Spanning 

Tree Protocol (MSTP) approach to separate the Ethernet network traffic upon the 

process level. The research results reveal the interaction between various protocols in 
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the process bus, and the performance has shown that high volume SV and GOOSE trip 

messages do not interact with the full-duplex switched Ethernet network. 

Real time digital simulator (RTDS) has been used in research [89, 90]. It is applied to 

simulate the power system primary side, to provide the current and voltage signals to 

the merging units and to assess the synchronization performance in the network. This 

method will be used in this project for simulation as well. 

S.Kumar [91] is focused on the substation secondary system architecture. This research 

compares the reliability performance for a single process bus and double process bus as 

presented in Figure 2-23. From the simulation results, it is seen that double process bus 

architecture has a significant effect on improving system redundancy and reliability. 

 

Figure 2-23 Double Process Bus Simulation [91] 

2.6 Summary 

International standard IEC 61850 has gained popularity around the world in the 

substation automation system field. A detailed discussion of standard relevant research 

is given in the literature survey. 

Different types of substation architecture are compared and discussed. IEC 61850 

suggested architecture has been presented. National Grid AS
3
 project has proposed a 

more reliable and flexible IEC 61850 based architecture with two independent process 
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buses and standard bay solutions. However, AS
3
 is rather costly in terms of its 

complexity. HSR and PRP redundancy protocols are considered in FITNESS project to 

improve network reliability and stability. The capability and functionality performance 

of FITNESS architecture need to be assessed. Some other industry architecture has been 

presented to improve the reliability and interoperability. 

Several previous data flow works are discussed and all focus on system reliability and 

stability by utilizing communication network technologies such as PRP or HSR. Only a 

few of them have considered multi-vendor IEDs interoperability. This is because most 

manufacturers follow their own proprietary communication protocols and tools to 

implement a digital substation. Additionally, it is hard for the configuration tool 

designed by each manufacturer to achieve compatibility and no mature technology has 

recently been developed by a third party to provide the platform to configure different 

vendor IEDs. 
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3 Chapter 3 Methodology 

3.1 Introduction 

The methodology used in this thesis is divided into three parts: (i) Data flow 

formulations, (ii) Analysis of data communication network performance, and (iii) 

Experimental assessment of data network faulty components on protection and control 

scheme functionality. 

3.2 Data Flow Formulations 

According to IEC 61850-5 [92], all messages in a substation are divided into seven 

types. They are fast message, medium speed message, low speed message, raw data 

message, file transfer function, time synchronization message, and access control 

command. For example, the SVs generated by MUs belong to fast speed message type, 

but they are periodic in fix time frames (80 or 256 samples per cycles). Polling MMS 

message belong to medium speed message type but with variable permissible period 

polling time which can be from several seconds to hundreds seconds or even minutes. 

GOOSE (control events) generated by IEDs are burst data types, but they can be both 

the periodic heart beating message, and stochastic message associated with the 

occurrences of power system fault events. All data exchange characteristics in a 

substation are the time domain and they can be divided into two types (i) periodic data 

and (ii) stochastic data which are detailed as follows. 

3.2.1 Periodic data formulation  

Periodic data can be described as time-driven data. In digital substation they are (i) 

Sampling Values (SVs) messages, (ii) polling Manufacture Message Specification 

(MMS) message at periodic rate, and (iii) Equipment heart beating type of Generic 

object oriented substation event (GOOSE) message at the period of per second. SVs are 

generated by merging units (MUs) which converts analogue signals from the CT and 

VT to digital data at substation process bus level. SVs are then received by protection 

and control (P&C) IEDs at substation bay level. MMSs are the monitoring digital data 

rate between IEDs at bay level and HMI at station level. GOOSE per second is the heart 

beating message generated by MUs or IEDs or other IED equipment. These time-driven 

period data normally have fixed length which means that messages are triggered at the 
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same time intervals and the packet sizes can be decided in advance. Thus periodic 

message can be modelled as equation (1), 

MPn = f (Lpn, Npn, Tpn)     (1) 

where MPn is n type of periodic message, Lpn is the size of the message packet, Npn is 

the number of the message packets in a period, Tpn is the time of the period. 

In this thesis three main types of periodic messages (SV, polling MMS and equipment 

heart besting GOOSE) are considered. According to equation (1), they are modelled as 

follows. 

MP1 = f (Lp1, Np1, Tp1)     (2) 

MP2 = f (Lp2, Np2, Tp2)     (3) 

MP3 = f (Lp3, Np3, Tp3)     (4) 

Where MP1, MP2 and MP3 are the total packets for SV, polling MMS and heart beating 

GOOSE packets corresponding to time period of Tp1, Tp2 and Tp3, respectively. The total 

periodic message flow packets generation for the mix period messages can be seen as 

shown in Figure 3-1. 
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Figure 3-1 Periodic data flow generation for the mix type for messages 

3.2.2 Stochastic data formulation 

Stochastic data can be categorised as event-driven data. They are mainly triggered by 

unplanned events, faults or accidents. For example circuit breaker tripping messages 

when a short-circuit fault occurs or emergency power flow controls or storming data 
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from faulty equipment or denial of service data injection due to cyber-attacks, etc. In 

substation, event driven data can be divided into two types: 

1) Type 1: GOOSE switching tripping between equipment and HMI during normal 

power flow switching and substation maintenance operation, and protection function 

GOOSE tripping messages due to power system abnormal or faults. Type 1 has the 

features of small size, short duration, and possible a large volume of events. Most 

importantly they are time-critical data with the requirement for less than 3ms 

transmission time latency [63]. 

2) Type 2: Protection setting modification and testing during maintenance, event log 

checking, fault recording data transmission, file transfer, storming data due to faulty 

equipment and so on. Type 2 is larger in size and will usually cause a sudden increase 

of network data flow, while the real-time requirement of transmission is not strictly 

specified, but these large sizes of data stochastic manner may have a significant impact 

on the time-critical message time delay during the fault events.  

Generally, stochastic data have the following characteristics of time sequence: The 

packet is generated in a random time period with the probability of P. The size of the 

packet can be fixed or time variant. There is no correlation between two packets 

arriving one after the other, which means that the amount of packets in two mutually 

exclusive time periods is independent. Therefore, the arrival of stochastic data can be 

modelled by the Poisson queuing process as show in equation (5), 

𝑃{(𝑁(𝜏 + t) − 𝑁(𝜏)) = 𝑘} =
(𝜆t)𝑘𝑒−𝜆𝑡   

𝑘!
   (5) 

Where P is the probability of k packets arrived in time interval t between the time period 

[τ, τ + t], λ is the mean of packet arrival rate (number of packets arrival per unit time), 

N(T) represents the total number of arrived packets. 

Although there are many types of events driven messages can be described in digital 

substation, three main event driven data sets are considered in this thesis. They are (i) 

ftp as file transfer data, (ii) unexpected data injection or storming data due to faulty 

equipment and (iii) event-driven GOOSE tripping message. 

While FTP and unexpected data injection can be assumed the average packet arrival of 

λ during a time interval of t, these event-driven messages can be modelled by using 
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equation (5), however according to IEC 61850-8-1, GOOSE messages are divided into 

heartbeat mode and event driven mode as 

 

Figure 3-2 GOOSE Message Retransmission Mechanism [43] 

Where T0 (1s) illustrates the periodic time for GOOSE heartbeat mode, and T1, T2 and 

T3 are the changeable time intervals for three different group event-driven GOOSE 

messages. The data flows of the GOOSE messages under different scenarios are plotted 

in Figure 3-3 and Figure 3-4. 

Time

P
a

c
k

e
t 

S
iz

e

IED1

IED2

IED3

}T0 of IED1 }}T0 of IED2 T0 of IED3

 

Figure 3-3 Data Flow of GOOSE Generation under Normal Conditions 
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Figure 3-4 Different group event-driven GOOSE message 

To understand event-driven GOOSE negative exponential distribution, assume adding 

all number of packets for each group GOOSE message of T1, T2 and T3 respectively, 
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and then equally distribute them at the fix time interval of 𝛥𝑇, the size of event-driven 

GOOSE become negative exponential distribution as shown in Figure 3-5. 
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Figure 3-5 Data Flow of GOOSE Retransmission with uniformed time interval 

The probability density function for negative exponential distribution for event driven 

GOOSE is defined by equation (6) 

𝐵(𝑡 = 𝑛∆𝑇) = 𝐵0𝑒−𝜇𝑇, 𝑡 ≥ 0, 𝑛 = 1, … , 𝑁   (6) 

3.3 Analysis of Data Communication Network Performance 

According to IEC61850 standard suggested architecture as shown in Figure 2-4, the 

data communication networks can be configured as process bus (PB) and station bus 

(SB), separately. The equipment in PB mainly consists of MUs, CBCs and IEDs and the 

data messages are SV and GOOSE. The equipment in SB mainly connects all IEDs and 

HMIs. The typical data messages in SB are MMS, FTP and GOOSE. The methodology 

for analysing PB and SB performance, respectively, are detailed as follows. 

3.3.1 Network Hosting Capability 

3.3.1.1 Process Bus 

The methodology for analysing process bus equipment hosting capability developed in 

this thesis can be described by the flowchart in Figure 3-6. Firstly the process bus data 

network topology, the switch data handing capability or data bandwidth and the 

essential equipment arrangement are determined. Then the essential equipment message 

sizes are defined based on IEC61850 standards. The third step is to establish a 

simulation model using a data communication network simulation tool. As soon as the 

simulation model for the process bus is modelled, the message delay between all 
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equipment in the process bus is simulated and analysed. If message time delay < 3ms 

(refer to IEC 61850-5 in Table 2-2), increase one item of equipment in the process bus 

and continue to evaluate the message delay, otherwise remove the last item of 

equipment and conduct the final message time delay simulation and analysis. 

Determine process 

bus topology and 

equipment 

arrangement

Determine essential 

equipment message sizes in 

process bus

Process bus modelling

the message time delay 

simulation and analysis

Message time delay >3 

ms

Decrease equipment

Conduct the final message time 

delay simulation and analysis

Add 

equipment

A Times

Yes

No

 

Figure 3-6 Process Bus Network Simulation 
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3.3.1.2 Station Bus 

The methodology for analysing station bus bays hosting capability for bays can be 

described by the flowchart in Figure 3-7. 
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Message time delay >3 
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B Times
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Figure 3-7 Station Bus Network Simulation 

Unlike process bus hosting capability, the main influence on station bus hosting 

capability is the maximum number of bays. There are also 7 steps. Step 1 determines the 
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station bus topology and the switch data bandwidth, and a number of essential bays to 

be connected. Step 2 defines essential messages’ sizes in a bay based on protection 

schemes in the bay. The step 3 is to establish station bus simulation model using a data 

communication network simulation tool. Step 4 is to simulate and analyse the message 

delay in station bus. If the message time delay < 3ms (refer to IEC 61850-5 in Table 

2-2), increase one bay and go back to step 4. Otherwise, go to step 6 and reduce one bay. 

The final step is to conduct the final message time delay simulation and analysis. 

3.3.2 Data flow Performance Analysis 

In order to reduce the impact of unexpected data or storming data on the time critical 

message in the data network, data flow control method can be applied. The 

methodology for data flow control management is illustrated in Figure 3-8. 
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Figure 3-8 Methodology of Data Flow Analysis 

As can be seen the first step is to review the IEC 61850 based substation architecture 

and related IEC 61850 technologies. This is followed by the design of the data flow 

within the substation architecture. In data flow simulation studies, three different 

redundancy networks are considered. These include the ring network topology with 

High-availability Seamless Redundancy (HSR) protocol, the star network topology with 

Parallel Redundancy Protocol (PRP) network, and two independent parallel star 

networks. Step 3 aims to test the capability and availability performance of the 

substation communication network using the OPNET Modeller. Step 4 analyses the 

simulation results and compares the network performance under different redundancy 

networks. Check if any different data flow control method is considered for the 

comparison. Finally, all simulation results based on different data flow control methods 
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are obtained and compared. Hence the studies will result in selecting the most suitable 

data control method to reduce the impact of unexpected or storming data on the time 

critical data message time delay in the data network. 

3.4 Experimental Assessment of the Impact of Data Network 

Faulty Components on Protection Scheme Functionality 

One of objectives of the research was to test and analyse the impact of the different 

faulty equipment scenarios in the real HSR and PRP data communication networks on 

the protection and control functionality and performance. Thus an experimental test bed 

was setup based on the Manchester Virtual Site Acceptance Testing and Training 

(VSATT) platform which was built as a standardised, flexible and scalable hardware-in-

the-loop (HIL) testing platform for modelling and testing a full digital substation in real 

time. The VSATT project consists of total 8 bays (two MU bays and 6 feeder bays) 

from 4 equipment suppliers ABB, Siemens, GE Grid and NR Electric, and one Human 

Machine Interface (HHI)-1 cubic from system integrator Capula and HMI-2 software 

tool from NR Electric. For this research one bay in VSATT platform was configured to 

the experimental studies for the impact of faulty equipment in either HSR or PRP 

networks on the protection and control functionality and performance. The details of the 

laboratory experimental setup are described in chapter 6. 

While conducting the experimental tests, the tripping time in a P&C scheme to a fault 

may vary due to the technology and algorithm implemented in the IED. Hence a least 

square regression (i.e R-squared) method is used to quantify the tripping time 

performance based on a limited number of tests for a P&C scheme. Assuming the 

tripping time in the tested P&C scheme follows a predicted normal distribution. The 

formula for calculating R-squared is given by equation (7), 

𝑅2 = 1 −
∑(𝑌𝑎𝑐𝑡𝑢𝑎𝑙−𝑌𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑) 2

∑(𝑌𝑎𝑐𝑡𝑢𝑎𝑙−𝑌𝑚𝑒𝑎𝑛)2
   (7) 

Where, 

- Yactual is the actual tripping time of P&C scheme which expressed a function of 

the standard division () 
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- Ypredicted is the best fit for the tested IED tripping times as function of the 

standard deviation () 

- Ymean is the mean of the tested IED tripping times 

R-squared (R
2
) is a statistical measure of how close the tripping times are to the fitted 

the predicted normal distribution model. It explains to what extent the variance of one 

variable close to the variance of the second variable. So, if the R
2
 of the predicted 

normal distribution model is 0.50, then approximately half (50%) of the observed test 

samples can be explained by the predicted normal distribution model's inputs. 
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4 Chapter 4 Assessment of Data Communication 

Network Performance 

4.1 Introduction 

This chapter focuses on the evaluation and analysis of capability and reliability 

performance for substation automation system. A commercial-trusted data flow 

simulation tool named OPNET Modeller will be used to simulate the substation 

communication networks. At meantime, different model of substation IEDs such as 

protection and control IEDs, merging units, circuit breaker controllers will be developed 

in this tool. The capability performance of substation process bus and station bus are 

investigated and assess respectively. At last, three common data flow control methods 

are presented. Some case studies are carried out to assess the time delay performance of 

time-critical message under different conditions. 

4.2 Network Modelling 

4.2.1 Network Model 

Based on the recommended IEC61850 substation architecture in Figure 2-4 in section 

2.3, a generic architecture can be implemented as one station bus and a number of bays 

as shown in Figure 4-1[93]. Figure 4-1 presents a typical 400kV double busbar 

substation with single circuit breaker bus tie deployment. Based on the related research 

on substation architecture in Section 2.3, the no filter switch is needed between each bay 

in double busbar architecture. The isolation and independence of each bay in the 

substation can be realized. In addition, circuit breakers and disconnectors are used to cut 

off the circuit in the power system. Disconnectors cannot be opened when the substation 

is under operating; they can only be opened if there is no current flow through. Hence, 

disconnectors are applied for duplicate protection in substation maintenance. 
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Figure 4-1 Single line Diagram for UK 400kV Substation [93] 

Feeder bays in double busbar substation are selected for simulation in this section. 

According to a bay solution used in all UK power transmission network [94]. The 

requirement for minimum equipment must contain two independent protection schemes 

(MP1 and MP2). The generic substation architecture with one station bus and one 

process bus and a number of equipment is used in this study and as shown in Figure 4-2. 
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Figure 4-2 Overview of Generic Model without redundancy 

Two Merging Units (MUs), three Circuit Breaker Controllers (CBCs) and two Main 

Protection IEDs (MP1, MP2) are deployed. MUs are connected between the switchyard 

and process bus. They are used to convert analogue voltage and current signal to digital 

signal as Sampled Value (SV) to the process bus. CBCs are connected with circuit 

breakers (CBs) and the process bus. It will transmit the GOOSE which contains the 

information to control and report the status of the CBs. 



Chapter 4 Assessment of Data Communication Network Performance 

Page 85 
 

4.2.2 OPNET Simulation 

OPNET Modeller has been chosen for executing the simulation part in this thesis as it is 

open source and has been widely used to study Ethernet swishes based data 

communication networks [84]. The network modelling process will follow the structure 

as shown Figure 4-3. 

(i) Project Model (ii) Node Model

(iv) Code Editor

(iii) Process Model

 

Figure 4-3 OPNET modelling process structure 

The modelling processes can be divided three models and one editor. They are (i) 

project model, (ii) node model, (iii) process model, and (iv) code editor.  

The function of each model as well as the code editor can be summarized as follows: 

- Project model: project model is located at the top level in the OPNET which 

presents the topology of the simulation network. It shows the devices installed in 

the network and the inter-connection among them. In the project model, the 
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complete running environment of the network can be easily established by users. 

Communication network simulation results are collected as well.  

- Node model: The internal structure of each device is specified in the node model. 

The packet stream connection and arrows with different modules represent the 

message destination and status. 

- Process model: The logic flow of communication protocols are considered in the 

process model by state transition chart. 

- Code editor: Communication protocols and technologies are specified by code 

editor using C++ programing language. 

Therefore, it is possible to configure the existing object or facilitate new objects by 

modifying the process model, node model and code editor [95]. 

4.2.2.1 Simulation Process in OPNET 

The specific simulation process for substation automation system modelling in OPNET 

is shown in Figure 4-4. 

Network 

Design

Parameters 

Selection

Network

Simulation

Simulation 

Results
 

Figure 4-4 Communication Network Simulation Process 

The first step is to create a proper network in the project model. An Ethernet based link 

is used to connect all devices. Once the network is set up, it is necessary to complete 

network traffic and device parameter settings, such as the bandwidth of the link, the 

packet size and interval time of the message, etc.  

After that, it is essential to choose the variable indicators which are collected by 

OPNET during simulation. To assess the network performance, end to end (ETE) 

Ethernet delay is an important index of system reliability for IEC 61850 has described 

the time requirements for different messages. The other statistics such as bandwidth 

utilization indicate the capability of the system. 

The next step is to run a simulation. The simulating running period can be set manually. 

However, a relatively short time may not influence the system performance since 

devices have not started to transmit messages.  
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Finally, simulation results can be viewed and compared in different scenarios after 

simulation has finished. They help to assess the network’s performance.  

4.2.2.2 Substation Devices Modelling 

4.2.2.2.1 Merging Unit 

According to IEC 61850 Part 9-1 [96], the working principle of Merging Unit (MU) is 

shown in Figure 4-5. It receives the analogue current and voltage signals from 

instrument transformers in the switchyard and then converts these to sampled values 

(SVs) and transmits them to SAS. 

 

Figure 4-5 Working Scheme of MU [97] 

The MU model Figure 4-5 is implemented in OPNET as shown in Figure 4-6, which 

contains three layers of OSI-7 communication stack including physical layer, Ethernet 

layer and application layer. 

 

Figure 4-6 MU Model in OPNET 

Digital data (Sample values 

based on IEC61850-9-2) 
Inputs from  

CTs and VTs 
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As shown in Figure 4-6, ‘hub_rx0’ is MU model input port and ‘hub_tx0’ is MU model 

output port. ‘hub_rx0’ is used to receive analogue signals from current 

transformers/voltage transformers in the primary side. And ‘hub_ tx0’ transmits digital 

signals (sampled values) to process bus. The Ethernet link bandwidth (e.g. 100Mbit/s 

used in the thesis) is specified in these two ports.  

‘Bursty_gen’ and ‘sink’ are developed in the application layer. ‘Bursty_gen’ model is 

raw protocol data unit packets generator. According to the structure, it is easy to 

forward the sampled values (SV) to the mac process model through the Ethernet layer. 

The details of protocol data units are given in Appendix C. The ‘sink’ model is used to 

process the signals from ‘Hub_rx0’. 

Ethernet layer contains ‘eth_mac_intf’ and ‘mac’ model, where Ethernet 

communication protocol is specified [24].  

Once the MU is connected to the communication network by Ethernet fibres, the 

Ethernet link is fixed, meaning that the message transmission destination is determined. 

Additionally, the SV sampling rate, packet size, generation start time and stop time can 

be customized by users in the OPNET. 

4.2.2.2.2 Circuit Breaker Controller 

Circuit breaker controller (CBC) is designed for data exchanging with protection and 

control IEDs as shown in Figure 4-7. It helps to collect the status of circuit breakers 

(CBs) in the switchyard and report the information to P&C IEDs; it is also configured to 

receive corresponding GOOSE messages to trip/close circuit breakers. GOOSE 

messages are time critical messages and should be tagged with high priority as sampled 

values. 
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Figure 4-7 Working Scheme of CBC 

The CBC model (in the grey area of Figure 4-7) is implemented in OPNET as shown in 

Figure 4-8. Compared with the MU model, the communication stack for CBC is more 

complex. There are seven communication layers and client/server communication 

service is considered. Therefore, this ensures that CBC can achieve communication with 

HMI and the station bus PC directly. 

 

Figure 4-8 CBC Model in OPNET 
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4.2.2.2.3 Protection and Control (P&C) IED 

The working scheme of P&C IED is shown in Figure 4-9. Under fault conditions, P&C 

IEDs will send trip GOOSE messages to CBC to realize protection function. When it 

receives corresponding GOOSE messages from CBC, MMS messages will be 

transmitted immediately to HMI/station PC to update the status of the circuit breaker. 

Under normal conditions, P&C IEDs will generate MMS messages in a constant 

frequency to the HMI/station PC as well. 

P&C IED

MU

MMS MMS for CB status

GOOSE for CB statusSV

CBC

Trip GOOSE

 

Figure 4-9 Working Scheme of P&C IED 

The CBC model (in the grey area of Figure 4-9) is implemented in OPNET as shown in 

Figure 4-10. It can be seen that the internal structure of the P&C IED is quite similar to 

the CBC. However, the P&C IED has two duplicated receiver ports and transmitter 

ports on the physical layer. They are used to connect with the process bus and station 

bus respectively to integrate protection and control functionalities.  
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Figure 4-10 P&C IED Model in OPNET 

4.3 Process Bus Hosting Capability  

In this section, the capability of the process bus will be evaluated and analysed in 

different cases. Based on the network model in Figure 4-2, Process Bus was chosen for 

simulation and modelling in OPNET as shown in Figure 4-11.  

Main 

Protection
Fault 
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Circuit Breaker Controller Merging Unit
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Figure 4-11 Process Bus Model 

As shown in Figure 4-11, the process bus model contains a Main Protection (MP), a 

Fault Recorder (FR), three Circuit Breaker Controllers (CBCs) and three Merging Units 

(MUs). All devices are connected via the Ethernet switch in which data flow control 

method FIFO was implemented. SV messages are forwarded to MP from MUs with 

Trip GOOSE to CBC 

Inputs from MU and CBC 

MMS from HMI 

MMS for CB status 
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current and voltage information. MP and CBCs will send continuous GOOSE messages 

between themselves. FR receives SV and GOOSE in the network to track the operation 

of the system. However, FR will not transmit any data packets in the process bus, but 

will only communicate with station PC using FTP message for status updating via the 

station bus. In addition, Ethernet switch with 100 Mbit/s service rate was chosen for 

data transmission. 

4.3.1 Message Configuration 

4.3.1.1 Sampled Value Settings 

Each SV message carries a fixed data set containing voltage and current information 

which is sent by a merging unit. An MU is implemented between the conventional 

instrumentation transformers and process bus to convert analogue signals to digital 

signals. The multicasting capability of SV permits the same frame transmission to 

multiple IEDs. 

The parameter setting for MU sampled values is presented in Table 4-1. Since the time 

critical message and the sampling rate are very high, it will occupy a large percentage of 

network bandwidth. 

Table 4-1 SV Setting in Process Bus 

Device Name Message Type 
Interval Time 

(seconds) 

Packet Size 

(bytes) 

Total Traffic 

(Mbit/s) 

MU SV 0.00025 133 4.256 

According to IEC 61850 Part 90-4, SVs carry eight sets of current and voltage data 

including: IA, IB, IC, IN, VA, VB, VC and VN respectively. A typical SV packet size is 

proposed in [98] with 133 bytes. The message sampling frequency is set to 80 samples 

per cycle. Therefore, the merging unit will release 4000 SV messages per second on the 

basis of 50 Hz power system frequency. The interval time between adjacent SV signals 

is 0.25ms. In this case, the SV message transmission rate in the Ethernet network from 

each merging unit can be obtained as 4.256 Mbit/s. Thus, SV accounts for 12.768% of 

total Ethernet traffic with 3 MUs connected to the network.  
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4.3.1.2 GOOSE Setting 

The event triggered GOOSE message is mainly applied to trip and control signals from 

IEDs to circuit breaker controllers (CBCs). Therefore, the value and information are 

exchanged in a short time. At the steady state, GOOSE messages are multicast 

repeatedly in a stable condition with a specific frequency equal to the heartbeat. It is the 

maximum retransmission time. When an event/fault occurs, the interval time of the 

GOOGE message will be shortened rapidly. When the status recovers to a stable 

condition, the retransmission time resets to heartbeat again. 

The GOOSE message parameters setting under normal conditions and feeder fault 

condition for main protection and circuit breaker controller are shown in Table 4-2. 

In normal condition, GOOSE message are transmitted in a low frequency equal to a 

‘heartbeat’ with one sample per second under normal conditions. The traffic of GOOSE 

from each IED is around 1.2*10
-3

 Mbit/s when the GOOSE packet size is fixed at 150 

bytes. It takes little traffic in the network. For this reason, it can be ignored since it 

cannot influence the performance of the system. 

When a fault occurs, burst of GOOSE message will be generated (as shown in Figure 

3-2 in section 3.1) by IEDs or CBCs in the network. According IEC61850-8-1[99], the 

burst GOOSE can be various from several 10
th

 burst message samples to several 

hundreds. Based on actual captured GOOSE samples from various vender devices 

during a fault, most devices generated GOOSE burst samples between 150 – 250 

samples. In this study, it was assumed GOOSE burst messages was 200 samples per 

second. According to IEC6185-8-1 GOOSE dataset format, it requires 150 bytes. 

According to the process bus model in Figure 4-11, four devices (one IED and 3 CBCs) 

cab generate GOOSE burst message. This make a random GOOSE burst bytes from 150 

to 600. It can be achieved in OPNET by choosing ‘uniform’.  
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Table 4-2 GOOSE Setting in Process Bus 

Device 

Name 
Message Type Condition 

Interval 

Time 

(seconds) 

Packet Size 

(bytes) 

Total 

Traffic 

(Mbit/s) 

MP & CBC GOOSE 

Normal 

Condition 
1 150 1.2×10

-3 

Feeder 

Fault 

Condition 

0.005 150-600 0.24-0.96 

4.3.2 Results and Analysis 

In this section, the simulation results will be discussed under two different scenarios, 

including normal condition and feeder fault condition. The structure of sampled values 

is fixed, and it will only contain the information of current and voltage from the 

substation primary side. Therefore, the packet size of SV is a fixed value. However, 

GOOSE messages also have a clear and definite structure expressed in the SCL files. 

GOOSE messages with a fixed full length size will be deployed in this case. 

Nevertheless, GOOSE message sizes will vary when they perform different 

functionalities under fault conditions. Hence, two different simulation tests are 

necessary for normal conditions and faulty conditions. In addition, message 

performance requirements are discussed in Section 2.4. End to end (ETE) time delay of 

the network should be less than 3ms to avoid data packet delay or loss. 

In this test, the process bus network is under normal condition in the first 30s simulation 

time. Then a feeder fault was occurred. 5 MUs, 10 MUs, 15 MUs, 17 MUs and 18 MUs 

are deployed in the network to test the maximum number of MUs can be contained 

within a bay. The simulation time for network is set to 60 seconds for each test. The 

results of the end to end time delay of the network are shown in Figure 4-12. 
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Figure 4-12 ETE Time Delay under different Conditions 

It can be seen from Figure 4-12 that the ETE time delay increases with more merging 

units connected to the network. ETE time delay will rise to 0.176ms and 0.184ms when 

the network is connected with 17 merging units under normal and feeder fault condition, 

respectively. It is far less than 3ms and can easily achieve the performance requirements. 

However, when 18 merging units are linked with the Ethernet switch, the time delay 

could approach infinite. 

As Figure 4-12 shows, the simulation results under feeder fault conditions are similar to 

normal condition tests. This is because GOOSE messages only take up relatively little 

traffic in the network, the impact of GOOSE on system performance is very slight. 

However the time delay will be slightly longer under fault conditions; this is due to 

more GOOSE data traffic in the communication network compared with normal 

conditions. When 18 merging units are connected to the network, the ETE time delay 

can reach infinity and not meet the time requirement. 

As Figure 4-13 shows, Ethernet bandwidth utilization can be assessed. It has been 

proven in [100] that if network traffic load is below 30%, substation automation system 

demonstrates a better performance. 17 merging units make up 89.06% communication 

channel and ETE time delay still meets the requirements. However, when one more MU 

is added to the network, the time delay is over 3ms. This is because there are more and 

more messages waiting to pass the Ethernet switch for transmission; Ethernet switches 

have a limited capability for data package transmission. Because of this, the ETE time 

delay increases continuously. Hence, the process bus is able to connect with 17 MUs in 

this test. 
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Figure 4-13 Network Traffic Bandwidth under Feeder Fault Conditions 

4.4 Station Bus Hosting Capability 

In this section, the capability of the station bus will be evaluated and analysed in 

different cases. Ring connections will be used as topology architecture for station bus. 

This architecture is widely used in substation communication network which can 

provide communication redundancy. When a failure happens in one bay and needs 

maintenance, time critical messages (SV and GOOSE) from other bays can be 

transmitted in reverse direction. However, when a switch is required to be installed or 

removed, the ring architecture will break down and it results in long outage for power 

system [57]. Therefore, two process buses can easily solve this issue. 
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Figure 4-14 Station Bus Model with 5 Bays 

Figure 4-14 presents a station bus model with five bays. Each bay contains one main 

protection IED and one backup protection IED. Main protection and backup protection 

will not only generate and transmit GOOSE messages to the circuit breaker controller 

but also MMS message to the station PC. The station PC acts as server which can 

transmit corresponding MMS messages to protection IEDs as well. In addition, files are 

transferred between the fault recorder in each bay and FTP server at station level. 

4.4.1 Message Configuration 

4.4.1.1 GOOSE Setting 

Unlike MMS messages and FTP protocol, GOOSE is time critical messages that can 

achieve multicast in the substation secondary system. For this reason, there is no need to 

mark the destination of GOOSE message. In this test, GOOSE messages under fault 

conditions are considered for carrying different functional information. Therefore, the 

packet size is proposed between 150 bytes and 600 bytes. The frequency is set to 200 

samples per second. GOOSE messages are generated at the beginning of the simulation. 

The traffic generation of the GOOSE message can be calculated from 0.24 Mbit/sec to 

0.96 Mbit/s. Details of GOOSE message parameter settings for main protection and 

backup protection are shown in Table 4-3. 
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Table 4-3 GOOSE Setting in Station Bus 

Device Name Message Type 
Interval Time 

(seconds) 

Packet Size 

(bytes) 

Total Traffic 

(Mbit/s) 

MP & BP GOOSE 0.005 150-600 0.24-0.96 

 

4.4.1.2 MMS Setting 

MMS messages use client/server service in substation automation systems. They are 

generated by protection IEDs continuously and are sent from the MMS server to MMS 

clients. MMS message reports the data change and data update to the station PC in the 

SAS system. MMS only uses the communication channel between IEDs and the station 

PC, since it is not multicast in the network unlike GOOSE and SV. It is suggested that 

the request packet size be set at 700 bytes and there is only one packet per request. The 

details of MMS message parameter configuration are shown in Table 4-4, where the 

inter request time is set at 0.05 seconds. In this case, the total traffic load of MMS is 

around 0.112 Mbit/s which accounts for a small part of the whole communication 

channel. Theoretically speaking, MMS messages have little impact on network system 

reliability. 

Table 4-4 MMS Setting in Station Bus 

Device Name Message Type 
Interval Time 

(seconds) 

Packet Size 

(bytes) 

Total Traffic 

(Mbit/s) 

Station PC & 

MP & BP 
MMS 0.05 700 0.112 

 

4.4.1.3 FTP setting 

Table 4-5 shows the FTP parameter setting in the application model. The file transfer 

service takes up medium traffic load of the communication channel, and it is described 
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in IEC 61850 Part 90-4 [98]. Therefore, the file size is set at 500,000 bytes and the 

default inter request time is set at 1 second. The traffic bandwidth of FTP service takes 

up 4 Mbit/s, which could easily influence the SAS performance. 

Table 4-5 FTP Setting in Station Bus 

Device Name Message Type 
Interval Time 

(seconds) 

Packet Size 

(bytes) 

Total Traffic 

(Mbit/s) 

FTP Server & 

FR 
FTP 1 500000 4 

 

4.4.2 Results and Analysis 

In this section, the hosting capability performance of the station bus is discussed and 

evaluated. All message service parameter settings have been described in the previous 

section. The network model is subjected to a 30-minute simulation. 5 bays, 10 bays, 15 

bays, 20 bays, 21 bays, 22 bays and 23 bays are contained in the network system 

respectively. The simulation results are indicated in Figure 4-15. 
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Figure 4-15 ETE Time Delay for Station Bus with different Bays 

The system time delay and standard deviation of the simulation results are presented in 

Table 4-6. It can be seen that system end to end (ETE) time delay increases and 

fluctuation becomes more erratic as more bays are injected to the system. The ETE time 

delay is around 0.34ms with 22 bays which still meets the IEC 61850 performance 

requirement, although the swings are very sharp. However, when the network is 
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connected with 23 bays, the time delay approaches 35ms after a 30-minutes simulation, 

which is far than the time requirement for substation communication network. 

Table 4-6 Statistics Results of Station Bus Simulation 

The number of Bays 5 Bays 
10 

Bays 

15 

Bays 

20 

bays 

21 

Bays 
22 Bays 23 Bays 

Average System Time delay 

(ms) 
0.15 0.17 0.19 0.20 0.23 0.34 >3 

Standard Deviation (ms) 
3.09E-

06 

7.33E-

06 

1.03E-

05 

1.83E-

05 

2.83E-

05 
0.000137 0.010738 

 

4.5 Data Flow Control Management 

4.5.1 Data Flow Control Method 

To ensure stable operation of SAS and to achieve the best behaviour and queueing 

performance of various data in the SAS, and also to provide adequate Ethernet 

bandwidth for important traffic to go through the router /switch simultaneously, three 

common and popular data flow control methods are considered. They are first in first 

out (FIFO), priority queuing (PQ) and weighted-fair queuing (WFQ). 

4.5.1.1 First in First out (FIFO) 

FIFO is the most basic data flow control method. The working principle can be 

described as first come in and first transfer data packets [101]. As shown in Figure 4-16, 

all data packets are served equally and the Ethernet switch multiplexes different data 

flows from different arriving ports into an a single data transmission line. In other words, 

each packet must wait in the queue till the existing packets found in the substation 

communication network have been transmitted. After that, the packets can be served. 

However, if the output queue is full, the arriving packets will be discarded. 
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Figure 4-16 Structure of First in First out Queuing 

The FIFO is a simple processing solution and demonstrates predictable performance. 

However, this data control method cannot distinguish the data packet types, and the 

behaviour of time-sensitive packets with high priority cannot be guaranteed. It results in 

an increase in the time delay of these messages and this does not meet the requirement 

described in IEC 61850 standard. 

4.5.1.2 Priority Queuing (PQ) 

The PQ working scheme is presented in Figure 4-17. Data packets are classified into 

different separate priority classes, which are High Priority Queue, Medium Priority 

Queue and Low Priority Queue respectively in Figure 4-17. All packets in a higher 

priority queue are served before a lower priority queue is served [102]. This means 

Packets of lower priority only start transmission if no higher priority packet is waiting. 

The described algorithm can be realized by the scheduler. Also, for each priority class, 

the data packets follow the FIFO manner as indicated in Figure 4-16. 

 

Figure 4-17 Structure of Priority Queuing [89] 
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The disadvantage of the PQ is that the data packets with low priority may need a longer 

waiting time for transmission only if no higher priority packet is waiting. This will 

result in a longer queuing time for low priority packets. 

4.5.1.3 Weighted Fair Queuing (WFQ) 

WFQ is a complementary queuing algorithm for managing the data flow compared with 

FIFO and PQ [103]. Figure 4-18 describes the data packets queuing scheme with WFQ. 

Based on the priority class of the incoming data flows, WFQ control method classifies 

the packets into different independent queue flows. Different queue flows have been 

allocated corresponding weights and bandwidths equally. Higher priority data has more 

weights to go thjrough the switch. Therefore, multiple data packets with different 

priorities can share a single transmission queue line to ensure that all traffic is 

transmitted equally in the network. 

 

Figure 4-18 Structure of Weighted Fair Queuing [98] 

WFQ can avoid severe congestion even when there is a loss of less important traffic in 

the network. It also ensures relatively equal transmission of traffic with various 

priorities. However, it may still result in quite a long time delay for the high volume 

traffic. 

4.5.2 Performance Study of Process Bus 

4.5.2.1 Case study settings 

This study is based on the Process Bus Model in Figure 4-11 (Section 4.3); it consists of 

one IED, three MUs and three CBC. The unit message packet sizes associated with 
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message priority are calculated and given on Table 4-7. As can be seen, the trip signal 

(GOOSE) is set at a higher priority than the SV. 

Table 4-7 Message Parameter Settings for Process Bus 

Source 
Message 

type 

Message 

Priority 

Interval time 

(Seconds) 

Packet Size 

(Bytes) 

Total 

Traffic 

(Mbit/s) 

MU SV 4 0.00025 133 4.256 

MP GOOSE 7 0.005 150-600 0.24-0.96 

CBC GOOSE 7 0.005 150-600 0.24-0.96 

Fault 

recorder  
FTP 3 1 50000 4 

4.5.2.2 Normal Conditions  

Firstly, under normal conditions, the generation and transmission of messages in the 

process bus operate as normal and there are no faulty devices, is considered. 

Table 4-8 presents the GOOSE time delay under different data flow control methods. 

According to IEC 61850-5 [68], the time delay of trip GOOSE messages should be 

within 3ms to avoid packet loss and to minimize impact on the operation of the 

substation. In the same case scenario, PQ performs better at reducing the delay of the 

message with higher-priority than WFQ. This is because WFQ provides the bandwidth 

for GOOSE and SV packets simultaneously, although the percentage for SV 

transmission is a little lower. 

Table 4-8 GOOSE Time Delay under Three different Data Control Methods in Process 

Bus 

Data Control Method FIFO PQ WFQ 

GOOSE Time Delay 0.0935ms 0.0755ms 0.0814ms 

Figure 4-19 shows the GOOSE time delay performance in the SAS with three data flow 

control methods. 
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Figure 4-19 Network GOOSE Throughput Performance in Process Bus with Three 

different Data Flow Control Methods 

4.5.2.3 Effect of storming data  

Storming data may occur if a mistake injection data during a test operation or data 

injection from another network configuration, a network message will transmit endless 

cycle before the switch restrain it. In addition if there is a failure of IED MAC device, 

the IED may send out the lots of network message and cause to the network out of 

service [31]. 

Based on the model in Figure 4-11 and Table 4-7, the total data packers (3 MUs, 1 IED, 

3 CBC and 1 fault recorder) make the total data packets about 20Mbit/s, the Switch 

service rate is 100Mbit/s. In order to simulate the effect of storming data on the model, 

the data injection of 80 Mbit/s at 10s simulation was considered. As a result, the data 

traffic needs to wait in the queue before going through the Ethernet switch. 

The simulation results for effect of storming data are shown in Figure 4-20. 
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Figure 4-20 GOOSE Time Delay with Storming Data 

It can be seen that the PQ and WFQ have a better GOOSE throughput than FIFO. When 

the storming data is generated at 10s, the GOOSE time delay increases rapidly because 

a lot of data traffic are waiting to queue through the switch. Because the all data packets 

are treated equally without detecting the priority of the packets, and because the 

frequency of the GOOSE generation is lower than SV, there is no GOOSE packets 

transmission under FIFO control. After 10s, the transmission queue is fully occupied by 

SV and storming data; GOOSE packets cannot enter the queue, and they will be 

dropped by the Ethernet switch. Therefore, FIFO demonstrates the worst performance at 

handling the GOOSE packets in the process bus.  
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Compared with FIFO, WFQ can still deal with the GOOSE message based on its 

working scheme. As the amount of the traffic in the network increases, the GOOSE 

delay with WFQ control method increases after 10s.  

From Figure 4-20, it can be seen that storming data has no impact on the PQ control 

method. This is because the GOOSE message has the highest priority in the network, 

and it will be transmitted directly. Therefore, the GOOSE time delay is similar under 

normal conditions and storming data. 

4.5.3 Performance Study of Station Bus 

4.5.3.1 Case study settings 

This study is based on the station bus model in Figure 4-14 (Section 4.4); it consists of 5 

bays. The unit messages packet size associated with message priority are calculated and 

given in Table 4-9. As can be seen, the trip signal (GOOSE) has been set at a higher 

priority than the MMS and FTP. 

Table 4-9 Message Parameter Settings for Station Bus 

Source 
Message 

type 

Message 

Priority 

Interval time 

(Seconds) 

Packet Size 

(Bytes) 

Total traffic 

(Mbit/s) 

MP/BP GOOSE 7 0.005 150-600 0.24-0.96 

MP/BP MMS 3 0.05 700 0.112 

Station PC MMS 3 0.05 700 0.112 

FR/FR 

Server 
FTP 3 1 500000 4 

4.5.3.2 Simulation Results 

Figure 4-21 shows the GOOSE time delay in the station bus. The time delay 

performance of three data flow control methods are quite similar; this is because the trip 

GOOSE message packets occupy a larger volume of bandwidth of around 0.24 Mbit/s 

to 0.96 Mbit/s compared with MMS message packets at only 0.112 Mbit/s. Also, the 

interval times of the GOOSE packets are shorter than MMS and FTP. As a result, the 

frequency of GOOSE packets is 10 times greater than the MMS and 200 times the FTP. 

Thus, the performance of different data flow control methods for GOOSE time delay is 

very close.  
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Figure 4-21 GOOSE Time Delay in Station Bus with Three different Data Flow Control 

Methods 

It can be seen in Figure 4-21 that the time delay increases rapidly at 1s; this is because 

the MMS and FTP message packets are set to begin generating at that time. At 2s, the 

time delay increases again, the second FTP message packet in the queue starts to be 

transmitted. Then, the GOOSE time delay reaches the steady state. GOOSE packets 

have the highest priority in the network. The performance of PQ is bit better than that of 

WFQ, and the worst performing is FIFO. 
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Figure 4-22 MMS Time Delay in Station Bus with Three different Data Flow Control 

Methods 

 

Figure 4-23 FTP Traffic Transmitted with Three different Data Flow Control Methods 

 

Figure 4-22 and Figure 4-23 show the MMS time delay performance and FTP packet 

transmission status with three data flow control methods. FIFO has the best 

performance for MMS packets transmission with the lowest queuing time delay. PQ 

shows worst behaviour for MMS, since the priority class for MMS is only 3; PQ is more 

focused on GOOSE in this scenario. As shown in Figure 4-23, at around 14s and 17s, 

the MMS time delay increases with WFQ control method because WFQ has distributed 
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the bandwidths for all message packets relatively equally. WFQ deals with FTP packets 

at these times. 

4.6 Summary 

This chapter has presented a network simulation model based on IEC61850 generic 

digital substation architecture with both Process Bus and Station Bus. The generic 

substation architecture and two PB and SB connecting all essential equipment and all 

defined data messages are modelled using OPNET data network simulation tool.  

Based on the simulation data network, the PB with equipment hosting capability and SB 

with bay hosting capability have been assessed and analysed. According to IEC61850, 

the defined various data message sizes both PB and SB can be determined. For the 

assumed 100Mbit/s data network bandwidth, results show that up to 18 merging units 

can be accommodated in the PB and up to 22 bays can be connected to SB. 

In order to minimise the impact of storming data on the timing critical data message in 

the data network, three data flow control methods are modelled, simulated and analysed. 

The results show that the Priority Queuing (PQ) control methods can reduce the impact 

of unexpected delay of the time critical messages on the performance of protection and 

control functions during abnormal conditions. However, (First in First out) FIFO is not 

able to handle the GOOSE trip under abnormal conditions. Compared between PQ and 

WFQ, the former can achieve better performance, although both methods can meet the 

time delay of GOOSE message to meet the requirements of 3ms. The results confirm 

when selecting a suitable data flow control method, the impact of storming data on the 

time-critical messages exchange in the data network  can be minimised. 
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5 Chapter 5 Performance Assessment of Different 

Network Redundancies 

5.1 Introduction 

This chapter has 3 sections: (i) Network modelling: where three different process bus 

redundancy networks are modelled using a data communication network simulation 

software tool, OPENT. (ii) Results and analysis where system time delay, network 

bandwidth utilisation, the effect of single network component failure tests, and 

comparison studies between normal HSR and HSR with QR techniques, and (iii) 

Summary. 

5.2 Network Modelling 

The process buses with three commonly used redundancy communication networks and 

a minimum equipment requirement with MP1 and MP2 for a protection and control 

scheme are modelled and simulated, respectively, using OPNET. They are shown in 

Figure 5-1, Figure 5-2 and Figure 5-3 respectively. 

Station Bus

Instrument Transformer 

(CT/VT)

Circuit Breaker

MP1 MP2

ESW1 ESW2

MU1 CBC1 MU2 CBC2

 

Figure 5-1 Overview of Two Independent Parallel Star Networks 
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(CT/VT)

Circuit Breaker
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RedBox

 

Figure 5-2 Overview of HSR Network 
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Figure 5-3 Overview of PRP Network 

As described in Figure 5-1, the two independent parallel star networks are the most 

straightforward configurations which consist of two separated star process buses, 

process bus 1 and 2. The equipment, e.g. IEDs and MUs are connected to their 

corresponding process bus 1 or 2, respectively. Failure of any devices in one of the 

networks will not affect the operation of the other network. Therefore, process bus 2 can 

be regarded as a backup solution for process bus 1 failure and vice versa. Hence the 

reliability performance for the protection and control function can be improved 

effectively. 

As shown in Figure 5-2Error! Reference source not found., HSR process bus network 

basically forms a ring network that allows two independent communication paths 

(clockwise and anticlockwise) between the source and destination. In order to realize 

the function of HSR configuration, devices must be able to support Doubly Attached 

Node with HSR (DANH). Devices that are unable to support DANH are known as 
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Single Attached Nodes (SAN); SANs cannot connect to HSR network directly and 

would need to be paired with Redundancy Boxes (RedBoxes) in order to transmit 

message packets in both directions within the ring network. Moreover, for 

communication to take place between the HSR process bus and the Station Bus, a 

Redbox is necessary as well. 

High availability for the process bus can be provided by two fully connected parallel 

star networks with PRP protocols. As the message packets are duplicated and sent via 

two star networks, any network failure will not affect the protection and control 

function. Similarly, PRP network also requires software functions to support Doubly 

Attached Node with PRP (DANP) regarded as DANP devices. IEDs without DANP 

function are regarded as SAN devices which will require a RedBox to be connected into 

the PRP network, in order to transmit two copies of message packets into two separate 

paths. Figure 5-3Error! Reference source not found. shows the overview of the 

process bus with PRP and DANP devices. 

Since the time triggered message Sampled Value (SV) packets are generated by MUs 

are periodic data sets which contain voltage and current information. SV multicast 

capabilities permit the same frame to transmit to multiple IEDs. The IEDs subscribe to 

the desired SV streams from the Process Bus. Event triggered messages are modelled as 

GOOSE messages. Since GOOSE trip messages are mainly from IEDs to CBCs, the 

time requirement for the GOOSE messages is very short. This can ensure the status of 

circuit breaker to be updated immediately. Once a fault is detected by an IED, a 

sequence of GOOSE messages will be generated to the CBC via the Process Bus. The 

CBC will then trip the CB in a short time. The packet size and interval time of each 

message are shown in Table 5-1. 

Based on Table 5-1, two MUs generate about 8Mbit/s SV, two CBC and two MPs 

generate GOOSEs from 1.24Mbit/s - 4Mbit/s. The total data is from 9.24Mbit/s to 

12Mbit/s. Although Ethernet switches can be either 10Mbit/s or 100Mibt/s or 

1000Mbit/s, for this study the total data in the studies is from 9.24Mbtit/s to 12Mbit/s, 

hence 100 Mbit/s Ethernet switches are considered in the simulation studies. 
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Table 5-1 Message configuration in OPNET 

 

5.2.1 Modelling of a Single Star Network Process Bus 

The two independent star networks in Figure 5-1 forming process bus 1 and 2 run 

separately without affecting each other, but they performs the same protection functions 

as MP1 or MP2. Thus, the single star network with MP1 was modelled using OPENT as 

shown in Figure 5-4. 

source

destination

 

Figure 5-4 Single Star Network Modelling 

As shown in Figure 5-4, MP1 is connected to a MU1 and a CBC1 via the Ethernet 

switch. These four devices are modelled using OPNET model library. The periodic SVs 

are generated by MU1 while GOOSE messages are sent each other between MP1 and 

CBC1. Rapid Spanning Tree Protocol (RSTP) was considered in Ethernet switch. 

Process Bus 1 acts as the main protection in the substation. Therefore, should any 

Ethernet link be disconnected in process Bus 1, a short period of time is needed for 

backup protection (process Bus 2) to operate. As a result, the recovery time of RSTP 

may not meet the IEC 61850 SAS communication network performance requirements. 
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5.2.2 Modelling of A Ring Process Bus with HSR Protocol 

The process bus using a ring network with HSR protocol modelling is presented in 

Figure 5-5, each device model is programmed and configured as DANH to realize the 

following functions. The message frame will be generated and duplicated as HSR 

Frame A and HSR Frame B in the source IED, and these two frames will be circulated 

into separate directions into the HSR ring simultaneously. Intermediate IEDs will 

receive and forward the frame to the adjacent IEDs within 5 μs [104]. Thus, after being 

propagated in the whole ring, the frame will return to the source IED, and then be 

discarded. For the destination IED, it will be reached by the duplicated frame 

successively, in case of the loss of one frame. The first frame is considered to accept by 

end node and the other copy of the frame should be discarded. Therefore, HSR is 

efficient at coping with single point failure on the Ethernet link and zero recovery time 

is provided. 

source

destination

HSR frame AHSR frame B

 

Figure 5-5 HSR Network Modelling 

5.2.3 Modelling of A Parallel Star Network Process Bus with PRP 

protocol 

Figure 5-6 presents the simulation scenario for process buses using a parallel star 

network with PRP protocol. DANP has been configured in this network. DANP has two 

individual communication ports in each device. Two independent ports only transmit 

two copies of frames without receiving and forwarding. However, all frames will be 

duplicated and transmitted into two separate networks as LAN A and LAN B 

simultaneously. It should be noted that the topologies of LAN A and LAN B are not 
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required to be identical. The frame arriving first at the destination node is received 

whilst the later one will be discarded. All traffic will never return to the source. In 

addition, normal Ethernet switches can be utilized in this network. 

source

PRP frame A

PRP frame B

LAN A LAN B

destination

 

Figure 5-6 PRP Network Modelling 

5.3 Results and Analysis 

The simulations have been conducted several times with a different number of MUs to 

assess and evaluate the performance of three kinds of process bus network. During the 

simulation, each scenario has been run for 30 seconds. The results of network time 

delay and communication network bandwidth utilization under different situations are 

presented. 

5.3.1 System Time Delay study 

5.3.1.1 System time delay with 2 MUs  

Figure 5-7 shows the system time delay for three redundancy networks with basic 

protection scheme as 2 MUs connected. 

mailto:nrichards@iee.org.uk
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Figure 5-7 Time Delay Performance of three Redundancy Networks with 2 MUs 

Connected 

It can be inferred that the time delay for HSR network is 0.095ms which is longer than 

PRP (0.075ms) and two independent parallel star networks (0.065ms). This is because 

message packets need a long distance to arrive at the destination in ring topology, while 

message packets are propagated through a central Ethernet switch to be received by 

IEDs in star topology. PRP is also more complex than the star network. In this scenario, 

all three networks performed well. 

5.3.1.2 System Time Delay from 2 MUs to maximum MUs 

Figure 5-8 shows the simulation results of system time delay for three studied networks 

where an increasing number of devices are considered. 
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Figure 5-8 Time Delay Performance of three Networks with number of MUs connected 

As can be seen, the system time delay will be increased with as the devices (MUs) are 

added. However, the relation between system time delay and number of MUs is almost 

linear until the data exceed the network switching capability. According to Table 2-2, 

GOOSE time requirement is 3ms, this limits to the maximum number of MUs can be 

connected to the network. As can be seen from the Figure 5-8, the capacity of HSR 

network is limited to 8 MUs, and the capacity for the PRP network and single star 

network are increased to 17 MUs. When 18th MU is added, the system time delay is 

quickly over 3ms. 

As can be seen that the capacity of HSR is half in compare it with one star network or 

PRP network as one message in HSR is duplicated and transmitted via two paths 

(clockwise and anti-clockwise) in the ring network. Hence the network capacity is 

halved. 

5.3.2 Network Bandwidth Utilization Study 

The network utilization varies with the different number of devices connected. Table 

5-2 shows the network bandwidth utilization in each redundancy network. For HSR 

network, when 9 MUs have been connected, 82.2% communication channel is occupied 

but system time delay is far more than the performance requirements. This is because 

DANH can occupy a part of network bandwidth for message receiving and forwarding. 

Under this circumstance, message packets queue to pass through DANH. In the same 
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way, it can be seen in the Table 5-2, the Ethernet switches in the PRP network and 

single star network take over a part of the network bandwidth as well. The simulation 

results have revealed that with the same number of MUs connected, the network 

bandwidth utilization of HSR network is more than doubled compared with other two 

networks, since the message packets will be duplicated and propagated into separate 

paths for the whole ring in the HSR network. The packets from the source have to return 

to the source and be discarded while the packet from the source will be recognised at the 

receiver. In the PRP network and single star network, the message packets will never 

return to source IEDs. 

Table 5-2 Network Bandwidth Utilization in different cases 

Number of MUs 

Network Bandwidth Utilization (%) 

HSR Network PRP Network Single Star Network 

2 21.7 9.3 7.6 

3 30.5 13.6 11.9 

5 47.5 22.2 20.1 

8 73.4 35.4 32.4 

9 - 38.9 35.7 

12 - 51.7 47.5 

15 - 62.4 58.6 

17 - 72.8 69.3 

5.3.3 Single Ethernet Link Failure on HSR 

Unlike two independent process buses and PRP network, a single point failure on HSR 

could impact the data transmission or receiving time delay. Therefore, the performance 

of a single Ethernet link failure on the HSR network was investigated and analysed. 

As shown in Figure 5-9, during the simulation, the HSR process bus was under normal 

operation in the first 10s, and then the Ethernet link between the MP1 and MP2 was 

disconnected. The change of system time delay performance is shown in Figure 5-10. It 

can be observed that system time delay has become almost double after the link failure, 

since most packets need a long distance to be transmitted to the destination IEDs. 

Normally, frames do not propagate clockwise or anticlockwise completely in the whole 

ring. The capability of the HSR network will be assessed in this case. 
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Figure 5-9 Failure of Single Ethernet Link for HSR Network 
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Figure 5-10 System Time Delay Change under Optical Fibre Failure 

Assume a broadcast message from device A to device B, C, D and F which is shown in 

Figure 5-11, the time delay for all B, C, D, E and F are listed as shown in Table 5-3, 

A
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Figure 5-11 Overview of Network Communication 
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Table 5-3 Message Time Delay for different Routes 

Traffic transmission route Clockwise time delay Anticlockwise time delay 

A to B t1 t2, t3,t4,5,t6, 

A to C t1,t2 t3,t4,5,t6, 

A to D t1,t3,t3 t4,5,t6, 

A to E t1,t2,t3,t4 t5,t6, 

A to F t1,t2,t3,t4,t5 t6 

As in Table 5-3, the short route will be selected for packet transmission. The worst case 

is A to D which can be described t1+t2+t3 or t4+t5+t6. If the fibre between A and B or 

A and F is disconnected, the worst case delay is t2, t3, t4, t5, t6 or t1, t2, t3, t4, t5. Since 

the delay of in the fibre can be ignored as the light speed in the fibre. In the simulation 

the same switches were used so the delay in the switches should be the same, hence t1, 

t2, t3, t4, t5 and t6 are equal. 

𝑇𝑁𝑜𝑟𝑚𝑎𝑙 = (𝑡1 + 𝑡2 +  𝑡3) 𝑜𝑟 (𝑡4 + 𝑡5 + 𝑡6) 𝑜𝑟 (𝑡1 + 𝑡2 +  𝑡3 + 𝑡4 + 𝑡5 + 𝑡6) ÷ 2 

𝑇𝐹𝑎𝑢𝑙𝑡 = (𝑡1 + 𝑡2 +  𝑡3 + 𝑡4 + 𝑡5)  𝑜𝑟 (𝑡2 + 𝑡3 + 𝑡4 + 𝑡5 + 𝑡6)   

This can be written as a generalised form for normal and a faulty component in the ring 

in equation (8) and equation (9), 

𝑇𝑁𝑜𝑟𝑚𝑎𝑙 = (
𝑡1+𝑡2+𝑡3+⋯+𝑡𝑁

2
)     (8) 

𝑇𝐹𝑎𝑢𝑙𝑡 = (𝑡1 + 𝑡2 + 𝑡3 + ⋯ + 𝑡𝑁−1)    (9) 

According to the results in Figure 5-12, the relationship between the system time delay 

and the number of connected MUs is almost linear. It can be found that the maximum 

number of MUs connected to the HSR network is the same under normal and faulty 

fibre conditions, i.e. up to 8 MUs. The optical fibre failure will not affect the capacity of 

the HSR network, while it will result in a system time delay almost double that of a 

delay under normal conditions. 



Chapter 5 Performance Assessment of Different Network Redundancies 

Page 121 
 

 

Figure 5-12 System Time Delay under different Scenarios 

As Table 5-4 shows, the system time delay can be obtained. The network capability is 

still 8 MUs. However, compared with HSR capability study under normal conditions, it 

can be observed that system time delay has doubled under Ethernet link conditions since 

most packets need more distance to arrive at the destination IEDs. Under this 

circumstance, a message frame cannot propagate clockwise and anticlockwise 

completely in the whole ring. 

Table 5-4 HSR Network Capability Test in Faulty equipment Case 

Number of MUs 
System Time Delay (ms) 

No Point Failure Single Point Failure 

2 0.095 0.174 

3 0.121 0.234 

5 0.143 0.269 

8 0.183 0.371 

9 >3 >3 

Unlike RSTP protocol which is used in two parallel star networks, zero recovery time is 

provided by HSR protocol. It is not necessary to find the best route for traffic to be 

transmitted in the HSR network. The results confirm that a single Ethernet link failure 

has no effect on the capability of the HSR network. 
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5.3.4 Improvement of HSR Hosting Capability with QR method 

According to the working principle of the HSR proposal, two copies of data packets will 

appear on the Ethernet fibres. However, there is no duplicated traffic on the same fibre 

on both PRP networks and single star network. Due to extra traffic generated in the 

HSR network, the capability performance can be reduced significantly when comparing 

it with other two. 

To remove the duplicated traffic in HSR, a so call Quick Removing (QR) method has 

been proposed [58]. As shown in Figure 5-13, in the QR method, record and detect 

functions are added to each port in Double attached Node HSR (DANH) or red box to 

clarify the sequence number of flowing message packets. Once packet have been 

transmitted through DANH mode, the other packet with same sequence number arrived 

will be eliminated in this model without return to the source IED. Therefore, the all 

duplicated packets will not circulate the whole HSR ring network. 

 

Figure 5-13 Principle of QR Method [58] 

Table 5-5 presents the capability test for the HSR network with QR method. The 

capacity can be increased to 15 MUs. Compared with the standard HSR, the capability 

of the process bus with QR method applied has approximately doubled. This is because 

in the standard HSR network, the packets from the source have to return to the source 

and be discarded while the packet from the source will be recognised at the receiver. 

However, with the QR method, intermediate IEDs can discard the packet from the 

network. The capability of the network can therefore improve significantly. 
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Table 5-5 Capability Test for HSR Network  

Number of MUs 
System Time Delay (ms) 

Normal HSR Network HSR with QR 

3 0.097 0.08 

5 0.135 0.09 

8 0.17 0.12 

10 >3 0.13 

13 >3 0.16 

15 >3 0.19 

16 >3 >3 

5.4 Summary 

This chapter presented the assessment of the equipment hosting capabilities for two 

typical PB networks with HSR and PRP redundancies using OPENT simulation models. 

The equipment hosting capability for both HSR and RPR redundancy PB networks have 

been analysed and compared with the single star PB network. The results show the 

maximum number of devices for the signal star network as well as PRP redundancy 

network is 17MUs, while the HSR network has the equipment hosting capacity with 

only 8 MUs. 

The other data network performance metrics, such as data exchange time delay, network 

bandwidth utilisation, effect of equipment failure in the redundancy network, have also 

been assessed and studied. In relation to the time delay performance studies, the single 

star has the shortest time delay latency with HSR network has the longest time delay 

latency. Regarding the network bandwidth utilisation, PB under 8 MU connections, 

HSR network has the better network utilisation. However, PB with more than 8 MUs 

has exceeded HSR equipment hosting capability. By comparing the PRP network and 

the single star network, the former has better network utilisation. With regard to the 

equipment failure in the redundancy networks, there is no impact of equipment failure 

in RPR network on data exchange delay and equipment hosting capability. Also, no 

impact of the equipment failure in HSR network on the equipment hosting capability is 

shown, but the data exchange time delay can be doubled. Finally, QR method has been 

implemented in HSR network. Results show that HSR with QR method can increase the 

equipment hosting capability from 8 MUs to 15MUs. 
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6 Chapter 6 Experimental Impact Assessment of Data 

Network on Protection Scheme Functionality 

6.1 Introduction 

This chapter focuses on the lab set up and tests for the assessment of the impact of two 

different redundancy networks HSR and PRP and their faulty components on a 

protection and control (P&C) scheme functionality and performance. The P&C scheme 

was based on two main protection and control strategies. The lab set up for the P&C 

scheme based on HSR and PRP configurations are the same as in Figure 5-2 and Figure 

5-3, respectively. The details of the implementation of a substation real time simulation 

model using RTDS, test scenarios and the experimental results are analysed and 

discussed. 

6.2 Laboratory setup 

Referring to Figure 5-2 and Figure 5-3 in chapter 5, the laboratory environment is set up 

with real commercial equipment for HSR and PRP, which are shown in Figure 6-1 and 

Figure 6-2 below, respectively. 
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Figure 6-1 Laboratory set up and implementation for HSR-network configuration 
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Figure 6-2 Laboratory set up and implementation for PRP-network configuration 

The block diagram of the laboratory setup for HSR configuration in Figure 6-1 shows 

that it consists of a ring process bus connecting to 6 devices, the same as that in Figure 

5-2. These devices are AMU1 (GE), AMU2 (ABB), CBC1 (ABB), CBC2 (ABB) MP1 

(ABB diff local) at local, MP2 (GE dis) at local. In addition MP1 (ABB diff remote) at 

remote substation is also setup to connect to the local MP1 as the differential protection 

scheme. Signals of the CT, VT and circuit breaker (CB) within a substation are 

modelled using RTDS. All devices and model in RTDS are synchronised by either GPS 

or IEEE1588 master clock. 

The block diagram of the laboratory setup for PPR in Figure 6-2 shows it consists of 

two process buses and also 6 devices which are the same devices used for HSR 

configuration in Figure 6-1. The MP1 (ABB diff) at remote is also modelled. Similarly, 

signals from CT, VT and CB within a substation are modelled using RTDS. All 

equipment are synchronised by either GPS or IEEE1588 master clock as well. 

Both HSR and PRP laboratory setup were based on a configurable Virtual Site 

Acceptance Testing and Training (VSATT) platform at Manchester P&C lab as shown 

in Figure 6-3. 
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Figure 6-3 Layout of Virtual Site Acceptance Test and Training (VSATT) platform 

RTDS plays a central role in the laboratory setup because it represents the real 

substation and network model. RTDS represents the source of CT and VT analogue 

measurements as well as the destination of circuit breakers for trip signals. The RTDS 

network model can integrate signals from external hardware in real time, according to 

Hardware in the Loop (HiL) simulation requirements. RTDS interfacing with AMUs 

and Omicron amplifiers is done through its Analog Output cards, located on its rear 

panel. While the rear panel is used for analogue connections, the RTDS front panel is 

used for digital signals, e.g. for interfacing with SCUs, exchanging breaker statuses, etc. 

Protection within either the HSR or PRP configuration ensured through three main 

studied protection functions: differential (local and remote), distance and overcurrent. 

The differential protection scheme is accomplished using two ABB bays. One ABB bay 

comprises the MP1 (ABB diff local) which receives SVs from an AMU according to 

IEC61850 standard, while the second bay comprises the remote end MP1 (ABB diff 

remote) which is directly connected to RTDS via an Omicron amplifier. The MP1 

(ABB diff local) is shown in Figure 6-4, and the MP2 (GE dis) configured for distance 

and overcurrent protection functions which is shown in Figure 6-5. 

HMI-1

Process Level Bay Level

Visualisation Tool HMI-2

(a) Hardware Platform (b) Monitoring Tools

RTDS
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Figure 6-4 ABB bay, including local end IED (part of differential protection), Bay 

Control Unit and Process Buses 1 & 2 

 

Figure 6-5 GE relay with distance and overcurrent protection functions 
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6.2.1 400kV substation model 

The National Grid (NG) 400kV Cilfynydd substation in South Wales as shown Figure 

6-6 was selected for this study. All substation network data are listed in appendix E. 

 

Figure 6-6 Single line diagram of NG Cilfynydd 400kV substation at South Wales  

For this lab modelling and testing purposes, a simplified substation model with four 

feeders was considered using RTDS. They are: 

 Swansea North 1 (SWAN-1) 

 Whitson/Seabank (WHSO/SEAB) 

 Swansea North 3 (SWAN-3) 

 Rassau (RASS) 

Figure 6-7 below is the Rassau feeder which used to test the impact of HSR and PRP 

network redundancy on P&C functionality. As can be seen in Figure 6-7, the point of 

connection of the CTs provides current measurements for the laboratory deployment of 

either HSR or PRP network configuration. Within this one feeder RTDS network model, 

the VTs have the same connection point as the CTs. 
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Figure 6-7 Point of connection for local CTs within one feeder RTDS network model 

However, in order to test the differential protection scheme within HSR or PRP network 

configuration, there is a need within the RTDS model for a second set of CTs and VTs 

to be connected at the remote end of the feeder. This set of CTs and VTs need to feed 

measurements into the remote end MP1 (ABB remote) as the differential protection 

scheme. The point of connection for the remote set of CTs/VTs, together with the 

feeder’s transmission line model is presented in Figure 6-8. 
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Figure 6-8 Rassau feeder and second set of CTs’ connection point 

6.2.2 Modelling CT saturation 

Modelling CT saturation is an integral part of the substation redundancy network 

performance evaluation. This is because it represents a physical phenomenon that can 

detrimentally influence the proper functioning of protection systems. Although CT 

saturation is a topic already well documented in the literature [105-107], its underlying 

principles are presented here as well, for the sake of clarity and completeness. Ideally, 

the amount of current that flows in the secondary of a CT is directly proportional to the 
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amount of current that flows in the primary. But due to electromagnetic phenomena 

within the CT core, a point of saturation is reached, after which there is no more linear 

dependence between the primary and the secondary CT current. This phenomenon 

occurs within the material of the CT core in which the ideal magnetic field density (B) 

against the magnetic field intensity (H) without hysteresis and core losses can be plotted 

as shown in Figure 6-9. 

 

Figure 6-9 CT saturation curve for standard RTDS CT model [108] 

For all CTs, the dependence between B and H is closely related to the dependence 

between the voltage and current respectively. The plot in Figure 6-9 was obtained from 

the data of the RTDS standard CT model, as given in Figure 6-10. 
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Figure 6-10 RTDS Standard CT model [108] 

The left most part of the B-H curve from Figure 6-9 is the linear region, while the right-

most part is called the saturation region. The intermediate region between the two is 

where the knee point of the curve lies. Under normal loading conditions, the operating 

point of the CT ought to lie within the linear region. Under very high current conditions, 

e.g. during a fault, there is a chance that the CT operating point will move into the 

saturation region. For CT saturation tests in this thesis, it was necessary to ensure that 

the CT went into the saturation region. This behaviour was ensured by artificially 

increasing the initial (under normal loading conditions) operating point of the CT 

through the use of a high burden resistance within the RTDS CT model. Based on the 

level of saturation of the CT, three saturation test cases can be studied, as indicated in 

Table 6-1.  
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Table 6-1 CT Saturation test cases 

Test 

case 

Description CT model parameters 

CTSat0 Ideal CT (No CT Saturation) Rburden = 0.5 ohm; L = 0.035 H 

CTSat1 Lightly CT Saturation  Rburden = 5 ohm; L = 0.35 H 

CTSat2 Deeply CT Saturation Rburden = 50 ohm; L = 3.5 H 

(initial operating point close to 

knee point) 

To better understand the behaviour of the network model for each test case, several 

relevant plots from within RTDS are provided for each CT saturation test case: 

1. CTSat0: Ideal CT 

 

Figure 6-11 CT secondary currents with 3-

phase-ground fault at the mid-point 

 

Figure 6-12 Comparisons of CT currents 

with an ideal conventional CT 

Figure 6-11 shows the symmetric fault currents with no DC off set at the CT secondary 

sides when a 3-phase to ground fault occurred at the mid-point of the transmission line. 

The waveforms are sinusoidal without CT saturation effects. Compared with an ideal 

CT (see Figure 6-12), the waveforms of each phase overlap each other.  
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2. CTSat1: Lightly CT saturation 

 

Figure 6-13 CT secondary currents with 3-

phase-ground fault at the mid-point 

 

Figure 6-14 Comparisons of CT currents 

with an ideal conventional CT 

The secondary fault currents in Figure 6-13 become non-sinusoidal due to the lightly 

CT saturation effect. From the comparisons shown in Figure 6-14, there is a gap 

between the saturated CT current and ideal CT current. The calculated impedance by 

distance protection will be higher than the actual value, resulting in delayed protection 

trips. 

3. CTSat2: Deeply CT saturation  

 

Figure 6-15 CT secondary currents with 3-

phase-ground fault at the mid-point 

 

Figure 6-16 Comparisons of CT currents 

with an ideal conventional CT 

The initial operating condition in CTSat2 (deeply CT saturation) case is close to the 

knee point of the B-H curve. However under fault conditions, CT becomes deeply 
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saturated. Figure 6-15 shows the fault currents smaller than 1A, this because all most 

current from primary flow into magnetised branch, this can cause issues for both 

distance and overcurrent protection functions.  

6.2.3 Testing Cases Setup  

6.2.3.1 Case studies under HSR configuration 

There are three group scenarios employed to intentionally apply faults within the 

communication infrastructure which are shown in Table 6-2: 

- Scenario A: No communication network component failure. In this scenario, the 

communication network functions at its full redundancy capability, 

- Scenario B: One optical fibre failure in HSR ring. In this scenario, assume one 

fibre in HRS ring is broken. As a result, either sample value packets between 

AMU and MP or GOOGE message between MP and CBC are transmitted and 

received over a longer distance. 

- Scenario C: Equipment AMU is failure in the HSR ring. In this scenario, one 

protection (either MP1 or MP2) in the ring has been incapacitated. In this test 

case, the SVs from AMU (GE) to MP1 (ABB diff local) are no longer working. 

Therefore the loss of connection between AMU (GE) to MP1 (ABB diff local) at 

local has blocked its pair differential protection at the remote. 

Table 6-2 Intentional faults applied to communication infrastructure for HSR 

configuration 

Scenario Description 

A No faulty device or fibre in the HSR configuration. 

B 
One faulty fibre in the HSR configuration. The 

redundancy capability of the network is reduced. 

C 

One equipment AMU is failure in the HSR 

configuration. MP1 – the differential protection relay 

blocks their trip function. 



Chapter 6 Experimental Impact Assessment of Data Network on Protection Scheme Functionality  

Page 136 
 

6.2.3.2 Case studies under PRP configuration 

Similar to HSR configuration, there are also three scenarios employed to intentionally 

apply faults within the communication network for PRP configurations and all scenario 

groups are summarized in Table 6-3. 

Table 6-3 Intentional faults applied to communication infrastructure for PRP 

configuration 

Scenario Description 

D No faulty device or fibre in the PRP configuration. 

E 
One equipment AMU failure and MP1-differential 

protection relays block their trip function. 

F 

Equipment AMU failure + one fibre in PRP network 

is discounted. The redundancy capability of the 

network is reduced. 

6.3 Results and Analysis 

6.3.1 Testing Number Setup 

Since the tripping time in an IED to a fault may vary due to the technology and 

algorithm implemented in the IED, it is important to statistically quantify the tripping 

time performance based on a large number of tests. However, it is hard to determine 

how a large number of tests would be needed. If assume an IED tripping time 

performances statically follow a normal distribution model, a “quantile plot” method or 

R-squared may be used to measure the confidence of % of the total number of tests falls 

into the assumed (or predicted) normal distribution model. This could reduce the 

number tests requirements. Since the lab setup and reconfiguration for each test scenario 

in this project were very time consuming, hence each test scenario has conducted 50 

tests, then quantile plot method was applied to statically analyse how the tests close to 

the predicted normal distribution model. 

6.3.2 Tests under HSR Configuration 

The tests consider different types of faults applied within the RTDS network model: 

They are (i) 3 Phase to Ground, (ii) Single Phase to Ground and (iii) Line to Line faults. 

Firstly, the impacts of faulty component in HSR ring and ideal CT on P&C functionality 
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& interoperability are analysed, and comparison studies between ideal CT and CT 

saturation and faulty components in HSR ring on P&C functionality and interoperability 

are discussed. In addition, it should be mentioned that in this lab tests, differential 

protection between local and remote has direct fibre connection. As no communication 

channel delay, MP1 (ABB diff) will operate faster than distance MP2 (GE dis). 

6.3.2.1 Tests on Faulty Components in HSR under ideal CT 

The ideal VT and CT case (i.e. CTSat0) outputs from the substation RDTS model via 

voltage and current amplifiers to Analogue Merging Units (AMUs). There are three 

categories of the CTSat0 tests corresponding to three types of faults applied within the 

RTDS network model: (i) 3 Phase to Ground, (ii) Single Phase to Ground and (iii) Line 

to Line faults.  

6.3.2.1.1 CTSat0 Test Cases under 3-Phase to Ground Fault at 50% of the Feeder 

In this CTSat0 test case, three types of faulty component scenarios A, B and C (as 

shown in Table 6-2) were conducted. They are (i) CTSat0-A1: ideal CT labelling as 

CTSat0, no faulty components labelling as A, 3ph-G fault at 50% of the feeder labelling 

as 1), (ii) CTSat0-B1: ideal CT, 1 faulty fibre labelling as B, 3ph-G fault at 50% of the 

feeder) and (ii) CTSat0-C1: ideal CT, 1 faulty AMU labelling as C, 3ph-G fault at 50% 

of the feeder).  

In regarding to CTSat-A1, this test scenario regarding the operation status of the HSR 

network configuration in Figure 6-1 was evaluated. During the tests both MP1 (ABB 

diff) and MP2 (GE dis) at substation were operating correctly. However MP1 operates 

faster than MP2. Since the tests in RTDS model only response to MP with the faster 

tripping time, hence only MP1 protection performance was assessed and discussed. By 

plotting the number of tests against MP1 tripping times, the frequency of the number of 

tests in corresponding to the MP1 tripping time can be obtained and is shown in Figure 

6-17. If assume the tested MP1 tripping time distribution follows a normal distribution, 

then the mean of MP1 tripping times (Tmean) and the standard deviation () for the 50 

tests can be calculated and they are 0.0263s and 0.0044s, respectively. This calculated 

MP1 normal tripping time distribution is shown in Figure 6-18. 
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Figure 6-17 MP1 trip time distributions for case CTSat0-A1 (No CT Sat, No faulty 

component, 3Ph-G faults at 50% of the feeder) 

   

Figure 6-18 Predicted MP1 trip time as a normal distribution for case CTSat0-A1 (Ideal 

CT, No faulty components, 3Ph-G fault at 50% of the feeder) 

By examining the results in Figure 6-17, it can be seen that the distribution of the tests 

does not quite follow the predicted normal distribution model in Figure 6-18. In order to 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

-3 -2 -1 0 1 2 3

P
ro

b
ab

ili
ty

 D
e

n
si

ty
 

deviation from mean value 

Predicted Normal Distribution 



Chapter 6 Experimental Impact Assessment of Data Network on Protection Scheme Functionality  

Page 139 
 

see the insight of the difference between the predicted normal distribution model and 

the tests, q-q method or so called “quantile plot” method is used [109]. The quantile plot 

for the tests in Figure 6-17 against the predicted normal distribution in Figure 6-18 is 

shown in Figure 6-19. 

 

Figure 6-19 Quantile plot for case CTSat0-A1 (No CT Sat, No faulty component, 3Ph-G 

fault at 50% of the feeder) 

As seen in Figure 6-19, R-squared is calculated. According to [110], R-squared is used 

as the statistical measure to show how the tests in Figure 6-17 closely match the 

predicted normal distribution in Figure 6-18. As shown in Figure 6-19, the calculated 

R-squared is 0.7965. This explains approximately 79.6% of 50 test samples follows the 

calculated mean of 0.0263s. 

Similarly tests scenarios CTSat0-B1 and CTSat0-C1 were conducted using the HSR 

network configuration in Figure 6-1. The tripping time distribution and quantile plots 

for both test scenarios were obtained as given in Appendix A.1.1. The results of 

CTSat0-A1, CTSat0-B1 and CTSat0-C1 are compared and listed in Table 6-4.  
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Table 6-4 Trip times for CTSat0 test case - 3 Phase to Ground fault 

Scenario Description 
Mean trip 

time [s] 

Std. 

deviation [s] 
R

2
 

CTSat0-

A1 

Ideal CT, No faulty comp, 

3Ph-G fault 
0.0263 0.0044 0.7965 

CTSat0-

B1 

Ideal CT, 1 faulty fibre, 

3Ph-G fault 
0.0278 0.0052 0.8738 

CTSat0-

C1 

Ideal CT, 1 faulty AMU, 

3Ph-G fault 
0.0361 0.0028 0.6808 

As can be seen in the Table 6-4, tests of CTSat0-A1, CTSat0-B1 and CTSat0-C1 has R-

squared of 0.7965, 0.8738 and 0.6808. As R-squared only statistically measure how 

close the tripping times to the predicted normal distribution model [111], they are 

explained by approximately 79.6%, 87.4% and 68% of 50 test samples follow the 

calculated mean trip time of 0.0263s, 0.0278s and 0.0361s, respectively. 

To measure the impact of different network redundancy on P&C functionality and 

performance, the tripping time mean the most important index. The  and R-squared are 

used to measure the variance and the confidence of the tests. 

As can be seen in Table 6-4, the mean tripping time of CTSat0-A1 is 0.0263s which is 

quicker than 0.0278s of CTSat0-B1 due to a faulty fibre in CTSat0-B1 test scenario. 

The mean tripping time of CTSat0-C1 is 0.0361s which is the slowest. The comparison 

results show that the different faulty component in HSR ring configuration do have the 

impact on P&C performance. The faulty AMU is more severe than faulty fibre. 

However the faulty components do not effect on the P&C functionality and 

interoperability. 

6.3.2.1.2 Other Test Cases and Comparisons  

Other test cases include (i) single-phase to ground fault at 70% of the feeder line and (ii) 

line to line fault at 100% of the feeder line.  

For single line to ground fault at 70% of the feeder, three test scenarios are CTSat0-A2, 

CTSat0-B2 and CTSat0-C2 in corresponding to no faulty component, one faulty fibre 

and one faulty AMU, respectively. The tests for CTSat0-A2, CTSat0-B2 and CTSat0-
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C2 were conducted using the same HSR network configuration in Figure 6-1. The 

tripping time distribution and quantile plots for both test scenarios were obtained as 

given in Appendix A.1.2. The results of CTSat0-A2, CTSat0-B2 and CTSat0-C2 are 

compared and listed in Table 6-5. 

Table 6-5 Trip times for CTSat0 test case - Single Phase to Ground fault 

Scenario Description 
Mean trip 

time [s] 

Std. 

deviation [s] 
R

2
 

CTSat0-

A2 

Ideal CT, No faulty comp, 

1Ph-G fault 
0.0256 0.0041 0.8328 

CTSat0-

B2 

Ideal CT, 1 faulty fibre, 

1Ph-G fault 
0.0267 0.0055 0.7063 

CTSat0-

C2 

Ideal CT, 1 faulty AMU, 

1Ph-G fault 
0.0376 0.0028 0.6005 

From Table 6-5, the mean tripping time of CTSat0-A2 is 0.0256s which is quicker than 

0.0267s of CTSat0-B2. Similarly the mean tripping time of CTSat0-C2 is 0.0376s 

which is the slowest. By comparing the results in Table 6-5 with the results of 3-phase 

to ground fault in Table 6-4, the similar impact of the different faulty component in 

HSR ring configuration on P&C performance can be seen. The faulty AMU is more 

severe than faulty fibre. However the faulty components do not effect on the P&C 

functionality and interoperability. 

For line-to-line fault at 100% of the feeder, three test scenarios are CTSat0-A3, CTSat0-

B2 and CTSat0-C3 in corresponding to no faulty component, one faulty fibre and one 

faulty AMU, respectively. Similarly the test scenarios of CTSat0-A3, CTSat0-B3 and 

CTSat0-C3 on HSR ring configuration in Figure 6-1 were conducted. The tripping time 

distribution and quantile plots for both test scenarios were obtained as given in 

Appendix A.1.3. The results of CTSat0-A3, CTSat0-B3 and CTSat0-C3 are compared 

and listed in Table 6-6.  
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Table 6-6 Trip times for Line to Line fault 

Scenario Description 
Mean trip 

time [s] 

Std. 

deviation [s] 
R

2
 

CTSat0-

A3 

Ideal CT, no faulty comp, 

line to line fault 
0.0250 0.0035 0.9397 

CTSat0-

B3 

Ideal CT, 1 faulty fibre, 

line to line fault 
0.0258 0.0032 0.9621 

CTSat0-

C3 

Ideal CT, 1 faulty AMU, 

line to line fault 
0.2457 0.0165 0.6713 

As can be seen from Table 6-6, the mean tripping time of CTSat0-A3 is 0.025s which is 

quicker than 0.0258s of CTSat0-B3. The noticeable change here is a much longer mean 

tripping time of CTSat0-C3 which is 0.2457s. This can be explained as the tested 

distance relay MP2 was set at 80% for zone 1 and 200ms for zone 2. The fault at the 

feeder end or 100% of the feeder line force MP2 to operate at zone 2 which took 

0.2457s to trip. 

It should be mentioned the tests were mainly considered on P&C functionality and 

interoperability. The distances relay MP2 intercropping scheme between local and 

remote was not considered in the tests. 

6.3.2.2 Tests on Faulty Components in HSR under CT saturation  

In order to further investigate the impact of faulty comments in HSR configuration and 

distorted CT current measurements on the protection and control functionality, two 

different level of CT saturation were considered. They are lightly CT saturation and 

deeply CT saturation with the CT saturation conditions as shown in Table 6-1. 

6.3.2.2.1 Lightly CT Saturation 

According to Table 6-1, the lightly CT saturation condition is named as CTSat1. In 

lightly CT saturation tests, two types of faults applied within the RTDS network model: 

(i) 3 Phase to Ground at 50% of the feeder line, and (ii) Line to line faults at 100% of 

the feeder line. 
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In this CTSat1 test case, also three types of faulty component scenarios A, B and C (as 

shown in Table 6-2) under two types of power faults were conducted. This makes 6 test 

case scenarios as listed in the Table 6-7. 

Table 6-7 Test Scenarios for CTSat1 in HSR Network Configuration 

Name of scenario Faulty components Power faults 
Fault location on 

the feeder 

CTSat1-A1 No 3-phase to ground 50% 

CTSat1-B1 
Fibre between RB1 

&RB4 
3-phase to ground 50% 

CTSat1-C1 AMU1 3-phase to ground 50% 

CTSat1-A3 No Line to line 100% 

CTSat1-B3 
Fibre between RB1 

& RB4 
Line to line 100% 

CTSat1-C3 AMU1 Line to line 100% 

For 3-phase fault at 50% of the feeder, three test scenarios of CTSat1-A1, CTSat1-B1 

and CTSat1-C1 on HSR ring configuration were conducted. The tripping time 

distribution and quantile plots for three test scenarios were obtained as given in 

Appendix A.2.1. The results of CTSat1-A1, CTSat1-B1 and CTSat1-C1 are listed in 

Table 6-8. 

Table 6-8 Trip times for 3-phase to ground of 50% of the feeder line 

Scenario Description 
Mean trip 

time [s] 

Std. 

deviation [s] 
R

2
 

CTSat1-

A1 

Lightly CT Saturation, no 

faulty comp, 3Ph-G fault 
0.0240 0.0022 0.9798 

CTSat1-

B1 

Lightly CT Saturation, 1 

faulty fibre, 3Ph-G fault 
0.0250 0.0023 0.9623 

CTSat1-

C1 

Lightly CT Saturation, 1 

faulty AMU, 3Ph-G fault 
0.4119 0.0220 0.9784 

As can be seen from Table 6-8, the mean tripping time of CTSat1-A1 is 0.024s which is 

close to 0.025s of CTSat1-B1. The noticeable change here is a much longer mean 

tripping time of CTSat1-C1 which is 0.4119s. This can be explained as the faulty AMU 
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disable to MP1 operation, and the lightly CT saturation forces MP2 (distance) into zone 

3. Results show the both faulty component and CT saturation do have the impact on 

MP1, but MP2 zone 3’ functionality performed correctly. 

For line-to line fault at 100% of the feeder, three test scenarios of CTSat1-A3, CTSat1-

B3 and CTSat1-C3 on HSR ring configuration were conducted. The tripping time 

distribution and quantile plots for these three test scenarios were obtained as given in 

Appendix A.2.2. The results of CTSat1-A3, CTSat1-B3 and CTSat1-C3 are listed in 

Table 6-9. 

Table 6-9 Trip times for CTSat1 test case in HSR Configuration – Line to Line fault 

Scenario Description 
Mean trip 

time [s] 

Std. 

deviation [s] 
R

2
 

CTSat1-

A3 

Lightly CT Saturation, no 

faulty comp, L-L-G fault 
0.0256 0.0038 0.9344 

CTSat1-

B3 

Lightly CT Saturation, 1 

faulty fibre, L-L-G fault 
0.0253 0.0030 0.9745 

CTSat1-

C3 

Lightly CT Saturation, 1 

faulty AMU, L-L-G fault 
0.4185 0.0119 0.9786 

As can be seen from Table 6-9, the mean tripping time of CTSat1-A3 is 0.0256s which 

is close to 0.0253s of CTSat1-B3. Similarly the noticeable tripping time in CTSat1-C3 

is of 0.4185s. This can be explained as the faulty AMU disable to MP1 operation, and 

the lightly CT saturation force MP2 (distance) into zone 3. In comparing the result with 

CTSat1-C1 in Table 6-8, both test scenario focus MP2 into zone 3. The distorted 

waveform due to CT saturation shows the main impact on MP2 performance. 

6.3.2.2.2 Deeply CT Saturation` 

According to Table 6-1, the deeply CT saturation condition is named as CTSat2. 

Similarly two types of faults applied within the RTDS network model are considered 

and they are: (i) 3 phase to ground at 50% of the feeder line, and (ii) Line to line faults 

at 100% of the feeder line. 
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In this CTSat2 test case, also three types of faulty component scenarios A, B and C (as 

shown in Table 6-2) under two types of power faults were conducted. This makes 6 test 

case scenarios as listed in Table 6-10. 

Table 6-10 Test Scenarios for CTSat2 in HSR Network Configuration 

Name of scenario Faulty components Power faults 
Fault location on 

the feeder 

CTSat2-A1 No 3-phase to ground 50% 

CTSat2-B1 1 fibre 3-phase to ground 50% 

CTSat2-C1 1 AMU 3-phase to ground 50% 

CTSat2-A3 No Line to line 100% 

CTSat2-B3 1 fibre Line to line 100% 

CTSat2-C3 1 AMU Line to line 100% 

For 3-phase fault at 50% of the feeder, three test scenarios of CTSat2-A1, CTSat2-B1 

and CTSat2-C1 on HSR ring configuration were conducted. However when 1 faulty 

AMU under deeply CT saturation in CTSat2-C1 test scenario, both MP1 and MP2 

failed to tripping, hence only results for CTSat2-A1 and CTSat2-B1 were reordered. 

The tripping time distribution and quantile plots for CTSat2-A1 and CTSat2-B1 were 

obtained as given in Appendix A.2.1. The results of CTSat2-A1 and CTSat2-B1 are 

listed in Table 6-11. 

Table 6-11 Trip times for CTSat2 test case in HSR Configuration – 3 Ph-G fault 

Scenario Description 
Mean trip 

time [s] 

Std. 

deviation [s] 
R

2
 

CTSat2-

A1 

Deeply CT Saturation, no 

faulty comp, 3Ph-G fault 
0.0239 0.0024 0.9555 

CTSat2-

B1 

Deeply CT Saturation, 1 

faulty fibre, 3Ph-G fault 
0.0243 0.0021 0.9730 

As can be seen from Table 6-11, the mean tripping time of CTSat2-A1 is 0.0239s 

which is slightly quicker that 0.0243s of CTSat2-B1. No tripping for CTSat2-C1 test 

scenario. Results show the faulty fibre + deeply CT saturation do not effect on this 
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protection scheme, but faulty AMU + deeply CT saturation do effect on this protection 

scheme, i.e. both MP1 and MP2 failure to operate. 

For line to line fault at 100% of the feeder, also three test scenarios of CTSat2-A3, 

CTSat2-B3 and CTSat2-C3 on HSR ring configuration were conducted. However when 

1 faulty AMU + deeply CT saturation in CTSat2-C3 test scenario, both MP1 and MP2 

failed to tripping, hence only results for CTSat2-A3 and CTSat2-B3 were reordered. 

The tripping time distribution and quantile plots for CTSat2-A3 and CTSat2-B3 were 

obtained as given in Appendix A.2.2. The results of CTSat2-A3 and CTSat2-B3 are 

listed in Table 6-12. 

Table 6-12 Trip times for CTSat2 test case in HSR Configuration – L-L-G fault 

Scenario Description 
Mean trip 

time [s] 

Std. 

deviation [s] 
R

2
 

CTSat2-

A3 

Deeply CT Saturation, no 

faulty comp, L-L-G fault 
0.0257 0.0036 0.9476 

CTSat2-

B3 

Deeply CT Saturation, 1 

faulty fibre, L-L-G fault 
0.0296 0.0035 0.9521 

As can be seen from Table 6-12, the mean tripping time of CTSat2-A3 is 0.0257s which 

is quicker that 0.0296s of CTSat2-B3. Results show no faulty component or the faulty 

fibre + deep CT saturation do not effect on this protection scheme, but faulty AMU + 

deep CT saturation do have impact of this protection scheme. 

6.3.3 Test on PRP Network Configuration 

Tests on PRP network configuration also consider three types of faults which are the 

same as that in Section 6.3.2. They are (i) 3 Phase to Ground at 50% of the feeder, (ii) 

Single Phase to Ground at 70% of the feeder and (iii) Line to Line faults at 100% of the 

feeder. The impacts of faulty components + either ideal CT or CT saturations on P&C 

functionality & interoperability are analysed and compared. In addition it should be 

mentioned that the PRP setup in Figure 6-2 has used a direct communication link in the 

differential protection MP1 between local and at remote, and also inter tripping scheme 

was not setup in distance protection MP2, hence in the tests MP1 operates faster than 

MP2. 
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6.3.3.1 Tests on Faulty Components in PRP under ideal CT 

According to Table 6-1, the ideal CT condition is named as CTSat0. Based on Figure 

6-2, two types of faulty components of (i) faulty AMU1 and (ii) Faulty AMU1 + faulty 

fibre between RB1 and RB4 were considered. Refer to Table 6-3, the name of three 

types of test scenarios named are D, E and F, respectively. Tests on no/two types of 

faulty components in PRP network and ideal CT for three types of feeder faults applied 

within the RTDS network make 9 test case scenarios as listed in Table 6-13. 

Table 6-13 Test Scenarios for CTSat0 in PRP Network Configuration 

Name of scenario Faulty components Power faults 
Fault location 

on the feeder 

CTSat0-D1 No 3-phase to ground 50% 

CTSat0-E1 AMU1 3-phase to ground 50% 

CTSat0-F1 
AMU1 + Fibre between 

PB1 & CBC1 
3-phase to ground 50% 

CTSat0-D2 No 1-phase to ground 50% 

CTSat0-E2 AMU1 1-phase to ground 50% 

CTSat0-F2 
AMU1 + Fibre between 

PB1 & CBC1 
1-phase to ground 50% 

CTSat0-D3 No Line to line 100% 

CTSat0-E3 AMU1 Line to line 100% 

CTSat0-F3 
AMU1 + Fibre between 

PB1 & CBC1 
Line to line 100% 

For 3-phase to ground fault at 50% of the feeder, three test scenarios of CTSat0-D1, 

CTSat0-E1 and CTSat0-F1 associated with either no or /faulty components in the PRP 

network configuration were conducted. The tripping time distribution and quantile plots 

for CTSat0-D1, CTSat0-E1 and CTSat0-F1 were obtained as given in Appendix B.1.1. 

The results of CTSat0-D1, CTSat0-E1 and CTSat0-F1are listed in Table 6-14. 

As can be seen from Table 6-14, the mean tripping time of CTSat0-D1 is 0.0263s which 

is quicker than that 0.0321s of CTSat0-E1 and 0.0307s of CTSat0-F1. The tripping time 

0.0321s of CTSat0-E1 is slightly slower than 0.0307s of CTSat0-F1. This can explained 

that the PB in Table 6-3 has less traffic due to CBC1 disconnected from PB1. The 
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protection scheme follows the fastest route to perform. The overall tests show that the 

protection scheme under no fault component performs better than these fault component 

conditions. Under the faulty component conditions in PRP, the protection scheme 

selects the best route to trip. 

Table 6-14 Trip times for CTSat0 test case in PRP Configuration – 3Ph-G fault 

Scenario Description 
Mean trip 

time [s] 

Std. 

deviation [s] 
R

2
 

CTSat0-

D1 

Ideal CT, No faulty comp, 

3Ph-G fault 
0.0263 0.0048 0.8845 

CTSat0-

E1 

Ideal CT, faulty AMU, 

3Ph-G fault 
0.0321 0.0069 0.5827 

CTSat0-

F1 

Ideal CT, faulty AMU & 

faulty fibre, 3Ph-G fault 
0.0307 0.0043 0.6540 

For single-phase to ground fault at 70% of the feeder, also three test scenarios of 

CTSat0-D2, CTSat0-E2 and CTSat0-F2 associated with either no or faulty components 

in the PRP network configuration were conducted. The tripping time distribution and 

quantile plots for CTSat0-D2, CTSat0-E2 and CTSat0-F2 were obtained as given in 

Appendix B.1.2. The results of CTSat0-D2, CTSat0-E2 and CTSat0-F2 are listed in 

Table 6-15. 

Table 6-15 Trip times for CTSat0 test case in PRP Configuration – 1Ph-G fault 

Scenario Description 
Mean trip 

time [s] 

Std. 

deviation [s] 
R

2
 

CTSat0-

D2 

Ideal CT, No faulty comp, 

1Ph-G fault 
0.0277 0.0057 0.8541 

CTSat0-

E2 

Ideal CT, 1 faulty AMU, 

1Ph-G fault 
0.0355 0.0050 0.8451 

CTSat0-

F2 

Ideal CT, 1 faulty AMU &1 

faulty fibre, 1Ph-G fault 
0.0319 0.0058 0.8384 

As can be seen from Table 6-15, the mean tripping time of CTSat0-D2 is 0.0277s which 

is quicker than that 0.0355s of CTSat0-E2 and 0.0319s of CTSat0-F2. The tripping time 

0.0355s of CTSat0-E1 is slower than 0.0319s of CTSat0-F2. The explanation for the 
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impact of no or faulty components on the protection scheme tripping time is the same as 

that in previous 3-phase to ground fault test case studies. Results in Table 6-15 can be 

concluded that the protection scheme under no fault component performs better than 

these fault component conditions. Under the faulty component conditions in PRP, the 

protection scheme selects the best route to trip. 

For line to line fault at 100% of the feeder, the three test scenarios are CTSat0-D3, 

CTSat0-E3 and CTSat0-F3 which are corresponding to no or faulty components 

respectively. Tests for the three test scenarios in the PRP network configuration were 

conducted. The tripping time distribution and quantile plots for CTSat0-D3, CTSat0-E3 

and CTSat0-F3 were obtained as given in Appendix B.1.3. The results of CTSat0-D3, 

CTSat0-E3 and CTSat0-F3are listed in Table 6-16 

Table 6-16 Trip times for CTSat0 test case in PRP Configuration – L-L-G fault 

Scenario Description 
Mean trip 

time [s] 

Std. 

deviation [s] 
R

2
 

CTSat0-

D3 

Ideal CT, No faulty comp, 

L-L-G fault 
0.0245 0.0030 0.9475 

CTSat0-

E3 

Ideal CT, 1 faulty AMU,  

L-L-G fault 
0.2263 0.0013 0.9716 

CTSat0-

F3 

Ideal CT, 1 faulty AMU &1 

faulty fibre, L-L-G fault 
0.2262 0.0014 0.9732 

As can be seen from Table 6-16, the mean tripping times of CTSat0-D3 is 0.0245s as 

both MP1 and MP2 in the protection scheme operates under no faulty component in 

PRP network. However for both CTSat0-E3 and CTSat0-F3 test scenarios, only MP2 

(distance) in the protection scheme operates, the tripping performance in MP2 zone 2 

due to the fault at 100% of the feeder line. By comparing the tripping time between 

CTSat0-E3 and CTSat0-F3, they are same as the slightly traffic difference between PB1 

and PB2 has very litter influence on the tripping time between these two fault 

component scenarios. 

6.3.3.2 Tests on Faulty Components in PRP under Lightly CT Saturation 

According to Table 6-1, the name of lightly CT saturation condition is CTSat1. In the 

lightly CT saturation tests, two types of faults applied within the RTDS network model: 
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they are (i) 3 Phase to Ground at 50% of the feeder line, and (ii) Line to line faults at 

100% of the feeder line. 

According to Table 6-3, the name of no faulty and two types of faulty component 

scenarios are D, E and F respectively. Thus the power fault and PRP faulty components 

make 6 test case scenarios as listed in the Table 6-17. 

Table 6-17 Test Scenarios for CTSat1 in PRP Network Configuration 

Name of scenario Faulty components Power faults 
Fault location 

on the feeder 

CTSat1-D1 No 3-phase to ground 50% 

CTSat1-E1 AMU1 3-phase to ground 50% 

CTSat1-F1 
AMU1 + Fibre 

between PB1 & CBC1 
3-phase to ground 50% 

CTSat1-D3 No Line to line 100% 

CTSat1-E3 1 AMU Line to line 100% 

CTSat1-F3 
AMU1 + Fibre 

between PB1 & CBC1 
Line to line 100% 

For 3-phase fault at 50% of the feeder, three test scenarios of CTSat1-D1, CTSat1-E1 

and CTSat1-F1 on PRP configuration were conducted. The tripping time distribution 

and quantile plots for three test scenarios were obtained as given in Appendix B.2.1. 

The results of CTSat1-D1, CTSat1-E1 and CTSat1-F1 are listed in Table 6-18. 

Table 6-18 Trip times for CTSat1 test case in PRP Configuration – 3Ph-G fault 

Scenario Description 
Mean trip 

time [s] 

Std. 

deviation [s] 
R

2
 

CTSat1-

D1 

Lightly CT Saturation, no 

faulty comp, 3Ph-G fault 
0.0241 0.0021 0.9658 

CTSat1-

E1 

Lightly CT Saturation, 1 

faulty fibre, 3Ph-G fault 
0.3757 0.0032 0.9703 

CTSat1-

F1 

Lightly CT Saturation, 1 

faulty AMU, 3Ph-G fault 
0.3756 0.0034 0.9532 
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As can be seen from Table 6-18, the mean tripping times of CTSat1-D1 is 0.0241s as 

both MP1 and MP2 in the protection scheme operates under lightly CT saturation and 

no faulty component in PRP network. However for both CTSat1-E1 and CTSat1-F1 test 

scenarios, only MP2 (distance) in the protection scheme operates, the tripping 

performance in MP2 zone 3 due to lightly CT saturation to have significant reduced 

current inputs or a larger impedance over zone 2. By comparing the tripping time 

between CTSat1-E1 and CTSat1-F1, they are same as the slightly CT saturation has the 

main effect on the protection scheme to force MP2 into zone 3. 

For line to line fault at 100% of the feeder, three test scenarios of CTSat1-D3, CTSat1-

E3 and CTSat1-F3 on PRP configuration were conducted. The tripping time distribution 

and quantile plots for three test scenarios were obtained as given in Appendix B.2.2. 

The results of CTSat1-D3, CTSat1-E3 and CTSat1-F3 are listed in Table 6-19. 

Table 6-19 Trip times for CTSat1 test case in PRP Configuration – L-L-G fault 

Scenario Description 
Mean trip 

time [s] 

Std. 

deviation [s] 
R

2
 

CTSat1-

D3 

Lightly CT Saturation, No 

faulty comp, L-L-G fault 
0.0250 0.0030 0.9716 

CTSat1-

E3 

Lightly CT Saturation, 1 

faulty AMU, L-L-G fault 
0.3921 0.0051 0.9789 

CTSat1-

F3 

Lightly CT Saturation, 1 

faulty AMU, L-L-G fault 
0.3913 0.0050 0.9839 

As can be seen from Table 6-19, the mean tripping times of CTSat1-D3 is 0.025s as 

both MP1 and MP2 in the protection scheme operates under lightly CT saturation and 

no faulty component in PRP network. However for both CTSat1-E3 and CTSat1-F3 test 

scenarios, only MP2 (distance) in the protection scheme operates, the tripping 

performance in MP2 zone 3 due to lightly CT saturation which has a significant 

distorted current inputs or a larger impedance over zone 2 into MP2. By comparing the 

tripping time between CTSat1-E3 and CTSat1-F3, they are same as the significant 

current distortion due to slightly CT saturation cause the main effect on the protection 

scheme to force MP2 into zone 3. 
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6.3.3.3 Tests on Faulty Components in PRP under Deeply CT Saturation 

According to Table 6-1, the name of deeply CT saturation condition is given as CTSat2. 

In the deeply CT saturation tests, also two types of faults applied within the RTDS 

network model: they are (i) 3 Phase to Ground at 50% of the feeder line, and (ii) Line to 

line faults at 100% of the feeder line. 

According to Table 6-3, the name of no faulty and two types of faulty component 

scenarios are D, E and F respectively. Thus the power fault according to deeply CT 

saturation + PRP faulty components make 6 test case scenarios as listed in Table 6-20. 

Table 6-20 Test Scenarios for CTSat2 in PRP Network Configuration 

Name of scenario 
Faulty 

components 
Power faults 

Fault location on 

the feeder 

CTSat2-D1 No 3-phase to ground 50% 

CTSat2-E1 AMU1 3-phase to ground 50% 

CTSat2-F1 

AMU1 + Fibre 

between PB1 & 

CBC1 

3-phase to ground 50% 

CTSat2-D3 No Line to line 100% 

CTSat2-E3 AMU1 Line to line 100% 

CTSat2-F3 

AMU1 + Fibre 

between PB1 & 

CBC1 

Line to line 100% 

For 3-phase fault at 50% of the feeder, three test scenarios of CTSat2-D1, CTSat2-E1 

and CTSat2-F3 on PRP configuration were conducted. However when faulty AMU1 

and highly disturbed CT input due to the deeply CT saturation in CTSat2-E1 and 

CTSat2-F1 test scenarios, both MP1 and MP2 in the protection scheme failed to 

tripping, hence only CTSat2-D1 still trip under no faulty component condition. The 

tripping time distribution and quantile plots for CTSat2-D1 were obtained as given in 

Appendix B.2.1. The results of CTSat2-D1 are listed in Table 6-21. As can be seen that 

the mean tripping times of CTSat2-D1 is 0.0242s as both MP1 and MP2 in the 

protection scheme operates under deeply CT saturation and no faulty component in PRP 

network.  
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For line to line fault at 100% of the feeder, three test scenarios of CTSat2-D3, CTSat2-

E3 and CTSat2-F3 on PRP configuration were conducted. Similarly when faulty AMU1 

and highly disturbed CT currents in CTSat2-E3 and CTSat2-F3 test scenarios, both 

MP1 and MP2 in the protection scheme failed to trip. However, CTSat2-D3 still trip 

under no faulty component condition. The tripping time distribution and quantile plots 

for CTSat2-D1 were obtained as given in Appendix B.2.2. The results of CTSat2-D3 

are listed in Table 6-22. As can be seen, the mean tripping times of CTSat2-D3 is 

0.0262s.  

Table 6-21 Trip times for CTSat2 test case in PRP Configuration – 3Ph-G fault 

Scenario Description 
Mean trip 

time [s] 

Std. 

deviation [s] 
R

2
 

CTSat2-

D1 

Deeply CT Saturation, no 

faulty comp, 3Ph-G fault 
0.0242 0.0021 0.9639 

Table 6-22 Trip times for CTSat2 test case in PRP Configuration – L-L-G fault 

Scenario Description 
Mean trip 

time [s] 

Std. 

deviation [s] 
R

2
 

CTSat2-

D3 

Deeply CT Saturation, No 

faulty comp, L-L-G fault 
0.0262 0.0062 0.7819 

6.4 Summary 

This chapter presents experimental assessment for the impact of two data 

communication redundancy networks on essential protection scheme functionality. The 

experimental test bed for HSR and PRP network configurations, respectively, were 

based on a configurable Virtual Site Acceptance Test and Training (VSATT) facility at 

University of Manchester [51]. The test bed setup consists of RTDS real time 

simulation substation model, a number of devices from two vendors, HSR or PRP 

networks. The RTDS substation model is a simplified double busbar substation with 4 

feeders based on NG Cilfynydd 400kV network in South Wales. Two vendors 

equipment are (i) AMU1 and MP2 from GE and (ii) MP1 AMU2, CBC1, CBC2 from 

ABB. RedBoxs (RBs) and Ethernet switches used for HSR and PRP configured are 

from Hirschmann. 
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During the assessments, different test case scenarios were considered. They include the 

consideration of different types of power network faults (3-phase, single-phase and line 

to line), different fault locations and the effect of CT saturations, as well as faulty 

component in HSR and PRP data networks. 

The assessments under HSR network include (i) tests on faulty components and ideal, 

(ii) tests on faulty components and lightly CT saturation and deeply CT saturation 

respectively. Similarly in PRP tests, various different faulty components and different 

CT saturation levels were considered. The conclusion for the experimental testing 

analysis and discussion are drawn in chapter 7. 
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7 Chapter 7 Conclusion and Future Work 

7.1 Conclusion 

IEC 61850 standards have been published and wildly used for data exchange 

communications in a substation automation system (SAS). The standards aim to address 

the interoperability between different vendor devices, including Merging Units (MUs), 

Circuit Breaker Controllers (CBCs) and Intelligent Electronic Devices (IEDs). This can 

bring significant flexibility and benefits to power utilities and industries to confidently 

deploy new smart equipment, communication and network technology applications.  

This thesis mainly focuses on assessing and quantifying the communication network 

performance, in terms of equipment hosting capability, data exchange time delay and 

network utilisation, for both process bus (PB) and station bus (SB) through simulation 

studies. The thesis also details the experimental testing bed setup and assessing the 

impact of different faulty components in both High-availability Seamless Redundancy 

(HSR) and Parallel Redundancy Protocol (PRP) redundancy data networks on the 

typical protection scheme (i.e. consisting of MP1 - differential and MP2 – distance) 

performance though the experimental tests. 

For the simulation studies, OPNET Modeller simulation tool has been used to model (i) 

both typical PB and SB networks, (ii) PB networks with different network redundancies, 

including two independent parallel star networks, a ring network with HSR protocol, 

and a parallel star network with PRP protocol.  

For the experimental assessment, a testing bed was setup and used for testing the impact 

of faulty components in either HSR or PRP on the P&C scheme. For considering 

different type of power system faults, a 400kV substation network model residing in the 

RTDS facility was implemented and integrated with real commercial IEDs, MUs and 

CBCs. The devices were:  

 AMU1 (GE), AMU 2 (ABB), CBC1 (ABB), CBC 2 (ABB), MP1 (ABB diff local) 

MP2 (GE dis). In addition, MP1 (ABB diff remote), 

 Voltage or current measurements and circuit breaker control signals between 

MUs/CBCs and the RTDS virtual transmission substation model via amplifiers or 

electrical signal isolators, respectively, 
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 IEC 61850-9-2 Sampled Values (SV) & 8-1 GOOSE on either HSR or PRP process 

bus networks via MUs, CBCs and MPs, 

Details of the results and discussion are outlined below: 

1) Simulation Assessments 

In the simulation studies, the data network performance assessments for three types of 

data networks (i.e. a single star, HSR and PRP, respectively) have been evaluated and 

investigated under different fault conditions (i.e. feeder fault, fibre failure, storming 

data). Three common data flow control methods are deployed to assess the performance 

of time-critical messages under fault conditions. 

Firstly the simulation assessments for both single star PB and SB network without 

redundancy, respectively, were conducted. For a given defined message type and sizes 

based on IEC61850 message formulation in section 3.2 and the message exchange time 

delay constraint with no less than 3ms, results show the single star PB network can host 

up to 17 MUs while a single star SB can host 22 bays. 

Further simulation studies were conducted for assessing the impact of storming data 

injection (at 30s) on either the maximum connected 17 MUs in PB network or 22 bays 

in SB network, respectively. Three widely used data flow control methods, (a) first in 

first out (FIFO), (b) priority queuing (PQ) and (c) weighted-fair queuing (WFO) were 

implemented and studied. Results in Figure 4-23 show both PQ and WFQ can reduce 

the impact of the storming data injection on the time critical GOOSE message to meet 

less than 3ms time delay constraints for the GOOSE messages under the storming data 

injection at 10s. However, FIFO is not able to handle the storming data injection as a 

result the time critical GOOSE message quickly exceed 3ms. Comparison between PQ 

and WFQ showed that the former has the better performance as GOOSE messages were 

set at the highest priority. The storming data injection would only affect the lower 

priority data messages. 

The simulation assessment also considered HSR and PRP based PB network 

performance, respectively. The results were compared with the single star PB network. 

The results show the maximum number of devices for both the single star and PRP 

network PB is 17 MUs, while the maximum number for HSR network PB is limited to 8 

MUs. 
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The results show when the network redundancy protocols being used to improve 

network reliability, the data transmission capability in the data network is reduced. The 

results also show that PRP has a better performance than HSR. This work will help 

future digital substation designs to consider a trade-off between network reliability, 

availability, flexibility and the protection and control data flow capability performance. 

2) Experimental Assessments 

In order to analyse the effectiveness of the implemented data network redundancy on 

the P&C scheme functionality, an experimental testing bed was setup. The assessments 

of two different redundancy networks HSR and PRP and their faulty components 

impact on the P&C scheme functionality and performance were conducted. The P&C 

scheme was based on two main protection and control strategy.  

Both PB with HSR and PRP protocols laboratory setup were based on a configurable 

Virtual Site Acceptance Testing and Training (VSATT) platform at Manchester where 

RTDS plays a central role in the laboratory setup because it represents the real 

substation and network model. RTDS represents the source of CT and VT analogue 

measurements as well as the destination of circuit breakers for trip signals. The RTDS 

network model can integrate signals from external hardware in real time, according to 

Hardware in the Loop (HiL) simulation requirements. RTDS interfacing with Omicron 

amplifiers are integrated with AMUs, IEDs and CBCs from different manufacturers. 

There were no major issues in terms of interoperability, as all devices were compatible 

with the IEC 61850 standard and their configuration was accomplished according to the 

guidelines outlined in the IEC 61850 standard. 

The network faults with different level of CT saturations in RTDS network model were 

simulated and fed into the laboratory setup through the use of analogue output cards and 

amplifiers. The experimental tests for the different faulty components, such as 

intentional equipment failures in either HSR or PRP data network PBs under different 

network fault condition were conducted. Since each experimental test has been very 

time consuming, 50 tests were selected for each test case scenario based on the 

assumption for the experimental tests that follow the normal distribution. Then R-

squared linear regression method has been used to statically quantify how close the 

actual tests to the assumed normal distribution model. In all tests, most test case 

scenarios have R-squared more than 90%. However the worst test case scenario has R 
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of 58%. This explains the approximate of 58% of the observed test samples can be 

explained by the predicted normal distribution model's inputs.  

In HSR tests, different faulty components and CT saturation levels were considered. For 

the tests on faulty components in HSR with ideal CT, the comparison results show that 

the different faulty component in HSR ring configuration do have the impact on P&C 

performance. The faulty AMU is more severe than faulty fibre. However the faulty 

components do not effect on the P&C functionality and interoperability. For the tests on 

faulty component in HSR with lightly CT saturation, results show the both faulty 

component and CT saturation do have the impact on MP1, but MP2 zone 3’ 

functionality performed correctly. For the tests on faulty component in HSR with deeply 

CT saturation, results show the faulty fibre + deeply CT saturation do not effect on 

protection scheme, but faulty AMU + deeply CT saturation do effect on protection 

scheme, i.e. both MP1 and MP2 failure to operate. 

In PRP tests, various different faulty components and different CT saturation levels 

were considered. For the tests on faulty components in PRP with ideal CT, the test 

results show that the protection scheme under no fault component performs better than 

these fault component conditions. Under the faulty component conditions in PRP, the 

protection scheme selects the best route to trip. For the tests on faulty components in 

PRP with lightly CT saturation, the main effect was the faulty AMU that stopped MP1 

(differential) to operate and forced MP2 (distance) into backup protection (i.e. zone 2). 

For the tests on faulty components in PRP with deeply CT saturation, the main effect is 

the faulty AMU that can stop both MP1 and MP2 in the protection scheme failed to trip.  

7.2 Suggestions for future work 

7.2.1 Establishing Simulation Model for more Complex Data Network 

Designs 

The data networks for the simulations and experimental testing bed in this thesis have 

been mainly focused on the simple Ethernet switching configuration. For future digital 

sudation roll out, data networks would be more complicated. Hence to would be 

necessary to establish a more complex data network simulation network made of a 

number of Ethernet switches. To assess such data network equipment hosting capability 

and critical time delay performance in responding to the different probability of 
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stochastic events conditions, a suitable Markov chain model will be needed to deal with 

multiple data queuing arrival rates λ1,.., λn and multiple switch data services rates 1,.., 

m. The aim of the established model should be more generic and can be used for 

different data network performance studies. 

7.2.2 Substation Digital Twins 

Adopting digital twins for substations could help large power utilities to improve digital 

substation design and P&C performance. Electric utilities are leveraging digital twins to 

manage substations over their lifecycles and are empowering multidiscipline teams to 

collaborate with other stakeholders. As a result, they are gaining accuracy in their 

modelling, streamlining design and construction, and increasing safety and reliability. 

As the IEC 61850 standard replaces the traditional point-to-point hard wires with fibre 

optic cables and Ethernet switches, testing and commissioning engineers cannot easily 

measure the signals from IEDs and hence may have difficulties with troubleshooting 

equipment or experience communication problems. The digital twin technologies with 

data visualisation tool could be developed and implemented to reduce the maintenance 

difficulties and also help validate interoperability between multi-vendor devices. The 

tool can be connected to the station bus as well as process buses to monitor and plot 

SV/GOOSE data links between IEDs. As the tool needs to import SCD files to acquire 

IED information, what has been discovered from the handling of multi-vendor SCD 

files can be useful for system integration.  

7.2.3 Cyber Security  

The network communication infrastructure of substations provides several benefits to 

power utilities. However, digital substations can be exploited by an attacker to gain 

access to the infrastructure of the utility. Recent cyberattack on Ukraine power grid was 

reported on December 2015 [112] which disrupted the whole electricity network 

operation.  

For this reason, currently cyber security technologies, methods and IEC standards, such 

as IEC 62351 power system management and associated information exchange – data 

and communication security, have already developed and published [113]. The levels of 

cyber security measures and associated costs are largely dependent on the system 
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venerability analysis and risk assessment. The current available commercial cyber 

security technologies or tools broadly have four components (i) Prevention, (ii) 

Detection, (iii) Response, and (iv) Leant lessons. Prevention involves cyber security 

technologies, such as firewalls, spam email filtering, etc. Detection may use statistical 

analysis or machine learning or artificial intelligent technologies to identify known or 

unknown threats. Machine learning use either reactive or proactive training strategy to 

analyse the known threat patterns or anticipate potential never-before-seen arracks, 

respectively. The response may deploy suitable countermeasures, such as spam 

blocking or data recovering, to mitigate or remediate the risk for the system. Finally the 

learnt lessons help the system designers to improve cyber Intrusion Detection System 

(IDS) and implement new countermeasure against the cyber threats. Clearly cyber 

security is the technology arms race in which the system designer and the attacker aim 

to achieve their goals by adapting their behaviour in response to their opponent actions. 

Leaning from the past, the attackers can launch new attacks while the system designers 

need to develop new countermeasures. To design an effective cyber IDS, the system 

designers should know their adversary (i.e. enemy). Hence current research trends are 

towards adversarial machine learning incorporating proactive training strategy. 
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Appendix A Functional Tests under HSR 

Configuration 

A.1 Ideal CT tests in HSR 

A.1.1 Category 1: Three phase to ground faults 

CTSat0-A1 (Ideal CT, No faulty component, 3ph-G fault at 50% of the feeder)  

 

CTSat0-B1 (Ideal CT, 1 faulty fibre, 3Ph-G fault at 50% of the feeder) 

 

CTSat0-C1 (Ideal CT, 1 faulty AMU, 3Ph-G fault at 50% of the feeder) 
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A.1.2 Category 2: Single phase to ground faults 

CTSat0-A2 (Ideal CT, No faulty component, 1Ph-G fault at 70% of the feeder)  

 

CTSat0-B2 (Ideal CT, 1 faulty fibre, 1Ph-G fault at 70% of the feeder) 

 

CTSat0-C2 (Ideal CT, 1 faulty AMU, 1Ph-G fault at 70% of the feeder) 
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A.1.3 Category 3: Line to line fault 

CTSat0-A3 (Ideal CT, No faulty component, L-L-G fault at 100% of the feeder)  

 

CTSat0-B3 (Ideal CT, 1 faulty fibre, L-L-G fault at 100% of the feeder) 

 

CTSat0-C3 (Ideal CT, 1 faulty AMU, L-L-G fault at 100% of the feeder) 
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A.2 CT Saturation Tests in HSR 

A.2.1 Category 1: Three phase to ground faults 

CTSat1-A1 (Lightly CT, No faulty component, 3ph-G fault at 50% of the feeder) 

 

CTSat2-A1 (Deeply CT, No faulty component, 3ph-G fault at 50% of the feeder) 

 

CTSat1-B1 (Lightly CT, 1 faulty fibre, 3Ph-G fault at 50% of the feeder) 
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CTSat2-B1 (Deeply CT, 1 faulty fibre, 3Ph-G fault at 50% of the feeder) 

CTSat1-C1 (Lightly CT, 1 faulty AMU, 3Ph-G fault at 50% of the feeder) 
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A.2.2 Category 2: Line to line fault 

CTSat1-A3 (Lightly CT, No faulty component, L-L-G fault at 100% of the feeder)  

 

CTSat2-A3 (Deeply CT, No faulty component, L-L-G fault at 100% of the feeder)  

 

CTSat1-B3 (Lightly CT, 1 faulty fibre, L-L-G fault at 100% of the feeder) 
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CTSat2-B3 (Deeply CT, 1 faulty fibre, L-L-G fault at 100% of the feeder) 

 

CTSat1-C3 (Lightly CT, 1 faulty AMU, L-L-G fault at 100% of the feeder) 
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Appendix B Functional Tests under PRP 

Configuration 

B.1 Ideal CT Tests in PRP 

B.1.1 Category 1: Three phase to ground faults  

CTSat0-D1 (Ideal CT, No faulty component, 3ph-G fault at 50% of the feeder)  

 

CTSat0-E1 (Ideal CT, 1 faulty AMU, 3Ph-G fault at 50% of the feeder) 

 

CTSat0-F1 (Ideal CT, 1 faulty AMU + 1 Faulty Fibre, 3Ph-G fault at 50% of the feeder) 
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B.1.2 Category 2: Single phase to ground faults 

CTSat0-D2 (Ideal CT, No faulty component, 1Ph-G fault at 70% of the feeder)  

 

CTSat0-E2 (Ideal CT, 1 faulty AMU, 1Ph-G fault at 70% of the feeder) 

 

CTSat0-F2 (Ideal CT, 1 faulty AMU + 1 Faulty Fibre, 1Ph-G fault at 70% of the feeder) 
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B.1.3 Category 3: Line to line fault 

CTSat0-D3 (Ideal CT, No faulty component, L-L-G fault at 100% of the feeder)  

 

CTSat0-E3 (Ideal CT, 1 faulty AMU, L-L-G fault at 100% of the feeder) 

 

CTSat0-F3 (Ideal CT, 1 faulty AMU + 1 Faulty Fibre, L-L-G fault at 100% of the 

feeder) 
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B.2 CT Saturation Tests in PRP 

B.2.1 Category 1: Three phase to ground faults 

CTSat1-D1 (Lightly CT, No faulty component, 3ph-G fault at 50% of the feeder) 

 

CTSat2-D1 (Deeply CT, No faulty component, 3ph-G fault at 50% of the feeder) 

 

CTSat1-E1 (Lightly CT, 1 faulty AMU, 3Ph-G fault at 50% of the feeder) 
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CTSat1-F1 (Lightly CT, 1 faulty AMU + 1 Faulty Fibre, 3Ph-G fault at 50% of the 

feeder) 
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B.2.2 Category 2: Line to line fault 

CTSat1-D3 (Lightly CT, No faulty component, L-L-G fault at 100% of the feeder)  

 

CTSat2-D3 (Deeply CT, No faulty component, L-L-G fault at 100% of the feeder)  

 

CTSat1-E3 (Lightly CT, 1 faulty fibre, L-L-G fault at 100% of the feeder) 
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CTSat1-F3 (Lightly CT, 1 faulty AMU + 1 Faulty Fibre, L-L-G fault at 100% of the 

feeder) 
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Appendix C Raw Protocol Data Unit Frame Format 
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Appendix D Single-line Diagram of the Cilfynydd 400kV Substation 
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Appendix E: Datasets for Cilfynydd 400kV Substation 

RTDS Model 

Feeders: 

Name 
Characteristic 

Name 

Voltage 

(kV) 
Length (km) R1(ohms) X1(ohms) B1(Mohms) R0(ohms) X0(ohms) B0(Mohms) 

CILF4-

RASS4-1 
A82C 400 26.900999 0.467072 7.486192 0.00902261 2.768832 21.207312 0.014994742 

CILF4-

IMPP4-1 
A87C 400 25.119 0.437024 7.033872 0.009711209 2.63304 19.860656 0.016107857 

CILF2B-

UPPB2-1 
B811 275 6.975 0.241115188 2.232548313 0.039965523 0.99840125 5.83271425 0.063712056 

CILF2A-

UPPB2-2 
B822 275 6.975 0.241115188 2.232548313 0.039965523 0.99840125 5.83271425 0.063712056 

CILF4-

WHSO4A-1 
A874 400 35.208 0.612192 9.841504 0.006918554 3.671472 27.814288 0.011485147 

CILF4-

SWAN4-3 
A805 400 61.654999 1.07048 17.15776 0.003936737 6.345952 48.605504 0.006543796 

CILF4-

SWAN4-1 
A80P 400 61.594999 1.06944 17.141072 0.003940558 6.339776 48.558208 0.006549671 

CILF4-

SWAN4-2 
A80S 400 60 1.041744 16.6972 0.00404523 6.1756 47.300784 0.00672077 

SEAB4-

WHSO4A-1 
A817 400 34.316 0.598592 9.373024 0.001642264 3.340208 24.422608 0.001783719 

Transformers: 

Name CILF4 SGT 2 CILF4 SGT 1 

Substation CILF4 CILF4 

HV-rtd.Pow. (MVA) 750 750 

MV-rtd.Pow. (MVA) 750 750 

LV-rtd.Pow. (MVA) 60 60 

Positive Sequence Resistance r HV (%) 0.063667 0.063667 

Positive Sequence Reactance x HV (%) 15.413568 15.413568 

Positive Sequence Resistance r MV (%) 0.063667 0.063667 

Positive Sequence Reactance x MV (%) -3.314238 -3.314238 

Positive Sequence Resistance r LV (%) 0.661573 0.661573 

Positive Sequence Reactance x LV (%) 5.89581 5.89581 

Zero Sequence Resistance r0 HV (%) 0.063667 0.063667 

Zero Sequence Reactance x0 HV (%) 12.282995 12.282995 

Zero Sequence Resistance r0 MV (%) 0.063667 0.063667 

Zero Sequence Reactance x0 MV (%) -0.28367 -0.28367 

Zero Sequence Resistance r0 LV (%) 0.661573 0.661573 

Reactors: 

Name Substation Shunt Type Serial Number 
Nominal Voltage 

(kV) 

Max. Rated 

Reactive Power 

(Mvar) 

Reactance (Ohm) x0 (Ohm) 

13KV SH REAC 

1 
CILF4 R-L X819 13 -60 2.816667 2.816667 
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13KV SH REAC 

2 
CILF4 R-L X820 13 -60 2.816667 2.816667 

400KV SH 

REAC 6 
CILF4 R-L X802 400 -200 800 800 

Demands: 

Name Characteristic Name Voltage (kV) Length (km) P (MW) Q (MVAr) R (ohms) L (H) 

CILF4-RASS4-1 A82C 400 26.900999 612 153.3816581 261.4379085 3.320450792 

CILF4-IMPP4-1 A87C 400 25.119 666 166.9153338 240.2402402 3.051225052 

CILF2B-UPPB2-1 B811 275 6.975 -130 -32.58107117 -581.7307692 -7.388402104 

CILF2A-UPPB2-2 B822 275 6.975 -140 -35.08730741 -540.1785714 -6.860659097 

CILF4-SWAN4-3 A805 400 61.654999 -468 -117.2918562 -341.8803419 -4.342127958 

CILF4-SWAN4-1 A80P 400 61.594999 -414 -103.7581805 -386.47343 -4.908492475 

CILF4-SWAN4-2 A80S 400 60 -432 -108.2694057 -370.3703704 -4.703971955 

SEAB4-WHSO4A-1 A817 400 34.316 324 81.20205429 493.8271605 6.271962606 

 


