
MAGNETISATION DYNAMICS IN
MULTILAYER SPINTRONIC

MATERIALS

A THESIS SUBMITTED TO THE UNIVERSITY OF MANCHESTER

FOR THE DEGREE OF DOCTOR OF PHILOSOPHY

IN THE FACULTY OF SCIENCE AND ENGINEERING

2021

Harry J. Waring

School of Engineering
Department of Computer Science



Contents

Abstract 15

Declaration 16

Copyright 17

Acknowledgements 18

1 Introduction 19
1.1 Research Aims and Objectives . . . . . . . . . . . . . . . . . . . . . 22

1.2 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

1.3 Author Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . 26

1.4 A note on units . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2 Fundamentals of Magnetism 28
2.1 History . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.2 Magnetic Dipole Moment . . . . . . . . . . . . . . . . . . . . . . . . 29

2.2.1 Orbital Moment . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.2.2 Spin Moment . . . . . . . . . . . . . . . . . . . . . . . . . . 32

2.2.3 Spin-Orbit Interaction . . . . . . . . . . . . . . . . . . . . . 32

2.3 Magnetic Materials . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.3.1 Weak Magnetism . . . . . . . . . . . . . . . . . . . . . . . . 34

2.3.2 Ordered Magnetism (χ� 0) . . . . . . . . . . . . . . . . . . 34

2.4 Magnetism Energies . . . . . . . . . . . . . . . . . . . . . . . . . . 36

2.4.1 Exchange Interaction . . . . . . . . . . . . . . . . . . . . . . 37

2.4.2 Magnetostatic Energy . . . . . . . . . . . . . . . . . . . . . 40

2.4.3 Zeeman Energy . . . . . . . . . . . . . . . . . . . . . . . . . 41

2.4.4 Magnetic Anisotropy Energy . . . . . . . . . . . . . . . . . . 41

2.5 Magnetic Domains . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

2.6 Magnetisation Reversal . . . . . . . . . . . . . . . . . . . . . . . . . 45

2.6.1 Hysteresis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

2.6.2 Stoner-Wohlfarth Model . . . . . . . . . . . . . . . . . . . . 46

2.7 Interlayer Coupling . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

2



2.7.1 Exchange Coupling . . . . . . . . . . . . . . . . . . . . . . . 49

2.7.2 Dipolar Coupling . . . . . . . . . . . . . . . . . . . . . . . . 53

2.8 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3 Magnetisation Dynamics 56
3.1 Magnetisation Precession . . . . . . . . . . . . . . . . . . . . . . . . 56

3.2 Dynamic Susceptibility . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.3 Spin Waves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

3.3.1 Magnetostatic Spin Waves . . . . . . . . . . . . . . . . . . . 68

3.3.2 Exchange Spin Waves . . . . . . . . . . . . . . . . . . . . . 70

3.4 Damping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

3.4.1 Eddy Currents . . . . . . . . . . . . . . . . . . . . . . . . . 75

3.4.2 Two-magnon Scattering . . . . . . . . . . . . . . . . . . . . 75

3.4.3 Spin Pumping . . . . . . . . . . . . . . . . . . . . . . . . . . 76

3.5 Dynamics of Multilayers . . . . . . . . . . . . . . . . . . . . . . . . 77

3.6 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4 Experimental Methods and Techniques 80
4.1 Magnetron Sputtering . . . . . . . . . . . . . . . . . . . . . . . . . . 80

4.2 Characterisation Techniques . . . . . . . . . . . . . . . . . . . . . . 84

4.2.1 X-ray Reflectivity . . . . . . . . . . . . . . . . . . . . . . . . 84

4.2.2 Atomic Force Microscopy . . . . . . . . . . . . . . . . . . . 89

4.2.3 Vibrating Sample Magnetometry . . . . . . . . . . . . . . . . 91

4.3 Ferromagnetic Resonance Spectroscopy . . . . . . . . . . . . . . . . 93

4.3.1 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . 95

4.3.2 VNA-FMR Upgrades . . . . . . . . . . . . . . . . . . . . . . 100

4.3.3 RF Components and Concepts . . . . . . . . . . . . . . . . . 103

4.4 Ferromagnetic Resonance Simulations . . . . . . . . . . . . . . . . . 105

4.4.1 FMR Simulation Techniques . . . . . . . . . . . . . . . . . . 107

5 Synthetic Antiferromagnetic Dynamics 109
5.1 Sample Series . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

5.1.1 Sample Fabrication . . . . . . . . . . . . . . . . . . . . . . . 111

5.1.2 Sample Characterisation . . . . . . . . . . . . . . . . . . . . 114

5.2 Synthetic Antiferromagnets . . . . . . . . . . . . . . . . . . . . . . . 119

5.2.1 Structural Characterisation . . . . . . . . . . . . . . . . . . . 121

3



5.2.2 Static Properties . . . . . . . . . . . . . . . . . . . . . . . . 123

5.3 Dynamic Characterisation . . . . . . . . . . . . . . . . . . . . . . . 124

5.4 Analytical Modelling . . . . . . . . . . . . . . . . . . . . . . . . . . 126

5.5 Gilbert Damping . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

5.6 Impact of Uniaxial Anisotropy on Optic Mode Dynamics . . . . . . . 129

5.7 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

6 Synthetic Ferromagnetic Dynamics 132
6.1 Structural Characterisation . . . . . . . . . . . . . . . . . . . . . . . 134

6.2 Static Characterisation of SFMs . . . . . . . . . . . . . . . . . . . . 136

6.3 Dynamic Characterisation . . . . . . . . . . . . . . . . . . . . . . . 138

6.4 Micromagnetic Simulation of SFM Resonant
Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

6.5 Parameter Extraction . . . . . . . . . . . . . . . . . . . . . . . . . . 143

6.6 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

7 Perpendicular Stationary Spin Waves 146
7.1 Sample Fabrication . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

7.2 Structural Properties . . . . . . . . . . . . . . . . . . . . . . . . . . 150

7.3 Static Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

7.4 Dynamic Characterisation . . . . . . . . . . . . . . . . . . . . . . . 156

7.4.1 In-Plane . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156

7.4.2 Out-Of-Plane . . . . . . . . . . . . . . . . . . . . . . . . . . 157

7.4.3 g-factor and Effective Magnetisation . . . . . . . . . . . . . 158

7.4.4 Exchange Constant . . . . . . . . . . . . . . . . . . . . . . . 161

7.5 Simulation Using a Single Exchange Constant . . . . . . . . . . . . . 164

7.5.1 PSSW Waveform . . . . . . . . . . . . . . . . . . . . . . . . 167

7.5.2 Modelling Resonances . . . . . . . . . . . . . . . . . . . . . 169

7.6 Angular Dependence of PSSWs . . . . . . . . . . . . . . . . . . . . 171

7.6.1 Experimental Measurements . . . . . . . . . . . . . . . . . . 172

7.6.2 Simulation of the Angular Dependence of PSSWs . . . . . . . 175

7.7 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178

8 Conclusions 181
8.1 Synthetic Antiferromagnetic Dynamics . . . . . . . . . . . . . . . . 181

8.1.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . 181

4



8.1.2 Further Work . . . . . . . . . . . . . . . . . . . . . . . . . . 182
8.2 Synthetic Ferromagnetic Dynamics . . . . . . . . . . . . . . . . . . . 183

8.2.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
8.2.2 Further Work . . . . . . . . . . . . . . . . . . . . . . . . . . 183

8.3 Perpendicular Stationary Spin Waves . . . . . . . . . . . . . . . . . . 184
8.3.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . 184
8.3.2 Further Work . . . . . . . . . . . . . . . . . . . . . . . . . . 185

A Presentations and Publications 187
A.1 Awards . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
A.2 Presentations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187

A.2.1 Oral Presentations . . . . . . . . . . . . . . . . . . . . . . . 187
A.2.2 Poster Presentations . . . . . . . . . . . . . . . . . . . . . . 187

A.3 Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188

B Mumax3 simulation code 189
B.1 Synthetic Ferromagnet Investigation . . . . . . . . . . . . . . . . . . 189

B.1.1 Resonant Frequencies . . . . . . . . . . . . . . . . . . . . . 189
B.1.2 Resonant Phases . . . . . . . . . . . . . . . . . . . . . . . . 191

B.2 Perpendicular Stationary Spin Waves Investigation . . . . . . . . . . 193
B.2.1 Resonant Frequencies . . . . . . . . . . . . . . . . . . . . . 193
B.2.2 PSSW Waveform . . . . . . . . . . . . . . . . . . . . . . . . 196

Word Count: 43595

5



List of Symbols and Abbreviations

The following lists describes the meaning of the symbols and abbreviations used through-
out this document.

Symbols-Greek

α Gilbert damping constant or, in some instances, used to denote angle

αeddy Eddy current contribution to Gilbert damping

αs Spin current contribution to Gilbert damping

Γ Torque

γ Gyromagnetic Ratio

∆ f Linewidth (Full Width at Half Max) of frequency swept Ferromagnetic Reso-
nance

∆ f0 Inhomogenous broadening

∆M Difference of layer magnetisations

∆t Time-step

∆Ψ Angle between magnetisations in FM/NM/FM multilayers

δs Amplitude of surface roughness

δsd Skin depth

δw Domain wall width

εr Permittivity of free space

εr Relative permittivity

εw Energy per domain wall area

θ Angle of incidence and reflection in specular reflection of X-rays from a sur-
face or, in some instances, used to denote angle of magnetisation vector from
specified direction.
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Λ Period of RKKY interlayer exchange coupling

λ X-ray wavelength

λF Fermi wavelength

λLL Landau-Lifshitz damping constant

λS Spontaneous magnetostriction

µ Isolated magnetic moment

µB Bohr Magneton

µ0 Permeability of free space

µPerm Permeability

µr Relative permeability

ξ′ Mixing between real and imaginary components of magnetic susceptibility

ρ Resistivity

σ Conductivity

σd Magnitude of dipolar (Néel) coupling

σfilm Film roughness

σstress Uniaxial stress

τ Relaxation time

φ Flux

φDiff Phase difference of two resonating magnetic layers

χ Magnetic susceptibility

¯̄χ Magnetic susceptibility in tensor form

χ′ Real component of magnetic susceptibility

χ′′ Imaginary component of magnetic susceptibility
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ω Angular frequency

ωantires Antiresonance angular frequency

ωH Represents field contributions to dynamic behaviour.

ωM Represents magnetisation contribution to dynamic behaviour.

ωeff Represents effective magnetisation contribution to dynamic behaviour.

ωres Resonance angular frequency

Symbols-Latin

A Cross-sectional area

Aex Exchange Constant

b Linear background present in S12 data

C Curie Constant

c Speed of light

D Exchange Stiffness

dL Half the lattice parameter of a material

E Energy

Eani Magnetic anisotropy energy

Eex Exchange energy

Emag Magnetostatic energy

EMCA Magnetocrystalline anisotropy energy

Eshape Shape anisotropy energy

Estrain Strain anisotropy energy

Esurf Surface anisotropy energy

Etot Total magnetic energy
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EZee Zeeman energy

E Energy density

Emag Magnetostatic energy density

Esurf Energy density of surface anisotropy

Etot,sw Total energy density

Euni Uniaxial anisotropy energy density

EZee Energy density of Zeeman energy

e Magnitude of charge of electron

fex In-plane exchange spin wave frequency

fmax Nyquist frequency

fres Resonant frequency

fs Sampling frequency

f Frequency

fL Larmor frequency

fPSSW Perpendicular stationary spin wave frequency

fres Resonant frequency

g Spectroscopic g-factor

g′ Magnetomechanical g-factor

g↑↓eff Effective interfacial spin mixing conductance

H Externally applied magnetic field (in context of experimental results presented)

Hc Coercive field (coercivity)

Hdemag Demagnetising field

Heff Effective field
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Hk Anisotropy field

Hex Exchange Hamiltonian

Hext Externally applied magnetic field (in context of magnetism theory background)

h The Planck Constant

hrf Small perturbating magnetic field

~ The reduced Planck Constant

J Exchange Integral

JIEC Interlayer exchange coupling strength

J1 Bilinear coupling constant

J2 Biquadratic coupling constant

K Spin wave wavevector

kB Boltzman Constant

K1,2,...,n nth order anisotropy energy density constant

K f Wavevector of reflected X-ray in X-ray Reflectivity
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Kstrain Strain contribution to anisotropy

Ksurf Surface contribution to anisotropy

Ku,n nth order uniaxial anisotropy energy density constant
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Kvol Bulk contribution to anisotropy

k‖ In-plane wavevector

L Orbital angular momentum of multi-electron system

l Periodicity of roughness
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M Magnetisation

MEff Effective magnetisation
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me Mass of electron

m` Orbital magnetic quantum number

ms Spin magnetic quantum number

N Number of turns of coil or number of time-steps

N Demagnetising tensor

n Integer value, see context of equation.

P Peak amplitude of fit to S12 data
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q Change of wavevector in X-ray Reflectivity

Smn Transmission coefficient for a wave sourced at port n and received at port m

Sx Power spectral density

ra Atomic radius

r3d Radius of 3d electrons

S Total spin quantum number of multi-electron system
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s Angular momentum of spin moment of an electron

T Temperature

TC Curie temperature

t Time

tFM Thickness of ferromagnetic layer layer

tNM Thickness of spacer layer

y0 Baseline of fit to S12 data

V Volume

VEMF Electromotive force
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ZC Characteristic impedance

Zc Number of atoms per unit cell

Abbreviations
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AFM Atomic force microscopy

AM Acoustic mode

BB Bloch-Bloembergen
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CPU Central processing unit

CPW Coplanar waveguide

DC Direct current

EA Easy axis

EM Electromagnetic
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FEM Finite element methods

FFT Fast Fourier transform

FM Ferromagnetic

FMR Ferromagnetic resonance or Fundamental resonance mode

FOM Figure of merit

GMR Giant magnetoresistance
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LLG Landau-Lifshitz-Gilbert

ML Monolayer

MRAM Magnetoresistive random access memory

NM Nonmagnetic

OM Optic mode

OOP Out-of-plane

PDE Partial differential equation

PSD Power spectral density

PSSW Perpendicular stationary spin wave

PVD Physical vapour deposition

RKKY Ruderman–Kittel–Kasuya–Yosida

13



RF Radio frequency

rms Root mean square

SAF Synthetic antiferromagnet
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TEM Transverse electromagnetic

VNA Vector network analyser
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Abstract

The search for new advanced materials to enable technology to operate at ever faster
speeds still is one of the key challenges as the information society develops. This
has led to an interest in exploiting the high frequency dynamics observable in ultra-
thin multilayer magnetic films. The functionality of these multilayers is dependent on
the many aspects of the structure such as interface quality, interlayer couplings and
magnetism energies. Thus, the study of the magnetisation dynamics of these systems
through techniques such as ferromagnetic resonance spectroscopy is essential for the
adoption of such materials into technology and is the focus of the work reported in this
thesis.

An investigation concerning the dynamics of the Synthetic Antiferromagnets (SAFs)
CoFeB/Ru/CoFeB is detailed with the highest resonant frequency at zero applied field
observed in a SAF to date reported. This work also demonstrates the importance of
interface quality to achieving high frequency 10s GHz dynamics at zero field. The re-
sults have been successfully modelled using an analytical approach allowing static and
dynamic magnetic parameters to be extracted.

Studies concerning the high frequency dynamics of synthetic ferromagnets are also
reported. Through experiments and numerical simulations, it is shown that the dy-
namic response of the two ferromagnetic layers has an orthogonal dependence on the
difference in layer magnetization and interlayer coupling allowing both parameters to
be determined accurately. Subsequently, the phase relations of the resonant modes can
be determined, hitherto a challenging experimental measurement.

Magnetisation dynamics depend on the exchange interaction which is parame-
terised by the exchange constant. Perpendicular Stationary Spin Waves (PSSWs) are
increasingly used to determine this parameter where the value of the exchange constant
is extracted from first order PSSWs and analysed assuming a rigid surface pinning
model. The work presented in this thesis demonstrates through a systematic study of
multiple PSSW modes in NiFe films, where both thickness and cap layer material are
varied, that this simple analysis does not adequately describe the experimental data.
Specifically, a single value of the exchange constant cannot be used to fit all the data
measured, as is expected from a consideration of the physics of the material. However,
adopting a dynamic pinning model where the magnetic properties close to the surface
are different to those of the bulk of the film does allow a complete description of the
data. This approach is verified through a comprehensive set of micromagnetic sim-
ulations which are able to reproduce the key features of the experimental data. This
work demonstrates that the current practice of using first order mode PSSWs to deter-
mine the exchange constant through a rigid surface pinning model must be treated with
caution.
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Chapter 1

Introduction

The study and exploitation of magnetic materials is an endeavor which has encom-
passed millennia [1]. However, it was only in the mid-1940s that the physics of mag-
nets and magnetism was further enriched with the first investigations regarding their
dynamic properties reported [2, 3]. The earliest insights into this aspect of magnetism
followed investigations by V.K. Arkad’ev in 1911, who discovered the resonant absorp-
tion of microwaves by ferromagnetic (FM) materials, and by Dorfamn in 1923, who
advanced a qualitative quantum interpretation of such effects [2]. For the introductory
reader, it should be noted that in this context microwaves are a manifestation of electro-
magnetic radiation characterised by wavelengths between approximately 1 mm to 1 m
corresponding to frequencies between 300 GHz and 300 MHz respectively [4]. This
culminated with Griffiths demonstrating the phenomena of ferromagnetic resonance
(FMR) in 1946 [5]. The theoretical underpinnings of the resonant behaviour of mag-
netic materials were provided by the work of Kittel [6]. In subsequent decades dynam-
ical magnetism has blossomed into an intensively studied research field [7]. Indeed,
the wide time scale of magnetic processes [8], ranging from 1x10−3 s to 1x10−15 s, and
the abundant range of physical processes that can be supported therein have been of
key importance to the advancement of both fundamental scientific understanding and
technological applications.

Today, magnetic materials are essential components of high frequency technology
such as data storage [9–11], sensors [11–15], signal processors as well as a host of
microwave applications [1, 16–21]. Many of the advances have been made possible
by the development of deposition techniques such as sputtering, which has enabled the
fabrication of high quality magnetic thin films. This was a key enabling step for a range
of technological areas such as microelectronics fabrication [22], decorative and func-
tional coatings [23, 24] and the field of spintronics (spin electronics) which comprises
the study of the control and manipulation of spin degrees of freedom in solid-state
systems [10–12, 25]. The maximum speed of operation and frequency range possible
from the use of a magnetic thin film is determined by its ferromagnetic resonance fre-
quency [17, 19], the frequency at which the precessional motion of the magnetisation
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20 CHAPTER 1. INTRODUCTION

of a FM material occurs [1, 3, 6]. Hitherto the capabilities to tailor the properties of thin
films, such as microstructure and composition, has realised the enhancements in fer-
romagnetic resonance frequencies required to keep pace with technological progress.
Most notably this has enabled the increase of the high frequency response of single
layer magnetic films at zero applied magnetic field from the low-MHz region into the
X-band region (≈ 10 GHz) [26]. This compares well with the current frequencies
employed by radio frequency and microwave devices which operate in the low-GHz
range. This includes technologies such as the Internet of Things (IoT) (0.3-5.5 GHz)
and public mobile networks (2G-4G operating in the frequency band 0.7-3 GHz) [27].
However further enhancement of the zero field ferromagnetic resonance frequency of
current materials is increasingly difficult, thus motivating new approaches.

The search for new advanced materials to enable technology to operate at ever
faster speeds still is one of the key challenges as the information society develops.
In particular, there is a demand for communications at 5G and beyond which would
require magnetic thin films to support frequencies into the 10s GHz range [16, 19, 28,
29]. A significant problem with current materials is that they require large magnetic
fields to reach these higher operational frequencies. The application of such high fields
will not satisfy the requirements of future devices such as the need for high density,
energy efficiency and low cost. Thus, further innovations in the development of high
frequency spintronic materials are required [19, 27].

These concerns have very recently led to a considerable interest in exploiting the
high frequency dynamics observable in ultrathin (/ 10 nm) magnetic films [19, 30],
with the opportunities presented by these spintronic materials in microelectronics re-
cently highlighted [27]. Antiferromagnets in particular offer great increases in func-
tionality due to their characteristic dynamic response lying in the 100s GHz range [31,
32], as outlined in the Magnetism Roadmap 2017 [33]. However, there are issues with
the adoption of antiferromagnets into current technology including the fact that whilst
they are ubiquitous only a small number are metallic [32, 34, 35]. There are also chal-
lenges associated in the fabrication of layers thinner than 10 nm [36] and difficulties in
impedance matching these materials to current radio frequency technologies with only
a limited number of antiferromagnets possessing resonances in this frequency range
[37].

An alternative to the use of typically metallic alloys consisting of natural FM or
antiferromagnetic (AF) materials are magnetic multilayers [19, 30]. This is where
atomically engineered layers are combined to create a novel types of heterostructures
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consisting of alternating layers of magnetic and nonmagnetic (NM) thin films. Such
materials offer a route to create advanced high frequency material systems with prop-
erties that can be tailored through the individual layers and their magnetic interactions
[1, 38]. Multilayer stacks have generated much research activity due to their unique
magnetic and electronic properties compared to their single layer counterparts [39].
Thus, such layer engineering provides a versatile method to meet the future needs of
devices.

The phenomena of RKKY interlayer exchange coupling in such artificially layered
structures underpins many spintronic technologies and has been a rich, widely studied
area [38, 40, 41]. This phenomena is where the FM layers of a multilayer stack are
indirectly coupled through a magnetic interaction known as exchange. It was first
observed independently by Fert [42] and Grünberg [43] in the mid-1980s, when AF
coupling between Fe/Cr layers was realised. It has had a significant disruptive effect on
magnetics research, launching the field of spintronics [10] and revolutionising the data
storage industry [12]. Indeed, modern spintronic devices rely on multilayer structures
where the coupling between magnetic layers has to be controlled to achieve the desired
magnetic properties [44].

A commonly studied magnetic multilayer structure is comprised of a FM/NM/FM
trilayer where the thickness of the NM layer is no greater than a few nanometers. The
interlayer exchange coupling established in such a structure can either promote a par-
allel or antiparallel alignment of the layer magnetisations, known as a Synthetic Anti-
ferromagnet (SAF) or Synthetic Ferromagnet (SFM) respectively [45]. Hitherto, such
SAF or SFM multilayers have been widely utilised for their static properties, acting
only as passive components within spintronic devices to provide a source of exchange
bias or dipole field control [46]. These applications demonstrate that such trilayers can
be incorporated into manufacturable devices and the recent commercial availability of
Spin-Transfer-Torque Magnetic Random-Access Memory (STT-MRAM) chips shows
that integration of magnetic systems and CMOS processes can be performed at scale
[47]. However, the dynamics of such systems have not been exploited or necessarily
widely researched, despite the promise they hold in terms of enhancing device capabil-
ity. Notably, these structures can support a variety of beyond-Kittel resonance modes
which can be tailored by control of their layer properties [40, 48]. SAFs in particular
have the potential of supporting zero field resonances towards 100 GHz [49], signif-
icantly greater than that attainable in single layer ferromagnetic films, with the key
limitation to the maximum frequencies being the strength of the interlayer coupling
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present. The magnetic profiles of such multilayers can differ significantly from their
single layer constituents and is dependent upon properties such as layer magnetisation,
interlayer coupling and magnetic anisotropies. This is especially true in the case of
where the FM layers are ultra-thin as their properties are more dependent on interfa-
cial effects. As such, to fully realise the potential of these artificially layered materials
the development of experimental, lab-based techniques to provide a greater insight
into the physical parameters governing the high frequency response of such multilayer
films is required.

The work reported in this thesis seeks to provide additional insights into the wide
potential of atomically engineered magnetic multilayers with tailored properties for
high frequency spintronic devices. Details of lab-based methodologies developed
throughout the project to characterise important physical properties of such structures
are described. These techniques relied upon the study of the dynamic response of
magnetic multilayers through FMR spectroscopy, a widely used and powerful method
to analyse the fundamental properties of magnetic thin films. For example, the study
of the variation of resonant frequency and linewidth with applied field can permit the
determination of the saturation magnetisation, anisotropies, interlayer couplings and
damping [3, 50]. In the work reported here the ferromagnetic resonant frequency was
explored through both experiment and simulation, the comparison of which allowed
a great insight into the magnetisation dynamics of the studied thin films and the ex-
traction of parameters which are typically difficult to measure. Due to the applications
outlook of this work, the ferromagnetic materials investigated are NiFe and CoFeB,
materials which are widely used in spintronic devices due to their range of desirable
properties and compatibility with current microfabrication processes.

1.1 Research Aims and Objectives

The central aims of this PhD project, which occurred in parallel, are

1. To increase the understanding of the dynamic response of ultrathin magnetic
multilayer films.

2. The development of new techniques to characterise the important parameters
governing the resonant dynamics exhibited by magnetic multilayers, the lack of
which has been a severe limitation in terms of both device applications and in
micromagnetic modelling.
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To this end, the work reported in the thesis is comprised of the results of a number of
research strands with the following objectives

1. The fabrication of high quality magnetic multilayer thin films. In particular, due
to the large focus of the work presented in this thesis upon exchange coupled
FM/NM/FM trilayers, a key enabling step was the development of a sputtering
process to achieve this magnetic system.

2. The study of the ferromagnetic resonance frequency of the samples both exper-
imentally and through micromagnetic simulation to elucidate on resonant dy-
namics and magnetic properties.

All in all, the outlined aims and objectives have been satisfied through three re-
search branches i) The study of SAFs to explore high frequency optic mode dynamics.
ii) The study of SFMs to determine the difference in magnetisation of the FM layers
and the interlayer couplings present in these structures. Furthermore, the ramifica-
tions of these parameters on the resonant phases of the FM layers were explored. iii)
The determination of the exchange constant from Perpendicular Stationary Spin Waves
(PSSWs) in thin NiFe thin films with different capping layers. In the next section, the
structure of the thesis is described and the performed studies are introduced in greater
detail.

1.2 Thesis Outline

The seven following chapters comprise relevant magnetism background theory, the ex-
perimental methods used within the project and reports of the studies performed. The
initial chapters are included to provide the reader with the background material neces-
sary to understand the results presented. Specifically, Chapter 2 and Chapter 3 detail
the theoretical underpinnings for fundamental magnetism and magnetism dynamics
respectively. Chapter 4 introduces the range of experimental techniques used in the
project to fabricate, characterise and simulate the thin films studied. In Chapters 5,
6 and 7 the results of the investigations carried out throughout this PhD are reported.
Chapter 8 summarises the detailed investigations and includes suggestions of opportu-
nities for further work in these areas. A brief summary of each chapter follows.
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Chapter 2- Fundamentals of Magnetism

This part of the thesis includes a discussion regarding the history of the study of mag-
netism, its origins along with the types of magnetic materials and their characteristic
energies. Furthermore, a range of static magnetic phenomena such as magnetisation
reversal and domain walls are also introduced. The chapter then advances to consider
the case of magnetic multilayers and the different effects this layering can introduce.

Chapter 3- Magnetisation Dynamics

This chapter introduces the dynamic properties of magnetic materials with a particular
focus on the physics of magnetisation precession. It first establishes the equations of
motion for magnetic precession and culminates in a detailed description of the high
frequency responses of magnetic materials. Higher-order spin wave phenomena and
the damping which eventually returns a magnetic system to equilibrium are also elab-
orated upon. Following this, the phenomena of interlayer coupling is discussed from a
dynamical perspective with the rich resonant behaviour supported by magnetic multi-
layers detailed.

Chapter 4- Experimental Methods and Techniques

The experimental methods and techniques used to carry out the project are presented.
Firstly, the technique of magnetron sputtering is discussed as this was utilised for the
fabrication of the thin film samples. The experimental techniques used to characterise
the samples are then detailed. The structure of the samples was explored using X-ray
reflectivity. The magnetic properties were investigated using vector Vibrating Sample
Magnetometry for the static properties with the dynamical behaviour explored using
Vector Network Analyser - Ferromagnetic Resonance (VNA-FMR) spectroscopy. This
chapter then concludes by introducing the micromagnetics simulation software and
methods employed throughout this project to allow the numerical modelling of the
dynamical behaviour observed experimentally.

Chapter 5- Synthetic Antiferromagnetic Dynamics

This chapter contains a report regarding the properties of the SAFs that were fabricated
and characterised in this project. The reader should note that this study has recently
been published in Physical Review Applied [51]. The wide range of zero field resonant
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frequencies obtained from the studied SAF samples are presented with the highest zero
field resonance observed in a SAF to date demonstrated. In contrast to previous SAF
reports which focused only on the first RKKY AF coupling peak, it is shown that
a higher zero field frequency is obtained for the second RKKY AF coupling peak.
This is ascribed to the smoother interfaces associated with a thicker NM layer. This
finding demonstrates the importance of interface quality to achieving high frequency
optic mode dynamics entering the many 10s GHz range. Furthermore, the measured
resonance data has been fit to an analytical model which allow important magnetic
parameters to be extracted.

Chapter 6- Synthetic Ferromagnetic Dynamics

In this chapter investigations performed regarding the dynamic response of SFMs are
detailed. The explored samples exhibit an RKKY coupling consistent with that ex-
pected with coupling on the first RKKY FM peak. This investigation has recently been
published in Physical Review B [52]. Through experiment and numerical simulation,
it is shown that the dynamic response of the two FM layers has an orthogonal depen-
dence on the difference in layer magnetization and interlayer coupling. Thus, both
parameters can be determined accurately. In addition we are able to obtain the phases
of the resonant modes, a hitherto challenging measurement, and thus show that the
conventional acoustic (in-phase) and optical (out-of-phase) description does not fully
capture the intricacies of SFM dynamics.

Chapter 7- Perpendicular Stationary Spin Waves

A study with the objective to provide a more comprehensive understanding of the ex-
change constant is reported in this chapter. Multiple PSSW modes were observed and
analyzed for a series of Ni80Fe20 samples of varying thickness and capping layer. It is
found that the frequencies displayed by the PSSW modes is different to that expected
based on assuming a rigid surface pinning model. However, adopting a dynamic pin-
ning model where the magnetic properties close to the surface are different to those of
the bulk of the film does allow a complete description of the data. This approach is
verified through a comprehensive set of micromagnetic simulations which are able to
reproduce the key features of the experimental data. This work demonstrates that the
current practice of using first order mode PSSWs to determine the exchange constant
through a rigid surface pinning model must be treated with caution. A publication
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reporting the study detailed in this chapter is in preparation.

Chapter 8-Conclusions and Future Work

This chapter summarises the investigations reported in this thesis. Moreover, avenues
for further studies are discussed.

Appendices

Two appendices are included in this thesis. In Appendix A, a list of awards, presenta-
tion and publications arising from the work detailed in this thesis is detailed. In Ap-
pendix B, the Mumax3 simulation code used in the micromagnetics simulation aspect
of the reported work is available for the reader’s reference.

1.3 Author Contributions

It is important to note that aspects of the work reported in the thesis has involved the
contribution of other people, without which the project would not have been successful.
The author would like to take this opportunity to thank all those involved for their time,
effort and for sharing their expertise. To be specific, the contributions were as listed.
The author, Harry J. Waring, carried out all sample fabrication along with structural
and magnetic, both static and dynamic, characterisation. Furthermore, all analytical
modelling reported was carried out by the author. The VNA-FMR spectrometer used
widely in this project was designed and constructed by Dr N.A.B. Johansson. The
reported micromagnetics modelling, utilising the Mumax3 simulation software, was
performed with Mr Yu Li who wrote and ran the simulation scripts used in this project
(as presented in Appendix B). The simulation aspect of the investigation was directed
by discussions between both the author, Harry J. Waring, and Mr Yu Li with both then
contributing to the analysis of the simulations results and comparisons to experimental
measurements.

1.4 A note on units

The work reported in this thesis predominantly uses the Centimeter-Gram-Second
(CGS) system of units as opposed to the International System of Units (SI), follow-
ing the widely adopted approach in the field of magnetism and magnetic materials
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research. A notable departure from this approach is seen in the chapters introducing
the underlying theory of magnetism pertinent to the derivation of the high frequency
response of magnetic materials where SI version of equations are presented alongside
their equivalent CGS versions.

The reader should note that the electromagnetic unit of current, voltage and mag-
netic dipole moment (emu) are equivalent to SI values of 10 A, 10 nV and 10−3 Am2

respectively. Furthermore derived units include the erg (=10−7 J), such that the energy
density of 10 ergcm−3 is equal to 1 Jm−3. In a significant deviation from the SI Units,
the permeability of free space (µ0) has value 1 GOe−1 and is generally omitted form
CGS equations. The most commonly used conversions between CGS units and their
SI counterparts are shown in table 1.1.

CGS SI
1G 0.1 mT

1 Oe 79.58 Am−1

1 emu 1 mAm2

1 emucm−1 1 kAm−1

Table 1.1: Useful conversions from the centimeter-gram-second (CGS) unit system to
the more prominent SI system

Further information regarding CGS units and their conversions to SI can be found in
excellent textbooks provided by Coey [1] and Cullity [35].



Chapter 2

Fundamentals of Magnetism

The study of magnets is a pursuit which has spanned millennia. In that time, the
physics underlying the behaviour of these materials has been unravelled and magnets
have become an integral part of modern technology. In this chapter, the fundamental
properties of magnetic materials, for example origins, types and behaviour, are intro-
duced.

2.1 History

Since antiquity, magnetic materials have commanded the attention of curious philo-
sophical minds with the development in the understanding of the inner workings of
magnets contemporaneous with the evolution of science and technology. The earliest
records of the study of magnetism pertain to the unique magic of naturally occurring
lodestones, rocks mainly composed of Magnetite (the iron oxide Fe3O4) magnetised
by the huge electric currents present in lightning strikes, that were widely prevalent in
ancient civilisations [1, 35]. The first examples of the properties of magnetic materials
being harnessed for device application is the ’South pointer’, with its key functional
component a lodestone carved in to the shape of a spoon [1, 53]. Guided by the Earth’s
magnetic field lines, the spoon would re-orientate to align towards the magnetic south
pole. Subsequent developments of the first permanent magnets, due to findings that
iron could be more readily magnetised whilst heated, led to the invention of naviga-
tional compasses in 1088 [54]. In terms societal impact the integration of the earliest
magnetic technology into human civilisation ushered the Age of Discovery, with this
navigational magnetic technology used in famous voyages such as Christopher Colum-
bus’ journey to the Americas in 1492 and the discovery of Africa by Chinese explorers
in 1433 [1].

The first decoupling of scientific fact and mystical, superstitious belief regarding
the underlying nature magnetic materials was performed by William Gilbert (1540-
1602) [35]. This famous intervention occurred in the 1600 monograph De Magnete, a

28
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paper which is debatedly the first modern scientific text [55]. Insightfully, he inferred
the existence of the Earth’s magnetic field from the study of the dipolar field present
at the surface of a lodestone. Further advances were made throughout the Age of En-
lightenment, with a notable example being that magnets were disabused of the notion
that they possessed a soul. The invention of a horseshoe magnet in 1743, an enduring
archetype symbolising magnetism, which was capable of maintaining its own demag-
netising field due to its shape was also a significant step forward to the adoption of
magnetic technologies [1].

Perhaps the greatest stride in the understanding of the origin of magnetism occurred
through the work of Hans Christian Oersted in 1820 where it was demonstrated that
an electric current is capable of generating a magnetic field [54]. Subsequent studies
by renowned scientists such as Amprére and Faraday solidified the correspondence be-
tween the phenomena of magnetism, electricity and light. The unification of magnetic
and electric forces came about in the work of James Clerk Maxwell (1831-1879) and
resulted in the founding of the field of electromagnetism, epitomised in the four famous
Maxwell’s equations [56]. Thus, a mathematical structure to understand the wave-like

nature of these interactions, that they consist of oscillating electric and magnetic fields
propagating at the speed of light, was formed. However, despite all the triumphs of
these theories of electromagnetism, the explanation of the ways in which a solid could
exhibit magnetic phenomena remained absent. The underlying quantum mechanical
nature of magnets responsible for this spontaneous magnetisation was only conceived
in the early 20th century [1, 7].

In recent decades the application of magnetic materials to the technologies which
underpin society has been colossal; encompassing telecommunications, computing and
electrical machines such as motors and generators. These technologies were made pos-
sible through the advances in the fields of magnetic recording, high frequency dynam-
ics and permanent magnetism [1, 19, 35, 57].

2.2 Magnetic Dipole Moment

At its most fundamental level magnetism is a consequence of the quantisation of the

angular momentum of elementary particles, a concept which arises from quantum me-
chanics [1, 7, 35]. The relation between magnetism and angular momentum, referred
to as the Einstein-de Haas effect, was first shown in an experiment by John Stewart
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in 1917 [58]. Due to the large mass of nucleons, magnetic moments in solids are as-
sociated with the electron [1]. The magnetic contribution of the electron derives from
its angular momentum which itself has two sources: its orbital motion around the nu-

cleus (`) and its spin (s). The total angular momentum is the vector sum j = `+ s [7].
The reader should note we use lower case letters `, s and j to represent the quantum
numbers of a single electron, with upper case L, S and J correspondingly utilised to
denote these values in a multi-electron system. The bold symbols denote the angular
momentum vectors, which are quantised in terms of ~ [1]. Further discussion regard-
ing these angular momentum components of an electron from a dynamical perspective
is available in section 3.1.

2.2.1 Orbital Moment

The orbital moment originates from the orbital motion of the electron around the nu-
cleus, an effect can be described through the Bohr atom model (where the electron
traverses a classical circular orbit around an atomic nucleus due to a Coulomb poten-
tial) as presented in Figure 2.1. The electron therefore possesses a magnetic moment
µ and a quantised, antiparallel angular momentum `.

electron

nucleus
μ

Figure 2.1: A diagram of the Bohr model of an atom, reproduced from [1]. The mag-
netic moment of the electron µ and its angular momentum ` arising due to its orbital
motion are antiparallel.

This motion of the electron can be modelled as equivalent to a current loop, where
the current direction is opposite to the direction of travel of the electron due to its
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negative charge. The magnetic moment associated to this current loop is

µ=− e
2me

` (2.1)

where e and me are magnitude of the charge and the mass of the electron respectively.
The minus sign indicates that µ and ` are antiparallel due to the negative electron
charge. The relationship between the magnetic moment and angular momentum is

µ=−γ` (2.2)

where γ is the proportionality factor known as the gyromagnetic ratio. In this case,
where we are concerned with orbital angular momentum, the gyromagnetic ratio is the
orbital gyromagnetic ratio defined as

γorb =
e

2me
(2.3)

From substituting the electronic mass and charge into equation 2.3, it is seen that γorb
2π

=

14GHz/T. Though these relations have been derived classically, the reader should note
that they are also valid quantum mechanically [1, 7].

At this point in the discussion, it is pertinent to introduce the Bohr magneton, a
natural unit for electronic magnetism, defined as

µB =
e~

2me
(2.4)

where µB = 9.274×10−24 Am2. From this, it is possible to express a component of µ
in a particular direction chosen here as z as

µz =−
e~

2me
m` =−m` µB where m` = 0,±1,±2... (2.5)

where m` is an orbital magnetic quantum number, ~ is the reduced Planck constant
(which is the Planck constant h divided by 2π). The relation shown in equation 2.2
can also be written in terms of a g-factor, defined as the ratio of the magnitude of the
magnetic moment (in units µB) and the magnitudes of angular momentum (in units of
~). In the case of orbital motion considered here this has the form |µ|

µB
= g |`|µB

and it
follows that g is 1 [1].
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2.2.2 Spin Moment

In 1922, the Stern-Gerlach experiment demonstrated that an electron possesses an in-
trinsic property which creates its own magnetic dipole moment, independent of any
orbital motion [59]. This property is labelled spin (s) and is assigned the spin mag-
netic quantum number ms = ±1

2 depending on its orientation to the applied magnetic
field [7, 60]. It should be noted that this spin can only be described through quantum
mechanical interpretations, with a classical concept of a spin, a spinning ball for in-
stance, incompatible with the fundamental point-like nature of the electron [1, 7]. It
has been shown that the magnetic moment associated with spin is approximately one
µB and that the g-factor is close to 2, specifically 2.0023 when higher order corrections
from quantum electrodynamics are taken in to account [2, 61]. The component of spin
along any axis is ±1

2~ as

µz =−
e

me
ms~ where ms =±

1
2

(2.6)

with the spin gyromagnetic ratio given by

γspin =
e

me
(2.7)

where γspin
2π

has a value 28 GHz/T [7]. As a result, the spin angular momentum is twice
as efficient as orbital angular momentum at generating a magnetic moment [1]. For
further discussion regarding the spin angular momentum in a magnetic material, in-
cluding the convention underlying the correct labelling of the spins present, the reader
is refereed to section 2.3.2.

2.2.3 Spin-Orbit Interaction

The coupling of these two angular momenta, as is usually the case if we consider an
atomic electron, occurs through the spin-orbit interaction. The resultant total electronic
angular momentum is denoted j [1]. In a multi-electron system with the presence of
both spin and orbital angular momenta,

µ= γorb (L+2S). (2.8)
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In this case, µ and J are no longer strictly parallel. However, it has been demon-
strated that only the component of µ parallel to J possesses a measurable value. There-
fore,

µ=−γJ (2.9)

where
γ = g

e
2me

(2.10)

where g is referred to as the Landé g-factor. As aforementioned, it has the value 1 for
pure orbital and 2 for pure spin angular momenta [7]. For mixtures of these momenta,
it alters value based on the projection of µ along J. In the case where S2, L2 and J2 are
very large [7]

g =
3
2
+

(
S2−L2

2J2

)
. (2.11)

2.3 Magnetic Materials

Materials display magnetic properties when constituent atoms or ions possess a per-
manent magnetic moment. We can further classify these materials by stratifying based
on whether these moments exhibit a long range order (below a certain critical tem-
perature) and, in the cases where ordering is present, the particular arrangements that
the magnetic moments exhibit [7]. The magnetic properties of materials can be suc-
cinctly classified through reference to the dimensionless scalar form of the magnetic
susceptibility defined as [35]

χ =
M
H
. (2.12)

and related to the magnetic response of a sample through

M = M0 +χH (2.13)

where M is net macroscopic moment per unit volume (or magnetisation), H is the
applied field which is assumed to be small, and M0 is the spontaneous magnetisation
when no external magnetic field is applied [1, 7]. The magnetic effects discussed in
this work operate in the linear regime where the external fields are small enough that
equation 2.13 is valid. The susceptibility is related to the magnetic permeability (µperm)
through [1] [35]

µperm = 1+4πχ (CGS) ; µperm = µ0(1+χ) (SI) (2.14)



34 CHAPTER 2. FUNDAMENTALS OF MAGNETISM

In the following, the different classes of magnetic materials are detailed and their
unique characteristics discussed.

2.3.1 Weak Magnetism

Diamagnetism (χ<0)

Diamagnetic materials do not possess atoms or ions with a permanent magnetic mo-
ment. Such materials instead display a characteristic negating effect to an induced
magnetisation generated by the application of an external field. This response can be
considered a microscopic example of the well known Lenz’s law where upon the appli-
cation of the external field, electronic orbital motions alter in such a way to create an
opposing field. Thus, they are classified as possessing a negative scalar susceptibility.
It is notable that virtually all materials exhibit a diamagnetic response to externally ap-
plied fields, with the response of permanent magnetic moments simply eclipsing these
effects in some materials. This is due to diamagnetism is typically being a weak effect,
with a susceptibility of order 10−6 in most materials [7, 57].

Paramagnetism (χ>0)

Paramagnetic materials possess permanent magnetic moments due to the presence of
unpaired electrons, that is where only one electron occupies an orbital of an atom rather
than as part of an electron pair leading to an uncompensated magnetic dipole moment.
In such materials, these electrons lack a spontaneous long range order, however [1].
Instead, in the absence of an external field, these moments are randomly oriented and
the net moment is zero. As it is typical for moments to align parallel to the applied
field, isotropic paramagnets possess a positive scalar susceptibility. Due to the impact
thermal fluctuations can exert on magnetic ordering, paramagnetic susceptibility is
inversely proportional to the temperature [7, 57].

2.3.2 Ordered Magnetism (χ� 0)

This describes the case where the elementary permanent moments within a material
spontaneously align in an ordered manner, at least below certain temperatures. The
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emergence of a spontaneous ordering can only be understood through quantum me-
chanical interpretations, where the presence of a quantum mechanical exchange inter-
action is strong enough to overcome dipolar interactions. Dipolar interactions are elec-
trostatic interactions between magnetic dipole moments. Indeed, it was demonstrated
by Bohr [62] and van Leeuwen [63] that from classical understanding it is impossible
for a macroscopic medium to possess a magnetic moment leading to significant mis-
understandings of this effect until a detailed description of quantum mechanics was
formulated [7]. Ordered magnetic materials can have a multitude of spin configura-
tions resulting in vastly differing exhibited magnetic properties [1]. It is convention
to define electron spins as spin up for the majority spins and spin down in the case of
minority spins, which correspond to the electron spin components of +1

2~ and −1
2~,

as introduced in section 2.2.2, respectively [1]. The types of ordering pertinent to this
project is detailed below and presented in Figure 2.2.

Ferromagnet (M>0) Antiferromagnet (M=0) Ferrimagnet (M>0)

E.g. Co, Fe, Ni E.g. NiO, IrMn E.g.YIG, FeGd

Figure 2.2: Different classes of ordered magnetic materials along with their character-
istic magnetisation. The arrows represent the spins of the electrons, with their length
representing the contribution to the magnetisation of the material.

Ferromagnetism

Ferromagnetic (FM) materials occur when the elementary permanent moments spon-
taneously align in parallel [57]. This class of magnet was the first to be discovered
and studied due to the effect its stray field exerts on its immediate environment. The
effects of thermal fluctuations can have a dramatic impact on this magnetic ordering.
At temperatures in excess of a certain critical temperature, known as the Curie Tem-
perature (TC), this ordering collapses and the material exhibits paramagnetic responses
to external fields. The dependence of the magnetic susceptibility on temperature (T ) is
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described by the Curie-Weiss law

χ =
C

T −TC
(2.15)

where C is the Curie constant [1, 7, 64].

Antiferromagnetism and Ferrimagnetism

Antiferromagnetic (AF) and ferrimagnetic materials occur when there is an antipar-
allel ordering of the neighboring magnetic moments. Indeed, in these cases the spin
lattice is configured as two opposing ferromagnetic sublattices. The instances where
the two sublattices have an equal net magnetisations are referred to as antiferromagnets
whereas the cases where these sublattices have unequal net magnetisation are known as
ferrimagnets. In the latter case, more than two sublattices can be present with the key
criterion being that the structure contains layers with unequal magnetisation which re-
sults in a net moment being observed. Historically, these classes of materials remained
undiscovered until the 1930s due to a lack of a stray field or, in the case of ferrimag-
nets, being considered as a normal ferromagnet [1]. This type of ordering overcomes
thermal effects at temperatures up to the Néel temperature [64].

2.4 Magnetism Energies

Magnetism arises due to a complex interplay of many different energies and interac-
tions. At its most fundamental level this phenomena results from the manifestation of a
long-range ordering of the electronic magnetic moments. Thus, any mechanism which
impacts this ordering can influence the behaviour of a magnetic system. A physical
description of a magnetic system usually involves the adoption of an effective field
of magnetisation (Heff) which accounts for all the contributions to the energy of the
magnet. This effective field can be written as

Heff =−
dE
dM

(CGS) ; Heff =−
1
µ0

dE
dM

(SI) (2.16)

where the contributing energies are calculated as a volume integral of the local energy
densities (E) over the total considered volume (V ) following the formalism

E =
dE
dV

(2.17)
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where E is the energy. The total magnetic energy Etot is a summation of the following
contributions

E tot = Eex +Emag +Ezee +Eani (2.18)

where Eex is the exchange energy, Emag is the energy of the magnetostatic interaction
including demagnetising effects, Ezee is the Zeeman energy (that is the energy of a
magnetised sample due to an external magnetic field), and Eani is the energy associ-
ated with the magnetic anisotropy. In the static case, as opposed to the dynamic case
discussed in the next chapter, the equilibrium state can be found by minimising the
total energy Etot of a system. In the following, the most commonly contributing energy
terms to the effective field are elucidated [1, 65].

2.4.1 Exchange Interaction

As aforementioned, it was proved by Bohr [62] and van Leeuwen [63] that through
the tenants of classical physics it is impossible for a macroscopic medium to exhibit
a magnetic moment [7]. It is only through quantum mechanics and the concept of
quantisation of the magnetic moment that it possible to overcome this boundary of
physics. This approach relies upon the quantum mechanical exchange interaction,
a short range force that influences the arrangement of magnetic moments within a
material. The length scale of this force is such that it acts upon neighboring or next-
to-nearest neighbor atoms [1, 7, 57]. This aligning exchange interaction is present
in all magnetic materials. Notably, as discussed in later sections, this interaction is
also at interfaces between two magnetic materials (known as direct) and in some cases
between magnetic layers separated by nonmagnetic (NM) spacer layers (indirect).

The exchange interaction contributes strongly to the energy of a magnetic system
and arises due to the interplay between Coulomb repulsion and the Pauli exclusion
principle [1, 7]. A quantum mechanical effect, it forbids electrons that possess the same
spin from occupying equivalent energy states and therefore modifies the Coulomb in-
teraction between neighboring electrons. For energy minimisation, two electrons of
parallel spins will align further apart as opposed to two electrons of different spins
being less spatially separated. Thus, the strength of this nearest neighbor interaction is
capable of producing a long range ordering within magnetic materials. The exchange
energy for two neighboring atoms with spins si and sj is

Eex =−2Jexsi · sj (2.19)
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where Jex is referred to as the exchange integral [35]. In instances where Jex is positive
the exchange energy promotes parallel alignment of the electronic moments whilst a
negative Jex promotes an antiparallel alignment. From equation 2.19, it is clear that
there is an energy penalty in cases where neighboring spins are not aligned. To ratio-
nalise the different magnetic behaviour of materials the Bethe-Slater curve, presented
in Figure 2.3, was devised. It provides a heurisic description of the evolution of the
magnetism and magnetic ordering of the 3d transition metal elements [57, 66]. Specifi-
cally, the value of the exchange integral of a magnetic material is predicted based upon
the ratio ra/r3d where ra is the radius of the atom and r3d the radius of its 3d electrons
[35, 67].

Figure 2.3: The Bethe-Slater Curve presenting how Jex varies with the ratio of the
radius of the atom ra to the radius of its 3d electrons r3d [35].

For a macroscopic medium the exchange energy density is given by

Eex = Aex(∇m)2 (2.20)

where m is the reduced magnetisation equivalent to M
MS

and Aex is the exchange con-
stant, considered to be the macroscopic equivalent to the exchange integral Jex. Aex is
used to characterise the strength of the exchange interaction within a material and can
be approximated as

Aex ≈
JexS2Zc

a0
(2.21)

where Zc is number of atoms per unit cell and a0 is the lattice parameter [1, 35, 65].

A common technique to measure this exchange constant is through the study of
spin phenomena such as thermal magnons, usually by exploring the variation of MS at
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low temperature. This exploits the association of the energy of long-wavelength spin
waves, a magnetic phenomena elaborated on in section 3.3, with a gradual twist of the
magnetisation and the variation of Aex with temperature. This relation is

Aex(T ) =
MS(T )D

2gµB
(2.22)

where D is the exchange stiffness constant [1]. It is brought to the reader’s attention that
the exchange stiffness constant D should not be confused with the exchange constant
Aex, with the two parameters connected by the relation [68]

D = 2
Aex

MS
. (2.23)

Moreover, D is correspondingly linked to Jex through [1]

D = 2JexSa2. (2.24)

There are numerous limitations to the described technique. In particular, it is only
valid in the low temperature regions due to the vanishingly small thermal energies re-
quired to excite long-wavelength spin waves [1, 69]. Furthermore, these measurements
are also susceptible to other energies which influence the internal magnetic field of the
sample, such as the crystalline anisotropies and the saturation magnetisation. This re-
sults in difficulties in achieving sufficient accuracy due to the incorporation of the un-
certainties associated with these additional magnetic parameters [68]. Typical values
of Aex for widely used ferromagnets such as permalloy or cobalt are 1× 10−6erg/cm
and 3.1×10−6erg/cm respectively [1].

There is also a characteristic length scale associated with the exchange interaction,
referred to as the exchange length (lex). This represents the shortest distance over
which the magnetisation can be twisted to minimise the dipolar interaction. It is defined
by the competition of exchange with the magnetostatic energy, described in section
2.4.2. As such [70]

lex =

√
Aex

2πM2
S
. (2.25)

The exchange length plays a key role in the physics of domain walls and dynamic
phenomena, as discussed in later sections. Magnetic films with thickness comparable
or less than lex are referred to as ultrathin due to the moments being locked together
throughout the film thickness by the exchange interaction [71].
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2.4.2 Magnetostatic Energy

Magnetostatic energy refers to the energy of the magnetic moments in a field due to
all the moments present. Whereas the individual interaction between two dipoles is
weak, with the exchange interaction always stronger at short distances, the magneto-
static interaction is a long range interaction and acts non-locally on every magnetic
moment. This enables it to determine the magnetic microstructure [1, 65]. This energy
is minimised when there are no stray fields and flux loops are closed, which gives rise
to the formation of a demagnetising field (Hdemag) defined as

Hdemag =−N M (2.26)

where N is the demagnetising tensor which is a 3×3 matrix governed by the shape of
the sample [35]. The calculation of the demagnetising factor is complicated in general,
though it has been reported in this case of a a uniformly magnetised ellisoid, with a
coordinate system aligned along its principle axis, it has the form [1, 35]

N =

Nx 0 0
0 Ny 0
0 0 Nz

 (2.27)

where
Nx +Ny +Nz = 4π (1in SI Units). (2.28)

As all the samples studied in the investigations reported in this thesis are thin films with
in-plane (IP) magnetisation, a discussion of this particular case follows. The shape
anisotropy present in thin film promotes an IP magnetisation with the demagnetising
field described as

Hdemag =−

0 0 0
0 0 0
0 0 4π

M =−4πMS (2.29)

Furthermore, the energy density of the magnetostatic interaction is given by [1, 35]

Emag =−
1
2

M ·Hdemag (CGS) ; Emag =−
µ0

2
M. ·Hdemag (SI) (2.30)
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2.4.3 Zeeman Energy

The Zeeman energy arises from the application of an external magnetic field Hext to a
magnetic system. This energy density is given by [1, 57]

EZee =−M ·Hext (CGS) ; EZee =−µ0M ·Hext (SI) (2.31)

Thus, it follows that this energy is minimised in instances where the magnetisation is
aligned to the external field.

2.4.4 Magnetic Anisotropy Energy

The phenomena of magnetic anisotropy refers to the preferential magnetisation di-
rections that exist within a magnetic system [7]. It leads to formation of a favoured
direction of magnetisation known as an Easy Axis (EA). Correspondingly, this is ac-
companied by the presence of a Hard Axis (HA) which is perpendicular to the EA
direction. In energy terms, the anisotropy is quantified as the difference in energy
of the system in cases where the magnetisation is directed along the EA or the HA.
The ramifications of the presence of anisotropy in a magnetic system are significant.
Indeed, the control of this property is integral to many technologies as it determines
magnetic quantities such as domain sizes and coercive fields [1, 35]. The strength of
the magnetic anisotropy present in a material is quantified by a measurement of the
external field required to saturate the system in its HA direction, which is referred to
as the anisotropy field (Hk) [57].

The three main sources of this anisotropy are i) sample shape (accounted for by
the demagnetising field term discussed in section 2.4.2) ii) crystalline structure and iii)
induced anisotropy related to the atomic or microscale texture. Of these contributions,
only the crystalline structure, formally known as the magnetocrystalline anisotropy,
is intrinsic. This phenomena manifests as the preferential alignment of the magnetisa-
tion along crystallographic directions and thus reflects the symmetries of the crystalline
lattice. It has roots in the spin-orbit coupling, crystal-field interaction along with the
interatomic dipole-dipole interaction. The other listed contributions are classed as in-

duced [1, 35].

The total magnetic anisotropy energy can be written as

Eani = EMCA +Eshape +Esurf +Estrain (2.32)
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where EMCA is the magnetocrystalline energy contribution, Eshape is the energy pro-
vided by shape anisotropy, Esurf is energy of the surface anisotropy and Estrain is the
energy introduced by strain in the magnetic film. A fuller description of these contri-
butions is put forth in the following.

Magnetocrystalline Anisotropy

The magnetocrystalline anisotropy EMCA is the anisotropy directed due to the struc-
ture and symmetry of the crystalline lattice. There are two sources of this anisotropy
namely single-ion anisotropy and two-ion anisotropy. In the first case, this contribution
originates from the presence of a crystal field generated by an electrostatic interaction
of the orbitals containing magnetic electrons with the potential created at the atomic
site by the crystal. This acts to stabilise a particular orbital, which through the spin-
orbit interaction can then align the magnetic moment in a particular crystallographic
direction. Two-ion anisotropy generally arises from the anisotropy of the dipole-dipole
interaction, which acts to align magnetic moments into a lower energy configuration.
In cubic lattices, this contribution vanishes, with it having a much greater impacts in
the case of non-cubic lattices [1]. In the case of a uniaxial magnetic anisotropy, as seen
in the work reported in Chapter 5 and 6, the energy density is expressed as

Euni = ∑
n

Ku,nsin2n
θ = Ku,0 +Ku,1sin2

θ+ .... (2.33)

where Ku,0 is not relevant for anisotropic properties as it has no angular dependence
[57]. The anisotropy constants (Ku,n) can take either positive or negative values, with
this conventionally representing that the anisotropy energy is minimised when the mag-
netisation is aligned with the EA or HA respectively [65]. For later discussions, it
is useful to express the form of the energy density of a uniaxial anisotropy in the
x−direction as

Euni =−Ku(ex ·m)2. (2.34)

where ex is the unit vector in the x−direction [65] [72]. To relate these parameters to
commonly used materials, cobalt at room temperature possesses Ku,1 = 4.1×105 J/m3

and Ku,2 = 1.5×105 J/m3 [57].
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Surface Anisotropy

Surface anisotropy Esurf is an effect that arises due to the presence of interfaces. This
results from the atoms experiencing a different magnetic environment due to the pres-
ence of dissimilar nearest-neighbor atoms in one direction and the broken symmetry
this incurs. The overall anisotropy must therefore be considered as a bulk contribution
Kvol and a surface contribution Ksurf, where the surface term has an inverse dependence
on the thickness of the film

Ktot = Kvol +2
Ksurf

tFM
(2.35)

where tFM is the thickness of the film [1] [57]. An anisotropy of this kind was first
hypothesised by Néel, where cobalt was predicted to have a Ksurf an order of magnitude
stronger per atom than Kvol [1, 73]. The energy density of this term is [40, 72]

Esurf =−
Ksurf

tFM
m2

z . (2.36)

Common values for the magnitude are Ksurf lie in the range 0.1-1 mJm−2 [1].

Strain Anisotropy

Strain anisotropy arises from mechanical strain or compression of a magnetic layer,
arising from a lattice mismatch with adjacent layers, resulting in magnetoelastic en-
ergy. The magnetisation is associated with the strain due to the magneto-elastic cou-
pling, with this stress generating an associated anisotropy given by

Kstrain =
3
2

σstressλS (2.37)

where σstress is the uniaxial stress and λS is the spontaneous magnetostriction. This
effect is typically weak, with major contributions seen only in cases where the film is
grown with a large lattice mismatch [1, 35].

2.5 Magnetic Domains

In the absence of external magnetic fields the magnetic configuration within FM and
ferrimagnetic materials can form a domain structure. This results from the system
seeking to minimise its free energy [1, 65]. Thus, the magnetic ordering breaks into
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regions of local ordering, typically magnitudes smaller than the overall volume of ma-
terial, with each region effectively acting as tiny magnets. The size of these domains
range from 100 nm to 10 µm [1]. Upon the application of an external field of suffi-
cient strength, these domains align leading to the annihilation of the domain structure
and a homogeneous magnetisation across the system [7]. The first experimental evi-
dence for domain structure was provided by Williams in 1949 regarding silicon iron
single crystals [74], with domain theory subsequently becoming a central plank in the
understanding of magnetisation processes [35].

The direction of magnetisation of each domain can vary region to region, with the
alignment of these moments undergoing a transition across boundaries known as do-

main walls [1, 7, 35]. The first theoretical investigations into the structure of these
walls was carried out by Bloch [75]. The width of a domain wall (δw) and its topology
is governed by a competition between the exchange interaction and the magnetocrys-
talline anisotropy as at, or within, a wall the magnetisation must change direction from
one crystallographic direction to another. As such, any abrupt changes in the direction
of the spins is prevented by the exchange interaction due to the energy penalty this
would incur.

There are two types of domain walls commonly encountered; referred to as Bloch

or Néel walls. The reorientation of the spins in each case is shown schematically in
Figure 2.4. Notably, in a Bloch wall the spins re-orientate perpendicular to the plane of
the film whereas in the Néel case the magnetisation rotates within the plane of domain
magnetisation. Of these two types of walls, the energy is greater in the Néel case due to
the creation of a stray field from the divergence of the magnetisation generated, though
there is no accompanying surface charge. Néel walls are only stable in films possessing
a thickness comparable or thinner than the wall width [1, 35, 70]. In the case of hard
magnetic materials with dominant crystalline anisotropy the wall is usually classified
as being of the Bloch type [70]. The width of a freestanding Bloch domain wall is
given by [1, 70]

δw = π

√
Aex

K1
. (2.38)

In practice, the domain wall does not have a definitive width with the direction of
the magnetisation approaching the new alignment asymptotically. The energy per unit
domain wall area is defined as [1]

εw = 4
√

AexK1 (2.39)
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Bloch Wall

Néel Wall

δw

Figure 2.4: Schematic of the reorientation of spins in a Bloch or Néel type magnetic
domain wall, adapted from [76]. The dashed line represents the axis of rotation of the
the magnetisation with the red arrows representing the direction of the spins.

where K1 is the first order anisotropy constant.

2.6 Magnetisation Reversal

2.6.1 Hysteresis

Spontaneous magnetisation, such as that seen in iron or magnetite, is usually accompa-
nied with the phenomena of hysteresis as named by James Ewing in 1881 [1]. Indeed,
the irreversible nonlinear response of the magnetisation to an externally applied mag-
netic field is a fundamental characteristic of any magnetic material. This hysteresis

loop, as shown in Figure 2.5, can be used to determine many of the key parameters
of magnetic materials. These include the saturation magnetisation (MS), the remnant
magnetisation (MR) and the coercivity, also known as switching field, (Hc). The mag-
netic response of a material varies depending on a variety of extrinsic parameters in-
cluding surface roughness, sample shape, defects along with the thermal history of the
material [1]. Furthermore, the presence on an anisotropy within the system can result
in vastly different hysteresis loops based on the direction of the applied field [57].
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Figure 2.5: An example of a M-H hysteresis loop, where here H denotes external field.
The major features of such a loop are labelled. Inset: Thin film measuring geometry
for Vibrating Sample Magnetometry technique, detailed in section 4.2.3.

2.6.2 Stoner-Wohlfarth Model

Magnetic hysteresis was first understood through the Stoner-Wohlfath model devel-
oped by Stoner and Wohlfath in 1948 [77], where the switching of an ideal Stoner-

Wohlfarth (SW) particle is described. Despite its restrictive conditions of coherent
magnetisation reversal, where the direction of the magnetisation remains uniform through-
out this process, and the lack of thermal activation (i.e. at 0 K temperature) it has
proved a defining concept of this phenomena. Notably it is the simplest analytical
model that displays hysteresis [1]. Furthermore, its applicability to real magnetic sys-
tems has been demonstrated [78].

The SW particle is a uniformly magnetised ellipsoid with uniaxial anisotropy of
shape or magnetocrystaline origin. The externally applied field is applied at an angle
α to the anisotropy axis as shown in Figure 2.6.
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Hext

M

EA

Figure 2.6: A schematic of the Stoner-Wohlfarth particle. The angle of the external
field Hext and the magnetisation M from the EA are denoted by α and θ respectively.

Its energy density is given by (in SI units) [35]

Etot,sw = Kusin2
θ−µ0MHcos(α−θ) (2.40)

where θ is the angle between the magnetisation vector and the easy axis. The effect of
minimising Etot,sw leads to one of two energy minima, with the hysteresis phenomena
present in the field range where the these minima are located. The switching event,
occurring when d2E/dθ2 = 0, is the result of an irreversible jump from one energy
minima to another. This occurs when the condition that the switching field is equal
to the coercivity of the system is satisfied [1]. Magnetisation curves of a SW particle
where the external field is applied at a range of angles from the easy axis are shown in
Figure 2.7.
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Figure 2.7: The magnetic reversal of a Stoner-Wohlfarth particle in the cases where the
external magnetic field (here denoted H) is applied at a range of in-plane angles with
respect to the easy axis (0o). H is in units of the anisotropy field (here donated as Ha).
This figure is reproduced from [1].

As shown in Figure 2.7, the switching field has strong dependence on the angle at
which the external field is applied. In the case where α = 0 the coercivity is equal to
the anisotropy field [35, 57]

Hc = Hk =
2Ku

µ0Ms
. (2.41)

It is important to note that in real materials, with the exception of nanometer size parti-
cles, the magnetisation reversal is always incoherent. Thus, the physics of real systems
is therefore significantly more complicated than the case of an SW particle. This is
due to effects including the presence and movement of domain walls and thermal fluc-
tuation due to a finite temperature [78]. This model can, however, be extended to the
thin film case by considering a system as an array of SW particles. This provides an
avenue for the exploration of polycrystalline films, for instance [1].
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2.7 Interlayer Coupling

The case of interlayer coupling, which does not feature in the single layer materials
discussed thus far, is now considered. This effect originates due to the artificial layering
of magnetic materials to create magnetic multilayers, a key feature of the work reported
in this thesis. There are two classes of mechanism through which this coupling can
occur namely exchange coupling or magnetostatic (dipolar) coupling [1].

2.7.1 Exchange Coupling

Direct

Direct exchange coupling occurs between layers with different magnetic properties
when they are in contact. In the case of two ferromagnets, a FM coupling forms which
causes these individual layers to act as a single FM layer. This type of coupling can also
occur between two FM layers separated by a NM spacer layer if pinholes are present.
In this context, pinholes are breaks in the NM spacer layer such that the two magnetic
layers are in contact. As coupling due to pinholes only exists over a small fraction of
the interface area the strength of the coupling is typically of order 0.1 mJm−2. Further
examples of direct exchange coupling include exchange biasing, which is present in
structures where a ferromagnet is in direct contact with an antiferromagnet [1].

Indirect

The topic of interlayer coupling of FM layers through a NM metallic spacer layer
(FM/NM/FM) has been a rich, widely studied area of material science. It is possible to
achieve either a AF or FM coupling through such layering, the focus of the studies re-
ported in Chapters 5 and 6 respectively, which has important ramifications for both the
static and dynamic magnetic properties of the resultant thin film [40]. The first demon-
strations of interlayer couplings took place in the mid-1980s independently by Fert
[42] and Grünberg [43] where an AF exchange coupling between Fe layers separated
by Cr was reported. The historical impact was profound, with these findings lauded
as the beginnings of the fields of spintronics and nanomagnetism [29, 79, 80]. Indeed,
this effect was crucial to the discovery of Giant Magnetoresistance (GMR), where the
resistance of a multilayer stack is dependent on the magnetisation alignments of the
metallic magnetic layers [38, 42, 81]. To elaborate, as presented schematically Figure
2.8, electrons of opposite spin to that of the majority in each FM layer face a greater
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resistance than electrons of the same spin. This leads to a lower/higher resistance to
electrons traversing magnetic layers with same/different magnetisation orientations.
The greatest impact of the discovery of GMR is widely recognised to have been in
recording technologies, where adoption of this effect is accredited with increases in
recording densities of more than two orders of magnitude (from ca. 1 in 1997 to ca.
600 Gbit inch−2 in 2007) [9, 10].

FM NM FM FM NM FM

Figure 2.8: A schematic diagram of the GMR effect apparent in FM/NM/FM struc-
tures. The magnetisation of the FM layers are represented by the black arrows, with
the path of a spin up (down) electron represented by the purple (orange) dashed lines.
The antiparalel magnetisation arrangement possesses a higher resistance than the par-
allel arrangement.

The indirect exchange coupling of magnetic layers has physical origins closely
linked to the RKKY (Ruderman–Kittel–Kasuya–Yosida) interaction between magnetic
impurities [1, 82, 83] and was first theoretical addressed by studies performed by Bruno
and Chappart [45]. A key consideration for the coupling between the FM layers is the
NM spacer layer, due to this coupling being mediated by electrons within this layer.
Ultimately, the properties of this layer is key and mandates the strength and type (either
FM or AF) of the coupling manifested in the stack [1, 41, 45, 82]. Indeed, the RKKY
interlayer exchange coupling strength (JIEC) oscillates in both strength and sign (in
a treatment analogous to the exchange integral discussed in section 2.4.1, a positive
sign corresponds to FM coupling and a negative sign to AF coupling) as a function of
NM spacer layer thickness [82]. This is shown schematically in Figure 2.9, where the
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expected variation of JIEC with NM spacer layer thickness is presented. It is seen that
a number of instances of FM and AF coupling can be achieved, with the strength of
the coupling decreasing as spacer layer thickness increases. Typically, and in the case
of the material system reported in this thesis, strong AF or FM coupling is established
when the NM spacer layer thickness is of order 1 nm with decoupling of the layers
observed at approximately 3 nm [82]. The requirement that the NM layer is ultrathin
hindered initial studies of these trilayers, with limitations in sample quality and the
presence of pinholes screening any evidence of interlayer coupling until 1986.

JIEC

tNM

AF coupling

FM

coupling

FM

NM

FM

JIEC

mx

my

JIEC

AF

coupling

Figure 2.9: The variation of JIEC with spacer layer thickness (tNM) for a FM/NM/FM
structure. The coupling oscillates between promoting a FM coupling and an AF cou-
pling. The black arrows represent the direction of magnetisation of each FM layer,
labelled mx and my.

Ultimately, the strength and periodicity observed in the oscillation of RKKY cou-
pling strength is dependent on the Fermi surface of the NM spacer layer. The interested
reader can find additional information in the following excellent resources [84–86].
Here, we will limit discussion to the physics behind the periodicity of the coupling
where critical spanning vectors play a key role. These are the vectors in the direction
of the interface normal that connect two sheets of a Fermi surface arranged parallel to
each other. The period of coupling is larger than initially expected due to the lattice



52 CHAPTER 2. FUNDAMENTALS OF MAGNETISM

of the spacer layer. Specifically, as the spacer layer is comprised of a discrete number
of monolayers (MLs), this periodicity may be screened in a phenomena known as the
aliasing effect [87]. The period of these oscillations is known as the aliased period,
defined as

Λ =
1

| 2π

λF
−n2π

dL
|

(2.42)

where dL is half the lattice parameter of the spacer material, λF is the Fermi wavelength
and n is a positive integer satisfying the condition that Λ = 2tNM = 2ML. In this
relation, tNM denotes the thickness of the NM spacer layer. It follows that the shortest
possible oscillation period is Λ= 2tNM [88]. The amplitude (strength) of the oscillatory
coupling is a property of the nesting features encountered at the Fermi surface [89].

The simplest form of the energy density of the RKKY interlayer exchange coupling
is given by

E
A
=−J1(mx ·my) (2.43)

where E is the energy, A the cross sectional area of the interface and J1 is the bilin-
ear coupling constant. The bilinear coupling constant and in later discussion the bi-
quadratic coupling constant are indirect exchange coupling analogues of the exchange
integral introduced in equation 2.19. The mx and my terms are the unit magnetisation
vectors of the first and second FM layers respectively, as shown in Figure 2.9. This
is known as bilinear coupling as the energy per area is linear in the direction of both
magnetisation. Analogous to the exchange interaction, in case of positive J1 this cou-
pling favors parallel alignment of the layer magnetisation, with antiparallel alignment
promoted in the case of negative J1 [87, 90]. There can also be the presence of a bi-
quadratic coupling, which is attributed to extrinsic effects, such as disorder caused by
interfacial roughness and manifestations of short period topological oscillations at the
interfaces [87, 90–93]. In this case, the energy varies quadratically in both directions.
Pinholes, can also lead to the generation of biquadratic coupling in cases where the
bilinear coupling is antiferromagnetic [94]. In energy terms, biquadratic coupling is
expressed as

E
A
=−J2(mx ·my)

2 (2.44)

where J2 is the biquadratic coupling constant [90]. In the case where J2 is positive it
favours a colinear alignment, with a negative value promoting a perpendicular layer
magnetisation alignment. For completeness, when these two contributing energies are
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considered, the total energy interlayer exchange coupling energy can be defined as

E
A
=−J1cos(∆ψ)− J2cos2(∆ψ) (2.45)

where ∆ψ is the angle between magnetisation of the films on each side of the spacer
layer [95]. This phenomenological model has been successful in interpreting the be-
haviour of a number of magnetic systems [87, 90]. Experimentally, it is found that the
biquadratric coupling is typically magnitudes smaller than the bilinear coupling [96].

The strength of the interlayer exchange coupling in the case of AF coupling is often
probed by investigating the magnetic field strength required to overcome this energy
and force the layer magnetisations into a parallel arrangement (denoted HSat) . This
relation is

JIEC = MSHSat
txty

tx + ty
(2.46)

where tx and ty are the thicknesses of the individual magnetic layers [97].
This RKKY interaction can be realised with a range of materials acting as the NM

spacer layers including Cu, Ir and Ru [1, 41, 93]. Of these, the latter is often utilized as
the spacer layer material due to its ability to promote AF interlayer exchange coupling
in a number of magnetic materials such as Co, Fe, Ni and various composites. In this
project, Ru was used due to its proven ability to support strong interlayer exchange
couplings [1, 41].

2.7.2 Dipolar Coupling

Magnetic multilayers can also experience a coupling due to magnetostatic effects aris-
ing both macro- and micro-scopically. These can manifest in the cases where the
interlayer is comprised of a metallic or insulating material. The simplest form of mag-
netostatic coupling between two FM layers is through the interaction of the the stray
fields of the layers, a phenomena detailed in section 2.4.2. This results in the FM lay-
ers exhibiting a preference to orientate antiferromagnetically in order to minimise this
stray field. In contrast to the case of interlayer exchange coupling, this magnetostatic
coupling is highly non-uniform at the edges of the film compared to the central region.
This form of coupling becomes important in the case of devices possessing sub-micron
lateral directions [98, 99]. Furthermore, if the sample is not uniformly magnetised, a
further magnetostatic coupling can arise from the presence of Néel domain walls. Due
to the stray field of this type of domain wall being out of the plane of the thin film, it
acts to lower the energy required to nucleate a domain wall in another FM film in close
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proximity [100].

Néel studied the magnetostatic coupling arising due to the stray field generated
from the roughness present at the interfaces. In the ideal case of perfectly smooth,
uniformly magnetised FM layers this effect does not occur. It is commonly referred
to as the orange peel effect or as Néel coupling and was first studied in 1962 [101–
104]. Essentially, this roughness results in the formation of magnetic charges on the
surface of magnetic layers as presented in Figure 2.10. In the event that this occurs on
both sides of the magnetic layers in a correlated fashion it can lead to the formation
of a magnetostatic coupling between the layers [105]. Layer roughness has become
a key concern to the development of many technologies, where interfacial effects are
essential to the functionality of the material [1, 19].

Magnetic 

Layer

Interlayer

Magnetic 

Layer

pNM

tNM

δNM

Figure 2.10: Schematic of the orange peel effect experienced by a FM/NM/FM multi-
layer with spacer layer thickness tNM. The in-plane roughness has an amplitude δNM
and period pNM [102].

The magnitude of this dipolar coupling as a function of roughness, as calculated by
Kools [103], is given by

σd =
π2
√

2
δ2

NM
pNM

µ0M2
Sexp(−2π

√
2tNM/pNM) (2.47)

where δNM is the amplitude of the surface roughness of the spacer layer and pNM is the
periodicity of the roughness. This interaction can modify the magnetic behaviour of a
stack in various manners compared to a single film. For example, in multilayers with
identical magnetic layers, it can alter the coercivity of the stack from the single layer
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case [102, 105]. This effect can also weaken any interlayer exchange coupling, culmi-
nating in a dominating orange peel coupling. Notably, FM orange peel coupling, due
to in-phase interface roughness, could partially negate AF exchange coupling resulting
in the reduction of the net coupling [102, 106].

2.8 Chapter Summary

In this chapter, the origins of magnetism and its characteristic energies have been de-
tailed. A discussion of effects observable only at the nanoscale have been described,
with the phenomena of interlayer coupling in particular elucidated upon. The follow-
ing chapter focuses on the dynamical behaviour of magnetic materials that occur when
the magnetisation is perturbed from its equilibrium position. These effects comprise
of the main focus of this thesis.



Chapter 3

Magnetisation Dynamics

The dynamics of magnetically ordered materials offers insights into the fundamental
physics governing magnetic processes along with a plethora of device applications.
This chapter introduces this rich area of magnetism, with a particular focus on the
phenomena of magnetisation precession and its associated damping due to its central
importance to the work reported in this thesis.

3.1 Magnetisation Precession

Key to the dynamical behaviour of magnetic materials is the concept of precession,
where the moments in a magnetic material precess around their equilibrium position
due to a perturbation by a small alternating external magnetic field (hrf) [7]. This
physical phenomenon is analogous to a spinning top [7]. First, the case where an
electron is constrained to move in an orbit, as outlined in section 2.2.1, and acts as
an isolated moment is considered. The torque (Γ) this moment experiences due to the
application of an external magnetic field Hext is given by

Γ= µ×Hext (3.1)

where the symbol definitions are provided in Chapter 2. From Newton’s law of angular
momentum Γ= d`

dt where ` is the angular momentum, we can obtain

dµ
dt

=−γorbµ×Hext. (3.2)

where γorb is the orbital gyromagnetic ratio, as introduced in Chapter 2. In the case
of an isolated moment, the precession around the applied field direction occurs at the
Larmor frequency [1]

fL =
γorbHext

2π
. (3.3)

56
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It is insightful that the Plank constant is not present in equation 3.3 meaning that
through the correspondence principle this expression can be derived classically [2].
Notably, the precessional frequency has different values depending on the type of
magnetic moment under consideration, as detailed in section 2.2. To repeat, in the
case where only an orbital moment is considered γorb

2π
= 14 GHz/T but for a spin mo-

ment γspin
2π

= 28 GHz/T (also known as the cyclotron frequency) [1]. In reality, electrons
possess a mixture of orbital and spin angular momentum, as presented in equation 2.8.
In this case, the γ term as shown in equation 2.10 and restated here for clarity [7]

γ = g
e

2me
. (3.4)

where g is the Landé g-factor and e and me are the magnitude of the electron charge
and mass respectively. When we consider ferromagnetic (FM) materials the concept
of Larmor precession is no longer a valid description of the system. This is due to a
magnetic system being comprised of a complicated ensemble of strongly interacting
electrons which generate a substantial magnetisation and consequently large internal
magnetic field [2]. Therefore, we must once again introduce the concept of effective
magnetisation Heff, defined in equation 2.16, to develop a thorough description of the
magnetisation dynamics [107]. The most general statement for the precessional motion
of the magnetisation is given by an equation of motion of the form [2, 7, 107]

dM
dt

=−γM×Heff. (3.5)

The presence of a negative sign in the equation of motion is required to describe the
direction of the precessional motion [2] [7], for reasons outlined in section 2.2.1.

It is essential at this stage that we now highlight a key difference in the g-factor ob-
tained using different magnetometry techniques. Discrepancies due to different mea-
surement techniques became particularly apparent after the advent of Ferromagnetic
Resonance (FMR) spectroscopy and the studies of the precessional motion of mag-
netisation. Put simply, the g-factor obtained from a FMR experiment has a different
value to that performed through the use of a technique such as the Einstein-de Haas
effect [108–110]. This is because, in the latter case, the measurement incorporates the
influence of both spin and orbital angular momentum and derives a quantity known
as the Magnetomechanical g-factor (g′). However, the FMR technique is only influ-
enced by the spin angular momentum, and thus measures a quantity referred to as the
spectroscopic g-factor [107, 111], denoted as g in the derivation put forth in section
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3.2. This is a result of the orbital moment being quenched due to the crystal field of
the lattice produced in surrounding atoms or ions in the solid. Specifically, the orbital
moments are bound rather strongly to the lattice whereas the spins only experience
weak coupling. Therefore, when a magnetic field is applied to a magnetic system the
orbits, along with their corresponding moments, are bound to the lattice and do not
contribute to these magnetic measurements with only spin contribution measured [35].
A description of the crystal fields responsible for this quenching is available in section
2.4.4.

Thus, g should have the value 2, with Fe, Co and Ni exhibiting room temperature g

values of 2.10, 2.18 and 2.21 respectively [64]. An approximation to first order relates
g and g′ through the relation [112, 113]

g−2 = 2−g′. (3.6)

Indeed, in the situation where the effective electronic orbital contribution to the mag-
netisation (Morb) is much less than the saturation magnetisation (MS) such that Morb

MS
≪

1, it can be shown
g′ = 2−2

Morb

MS
(3.7)

and that
g = 2+2

Morb

MS
. (3.8)

It is therefore clear that g′ and g deviate from 2 by twice the ratio Morb
MS

, with opposite
signs [110].

Hitherto, the descriptions of magnetisation precession have assumed that the mo-
tion is lossless with the system therefore incapable of achieving the lowest energy con-
figuration with M parallel to Heff. This situation arises due to the lack of the incorpo-
ration of a magnetic damping, hence energy dissipating, mechanism into equation 3.5
[7]. However, in experimental observation the magnetisation returns to its equilibrium
position in a finite time. This occurs through mechanisms including eddy currents and
phonon excitations via the spin lattice coupling which act as energy dissipating chan-
nels [65], as detailed in later sections. To address this, Landau and Lifshitz altered the
formulation of equation 3.5 to included damping as a phenomenological torque which
slowly re-orientated the magnetisation towards the effective field direction [114]. This
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Landau-Lifshitz (LL) formulation is given by

dM
dt

=−γ(M×Heff)−
λ

M2
S

M× (M×Heff). (3.9)

and contains a phenomenological damping constant λ = 1/τ which corresponds to
the inverse of the relaxation time (τ) and possesses the dimension of frequency [65,
114]. A major issue with this model is the incorrect prediction of fast precession in
large damping regimes. In 1955, Gilbert [115] introduced a much more successful
viscous torque equation where damping is proportional to the time derivative of the
magnetisation. The Landau-Lifshitz-Gilbert (LLG) formalism is

dM
dt

=−γ(M×Heff)︸ ︷︷ ︸
Precessional term

+
α

MS

(
M× dM

dt

)
︸ ︷︷ ︸

Damping term

(3.10)

where α is the dimensionless phenomenological damping parameter [1, 7, 35, 107].
To be clear, as shown schematically in Figure 3.1, the first term on the RHS repre-
sents the precessional motion whilst the last term represents the damping term. As a
result of the damping term, the magnetisation relaxation follows a helical trajectory
towards the equilibrium position. Furthermore, in both cases the length of the mag-
netisation is preserved [72]. It should be emphasised that the damping term is wholly
phenomenological, made necessary to accurately unify the predictions of modelling
with experimental observation. As discussed in section 3.4, the processes responsible
for energy dissipation in a magnetic material are numerous and therefore can only be
approximated by a single damping parameter.
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Figure 3.1: Schematic of damped magnetisation precession following LLG formalism
presented in equation 3.10. From this model, it can be seen that the precesional motion
of M is dissipated through the effects of damping resulting in M eventually aligning
with Heff.

3.2 Dynamic Susceptibility

It is not feasible to obtain an analytical solution to the LLG equation (equation 3.10) in
its general form. In the following, the approach of solving this equation for a special
case is presented, guided by the work of Bilzer [72], Gurevich [116] and Neudecker
[117]. This derivation will be carried out in SI, utilising the SI version of the magneti-
sation energies detailed in section 2.4, and consider the angular frequency ω = 2π f

where f is frequency. The relevant equations to understand the work reported in Chap-
ters 5, 6 and 7 will then be converted to CGS and stated in terms of f . To begin, we
list the assumptions required for this derivation:

• The sample is a thin film (thus infinitely extended) in the x−y plane. Therefore,
as introduced in section 2.4.2, the demagnetising factors are Nx = Ny = 0 and
Nz = 1.

• The presence of a uniaxial IP magnetocrystalline anisotropy (Huni� MS) with
an EA along x.
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• The presence of a uniaxial perpendicular anisotropy as a result of the two sur-
faces present. It is necessary to assume that it is weaker than the demagnetising
field and that the effective magnetisation remains positive (eg. in-plane) .

• The magnetisation uniformly points in the direction of the externally applied
homogeneous magnetic field Hext.

• The system possesses a low damping such that α� 1.

• The magnetisation is treated in the macrospin model where no spatial variation
of the magnetisation vector is permitted.

• The presence of a small uniform excitation field hrf directed along the y-axis ie.
perpendicular to Hext.

These assumptions adequately reflect the nature of the sample and experimental
conditions of a FMR experiment as described in section 4.3. The interested reader
is guided to section 4.3.1 where a discussion concerning the limitations of these as-
sumptions is available. As hrf� Hext, the excitation field will generate a small angle
precession of the magnetisation around the x-axis. Thus, we are able to separate the
magnetisation components into static and dynamics contributions

M = MSm≈MSex +myey +mzex (3.11)

where my and mz are the oscillating high frequency components of the magnetisation.
The ex, ey and ez are unit vectors in the x, y and z directions respectively. The total
energy density is comprised of the contributions described by the SI forms of equations
2.30, 2.31, 2.34, 2.36, and has the form

Etot =−µ0M ·Hext +
µ0

2
(ez ·M)2−Ku(ex ·m)2− Ksurf

tFM
(ez ·m)2. (3.12)

Under the perturbation of a small excitation field we find, after making use of equation
2.16,

Heff = Hext +hrf− ez(ez ·M)+
2Ksurf

tFMµ0MS
ez(ez ·m)+

2Ku

µ0MS
ex(ex ·m) (3.13)

To simplify this equation, we use introduce the term Hk representing the uniaxial
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anisotropy and Meff containing the demagnetising and perpendicular anisotropy con-
tributions. As such

Hk =
2Ku

µ0MS
(3.14)

and
Meff = MS−

2Ksurf

tFMµ0MS
(3.15)

From equations 3.11, 3.14 and 3.15 being introduced into 3.13, we obtain

Heff = (Hext +Hk)ex +hrfey−
Meff

MS
mzez. (3.16)

We now introduce the LLG formalism of magnetisation motion (equation 3.10) which
shows  0

dmy
dt

dmz
dt

=−γµ0

MS

my

mz

×
Hext +Hk

hrf

−MEff
MS

mz

+
α

MS

MS

my

mz

×
 0

dmy
dt

dmz
dt

 . (3.17)

We can now separate equation 3.17 into its individual components to obtain

0 =−γµ0(−my
Meff

MS
mz−mzhrf)+

α

MS

(
my

dmz

dt
−mz

dmy

dt

)
(3.18)

dmy

dt
=−γµ0(mz(Hext +Hk)+Meffmz)−α

dmz

dt
(3.19)

dmz

dt
=−γµ0(MShrf−my(Hext +Hk))+α

dmy

dt
. (3.20)

We then linearise this set of differential equations in hrf and mi where i = x,y,z by
discounting the terms that contain a product of these as, due to the small angles of pre-
cession under consideration, hrf� Hext and mi�MS thus their product is negligibly
small [117]. We now seek to describe the time dependence of the system by introduc-
ing the expected oscillating motion mi = Re(m̃ieiωt) with an accordingly represented
excitation field hrf = Re(h̃rfeiωt). For ease, we introduce ω which represents the angu-
lar frequency of the perturbating field and h̃rf and m̃i that represent the amplitudes of
the alternating field and magnetisation respectively. Whilst h̃rf is real, the m̃i are com-
plex values where Re(m̃i) is in-phase with h̃rf and Im(m̃i) is out-of-phase. Through
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inserting this notation into equations 3.18, 3.19 and 3.20 we find

0 = m̃y(iω)+ m̃z(ωH +ωeff + iωα) (3.21)

ωMh̃rf = m̃y(iωα+ωH)+ m̃z(−iω) (3.22)

where
ωH = γµ0(Hext +Hk) ; ωM = γµ0Ms ; ωeff = γµ0Meff. (3.23)

This can be rewritten as a relation between hrf = (h̃rf,0) and m = (m̃y, m̃z) as follows

(
h̃rf

0

)
ωM =

[
ωH + iωα −iω

iω ωH +ωeff + iωα

](
m̃y

m̃z

)
. (3.24)

Following the approach of Polder [118], described by equation 2.13, we rearrange
the equation as (

m̃y

m̃z

)
= m = ¯̄χhrf =

[
χyy χyz

χzy χzz

](
h̃rf

0

)
(3.25)

where ¯̄χ is the susceptibility in its tensor form. Therefore, from rearranging equation
3.24(

m̃y

m̃z

)
=

ωM

ωH(ωeff +ωH)−ω2 + iωα(2ωH +ωeff)

[
ωH +ωeff + iωα iω

−iω ωH + iωα

](
h̃rf

0

)
(3.26)

As we consider only low damping situations we can simplify this equation through the
approximation that 1+α2 ≈ 1. We measure the component χyy of the susceptibility
tensor, with the real and imaginary parts χ′yy− iχ′′yy (negative sign following common
usage) are

χ
′
yy =

ωM(ωH +ωeff)(ω
2
res−ω2)

(ω2
res−ω2)2 +α2ω2(2ωH +ωeff)2 (3.27)

χ
′′
yy =

αωωM[ω2 +(ωH +ωeff)
2]

(ω2
res−ω2)2 +α2ω2(2ωH +ωeff)2 (3.28)

where ωres represents the resonant frequency defined by

ω
2
res = ωH(ωeff +ωH). (3.29)
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Thus, in CGS,

fr =
ωres

2π
=

γ

2π

√
(Hext +Hk)(Hext +Hk +4πMEff). (3.30)

The obtained solution presented in equation 3.30 is a special case of the well-known
Kittel’s equation [6]. A more general result for the resonant frequency for an ellipsoid
sample is provided by (in CGS)

fr =
γ

2π

√
(Hext +Hk +(Nz−Nx)4πMEff)(Hext +Hk +(Ny−Nx)4πMEff) (3.31)

To recover the case where the applied field is IP (equation 3.30) we consider a thin
film such that Nx = Ny = 0 and Nz = 1 along with the presence of an additional surface
anisotropy (ωM → ωeff). Furthermore, we can see that in the case where there is the
presence of an out-of-plane (OOP) field, the demagnetising factors are of form Nz = 0,
Ny = 0 and Nx = 1 with the resonance described as (in CGS)

fr =
γ

2π
(Hext +Hk−4πMEff). (3.32)

This resonant mode is known as the fundamental or ferromagnetic resonance (FMR)
mode where all spins precess with the same frequency and phase [6, 50].

We can now discuss the physical meanings that can be drawn from the obtained
equations, particularly concerning ourselves with the dynamic susceptibility. The real
part χ′yy expresses the component of m̃y that is in-phase with h̃rf whereas χ′′yy expresses
its component delayed by a phase angle of 90o (out-of-phase) from h̃rf. Therefore, ωres

is the frequency at which m̃y and h̃rf are out of phase by 90o such that χ′yy(ωres) = 0.
Indeed, in a lossless system (α = 0) from equation 3.28 it can be seen that χ′′yy = 0 and
therefore χyy = χ′yy [72, 117]. The presence of the out-of-phase component χ′′yy results
in the requirement of a supply of energy to maintain the alternating magnetisation [2,
119].

An example of the variation of the real and imaginary components of χyy is shown
in Figure 3.2. The real part χ′yy represents the dispersion and has the functional depen-
dence of an asymmetric Lorentzian around ωres reaching zero at this frequency. At the
extremes

χstat = χ
′
stat =

ωM

ωH
=

MS

Hext +Hk
(3.33)

as expected from static measurements, reproducing the result presented in equation
2.13. Another important feature of χ′yy is the antiresonance frequency ωantires where
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Figure 3.2: An example of the variation of the dynamic susceptibility χyy of a magnetic
sample with excitation frequency as derived under the assumptions outlined at the start
of section 3.2.

χ′yy =−1 and, following from equation 2.14, the permeability is equal to zero. At this
resonance the skin depth (defined in equation 3.49) increases significantly thus max-
imising the perturbating field passing through the film and hence transmitted power
[120]. The imaginary part of the permeability has a very small value at this point,
with a minimum in the energy absorption seen. The condition for antiresonance is [72]
[120]

ωantires =
√

(ωeff +ωH)(ωM +ωH)≈ ωeff +ωH . (3.34)

The first observation of an antiresonance minimum was reported by Yager from inves-
tigations of surface impedance of a thin film of supermalloy [121]. The antiresonance
frequencies are greater than that seen for the FMR mode [120].

As aforementioned, the imaginary part χ′′yy represents the absorption of energy by
the magnetic system and is a symmetric Lorentzian around ωres reaching a maximum
at this frequency. A bound on the high frequency magnetic losses expected from a
magnetic material can be stated in terms of its MS, where the integral of the frequency
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weighted χ′′yy is of the form

I =
∫ +∞

0
f χ
′′
yyd f ≈ π

2
(2γMS)

2 . (3.35)

This relation is valid independently of the anisotropy field and the applied external
field [122].

The linewidth of the resonance, the Full Width at Half Maximum (FWHM) of the
imaginary part of the susceptibility χ′′yy, is related to the damping constant α through
(in general form) [117]

α =
∆ f

2ωH +(Nz +Ny−2Nx)ωM
. (3.36)

It should be noted that χ′′ is not precisely symmetric around ωres and this is there-
fore a slight approximation. In terms of the IP static field discussed in this work, the
linewidth is (in CGS) [123]

∆ f = γα(2(Hext +Hk)+4πMEff). (3.37)

For completeness, we introduce the relation of field swept linewidth ∆H which is
measured when the field is swept at a constant frequency. This is a widely reported
parameter in literature due to the dominance of field-swept FMR and cavity-based
techniques in this research area. It is related to α through [124, 125]

∆H = 4π
α

γ
fres. (3.38)

In this work, only frequency swept measurements were carried out and therefore only
∆ f is considered. The linewidth depends primarily upon the physical nature of the
relaxation processes, which in turn are governed by the internal interactions in the
magnetic system from which damping originates [2, 126, 127]. The direct correlation
between the Gilbert damping constant, α, and the linewidth of the resonance peak leads
to, as will be discussed in section 3.4, examinations of the linewidth being one of the
main methods to investigate the relaxation mechanisms in thin films.
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3.3 Spin Waves

The previous discussion has focused solely upon the uniform precession of the mag-
netisation, where the spins coherently precess at the same frequency and phase, re-
ferred to as the FMR mode. In this discussion, we will now consider higher order
modes where the spins precess at the same frequency but different phases. These spin

waves can be generated in real world conditions due to effects such as finite temper-
ature, non-uniform excitation fields or sample defects. A schematic of the form of a
spin wave is shown in Figure 3.3. Historically, these higher order spin waves were first
theorized by Bloch in 1930 [75] with experimental evidence obtained by Seavey and
Tannenwald in 1958 [128].

Figure 3.3: A schematic of a spin wave. The individual spins, represented through the
black arrows, precess at the same frequency but at different phases. This figure was
reproduced from [1].

It is common to treat spin waves as a type of quasiparticles called magnons, a
quanta of collective excitations of moments, in an analogous treatment to that seen in
the case of lattice vibration and phonons. Magnons hold great promise for nanoelec-
tronics [129–131] with the nascent field of magnonics offering functionalities in RF
applications beyond that possible through conventional electronics or surface acous-
tic waves [129]. These features include nonlinearity, reconfigurability, scalability to
sub-100 nm and a wide operational frequency range from 1 GHz to 100s THz [27].
Moreover, a greater knowledge of spin wave phenomena is also sought to increase the
understanding of magnetic processes in thin film magnetic recording heads [7].

A central plank to the understanding of spin wave phenomena is the wavevector,
defined as

k =
2π

λ
(3.39)

where λ is the wavelength [57]. This provides the criteria to classify the range of spin
waves arising from exchange or dipolar effects. The FMR mode possesses wavevector
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k = 0, and thus can be understood as a wave of infinite wavelength, with higher order
excitations possess non-zero wavevector (k 6= 0). Short wavelength spin waves (high
k) are dominated by the exchange interaction, and possess wavelength (λ<1µm). In
the case of long wavelength spin waves (small k) the exchange interaction is too short
range to dominate with the longer range dipolar interactions instead governing these
excitations. The general term spin wave is used to describe both dipolar and exchange
dominated excitations. We use the terms exchange spin wave to describe situations
where only the exchange interaction is important and magnetostatic wave or dipolar

spin waves when magnetic dipolar interactions overcome electric and exchange inter-
actions [7]. To date, the most significant application of magnons have been the use of
magnetostatic waves for microwave signal processing due to the capability to excite
and detect these spin waves in inductive antennas [132, 133]. Exchange spin waves are
of increasing interest due to their suitability to nanometer sized structures and devices
due to their shorter wavelength [129].

In the following, the different types of spin waves phenomena are introduced. In
particular, Perpendicular Stationary Spin Waves (PSSWs), an exchange dominated
spin wave which arises due to the thickness constraints of a thin film, are described
in great detail due to their importance to the work reported in this thesis.

3.3.1 Magnetostatic Spin Waves

Magnetostatic Spin Waves (MSWs) arise from dipole-dipole interactions and are by
nature long wavelength excitations. For the magnetostatic approximations, Maxwell’s
equations are

∇×H = 0 (3.40)

∇ ·B = 0. (3.41)

From consideration of the definition of the magnetic induction

B = µ0(1+ ¯̄χ)H (3.42)

it follows that we can derive the propagating wave equation for the spatial part of the
magnetostatic scalar potential ψ

(1+χ)

[
∂2ψ

∂x2 +
∂2ψ

∂y2

]
+

∂2ψ

∂z2 = 0 (3.43)
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where the excitation field is given by h = ∇ψ. This equation describes magnetostatic
modes in homogeneous media and is known as the Walker’s equation [134]. A detailed
derivation is provided by Stancil [135]. In the case χ = −1 the solution corresponds
to the uniform precession frequency given by equation 3.31, whereas the solutions of
χ 6=−1 represent propagating magnetostatic spin waves.

MSWs are classified based upon on the angle between the spin wavevector k and
the magnetisation vector M, resulting from the characteristic anisotropy of the dipo-
lar interaction. Further demarcation is offered through consideration of its dispersion
relation, that is the dependence of wavevector on the frequency. There are two types
of MSWs which exhibit positive dispersion detailed. These are Magnetostatic Surface

Spin Waves (or Damon-Eshbach (DE) waves named after their discoverer) where the
magnetisation is IP but perpendicular to the direction of the wavevector and Magne-

tostatic Forward Volume Waves (MSFVWs) which occur when the magnetisation is
aligned perpendicular to the plane and the wavevector direction. Backward Volume

Magnetostatic Waves where the magnetisation is IP and parallel to the direction of the
wavevector possess a negative dispersion. It follows that the forward and backward

naming convention describes the dispersion relationship, where a positive or negative
dispersion is seen respectively. A schematic of the wavevector and magnetisation vec-
tor direction for each of the different classes of MSWs is presented in Figure 3.4 [7,
129].

k

M

(b) MSBVW

k

M

(a) MSSW (DE)

k

M

(c) MSFVW

Figure 3.4: Schematics of the wavevector k and magnetisation M configuration for
the different types of magnetostatic waves a) A Magnetostatic Surface Wave (MSSW)
(also known as Damon-Eshbach (DE) waves) b) A Magnetostatic Backward Volume
Wave (MSBVW) c) A Magnetostatic Forward Volume Wave (MSFVW).
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3.3.2 Exchange Spin Waves

Exchange spin waves form when the exchange interaction dominates the contribution
from the dipole-dipole interaction. This occurs when the magnon wavelength is of
the order of the exchange length given by equation 2.25. As the exchange energy of
the system is increased, the resonant frequencies of such waves is correspondingly
enhanced. The description of the physics governing such waves can be obtained from
the LGG equation [117].

In-plane Exchange Waves

In-plane exchange spin waves are described through a phenomenological theory known
as the Herring-Kittel equation, which is of a similar form to the equations derived for
the fundamental (k = 0) modes with a term to introduce the exchange energy intro-
duced. It is given by

fex =
γ

2π

√(
Hext +

(
2Aex

MS
k2
‖

))(
Hext +4πMEff sin2

θ+

(
2Aex

MS
k2
‖

))
(3.44)

where k‖ is the IP wavevector and θ is its angle from the magnetisation vector [136].
To build on the success of this model, Arias developed a more general dispersion rela-
tionship accounting for arbitrary fields and pinning due to surface anisotropy [137].

Perpendicular Standing Spin Waves

Perpendicular Stationary Spin Waves (PSSWs) are higher order spin excitations which
propagate in the direction of film thickness due to the nanometer scale confinement
in this direction. They are widely studied due to the high wavevectors, hence high
frequencies, they can possess. Figure 3.5 shows a schematic representation of PSSW
modes. The efficiency of excitation of such modes is governed by the uniformity of
the material properties throughout the volume of the material and the driving magnetic
field. In the latter case, a non-uniform driving magnetic field can arise in the experi-
mental realisation of the FMR technique in cases where the sample dimensions exceed
that of the waveguide [50]. For further discussion of the FMR experiment, the reader
is referred to section 4.3.
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Figure 3.5: Schematic of the spin configuration of PSSWs of different mode number
p, reproduced from [50]. The arrows represent the precessing spins with these profiles
assume that the surface spins are unpinned.

The wave numbers of these resonant modes are given by

kN =
pπ

tFM
(3.45)

where p is an integer denoting spin wave mode number and tFM is the thickness of the
thin film. In the case of an IP magnetised film, the frequency of the PSSWs is given by

fPSSW =
γ

2π

√(
Hext +

2Aex

Ms

(
πp
tFM

)2)(
Hext +4πMEff +

2Aex

Ms

(
πp
tFM

)2)
(3.46)

with the OOP magnetised film case having a similar form

fPSSW =
γ

2π

(
Hext−4πMEff +

2Aex

Ms

(
πp
tFM

)2)
(3.47)

where Aex is the exchange constant as outlined in equation 2.21 in section 2.4.1 [7, 50].

Further scientific interest in PSSWs arises due to the potential to exploit this phe-
nomena for the study of important magnetic parameters such as Aex due to the highly
exchange dominated nature of these waves [50, 123]. These PSSW modes have been
observed in single magnetic layers and multilayers such as FM/NM/FM trilayers. Cur-
rently, there has been no practical application of these waves due to decreasing suscep-
tibilities with increasing mode number.

There are two theories underlying the physics of PSSWs. Kittel theorised that there
are rigidly pinned spins at the surface due to the effects of surface anisotropy [138].
It should be noted that the surface pinning this anisotropy generates can have a great
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impact on the overall form of these resonances. Specifically, this anisotropy acts to
prevent the spins at the surface precessing as freely as those in the bulk, with only
small amplitude precession sufficient to ensure the minimisation of the exchange en-
ergy allowed. A consideration of the resulting form of these resonances is crucial for
the experimental detection of these waves. For example, perfectly symmetric PSSWs
defined as possessing an even mode number are unobservable when excited by a spa-
tially uniform magnetic field. Therefore, this model predicts only the detection of
PSSWs with an odd mode number. This is due to the non-vanishing interaction with
a uniform RF field these mode possess due to the instantaneous transverse magnetic
moment having a non-zero value when summed over the line. [7, 50, 128, 138]. A
contrasting approach was proposed by Wigen et al. [139] and Portis [140] which in-
troduced the concept of dynamic pinning to describe PSSW resonances. This pinning
arises from small differences in the magnetisation of the film near the surface, which
leads to slightly different resonant conditions than seen in the bulk of the film and thus
an effective pinning in dynamic response. In this model, even mode number spins can
be excited due to the asymmetry in pinning at the surface and substrate. Similar to
the Kittel description, if the spins experience complete pinning or this asymmetry in
pinning is not present then even modes cannot be excited. Further discussions of the
physics underpinning PSSWs is available in Chapter 7, where a study of the PSSW
modes exhibited by a series of NiFe thin films with varying thickness and capping
layer is reported.

3.4 Damping

Damping of the precession of the magnetisation occurs through the transfer of the en-
ergy of the magnetic excitations into the microscopic thermal motion of the lattice, a
process which is still not fully understood [141]. As aforementioned, the most com-
mon measure of damping is the Gilbert damping parameter introduced in equation 3.10
to model the eventual end of precessional motion. Studies of this parameter are mo-
tivated due to the crucial need to further understand the relaxation of magnetisation,
a complicated process that can be impacted by spin interactions and sample quality
[107].

Historically, damping has been of particular interest in the recording industry due to
its impact upon device performance [35, 142]. These concerns are all the more pressing
given device applications extending into the microwave frequency range [143], where
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a rigorous understanding of the damping is crucial for future device development [107,
144, 145]. In the case of magnetisation switching, for example, the energy losses
control the speed at which this can occur in a FM material. In the extreme cases where
we consider a lossless system with zero damping, the magnetisation will precess and
never achieve an equilibrium position parallel to the field; in the case of extremely large
damping, the magnetisation relaxes to the field direction very slowly leading to long
switching times. An intermediate level of losses, referred to as the critical damping,
leads to the fastest switching [35, 146]. Beyond this application, damping also has
ramifications for the critical current necessary to generate self-sustained oscillations
[147] along with being a key metric for the suitability of materials for high frequency
[29, 148] and nanomagnonic operations [131]. In particular, it is important for the
realisation of emerging spintronic technologies such as STT-MRAM [149, 150] and
Spin Torque Nano-Oscillators (STNOs) [151, 152].

Although damping is introduced as a single parameter, it is comprised of many
different contributions. The variety of physical mechanisms that dissipate precessional
energy are commonly divided into intrinsic and extrinsic processes. The intrinsic cases
include mechanisms arising from fundamental physics of a material system such as
the direct couplings of the magnons to the lattice via spin-orbit interaction and the
eddy currents generated by free electrons in metallic layers. These excitations are
termed Gilbert type, and exhibit a frequency dependence. Extrinsic contributions, non-
Gilbert type [107, 141] channels that are invariant to the frequency, relate to secondary
effects resulting from sample quality such as imperfections and inhomogeneities in the
material system that give rise to magnon scattering [142, 153–155]. The identification
and control of the sources of extrinsic damping is extremely relevant technologically,
with this being one way to control damping through sample preparation [145].

Further physical properties of thin films that can affect the damping include pa-
rameters such as the thickness of the FM film, where it has been demonstrated that
damping increases in very thin films due to the comparatively larger presence of de-
fects and disorder [107]. Alloying also provides a way to alter the composition and
can be used to control the damping of an FM film. In particular, it has recently been
demonstrated that alloying can provide an ultralow damping of α ≈ 10−4 in CoFe
metallic films, postulated to be due to this resulting in changes to the density of states
[148].

As aforementioned, the damping is intricately related to the linewidth of the res-
onance, as presented in equation 3.36. The intrinsic contribution is represented by
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α whilst the extrinsic contributions necessitate the introduction of an inhomogeneous
line broadening term (∆ f0) in such a way that the overall linewidth is represented by

∆ f = ∆ f0 +[γα(2(Hext +Hk)+4πMEff] (3.48)

for the IP magnetised case, for example. No matter the dissipation channel, the final
result is invariably the generation of microscopic thermal motion and the dissipation of
energy into the lattice of the material. The mechanism may be described as either direct

or indirect depending on the pathway to the final state with fast or slow descriptions
applied respectively. In direct dissipation, there is a flow of energy from the uniform
mode into the lattice vibrations. Indirect mechanisms utilise spin wave modes beyond
that considered for a simple macrospin, necessitating the excitation of higher-order
spin wave states as described in section 3.3. These processes involves the transition
of energy from the uniform mode into spin waves and eventually into the lattice. In
Figure 3.6, the dissipation channels are presented.

hrf

FMR Mode

Higher order 

precessional

modes

Thermal 

modes

Lattice vibration

FM

Figure 3.6: A diagram presenting the dissipative channels available for the energy
of precessing magnetisation. The magnetisation dynamics is generated by an external
perturbating magnetic field hr f with the end-state in all cases being a transfer of energy
into vibration of the lattice.

The different physical contributions to the damping process are elucidated in the fol-
lowing sections.
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3.4.1 Eddy Currents

The generation of eddy currents, induced by the magnetisation precession, can screen
the perturbating magnetic field. This contribution is designated as an intrinsic type of
damping [145]. The effects of eddy currents are characterised by the skin depth defined
as the depth below the surface of a conductor at which current density decays to 1/e

of its value at surface. The skin depth, δsd, is given by [1]

δsd =

√
ρ

πµrµ0 f
(3.49)

where ρ is resistivity, µr is relative permeability, µ0 is permeability of free space and f

is frequency.

The contribution of eddy currents is important in cases where the film thickness is
comparable to or greater than the skin depth. For transition metals the classical skin
depth at 10 GHz is in the range of 1µm [156]. However, as previously discussed in
section 3.2, at the ferromagnetic resonance frequency the permeability increases thus
reducing skin depth due to this increased permeability and susceptibility. For samples
with thickness lower than the skin depth, the contribution to damping can be written as
follows

αeddy =
1
6

MSγ

(
4π

c

)2

σt2
FM. (3.50)

where σ is the conductivity [145].

Due the dependence of this contribution on the square of the thickness, the ef-
fects of eddy currents is only significant in the case of thick films. It is notable that
in this case, even in the absence of other damping contributions, eddy currents can
generate a finite resonant linewidth through the exchange conductivity mechanism as
described by Ament and Rado [157]. This is named such in reference to the impact of
exchange interaction, where the damping contribution from this parameter is propor-
tional to

√
Dσ.

3.4.2 Two-magnon Scattering

Two-magnon scattering has been known for decades as a source of extrinsic, non-
Gilbert type damping in FM insulators [155] and metals [158]. Two-magnon scat-
tering involves the annihilation of a uniformly precessing magnon (k = 0) excited by
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FMR and subsequent scattering into a higher order k 6= 0 magnon [145, 155, 159]. As
this is a spin-spin process, the total number of magnons is unchanged. However, as a
consequence of the higher order spin wave excitation k 6= 0, the length of the magneti-
sation is not conserved. This is due to dephasing of the spins in the magnon resulting
in a reduced length of magnetisation. As such, the Bloch-Bloembergen (BB) model
[160] is better suited to describe such behavior as it accounts for a changing length of
magnetisation and is therefore more applicable to this damping than the LLG equation
(equation 3.10).

This process requires that the spin wave dispersion permits degenerate states along
with the presence of scattering centres, with the linewidth generated by this mecha-
nism acting as a measure of the scattering rate present [141]. Indeed, the geometric
separation of scattering sites is connected to the form of the final magnon states. For
instance, long wavelength spin waves mean that the scattering sites are separated by
several hundred of nanometers rather than on an atomic length scale. Importantly,
Arias and Mills introduced this concept to the thin film case in 1999. They reported
that lateral variations in the perpendicular uniaxial interface anisotropy field, resulting
from the interfacial roughness, are the main source of the two magnon scattering in
ultrathin films [153].

3.4.3 Spin Pumping

The phenomena of spin pumping was originally proposed by Berger [161]. It is seen
in multilayers where the precessing uniform mode macrospin may dissipate angular
momentum in the form of a spin current from the FM layer across an interface into
adjacent layers, typically NM heavy metals. The spin-orbit interaction then causes
relaxation of this non-equilibirum spin population in the NM layer. This process is
considered intrinsic despite the role played by the presence of additional layers [107].

The net Direct Current (DC) spin current into the NM layer from the FM layer
from this uniform precession generates a torque [162]

Γpump =
h

4π
g↑↓eff

(
m× dm

dt

)
. (3.51)

The quantity g↑↓eff is the effective interfacial spin mixing conductance [163]. It repre-
sents the ability of a spin current to traverse the interface into the adjacent NM layer,
its ability to relax within NM layer, and the diffusion driven back-flow of unrelaxed
spin-current in to the FM layer [164–168]. The damping of this contribution is given
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by [169]

αs = g↑↓eff
γh

AMstFM
(3.52)

where all symbols have been defined previously. The reader should note that in this
relation the effect of back-flow into the FM layer is neglected. Spin pumping can play
a key role in the damping of multilayers, as elucidated in the following section.

3.5 Dynamics of Multilayers

The phenomena of interlayer exchange coupling, introduced in section 2.7.1, can have
a profound effect on the resonant dynamics of FM/NM/FM multilayers compared to
that displayed by its constituent FM layers. It results in the coupling of the precessional
motions of the two FM layers which generates an Optic Mode (OM) in addition to the
conventional Acoustic (Kittel) Mode (AM). The AM and OM labelling refers to the
magnetisation of each FM layer resonating either in-phase or out-of-phase in each
case respectively. This labelling is analogous to the treatment of phonons [38, 40].

The modelling of the resonances of such structures is significantly more difficult
than that of the single layer case where the analytical Kittel’s equation (equation 3.30)
can be applied. The resonant frequencies and intensities of the modes depend in a
complicated fashion on the coupled Landau-Lifshitz equation of motion. Generally,
the OM is only observable in FMR spectroscopy measurements under the condition
that the individual layers have different resonance fields or magnetisations. It is found
that the OM reduces in intensity compared to the AM as the magnetic properties of
FM layers become more similar [40]. As detailed in section 4.4, numerical modelling
using micromagnetics software offers one way to model the resonant dynamics of such
systems.

The resonant dynamics differ based on whether the interlayer exchange coupling
strength (JIEC) promotes a FM coupling (JIEC>0) or an AF coupling (JIEC<0) as shown
in Figure 3.7. These cases, as elucidated in section 2.7.1, are known as a Synthetic
Ferromagnet (SFM) or Synthetic Antiferromagnet (SAF) respectively. Dynamically,
a SFM supports both a lower frequency AM and a higher frequency OM at a range
of applied fields. Similarly, in the case of a SAF, both an AM and OM are displayed
though significant changes in the dynamical response can occur in these systems as the
applied field is varied. Specifically, the strength of the external field can alter which
mode displays the highest frequency and signal. In cases where the external field
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strength is insufficient to overcome the interlayer exchange coupling and the magneti-
sation vectors possess an antiparallel alignment, the OM is higher frequency and higher
signal than the AM; in situations where the external field is sufficient to align the mag-
netisation parallel the AM is greater in both frequency and signal than the OM [40].
Furthermore, even in regions where the static profile is invariant to alterations in the
external field there can be significant changes to resonant linewidth [170]. We refer
the reader to an excellent review by Heinrich [158] and reports by Wigen [171] and
Rezende [172] concerning analytical models of the resonant modes of the SAF case.
In chapter 5 and 6, the studies performed during this project concerning the dynamics
of SAFs and SFMs respectively are available.
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Figure 3.7: Resonant dynamics of a SFM and SAF. The JIEC promotes either a FM
or AF coupling between the FM layers through the NM spacer layer in each case
respectively. In the case of the OM of a SAF, it is assumed that the applied field is
lower than that required to align the magnetisation of the layers in parallel.

The origin of damping in multilayers is of a more complicated nature than that
seen in single layer films, arising due to interface effects and spin transfer torques. It
is not well described by the LLG equation (equation 3.10). A key contribution to the
damping present in such structures is mutual spin pumping, a phenomena discussed
in section 3.4.3, where a non-equilibrium interlayer spin current generates a sizable
modification to the resonant behaviour of the system. This is due to the FM layers
acting as both a source and receiver of spin waves [173]. Indeed even in the case of
decoupled layers, thus no alterations to the displayed resonant frequencies, Heinrich
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found that there remained significant linewidth broadening compared to that seen in
the single layer case [159]. In the case of the presence of an interlayer exchange
coupling, the impact of the spin pumping depends on whether the precession occurs
in-phase or out-of-phase. For example, it has been demonstrated by Heinrich that there
is a significant reduction in the resonant linewidth when the two FM layers precess in
phase. This arises from the mutual spin pumping effect, where outflow of angular
momentum is compensated from inflow from the other FM layer. In the case of out-of-
phase precession, such as the OM of a SAF, the linewidth of the optic mode has been
shown to be five times greater than the AM [174]. The effects of dipolar coupling and
the damping this generates has, to the knowledge of the author, not been reported in
the literature.

3.6 Chapter Summary

This chapter has introduced the physics of magnetisation dynamics. A plethora of
spin wave excitations, ranging from the fundamental resonant mode to higher order,
have been reported along with the damping that eventually returns the magnetisation to
equilibrium. Importantly, a derivation of the high frequency response of the magnetic
susceptibility in a special case is available which is extremely relevant for the results
reported in later chapters. The dynamics of magnetic multilayers and the ramifications
of this interlayer exchange coupling has also been discussed. In the following chapter,
the experimental methods and techniques used to carry out the project are detailed.



Chapter 4

Experimental Methods and
Techniques

This chapter encompasses the various experimental techniques required to fabricate
and characterise the thin films studied throughout this project. These techniques
include magnetron sputtering, X-ray Reflectivity (XRR), Atomic Force Microscopy
(AFM), vector Vibrating Sample Magnetometry (VSM) and Vector Network Analyser-
Ferromagnetic Resonance (VNA-FMR) spectroscopy. Due to the central focus of the
project being upon high frequency magnetisation dynamics, an emphasis has been
placed on the workings of the VNA-FMR method in particular. Numerical modelling
has also been performed using the micromagnetics simulation software Mumax3 to
further investigate and understand the dynamic response of the studied samples.

4.1 Magnetron Sputtering

Sputtering is part of a class of fabrication techniques known as Physical Vapor Depo-
sition (PVD), a methodology based upon the ejection of atoms from a source material
(target) followed by condensation onto a substrate. Due to it yielding samples pos-
sessing a high purity and its easy scale-up to manufacturing, sputtering is generally
considered the PVD technique of choice in the fabrication of thin films and has been
the workhorse of industry since the 1970s [1, 24, 175–177]. In sputtering, the atoms
are ejected from the target due to non-thermal transport based on momentum exchange
between energetic ions and surface atoms. It follows that sputtering can occur irre-
spective of the physical properties of materials, such as melting point, meaning that a
large range of materials including insulators, metals and semiconductors are able to be
deposited by this process [175]. Sputtering offers many advantages compared to other
PVD methods which promotes its use both in laboratory and industry settings. The
key advantages of this technique includes the aforementioned versatility of material
choice along with it permitting large coating area with high degree of uniformity and

80
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strong adhesion [176, 177]. The films also possess nearly bulk-like properties which
are predictable and stable. Importantly, sputtering also offers high deposition rates in
the range 1 nm/s to 10 nm/s [175]. The samples fabricated from this technique also
largely reflect the chemical composition of the targets which is a crucial consideration
for film stoichiometry [178].

In this project, magnetron sputtering was utilised. A schematic of the magnetron
sputtering setup is shown in Figure 4.1. This process entails the introduction of argon

N N
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Ar+ inlet Vacuum 

Outlet

DC/RF

S

Figure 4.1: A schematic of the magnetron sputtering process.

gas into the chamber, with the Ar+ accelerated towards the target material. Ar is typi-
cally used due to its nonreactive nature [1]. The incident ions are subjected to a compli-
cated scattering process at the target, where collisions with the target atoms occur and
transmit a fraction of the ion’s momentum. This forms a cascade process which pro-
vides target atoms close to the surface with sufficient momentum for outward motion
resulting in sputtering from the target and subsequent condensation onto the substrate.
The sputter yield is defined as the ratio between the number of sputter-ejected atoms
and the number of incident projectiles (ions) [23]. In production systems, to achieve
uniformity over the wafer sized areas, large targets are used or planetary motion oc-
curs throughout the deposition process [179]. Furthermore, cooling of the equipment
involved is required as a large part of energy involved in this process is converted to
heat. This is because the secondary electron yields, the ratio of electrons emitted com-
pared to the primary incident electrons, of many typical sputtered materials are low
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(usually 25 % for most materials) [177].

The magnetron is an arrangement of permanent magnets placed behind the target
material which provides a magnetic field above the target surface [180]. This additional
closed magnetic field parallel to the target surface acts to increase the plasma density
as it causes the electrons to traverse a helical trajectory and thus increases the probabil-
ity of collisions with argon atoms. This also has the effect of confining the secondary
electrons to a specific area of the target surface, enhancing the ionisation efficiency
and permitting a higher sputtering rate to be realised [24, 177, 180]. Furthermore, the
sputtering process can be maintained at lower working pressures allowing the sput-
tered atoms to easily traverse the distance to the substrate with minimal collisions and
scattering in the plasma [180]. The helical drift path forms a circle where preferential
sputtering occurs, known as the racetrack, on the surface of the target material [177].

There are several techniques that can be used to perform the magnetron sputter de-
position of materials. The simplest and most common is where a DC power source is
utilised to power the magnetron. In this case, the sputtering occurs as described above.
The magnetron can also be pulsed to reduce the accumulation of charge in the case
of dielectric materials [175]. A variation of this technique is Radio Frequency (RF)
sputtering, where an RF source is coupled to the target material. This can provide
additional capabilities in the sputtering of thin films, notably permitting insulating ma-
terials such as oxides to be sputtered. This technique is also beneficial in the deposition
of ultrathin films where lower sputtering rates may be required [177]. Due to the use
of RF sputtering, in addition to DC sputtering, in this project a more detailed overview
of this technique follows.

Throughout the RF sputtering process the electrons will oscillate between the tar-
get and substrate (acting as the two electrodes) with a frequency equal to that of the
applied power. Typically, the RF power source operates at a frequency of 13.56 MHz
[177]. The ion mobility, however, is too low at the applied frequency to experience
similar high degrees of oscillation leading to inertial confinement. This results in the
bulk of the ions essentially remaining at the centre of the plasma between the elec-
trodes [181]. Therefore, throughout the positive half of the power cycle the target acts
as an anode and will acquire many electrons but the counter electrode will not gain
many ions and vice versa during the negative half of the cycle. Thus, both electrodes
charge negatively. Due to its negative bias the target will eventually no longer capture
as many electrons during the positive part of the cycle and will obtain enough ions
during the negative half of the cycle to negate any of the electron gains [182]. At this
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point, the target has a net DC bias, attracting the process gas ions and generating the
sputtering of the target material [183]. The effect of this is that, for a part of the cycle,
Ar+ ions bombard the target whilst for the rest of the cycle electrons act to neutralise
the collection of positive charges. For a successful sputtering process, an asymmet-
ric arrangement must be utilised with the target and substrate being of different sizes
or else a cathode/anode arrangement used where the chamber itself acts along with
the substrate as the anode through electrically connecting the substrate to the chamber
walls. In cases where the ratio between the substrate area and target area is high, the
sputtering of the anode and chamber walls will be negligible [23].

Due to the applied power being split between the two electrodes, the effective
power experienced at the anode is normally only 50 % of that delivered in DC sput-
tering [177]. Furthermore, as the magnetic field supplied by the magnetron opens up
and closes throughout the RF cycle, electrons can escape this confinement. This forces
electrons to cross magnetic field lines and hence reduces the power of the discharge
which ultimately decreases the power available at the target when the trap is closed.
Altogether, this leads to considerably lower deposition rates from RF sputtering pro-
cesses than in the equivalent DC process [23, 177]. Due to the high frequency nature of
the applied RF power, when setting up these circuits it is important to utilise appropri-
ate matching networks to ensure reflected power remains low. This requires expensive
power sources and circuitry which can make the scale-up of RF processes difficult and
expensive [176].

The micro-structure of the thin film formed on the substrate is highly dependent on
the growth conditions used throughout its deposition. In many cases, it is imperative
to have precise control of the film structure to attain properties of practical importance
such as intrinsic stress, surface roughness and electrical resistivity [23, 176]. In partic-
ular, the adatom mobility at the surface and near-surface environment is the dominant
contribution to the resulting film structure, and mainly depends on the substrate tem-
perature and particle bombardment. It is of importance as the sputtered atoms possess
substantial kinetic energies, an order of magnitude or larger compared to bond ener-
gies, sufficient to greatly influence the formation of the thin film. Therefore, the control
of energy loss mechanisms during transport in the gas phase, between the target and
the substrate, is crucial. For example if the pressure in the chamber were low enough
that target atoms arrived without having undergone a scattering event it may cause re-
sputter of material from the forming film. Moreover, in the case where the atoms have
too little energy when incident on the substrate, hence a low mobility, the formation
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of a rough surface will occur [176]. Relevant growth parameters to control the fluxes
and the energy per particle arriving at the substrate include the sputtering power, work-
ing pressures and temperature (where heat can be applied throughout the deposition
or applied post deposition as an annealing step) [23]. Of particular concern in the sci-
ence of thin film growth is the presence of defects, which can significantly impact the
functional properties of the fabricated samples. The label defects encompass a range
of features such as dislocations and grain boundaries along with growth related issues
more specific to thin film fabrication such as roughness of interfaces and mixing of
layers. Due to the ultrathin film growth required in this project, the primary concern
was the roughness of the films for reasons outlined in sections 2.7.1 and 2.7.2.

In this project, the deposition system used for DC and RF magnetron sputtering was
an 11 target AJA International ATC 2200-V DC magnetron sputtering system [184].
The microstructure of the films grown in this project were tailored by controlling de-
position power, working pressure and substrate temperature. A base pressure of order
1×10−8 Torr was achieved in the deposition chamber when fabricating films. Due to
the plasma confinement provided by the magnetron, low Ar pressures of 3 mTorr were
used along with low target powers of 100 W or lower. A getter process was frequently
used inside the chamber to reduce the base pressure. This involved sputtering metals
such as Ti, which reduces out gassing and hydrogen leakage by absorption and chem-
ical bonding [185]. The thicknesses of the deposited layers were controlled through
deposition times, with a deposition rate (time and corresponding layer thickness) cali-
brated through X-ray Reflectivity (XRR) as introduced in section 4.2.1.

4.2 Characterisation Techniques

4.2.1 X-ray Reflectivity

X-ray Reflectivity (XRR) is a surface-sensitive characterisation technique notable for
its versatility in the study of films with thickness in the nanometer regime [186–189]. A
non-contact and non-destructive method, it is used to measure critical properties such
as layer thicknesses, interfacial roughness and material densities. As the dimensions
of thin films are reduced, these properties can differ significantly from the bulk case.
Thus, the detailed characterisation of thin films is crucial to tailoring the functional
properties of such materials [187, 189]. Key advantages of this technique include
that it can provide information on structural features without special sample synthesis
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[188] and that it possesses a high spatial sensitivity permitting the layer roughness to
be resolved on a scale of 0.1 nm [187].

XRR harnesses the penetrative properties of X-rays that derive from their electro-
magnetic nature. Specifically, the orbiting electrons present in the thin films interact
only weakly with incident electromagnetic field compared to the interaction with a
particle of a fixed charge, such as an electron. Therefore, the X-rays are able to pene-
trate much further into a material than a charged particle, with penetration depths of a
few millimeters seen in aluminium [190]. This large penetration depth is crucial for a
thorough examination of film structure to take place.

In essence, the XRR technique analyses the intensity of X-rays which are incident
upon and specularly reflected from a flat surface at a range of different incident angles,
permitting the effects of charge scattering to be studied [104, 187]. Due to the specular
nature of this scattering, the angle of incidence (θi) is equal to the angle of reflection
(θ f ) and in the following will be referred to as θ. Therefore, in measurement, the total
scattering angle is equal to as 2θ [187]. A schematic of this measurement geometry is
shown in Figure 4.2.

Incident Reflectedqz

Multilayer

Substrate

θf

Figure 4.2: Schematic of the geometry of specular XRR measurement, adapted from
[186]. The angle of incidence θi is equal to the angle of reflection θ f thus only the
momentum normal to the plane qz changes.

As this technique considers specular reflections, it is only sensitive to the change
in momentum in the direction normal to the film surface (qz). This means that only
the electron density profiles in the direction parallel to the thickness of the sample are
probed [104, 191]. The scattering wavevector is q = kf−ki, where kf and ki are the
wavevectors of the outgoing and incoming wave respectively. The variation of q with
differing θ is given by
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q = qz = 4πsin
(

θ

λ

)
(4.1)

where λ is the X-ray wavelength, typically of order 10−10 m [192]. It follows that no
information in the lateral direction is obtained. In measurement, the typical angular
range is 0.05 o-8 o and samples of thickness of order 100 nm can be measured [192].

The crucial information provided by XRR is contained in the reflectively curve,
with an example presented in Figure 4.3. On the length scale of X-rays, most fabri-
cated films do not have perfect interfaces due to rough surfaces, diffuse interfaces, and
grain boundaries in polycrystalline materials. This leads to deviations in the reflec-
tivity curve from the case of ideal specular behaviour, detailed in equation 4.1. Thus,
from analysis of the differences to the ideal specular reflection behaviour information
concerning the structure of the thin films can be obtained [187].
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Figure 4.3: An example reflectivity curve presenting the variation of intensity with
changes in angle 2θ. The important features of the curve (blue) and the physical at-
tribute of the sample it relates to (red) are labelled [192].

A discussion of the key features of the reflectivity profile, as shown in Figure 4.3,
follows. It is seen that intensity begins to reduce only after a critical angle (≈ 0.8 o),
with total external reflection occurring at angles of incidence lower than this. This
critical edge is sensitive to the densities of the uppermost layers of the film. The
air-surface interface is responsible for the majority of the scattering due to the rela-
tively large change in density between vacuum (or air) and solid matter. Therefore,
the overall reduction in reflectively with increasing angle is dominated by top surface
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roughness. If the bulk substrate is uniformly coated with a thin film of a different ma-
terial, due to the variations in the electron density profile in the direction normal to the
film plane, the X-rays reflected from the film surface will interfere with those from the
film-substrate interface as shown in Figure 4.2. The presence of such buried interfaces
leads to the formation of interference fringes, known as Kiessig fringes [186]. The
spacing between the maxima of these fringes relates to film thickness, with smaller
spacing observed as film thickness increases. The amplitude of the oscillation of these
fringes is related to the density contrast of the layers, with higher density contrast lead-
ing to more pronounced oscillations. Furthermore, the relative phase of oscillations is
dependent on the sign of the density change at the buried interfaces. The impact of
buried interface roughness appears in a more subtle manner, usually through damping
of the Kiessig fringes at high angles where a reduction in amplitude corresponds to a
more damped case. The degree of damping of these fringes at high angles can also
be related to the surface roughness of the film. In experimental data a beam footprint
is present in the spectra at angles below ≈ 0.05 o, considered a grazing angle. This is
attributed to geometric effects and difficulties with the alignment of the sample with
the beam. The misalignment of the beam and difficulties to contain it on the sample is
one of the most significant challenges of XRR [187, 191].

Measurements were performed in a Rigaku SmartLab X-Ray diffraction system
equipped with a 3 kW X-ray generator tube and operates at 40 kV and 45 mA produc-
ing CuKα radiation at wavelength 0.154 nm [193]. A diagrammatic representation of
source and detection optics in a general XRD system shown in Figure 4.4. Throughout
the measurement, the source and detector are scanned together such that their angu-
lar positions are equivalent about the sample normal. XRR measurements require a
well-collimated incident X-ray beam for high resolution measurements, necessitating
the use of a series of X-ray optical equipment. This is a particular concern due to the
wide range of intensities measured in XRR [192]. To control and manipulate the X-ray
beam, adjustable slits are utilised to enable and optimise the measurement. A height
limiting slit, in conjunction with an incident slit, determines the area which is illumi-
nated by the X-rays. Furthermore, a vertical Soller slit (a multilayer mirror) is used
to produce high intensity and parallel incident beam [192]. To receive the reflected
X-rays, an additional Soller slit along with with two receiving slits shield the detector
from scattered x-rays. Prior to each measurement, alignment of the instrument optics
and the sample were performed. A 2θ/θ measurement geometry performed over angle
range 0o-8o was used to collect the reflectivity spectra.
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Figure 4.4: A schematic of the experimental setup of the XRR technique, after [187].

The collected data is analysed using GenX: X-ray and neutron reflectivity fitting
software [189]. The program utilises the Parratt recursive algorithm [194] to simulate
a specular reflectivity curve fit to the data, based upon a model of the structure defined
by the user. A structural Scattering Length Density (SLD) profile, specifically the vari-
ation in the scattering length multiplied by the density as a function of distance from
the substrate, is also provided. The simulated reflectivity curve determines the thin
film structural parameters, including thickness, density and roughness. The roughness
is assumed to have a guassian profile and is modelled according to the Nevot-Croce
model [195]. Dynamic modelling is utilised in GenX software as opposed to kine-
matical scattering theory, which cannot model low angle specular reflectively due to
a breakdown caused by effects such as refraction and multiple reflections [189]. The
Storn and Price genetic algorithm, a differential evolution global optimisation program
[196], performs iterations of the parameters space to optimise the fit until the Figure
Of Merit (FOM) plateaus. The FOM is the function which determines how well the
simulation reflects the measured data. There are multiple FOMs available to optimise
different parts of the reflectivity profile. The FOM generally used in this project were
log, which is the average of the difference between logarithms (base 10) of the data
and simulation given by

FOMlog =
1

N− p
×Σi | log10(Yi)− log10(Mi) | (4.2)

and the logR2 which results in more similar weighting of high intensity and low inten-
sity data which can aid fits spanning several orders of magnitude in intensity

FOMlogR2 =
Σi(log10(Yi)− log10(Mi))

2

Σi(log10(Yi))2 . (4.3)
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In these definitions Y represents the data, M represents the simulation and i represents
each data point. The values of N and p are the number of data points and free pa-
rameters respectively [197]. The interested reader is guided to the following resources
for more information regarding the functionality of GenX and its operating principles
[189, 198].

A limitation of this analysis software is that it requires the input of reasonable
estimates of the parameters along with appropriate bounds to the fitting algorithm. It is
found that the program requires initial values close enough to the real structure for the
optimisation to converge and to prevent the program optimising to a local FOM minima
as opposed to the global minimum [189]. The initial user inputs can be informed from
the use of other characterisation techniques such as AFM and VSM, as discussed in
later sections.

4.2.2 Atomic Force Microscopy

Atomic Force Microscopy (AFM) was introduced in 1986 [199] and has since become
a standard tool in nanotechnology. The operating principle of an atomic force micro-
scope is shown in Figure 4.5a. Essentially, a probe is brought into close proximity to
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Figure 4.5: The operating principles of AFM, adapted from from [200]. a) A schematic
of the experimental setup of AFM. b) A Force-Distance curve presenting the motion
of the oscillating cantilever when operated in tapping mode.

a sample, with probe and sample moved relative to each other in a raster-like manner.
The probe consists of a cantilever and a sharp tip. The interaction between the tip of
the probe and the sample surface can be monitored by measuring the displacement of
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the free end of the attached cantilever. Thus, certain quantities can be measured at dis-
crete locations with an image (pixels) obtained. The most common method to measure
cantilever deflection is a beam-bounce scheme. This uses a laser focused onto a spot at
the back of the cantilever and reflected into a 4-quadrant photodetector which measures
the deflection. Small movements of the cantilever are magnified at the photodetector,
meaning that the system is highly sensitive to relatively small deformations. Hence,
this setup has the capability to detect extremely low interaction forces. Throughout
operation of this equipment, it is necessary to realign of the laser onto the back of the
cantilever each time the probe is changed [200, 201].

The cantilever and tip are usually one unit which consist of silicon, with the length
of the cantilever typically 100 µm and the radius of the tip less than 10 nm respectively
[200]. The tip can have different coatings to enable sensitives to certain interactions,
such as a magnetic coating to allow magnetic force microscopy to take place [64]. It
should be noted that the images taken by the AFM are a convolution of shape of the tip
and the sample surface. As such, the quality of the measurement is dependent upon the
quality of the tip used. For instance, a dull tip does not map the surface morphology
as well as a sharp tip giving rise to lower surface heights and shallower holes than
actually present. An important consideration is that over time or through misuse the
quality of a tip can degrade (becoming duller). Thus, care must be taken to monitor
image quality and replace degraded probes tips to ensure high standard measurements
are taken [201].

There are three main AFM modes utilised to study the sample surface; namely
contact, non-contact and tapping (intermittent contact). Of these tapping mode is the
dominant imaging technique as it avoids exerting large lateral forces on the sample
seen in contact mode, which can potentially result in sample damage, whilst maintain-
ing a high lateral resolution [200]. As this AFM mode was utilised in this project a
more detailed overview follows. Tapping mode is where the imaging is carried out by
having the probe tip in contact with the sample surface for only a short amount of time.
This is realised through the cantilever oscillating at or near its resonant frequency, nor-
mal to the sample surface, using a piezoelectric element. The usual amplitudes of
the oscillation are of the order 10 nm, which is small in comparison to the cantilever
length. A force-distance curve is shown in Figure 4.5b, and the region that tapping
mode operates in is highlighted. To elaborate, as the oscillating tip is moved into the
vicinity of the sample surface there is a change to the oscillation arising from the inter-
action between the probe and the field from the sample. This interaction can be either
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attractive, due to the van der Waals interaction, or repulsive, due to to the Coulomb
interaction, depending on the distance of the tip from the surface. Overall, the effect
is a damping of the cantilever motion that results in the reduction of the frequency and
amplitude of the oscillation. The oscillation is monitored by a setup such as the afore-
mentioned beam-bounce scheme, with adjustments to the distance between the tip and
the sample surface via a feedback loop carried out to maintain the probe at a fixed
distance from the sample [201]. The degree of probe height correction is taken to be
the sample topography. It should be noted that tapping mode does not measure direct
forces. Instead, as the cantilever oscillates back and forth only an average response
of the the many interactions is measured through a lock-in amplifier [200], which is
adequate to allow the sample topography to be studied.

In this project, a Bruker Dimension FastScan atomic force microscope with a di-
mension FastScan head was used. Fast scan A tips [202] were used which had a nom-
inal resonant frequency of 1400 KHz and a nominal tip radius of 5 nm. For measure-
ment, low scan speeds of 0.5-2 Hz were used to obtain high resolution topographical
images. This was sufficient to analyse surface roughness of the thin films studied in
this project, as will be discussed in section 5.1.1.

4.2.3 Vibrating Sample Magnetometry

The Vibrating Sample Magnetometer was proposed by Foner in 1959 [203], with the
technique of Vibrating Sample Magnetometry (VSM) since becoming a standard mea-
surement to examine fundamental properties of magnetic materials. It is known for its
versatility, accuracy and ease of use [204]. A schematic of the measurement setup is
shown in Figure 4.6 [205].

This technique involves magnetising a sample in a uniform magnetic field with
the sample then sinusoidally vibrated at a fixed amplitude, usually 1-3 mm, by driving
an oscillator at a known frequency usually between 50-100 Hz. A voltage is induced
in the pickup coil as the sample is displaced, which is independent of the applied
magnetic field but proportional to the samples magnetic moment [204]. This small
induced voltage is then amplified by a lock-in amplifier which is sensitive to only
signals at the vibration frequency. The lock-in amplifier must be provided with the
reference signal of the vibration, which is is determined by the reference magnet and
pick-up coil arrangement [35]. As the VSM technique measures the stray field from
a sample it does not offer spatial resolution. The operating principle of the VSM can
be understood through Faraday’s Law of magnetic induction which dictates that the
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Figure 4.6: A schematic of vector vibrating sample magnetometer showing its key
components [35].

resulting change in flux (φ) generates an electromotive force (VEMF) in the pickup coils
[1] [206]

VEMF =−N
dφ

dt
(4.4)

where N is the number of turns of the coil. The design of the pickup coil ensures a
linear response over the region of vibration and enables the signal generated from the
applied DC field to be removed [35].

In this project, a MicroSense Vector Magnetometer Model 10 VSM was used. This
VSM can support a magnetic field of up to 20 kOe at an arbitrary direction to the sam-
ple. In addition to being able to characterise the field dependence of a sample, it is also
possible to measure the sensitivity of a sample to different temperatures. All in all, this
instrument allows the magnetisation vector to be determined to an accuracy of more
than 1.5% and 1.5 o. Averaging allows the noise in the vector signal to be reduced
below 0.5µemu. Using this instrument, field noise as low as 5 mOe can be attained
[207]. A calibration sample of similar size and shape to the sample with known satura-
tion magnetisation must be measured to allow correct readings of the sample magnetic
moment to be taken. The samples were prepared using a Southbay disc cutter [208] to
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provide an 8 mm diameter disk for the measurement. A hysteresis loop as described in
section 2.6.1 can be measured by sweeping the magnetic field from -20 kOe to 20 kOe
allowing the saturation magnetisation, coercivity, remnant magnetisation along with
the anisotropy field of the sample to be obtained [204]. The theory underpinning these
parameters is detailed in section 2.6. In the data analysis stage, it is necessary to re-
move the diamagentic contributions from the substrate and sample rod by performing
linear background subtractions. To perform this subtraction, a first order polynomial
was fit to a linear region of hysteresis curve where the sample is saturated. The parame-
ters from this linear fit could then be used to subtract the diamagnetic background from
the measured hysteresis loop. For the interested reader, further information regarding
the proper treatment of hysteresis data is available at [209].

4.3 Ferromagnetic Resonance Spectroscopy

The technique of Ferromagnetic Resonance (FMR) spectroscopy is one of the oldest
and most established methods to characterise magnetic materials. It is an indispens-
able tool allowing the study of the (small) angle dynamics of magnetisation motion
[3, 6, 50]. It has been used to determine fundamental magnetic properties including
anisotropies, damping parameters, g-factors and exchange couplings [40]. In chapter
3, the underlying physics of FMR arising due to perturbating magnetic fields has been
discussed, with the following discussion now focusing on the experimental realisation
of this technique. The reader should note that the important RF aspects of this tech-
nique namely the Vector Network Analyser (VNA), S-parameters and transmission
lines are discussed at the end of this section.

At this point, it is important to bring to the reader’s attention that there are a range
of additional techniques available for the study of magnetisation dynamics in thin
films, such as Magneto-Optic Kerr Effect (MOKE) [210] and Brillouin Light Scat-
tering (BLS) [211]. In this project, FMR spectroscopy was utilised due to the ready
availability of the experimental setup and also the many advantages offered. As afore-
mentioned, FMR is one of the most powerful techniques in the study of magnetisation
of thin films. It offers the study of all the essential magnetic parameters along with pos-
sessing a high sensitivity, high field and frequency resolution and a deep knowledge
base in literature for the interpretation of the dynamics measured [3]. An additional
major advantage of this method is that it allows the determination of the magnetisation
without the need to know the sample volume [1]. Furthermore, it has a relatively easy
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setup, with the required equipment being available and standard. The limits of this
methodology include its lack of surface and lateral sensitivity, along with measure-
ments including the contributions of imperfections in the waveguide and the substrate
along with the magnetic thin film. Moreover, large magnetic fields may be required
to observe a resonance, which has the drawback of potentially influencing the mea-
surement due to effects such as force magnetostriction for instance [3]. The reader is
guided to an excellent review by Farle where further highly relevant information re-
garding a range of techniques for the study of magnetisation dynamics can be found
[3].

The first experimental measurements of FMR were performed by Griffiths in 1946
[5]. This technique has historically involved using a microwave resonant cavity placed
between the poles of an electromagnet together with a source and a detector of mi-
crowave power, a technique which here we will refer to as cavity-FMR. The intensities
of the microwaves propagating within the cavity are measured as the applied field
is varied with a reduction of the signal detected when the resonant frequency of the
sample and the cavity frequency are equal [50]. Due to cavity enhancement factors,
specifically a high quality factor [50], this technique exhibits a high sensitivity and
a maximum detection capability in the range 1010− 1014 µB [3]. The reader should
note that detection limits are often discussed in terms of the number of electron spins
detected, or equivalently, as the moment of the sample expressed in units of Bohr mag-
netons (µB as defined in equation 2.4). The main disadvantage of this cavity-FMR
method is the dependence of the electromagnetic (EM) waves supported on the di-
mensions of the cavity which severely limits the frequency regions that can be probed.
Typically, mm-waves in the X-band region (around 9.4 GHz) have been employed for
these systems with a transverse electronic resonant mode, usually TE102, exploited due
to its high spatial uniformity in the middle of the cavity where the sample is placed.
A further disadvantage of this method is the use of a swept magnetic field which can
cause perturbations to the magnetic state of the sample [50].

The first reports of a Vector Network Analyser-Ferromagnetic Resonance (VNA-
FMR) setup emerged in the 1990s [212–214]. This technique was a significant devel-
opment in the study of magnetisation dynamics offering numerous functionalities that
are not achievable through the use of the more traditional cavity-FMR. Advances in
this area originated due to breakthroughs with waveguide technology, which is cen-
tral to the VNA-FMR technique [215–217]. Crucially, in VNA-FMR it is possible
to explore a broad frequency range which permits a greater insight into key dynamic
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properties [218]. For example, as outlined in section 3.2, it allows important param-
eters such as the Landé g-factor and Gilbert damping parameter to be measured [50].
The study of magnetic damping, in particular, is a topic which attracts great research
interest due to its importance to the mechanisms of spin transfer, spin Hall effect and
spin pumping. These phenomena are critical to future technologies to enable next gen-
eration devices [29] [50]. The VNA-FMR technique with appropriate calibration can
also provide phase information meaning that insights to both the real and imaginary
parts of the susceptibility, detailed in section 3.2, can be obtained [50].

4.3.1 Experimental Setup

In Figure 4.7a, a schematic showing the experimental realisation of this technique is
presented. The magnetisation dynamics of a sample are probed by this technique as
follows. The sample is subject to a small perturbing RF magnetic field (hrf) generated
by a microwave current propagating through a waveguide in close proximity. When the
frequency of hrf is equal to the resonant frequency of the sample, as described in equa-
tion 3.28, a resonant absorption of the rf energy from the waveguide into the magnetic
sample will take place, detected as a reduction in the energy traversing the waveguide
[50]. An electromagnet can then used to apply a range of static magnetic fields to
further characterise the dynamics at different field hence frequencies. The underlying
physics of this resonant absorption is described in section 3.2. In this experimental re-
alisation of FMR, it is important that the reader notes that there are several deviations
from the assumptions made in the provided derivations of the dynamic susceptibility.
These include that the sample dimensions exceed that of the waveguide (leading to the
application of a nonuniform perturbating field), the measurements are carried out at
room temperature and that the sample may possess a multidomain state at low fields.

A photograph of the setup used in this project is provided in Figure 4.7b, with the
key components labelled. This setup was designed and constructed by N.A.B. Johans-
son and further details pertinent to the design, construction and specification of this
instrument are detailed in his PhD thesis [219]. The main components of this setup in-
clude a GMW 5403 electromagnet, which applies the static magnetic field of strength
up to 15 kOe. The power supplies used to control the electromagnet are two Kepco
BOP 36-28MG connected in series, which provided a maximum current of 50 A. This
was sufficient to saturate the samples studied in this work to a known state. The field
takes approximately 2 s to stabilise. It is important to ensure the sample is correctly po-
sitioned in the centre of the pole pieces to minimise the effects of field inhomogeneity.
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Figure 4.7: The VNA-FMR setup, as used in the project. (a) Schematic diagram of the
experimental setup where the static field is applied IP. (b) A photograph of VNA-FMR
spectrometer.

This static field can be applied either IP or OOP, based on the choice of sample holder
used. For clarity, in Chapters 5 and 6 the reported dynamic measurements utilise only
a IP field whilst in Chapter 7 measurements of both the cases where the static field is
applied IP or OOP are presented. A Lakeshore gaussmeter [220] was used to calibrate
the static field. The electromagnets also required water cooling to prevent overheating
at high fields. To generate and measure the RF signals a Keysight PNA N5224A [221]
was used in conjunction with a Picoprobe CS-9 calibration substrate which supported
the traversing EM waves. The selected coplanar waveguide (CPW) on the calibration
substrate possessed a length of 6.6 mm and had a central conductor of width 50 µm
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[222]. The planar structure of these striplines makes them highly useful in the study
of thin films and planar nanostructures, with their broadband nature allowing measure-
ments in the frequency range of several hundred MHz to approximately 50 GHz. The
calibration substrate also possesses a set of known standard waveguides for calibration.
This allowed contributions to the full signal path from the source to the probe tips to
be subtracted from the total signal measured. To connect the VNA to the waveguide,
semi-rigid coaxial cables provided by RF coax were used along with microwave probes
(Picoprobes) designed in-house and produced by GGB Industries Inc. to connect the
coaxial geometry to the coplanar geometry. In this project, two sets of Picoprobes were
available to permit the measurement of the sample with the sample positioned so that
the applied field was IP (as shown in Figure 4.7b) or OOP. In the latter case, the use of
a different sample holder to position the sample vertically between the electromagnets
was necessary. A microscope was used to ensure accurate placement of the Picoprobe
tips upon the waveguide. To ensure high sensitivity of the instrument, it is essential
that the microwave components of the setup consist only of NM materials to eliminate
parasitic magnetic contributions to the background signal [50].

The film is placed in a flip-chip manner against the waveguide and positioned so
that it covers the central conductor. The accessibility of the waveguide and ease of
sample placement is an advantage of this setup. This necessitates the film to be cut
to into a circle of diameter 5 mm using a Southbay disc cutter, as outlined above in
section 4.2.3. As the sample is not perfectly flat, an air gap is present which provides a
sufficient insulating layer to prevent a short between the ground and signal lines. The
high frequency current supplied by the VNA creates a small oscillating magnetic field
above the central conductor of the waveguide. As outlined above, in operation the
microwave absorption as a function of externally applied magnetic field is measured
by the VNA. When resonant absorption is achieved, a lorentzian absorption in the trace
of the RF energy transmitted through the waveguide is observed. This is parameterised
through the use of the scattering parameters (S-parameters) of the system, which are
discussed later [50]. An example of the data collected from the FMR experiment is
shown in Figure 4.8, where the resonant absorption of a thin film as a function of
applied field and frequency applied by the VNA is measured.



98 CHAPTER 4. EXPERIMENTAL METHODS AND TECHNIQUES

Figure 4.8: An example of the data collected from a VNA-FMR experiment. a) S12
absorption profile at an externally applied field of 1000 Oe. b) 2D maps of the reso-
nant spectra obtained from sweeping the external field. The blue areas if the 2D map
indicate resonant absorption. In the analysis stage each S12 profile, as shown in (a), is
fitted using equation 4.5, as discussed later.

This instrument has a detection limit 7×1013µB, sufficient to measure a film with
thickness of order 1 nm. MatLab and LabView software developed by N.A.B. Johans-
son is used to control this instrument throughout the measurement [219]. The repro-
ducibility of this VNA-FMR measurement technique was also investigated by N.A.B.
Johansson, with it found that the uncertainties in frequency of 1-2 % and linewidth of
20 % (especially in the case of high linewidth resonances) can be expected. Further
discussions on this aspect of the measurement can be found in his thesis [219]. This
measurement setup (denoted as the Picoprobe setup in later chapters) was used in the
studies the magnetic dynamics reported in Chapters 5 and 6 and in section 7.4.

It is important that the magnetisation angle remains small with respect to the equi-
librium direction so that the dynamics of the magnetisation remain in the linear regime.
This is necessary to ensure that assumptions made in the derivation of Kittel’s equa-
tion in section 3.2 remain valid. In a standard measurement, a power of 10 dbm was
used which was chosen as it corresponds to a perturbating magnetic field of magnitude
1 Oe (as shown by HFSS simulations of the waveguide carried out by Mr Danielius
Banys). In practice, the actual field experienced by the sample will be slightly reduced
due to the aforementioned air gap along with the signal attenuation that occurs within
the CPW and cables. For similar material sets and frequency ranges, it has been shown
that the skin depth, as defined by equation 3.49, is of the order 100 nm [35, 40] and for
our material set≈ 500 nm [223]. Instrumentation upgrades were performed throughout
this work to augment the setup with an IP rotational capability. This was motivated by
a desire to characterise the dynamics responses at a range of angles between the IP and
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OOP film directions. This stage of the project along with a summary of the enhanced
capabilities of this setup is detailed in later discussions.

The complete calibration procedure as outlined by Bilzer [224], requiring reference
measurements that can only be taken by rotating the IP angle of the static field with
respect to the waveguide, could not be performed for this experimental setup. This is
due to difficulties associated with maintaining the placement of the Picoprobes upon
the waveguide. Therefore, in this project, we measure only the magnitude of the S12

parameter to characterise the transmission. This involved a calibration process follow-
ing the SOLT procedure; where a Short, Open, Load possessing 50 Ω impedance and
Through circuit are measured by connecting the Picoprobes. This allowed the con-
tribution of the electrical equipment up to the Picoprobe tips to be accounted for. A
further step was then taken where a reference measurement of the transmission through
the waveguide was subtracted from the experimental data to remove the contribution
of the waveguide. The reader is guided to N.A.B. Johansson’s thesis for a more com-
prehensive overview of the calibration process for the VNA-FMR setup [219]. As dis-
cussed by Bilzer, this procedure can introduce an asymmetry into the line-shapes of the
measured absorption spectra resulting from a mixture of the real and imaginary com-
ponents of the complex susceptibility contributing to the measurement. It is reported
that deviations in the measured frequency between our method and the method detailed
by Bilzer are less than 1 %. However, there is a greater impact on the linewidth, par-
ticularly at low applied field with deviations of up to 10 % reported [224]. A multitude
of sources can contribute to these discrepancies. The greatest contribution is the im-
perfect nature of the stripline, causing it to act as an inhomogeneous mm-wave source.
These imperfections include difficulties in impedance matching within the electrical
circuit in addition to the fact that the excitation field as experienced by the sample has
some small components in the two other orthogonal directions to the principal field
direction. Furthermore, we must consider that the measured response includes both
the sample along with the substrate and is also susceptible to misalignment of the sam-
ple positioning on the CPW [50, 225]. It has also been reported that in the case of
FM/NM bilayers eddy currents in the sample arising from components of the driving
the field perpendicular to plane can contribute to this asymmetry even in cases where
we consider a film with thickness less than the skin depth of the material [226].

In these measurements, a frequency-swept method as opposed to a field-swept
method was performed. A key advantage of this approach is the lack of disturbances
to the magnetic configuration of the film that can be generated from sweeping the field
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[227]. However, drawbacks include a lower sensitivity than a field-swept method and
the introduction of effects such as the frequency dependence of the impedance of the
setup. The impacts of this can mitigated by performing suitable background removals
and calibration methods [50].

The collected S12 data, as shown in Figure 4.8, for each static applied field was
fitted through Python software developed throughout the PhD project. Following lit-
erature [44, 50, 224, 225, 228], the analysis procedure accounted both for the real
and imaginary components that influence the line-shape of the resonance. The fitting
equation used was

y = y0 +b f + cos(ξ)P
(∆ fdB

2 )2

( f − fr)2 +(∆ fdB
2 )2

+ sin(ξ)P
(∆ fdB

2 )( f − fr)

( f − fr)2 +(∆ fdB
2 )2

. (4.5)

where y0 is the baseline, b is the linear background, ξ is the mixing parameter, P is the
peak amplitude, f and fr are the frequency and resonant frequency respectively with
∆ fdB is the linewidth (Full Width at Half Max) of the fit in the dB scale. In such a way,
the important features of the real and imaginary components of the dynamic suscep-
tibility of the samples, as introduced in equations 3.27 and 3.28, could be extracted.
The resonant linewidth ∆ f as introduced in section 3.2 was assessed by determining
the peak-to-peak linewidth (∆ fpp) of the differentiated lorentzian fit. This parameter is
related to ∆ f by the relation [229]

∆ fpp =
1√
3

∆ f . (4.6)

At this stage, the variation of the extracted parameters over the range of applied
static fields could be analysed with the use of equations presented in section 3.2 to
extract the important characteristic magnetic properties. In the remaining part of this
section details of the upgrades required to the VNA-FMR system for the study re-
ported in Chapter 7 are provided. Subsequent discussions of the key high frequency
components and physics underpinning the VNA-FMR technique are then put forth.

4.3.2 VNA-FMR Upgrades

Instrumentation upgrades to the VNA-FMR were required to allow the magnetisation
dynamics at a range of angles between the IP direction and OOP direction to be charac-
terised. This was not possible using the previously discussed Picoprobe setup (which
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permitted only measurements in the cases where the external field was applied IP or
OOP) due to difficulties maintaining the connection of the probe to the waveguide
throughout the rotation. The following improvements were required:

1. The electromagnet placed upon a turntable.

2. A bracket to enable to sample to be held vertically between the pole-pieces of
the electromagnet.

3. A waveguide with coaxial connectors. This was motivated due to the operational
difficulties of connecting the installed Picoprobes upon the waveguide correctly
and then maintaining the contact in the configuration required for rotational mea-
surements.

4. A new sample holder to allow the sample to be positioned vertically against the
waveguide.

To this end, a NanOsc. waveguide capable of supporting frequencies from 2 GHz to
50 GHz [230] was incorporated. This waveguide could be connected to the VNA-FMR
through coaxial connectors, a great simplification of the Picoprobe arrangement. A
photograph of the augmented setup is presented in Figure 4.9. A custom made sample
holder, presented in Figure 4.9(inset), was 3D printed to position the sample at suitable
proximity to the waveguide. As in the case of the calibration substrate discussed above,
a sufficient natural air insulating gap to prevent shorting of the ground and signal lines
of the waveguide was present.
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Electromagnets
RF cables

(Connecting to 

Vector Network Analyser (VNA))

Turntable
Angular 

Scale

Sample 

Holder

NanOsc. 

Waveguide

Sample (held against waveguide)

Bracket

Figure 4.9: Instrumentation upgrades for the VNA-FMR system. The sample is held in
a fixed vertical position against the NanOsc. waveguide with it now possible to rotate
the electromagnet from applying the field in the OOP direction, as shown, up to 15o

to the IP direction. A green dashed line is provided as a guide of the motion of the
electromagnets. The other possible configuration of this instrument is shown in Figure
4.7. Inset: A magnified view of the sample holder and waveguide arrangement.

A limitation of the improved setup is that the sample holder only permitted rota-
tion of the electromagnet (hence external field) of up to 15o from the OOP direction.
This was deemed sufficient for the investigation exploring PSSW dynamics reported in
Chapter 7. The waveguide was calibrated by taking a reference measurement that could
be subtracted from subsequent sample readings. This procedure enabled the instrument
to have the sensitivity required to measure a NiFe film of thickness of approximately
4.5 nm.
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4.3.3 RF Components and Concepts

Vector Network Analyser

The Vector Network Analyser (VNA) is the key component of the VNA- FMR setup
used in this project. It enables the RF properties of magnetic materials and devices
to be characterised in terms of S-parameters [231, 232], discussed later. It possesses
two or more ports each capable of being a source and receiver of a RF current and
can measure the transmission and reflection of this current over a broad frequency
range. The vector naming denotes its ability to determine not only the amplitude of
oscillation, but also its phase.

The VNA possesses several sources of error that must be minimised to enable low
signal to noise ratios to be achieved. These include issues with the matching of the
ports of the VNA and deviations from the ideal 50 Ω impedance paradigm. Moreover,
imperfect directivity of the bridges and couplers utilised to keep the incident and reflec-
tive signals isolated from each other can lead to additional uncertainty. Further errors
arise from the differing frequency response of the multiple receivers and issues with the
isolation between the ports. Ideally, the VNA would have infinite isolation between the
ports but this cannot be achieved practically as the bidirectional couplers will not have
perfect directionality, leaking some incident signal to the reflected receiver. This leak-
age manifests as sharp ripple effects in the data and is often referred to as ’cross-talk’.
As these errors are repeatable and systematic, the effects of the internal components
of the instrument on the measurement can be removed or compensated by calibrating
against known standards. In this project calibration was carried out through the SOLT
procedure; where a Short, Open, Load possessing 50 Ω impedance and Through circuit
are measured. After the system has been calibrated, a degree of drift from this calibra-
tion is expected due to temperature change for instance or loosening of connections in
day-to-day use. Therefore, frequent calibration is advisable [231, 233].

As previously mentioned, this measurement procedure relies on connecting to a
CPW to transmit RF current with low loss and little distortion into proximity with the
sample. An overview of the physics underlying transmission lines such as CPWs is
given in section 4.3.3.

S-parameters

S-parameters are used to describe the magnitude and phase relationships between in-
cident and reflected waves from the two ports of the VNA, which act as both source
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and receivers of RF current. They are widely used in the area of high frequency elec-
tronics as the high speed nature of the measurement renders transient quantities such
as voltage or current insufficient to describe the system [50, 232]. In this formalism,
the Smn is the transmission coefficient for a wave sourced at port n and received at port
m [234]. They are calculated as

Smn =
bm

an
(4.7)

where b and a are the power at the respective ports. From transmission line theory, S11

is defined as
S12 =

Z0 +Z
Z +2Z0

(4.8)

where Z is the impedance and Z0 is the characteristic impedance of the line. The
general form of these waves are directly measured as a function of frequency by the
VNA [235].

Transmission Lines

The presence of a perturbating microwave magnetic field is required to excite resonant
precession of the sample magnetisation. Therefore, a transmission line, a structure
designed to support the propagation of RF voltages and currents, is required. In the
absence of magnetic materials, the propagation of microwaves through the waveguide
is governed through the telegrapher’s equations [236]. A more detailed overview of this
physics and its application in VNA-FMR can be found in [224]. The key properties
of a waveguide for wave propagation are the resistance, inductance, shunt capacitance,
and conductance. Crucially, these parameters are highly susceptible to the environment
and material properties surrounding the transmission line [216].

In VNA-FMR, a type of planar transmission line known as a Coplanar Waveguide
(CPW) is used. Introduced by Wen in 1969 [215], this consists of a central signal
line with wider grounding lines on either side as shown in Figure 4.10. This structure
supports a quasi-transverse electromagnetic (quasi-TEM) propagation where the dom-
inant mode consists of the electric and magnetic fields propagating perpendicular to
the current direction [237]. The ground strips act to keep the field in close proximity
to the waveguide. This design is widely used in electronics, mainly due to the low
cross leakage allowing high current densities, low losses and ease of fabrication. Their
application to VNA-FMR derives from the oscillating magnetic field produced at the
surface of the waveguide ensuring that the propagating signal is sensitive to the exter-
nal environment, particularly the relative permeability µr and relative permittivity εr
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of materials in close proximity. The coupling between these properties and the waveg-
uide was first outlined by Barry [216]. When the resonant condition of a magnetic
sample is satisfied, the permeability of the sample (hence the external environment of
the waveguide) alters with this impacting the S-parameters [216]. It should be noted,
however, that CPW geometry can also lead to a broadening of the resonant line-width
due to the excitation of higher-order spin wave excitations [39].

Magnetic Field

Electric Field

G S G

Sample

Figure 4.10: A schematic of the Coplanar Waveguide (CPW) setup, the electric and
magnetic fields generated along with sample positioning. The labels G and S corre-
spond to the ground and signal lines respectively. This schematic is reproduced from
[50].

4.4 Ferromagnetic Resonance Simulations

Micromagnetics simulation software is an indispensable tool of modern magnetic re-
search [238]. It is vital to the study of magnetisation dynamics in particular due to the
rarity of analytical solutions to the central equation of motion for most magnetic sys-
tems, the Landau-Lifshitz-Gilbert equation (equation 3.10) introduced in section 3.1
[65]. Of the multitude of simulation platforms available, Mumax3 [239] was used in
this project as it is an open-source general purpose micromagnetics simulation soft-
ware designed for high performance calculations and typically utilised for large sim-
ulations. Furthermore, I had direct experience with this simulation software during a
secondment carried out at Thales Research and Technology with it also being widely
utilised in my research group. A key advantage of this software is that it is utilises the
Graphical Processing Units (GPUs) to accelerate the simulation to running times be-
yond that achievable by the sole use of the Central Processing Units (CPUs) [65, 239].
The motivation for this is that GPUs are capable of performing calculations in paral-
lel, minimising the time required to run detailed simulations compared to CPU based
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software [65]. Mumax3 operates through solving the classical Landau-Lifshitz equa-
tion and can model the effects of exchange and magnetostatic interactions, anisotropy,
thermal effects and spin transfer torque. However, it is limited to only considering the
case of perfect interfaces with zero roughness [239].

Mumax3 utilises the Finite-Difference Methods (FDM), a class of element solvers
which are the most direct way of discretising space employing a 2D or 3D grid of or-
thorhombic cells to solve partial differential equations (PDE). In such a way relevant
magnetic parameters can be assessed in different areas of the grid. Specifically, volu-
metric quantities such as magnetisation and effective field are solved in the centre of
each cell whereas coupling quantities such as the exchange interaction are considered
on the outer faces of each cell [239]. The dominant PDE is solved for a predetermined
set of regions with the boundary conditions applied at the nodes. The framework con-
necting the nodes, known as the grid or mesh, must have dimensions comparable or
smaller than half the exchange length (defined in equation 2.25) [239]. The continuous
PDE is discretised on a regular grid to permit efficient solution methods, making large
scale simulations accessible. This makes FDM particularly applicable for the mod-
elling of uniform geometries such as thin films. FDM solves the PDE in its original
form, thereby by increasing the accuracy of solution, with it therefore assumed that the
underlying physical conservation laws are satisfied [65, 240]. As FDM solves the PDE
by satisfying it at all nodes and the boundary conditions it is referred to as the strong

form of the solution. This means that the governing PDE is not modified prior to its
discretisation or solution [240].

An alternate approach is the Finite Element Methods (FEM), where the simulation
domain is discretised into finite elements. The solution to the governing equations is
evaluated at the nodes connecting the elements and the spatial variation within ele-
ments is estimated using polynomial interpolation. FEM are considered to be more
mathematically strict than FDM thus allowing the use of adaptive meshes that can
simulate complex geometries. This represents a significant advantage over FDM mod-
elling. The underlying operation of adaptive meshes are that for each time-step the
initial mesh is refined into areas where the magnetisation is non-uniform whereas ar-
eas with uniform magnetisation experience a coarsening (a removal of cells). This dy-
namic alteration of the mesh reduces the computational expense of these simulations.
An important divergence of this approach from FDM is that it solves the weak form
of a differential equation, whereby the equation is not required to hold for the entire
region. Instead, the residual of a suggested solution is measured. In cases where the
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residual is zero, the weak solution is considered to be equivalent to the strong classical
solution [240] [241].

Today, the prominent GPU-accelerated micromagnetic solvers are predominantly
based upon FDM as opposed to FEM techniques. This is likely due to the computa-
tional complexity and higher memory requirements of the FEM approach resulting in
only relatively simple problems being solvable on a reasonable time scale. To further
examine the adoption of numerical simulation techniques by the magnetism commu-
nity, the reader is guided to an excellent review by Leliaert [65].

4.4.1 FMR Simulation Techniques

Transverse Oscillating Field

It is possible to simulate FMR experiments through directly reproducing the physical
processes underlying this measurement. This involves modelling a time dependent
periodic sinusoidal microwave magnetic field at a fixed frequency perturbating the
magnetisation of a sample, with its dynamic response then recorded. However, despite
the conceptual simplicity of this approach, this technique is computationally expensive
[242] [243]. This is because in order to get a complete frequency-field heatmap the
sweeping both the oscillating field frequency and static magnetic field at each data
point is required.

Ringdown Method

The Ringdown method is an efficient method to determine the eigen-modes of a sys-
tem. It operates through applying a short-lived and sufficiently weak excitation field
to the sample, with its magnetisation dynamics then recorded as the system relaxes to
equilibrium. It is necessary to perform a Fourier Transform to convert the time domain
output of the evolution of the magnetisation to the frequency-domain [244].

Fast Fourier Transform

For the simulations performed in this project it was necessary to Fourier transform the
time-domain outputs to the frequency domain for further analysis to take place. It was
not possible to carry out a Fourier Transform analytically thus a discrete method known
as the Fast Fourier Transform (FFT) was utilised [245, 246]. The Power Spectral
Density (PSD) is given by
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Sx( f ) =| Fx( f ) |2 (4.9)

where

Fx( f ) =
N

∑
k≡1
〈Mx〉〈tk〉e−i2π f tk (4.10)

where f is the frequency, Mx indicates the macroscopic magnetisation in the x-
direction and tk = k∆t and k = 1,2, .....,N where N is the number of time steps ∆t

[243]. The amplitude spectrum can also be analysed which is given by | Fx( f ) |. When
using this protocol, it is important to consider the information lost in the discretising
process. FFT has a property where the maximum frequency that may be calculated is
the Nyquist frequency, given by

fmax =
fs

2
(4.11)

where fs is the sampling frequency [247]. In a highly varying power spectrum, the fs

needs to be much higher than periodicity for a smoother spectrum to recreate it. Oth-
erwise, an aliasing of the signal would occur meaning that a high frequency waveform
would appear low frequency [246, 248].



Chapter 5

Synthetic Antiferromagnetic
Dynamics

This chapter reports a comprehensive investigation on the fabrication and character-
isation of a series of Ferromagnetic (FM)/Nonmagnetic (NM)/FM trilayers coupled
through the RKKY interaction. The underlying physics of such trilayer structures and
the ramifications of this interlayer exchange coupling on the exhibited magnetic prop-
erties are described in section 2.7 and section 3.5 for the static and dynamic cases
respectively. The investigation reported in the following has recently been published
in Physical Review Applied [51].

This chapter is structured in the following way. In section 5.1 a discussion of the
fabrication and characterisation of a series of Ta/CoFeB/Ru/CoFeB stacks with either
Pt or Pd capping layers (dependent on the availability of Pt or Pd in the sputtering sys-
tem) is given. The choice of Co0.2Fe0.6B0.2 as the FM element of the structure was mo-
tivated due to its widespread use as a magnetic thin film for spintronic devices includ-
ing STT-MRAM [44], future write heads and wireless inductors [223]. The alloys of
CoFeB have a range of desirable properties including a large saturation magnetization
[49, 249], high resistivity [223], and high tunnel magnetoresistance values [123, 250,
251]. Ru was selected as the NM spacer layer material due to the high interlayer ex-
change couple strength JIEC supported by this element [41]. For comparison purposes,
the properties of a single CoFeB layer (SL), structure Ta(2 nm)/CoFeB(9 nm)/Pt(4 nm),
are also discussed. In section 5.2, the chapter proceeds to focus solely on the Synthetic
Antiferromagnet (SAF) form of these structures with the investigations on their Syn-
thetic Ferromagnet (SFM) counterparts reported in Chapter 6.

To date, much attention has focused upon SAFs, where an antiparallel arrange-
ment of the layer magnetisations occurs due to a negative interlayer coupling strength
(JIEC<0) [38] [41, 97]. In particular, these structures exhibit significantly different
resonant properties than those displayed by their constituent layers. In such systems,

109
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the resonance frequency is intermediate between natural ferromagnetically and antifer-
romagnetically ordered systems, with a high frequency optic mode (OM) introduced
[26, 40, 51]. This optic mode has been studied by several groups due to its potential to
significantly enhance self-biased ferromagnetic resonances towards the 100 GHz range
[48, 49]. In recent works, high OM frequencies ( f o

r ) were demonstrated by S. Li et al.
[48] where a zero field OM resonance of 11.32 GHz was reported. In Figure 5.1, a
schematic illustration of the resonant OM of a SAF is presented alongside the standard
acoustic (Kittel) mode (AM) exhibited by the SL case. The JIEC present in the SAF
system allows higher frequency dynamics to be supported than seen in the SL case.

FM

NM

FM

JIECFM

hrf

H

tx

ty

(a) (b)
SL

SAF

Figure 5.1: Magnetic precession due to a perturbation field hrf of a) a single FM layer
b) a SAF, with structure FM/NM/FM where the JIEC promotes an antiferromagnetic
layer magnetisation alignment and OM precession is supported. The thickness of the
FM layers are represented by tx and ty respectively. The red coloured layers are ferro-
magnetic, whilst the blue is the NM spacer layer.

The OM frequency has a contribution from the interlayer coupling, as discussed in
Chapter 3, which modifies the Kittel equation (equation 3.30) to the form

f o
r =

γ

2π

√
(H +Hex +Hk)(H +Hex +Hk +4πMs), (5.1)

where Hex is related to JIEC by the relation

Hex =
2JIEC

MS(tx + ty)
(5.2)

where tx and ty are the thickness of the FM layers [48].
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5.1 Sample Series

5.1.1 Sample Fabrication

The sample fabrication was accomplished using an AJA ATC 2200-V magnetron sput-
tering system detailed in section 4.1. The substrates employed were Si/SiO2, where the
oxide layer was of thickness 290 nm. No deliberate substrate heating was used either
during the deposition or as an annealing step. The full structure of the samples was
Ta(2 nm)/Co0.2Fe0.6B0.2 (5 nm)/Ru(tRu)/Co0.2Fe0.6B0.2(5 nm)/Pt(4 nm) or Pd(4 nm)
where tRu is the thickness of the Ru layer. The CoFeB layer thickness was selected
to be approximately one exchange length, defined in equation 2.25, where each layer
could be regarded as a macrospin which simplified the interpretation of the data al-
lowing the measurements to modelled analytically (as carried out in section 5.4). The
structure of the trilayers is shown schematically in Figure 5.2.

Pt/Pd

Co0.2Fe0.6B0.2

Ru

Ta

Si/SiO2

Co0.2Fe0.6B0.2

tRu

ty

tx

Figure 5.2: A schematic of the CoFeB trilayer stack with layer structure Ta(2 nm)/
Co0.2Fe0.6B0.2(5 nm)/Ru(tRu)/Co0.2Fe0.6B0.2(5 nm)/Pt(4 nm) or Pd(4 nm). The thick-
nesses of FM layers and the NM Ru spacer layer are denoted as tx, ty and tRu respec-
tively.

The purpose of the Ta was to act as an adhesion layer and Pt or Pd was used as a
capping layer to inhibit oxidisation of the films. The deposition of the Ta, CoFeB, Pt
and Pd layers was carried out using DC magnetron sputtering from either elemental or,
in the case of CoFeB, alloy targets. The motivations underlying the choices of sputter-
ing powers described in the following are discussed in section 5.1.1. The deposition
times of the layers were decided upon through a deposition rate calibration using X-ray
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Reflectivity (XRR), as discussed in section 4.2.1. The Ta and CoFeB layers were de-
posited at a power of 20 W, with the capping layer deposited at 100 W. The deposition
time for the Ta was 125 s and for the CoFeB layers 1100 s. The Ru layer was deposited
through a Radio Frequency (rf) sputtering at a power of 75 W. The deposition time for
the Ru layer was varied from 0 to 200 s to explore a tRu ranging from 0 nm to 3 nm.
This allowed the full range of RKKY phenomena to be explored. The base pressure
prior to deposition was less than 5×10−8 Torr, with no in-situ magnetic fields applied.
The working pressure of the Ar+ gas was between 3-4 mTorr for the CoFeB layers
(variation due to experimentally unavoidable plasma instabilities due to the magnetic
nature of the target) and set as 3 mTorr for the Ta, Ru and Pt layers.

Roughness Investigations

An investigation regarding the sputtering parameters that would provide the lowest
surface roughness for the Ta and CofeB underlayers was carried out using Atomic
Force Microscopy (AFM) as discussed in section 4.2.2. This study was motivated due
to the quality of the Ta and CoFeB underlayers being paramount concern due to the
fact that roughness in these layers could propagate into the Ru layer, with a subsequent
deleterious impact on the attainable interlayer coupling [252]. In this process, a range
of Ta and Ta/CoFeB films, with nominally identical thicknesses respectively, were
fabricated with differing sputtering powers ranging from 20 W to 50 W. The minimum
sputtering power investigated was 20 W as below this threshold a plasma could not be
maintained. The potential to further reduce layer roughness using substrate heating
was also explored, though ultimately this was not used to fabricate the studied samples
as explained below. The roughness (σfilm) was characterised through determining the
standard deviation of the height distribution of the obtained AFM image.

In Tables 5.1 and 5.2 the impacts of reducing the sputtering power along with sub-
strate heating on the roughness of the Ta and CoFeB layers are presented. It was found
that as the sputtering power was reduced the layer roughness was correspondingly low-
ered with smoother layer growth seen. Insightfully, it can be seen that the roughness
of the CoFeB is highly dependent on the properties of the Ta underlayer. The data
also demonstrate that increase of substrate temperature to 100 oC during deposition
does not provided any significant additional reduction in roughness. This motivates
the use of the lowest possible sputtering power (in this case 20 W) that will sustain
a stable plasma for the sputtering of these layers and a room temperature deposition.



5.1. SAMPLE SERIES 113

Further investigation was not deemed necessary to further optimise this stage of sam-
ple growth as the film roughness was comparable with that of the Si/SiO2 substrate at
(0.211±0.002) nm.

Deposition
Time (s)

Deposition
Temperature (oC)

Sputtering
Power (W) σfilm (nm)

49 0 50 0.569 ±0.005
125 0 20 0.1808 ±0.0005
125 100 20 0.1562 ±0.0003

Table 5.1: An investigation into the impacts of sputtering parameters on Ta layer rough-
ness.

Deposition
Time (s)

Sputtering
Power (W)

Ta CoFeB
Deposition

Temperature (oC) Ta CoFeB σfilm (nm)

125 1100 0 50 20 0.576 ±0.002
125 1100 0 20 20 0.1411±0.0003
125 1100 100 20 20 0.390 ±0.003

Table 5.2: An investigation exploring the impacts of sputtering parameters on CoFeB
layer roughness.

The Ru layer was deposited through RF sputtering, made necessary by the require-
ment that this layer possess a high quality yet be ultrathin ( . 1 nm) . In particular, it
was found through vector Vibrating Sample Magnetometry (VSM) measurements (see
section 4.2.3) that DC sputtering, even in the case where the power was reduced to the
minimum limit to maintain plasma, was unable to create a sufficient quality of inter-
layer to establish AF interlayer coupling. In order to determine the optimal sputtering
power, a range of conditions between 15 W and 75 W were investigated. From VSM
measurements, a magnetometry technique discussed in section 4.2.3, it was demon-
strated that AF coupling was established between the FM layers only in the 75 W case.
The reader is referred to Figures 5.4a, 5.11 and 6.3 for examples of the hysteresis loop
of SL and trilayers with AF coupling (SAF) and FM coupling (SFM) respectively.
Given the relatively large deposition times required to create ultrathin Ru layers, up
to 200 s for the deposition of a Ru layer with thickness 3 nm, the use of a sputtering
power of 75 W was chosen as the most appropriate optimisation between the following
criteria i) a reduction in sputtering power could introduce contaminants to this ultrathin
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layer ii) an increase to sputtering power to reduce deposition time would result in an
increase of layer roughness.

5.1.2 Sample Characterisation

In this section, a report of the characterisation undertaken on the properties of the
layers of the stack is given. Firstly, a discussion of the characterisation performed on a
single layer CoFeB thin film, stack structure Ta(2 nm)/Co0.2Fe0.6B0.2(9 nm)/Pt(4 nm),
is provided. As the selected ferromagnetic element of the trilayers it was crucial to
characterise the fundamental magnetic properties of this material. The latter part of
the discussion presents the variation of the properties of the Ru layer of the stacks with
deposition time.

CoFeB Characterisation

The layer structure of SL was determined using XRR. The data were fitted to a Fresnel
model using the GenX software package as outlined in section 4.2.1. All measurements
were performed over a 2θ range of 0.1o–8.0o with a step size of 0.01o. The fitting
was performed until the reduced χ2 figure of merit was optimised. The results of this
analysis can be seen in Table 5.3 and Figure 5.3. In particular, the variation of the SLD
throughout the film thickness is presented in Figure 5.3b showing the expected trilayer
structure. It is seen that the Ta, CoFeB and Pt densities are in agreement with literature
values [253] with low layer roughness also achieved. The roughness of the layers are
also similar to that reported in other literature reports concerning CoFe alloys [252,
254].
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Figure 5.3: Structural characterisation of single layer CoFeB thin film with nominal
structure Ta(2 nm)/ CoFeB(9 nm)/Pt(4 nm), referred to as SL in the main text. a) XRR
measurement b) SLD profile as derived from the model fit to the XRR measurement
as a function of distance from the substrate z. The overlaying colours represent the
different layers corresponding to the colouring in Figure 5.2. The FOMLog of the
displayed fits were of order ×10−2.

Layer Thickness (nm) Roughness (nm) Density (Å3)

Ta 2.5 0.5 0.052

CoFeB 8.8 0.9 0.017

Pt 4.4 0.7 0.068

Table 5.3: Layer properties of the single CoFeB layer with structure Ta(2 nm)
/CoFeB(9 nm)/Pt(4 nm) referred to as SL in the main text, as characterised by XRR
and modelled using GenX.

The static magnetic properties of SL were explored using VSM. Figure 5.4 shows
that the CoFeB possessed a MS of 1300 emu/cm3, as expected from literature [48,
51]. For the range of layer thickness studied in this project, CoFeB possessed an IP
magnetisation. In addition to the expected magnetic properties it was noted that an
IP uniaxial anisotropy was present in all SL samples. In Figure 5.4a, the uniaxial
anisotropy is demonstrated where an EA and HA is exhibited with IP rotation by VSM
measurement at room temperature. Furthermore, Figure 5.4b displays the variation of
the coercivity with IP rotation due to this uniaxial anisotropy. This uniaxial anisotropy
was found despite no deliberate conditions being employed to induce a preferential
magnetisation direction. Indeed, as the sample holder was rotated throughout the de-
position the formation of any anisotropy induced by the deposition process should have
been suppressed, though may not have been eliminated entirely [255, 256]. The uni-
axial anisotropy Hk was found to be (58±2) Oe by an analysis of the anisotropy field
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as detailed in section 2.4.4. It can therefore be concluded that this is likely to be an
intrinsic property of the material, as previously reported by Hindmarch et al. [257].
In his report, the origin of this anisotropy is ascribed to an interfacial anisotropy that
propagates throughout the bulk of the material during film growth.

(a) (b)

Figure 5.4: IP uniaxial anisotropy of a single layer CoFeB thin film, referred to as
SL in main text. (a) M-H loops taken at room temperature with the the external field
applied IP along the EA and the HA (b) Variation of Hc with IP rotation angle.

The dynamic properties of SL were investigated through VNA-FMR spectroscopy
at room temperature with the magnetic field applied in the plane of the samples. The
VNA-FMR measurement procedure is described fully in section 4.3 and the reader
should note that for the measurements reported in this chapter the Picoprobe setup was
utilised. The resonant properties of the sample can be seen in Figure 5.5, where the
S12 profiles at a range of applied fields are shown along with 2D maps of the resonant
fields as a function of applied field and frequency provided by the VNA source. It is
seen that an AM resonance is excited across the field range, as expected, which was
fitted using equation 3.30. From use of equation 3.37, the Gilbert damping parameter
was extracted as (0.01±0.001). This compares well with literature expectations [250].

Due to presence of the IP uniaxial anisotropy, it is also of interest to study the
impact of IP rotation with respect to the applied field upon the dynamics of the CoFeB
film. This involved observing the peak amplitude and linewidth of the resonant spectra
in cases where the external magnetic field was applied along the EA and HA of the
uniaxial anisotropy. The rotation was carried out by re-positioning the sample on the
waveguide, with respect to the marked EA direction. The impacts of this investigation
upon the resonant dynamics is shown in Figure 5.6.
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Figure 5.5: The resonant dynamics of a single layer CoFeB thin film, referred to as SL
in main text. a) S12 absorption profiles for different applied fields b) 2D maps of the
resonant spectra and modelled behaviour of the AM which, as expected, is the only
mode excited.

(a) (b)

Figure 5.6: Impacts of the IP uniaxial anisotropy on the resonant dynamics of a single
layer CoFeB film, referred to as SL in main text. In these cases, the external field
is applied in-plane along the EA or the HA. The impact of effect of negative field
only is shown, with the effect replicated in positive field. a) The peak amplitude of the
resonance with applied field. b) The variation of the linewidth ∆ f with applied external
field. The HA value at 0 Oe is not shown as in this configuration there is no measured
resonance. The error bars are within the symbols for some data.

The resonant frequency was found to be invariant to the IP rotation. Due to the fo-
cus of this chapter on the SAF OM dynamics which are only realised at low fields and
the comparatively small value of the anisotropy field we consider only a field range
up to 900 Oe (in magnitude). From Figure 5.6(a), it can be seen that the magnitude
of the peak amplitude of the resonance decreases slightly when the applied field is di-
rected along the HA as opposed to the EA. This effect is most stark at zero applied
field, as expected, where no resonance signal is exhibited when the applied external
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field is directed along the HA. This can easily be understood, as outlined in section
3.2, as the perturbation field hrf must be applied perpendicular to the direction of mag-
netisation of the sample for ferromagnetic resonance to occur. Therefore, when the
sample HA is aligned along the applied field direction, by definition the EA is parallel
to the direction of hrf. Thus, in the absence of a biasing magnetic field capable of
realigning the magnetisation perpendicular to hrf, ferromagnetic resonance cannot be
achieved and no signal will be measured. It is also clear from Figure 5.6(b) that the
linewidth is largely invariant to the angle of applied field, excepting the zero applied
field case. Furthermore, in both cases the linewidth increases at low field, consistent
with literature reports [224].

Ru Layer Characterisation

The layer structure of the fabricated trilayer series was determined using XRR. The
deposition parameters of the stacks are provided in section 5.1.1, and it is restated for
clarity that tRu was varied between 0 nm to 3 nm. The properties of the Ru layer were
of particular interest due its central importance to the interlayer exchange coupling
achievable in the trilayers. Figure 5.7 presents the variation of tRu and the correspond-
ing roughness of the Ru layer (σRu) with Ru layer deposition time. It can be seen that
two distinct growth regimes are observed as Ru layer thickness increases. These data
support a hypothesis of an initial island growth stage which subsequently coalesces
to form a continuous Ru film at ≈1 nm thickness. These findings concur with that
reported by Li et al. for a similar material system [258]. The roughness of the Ru
layer decreases with deposition time as expected from this growth model. The aver-
age roughness in the island growth regime is 1.1 nm and in the continuous regime it is
0.6 nm.
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Figure 5.7: The variation of tRu and associated σRu of the Ru layer as derived from
XRR for a range of deposition times. The dashed lines are a guide to the eye.

5.2 Synthetic Antiferromagnets

In this section, the properties of samples with a tRu which supports an AF interlayer
exchange coupling are investigated. As can be seen in the given spectra (Figure 5.8),
a number of high frequency zero field optic modes were observed as tRu was varied.
This data was produced from fitting the zero field S12 measurements obtained using the
VNA-FMR. The exhibited zero field resonant frequencies of the sample series range
from (2.8±0.1) GHz for the SL case to (21.13±0.01) GHz, the highest frequency optic
mode observed in the studied sample range. Notably this is the highest zero field optic
mode observed in a SAF to date [51], approximately twice that of the previous record
at 11.32 GHz [48]. The importance of high frequency resonances at zero applied field,
as explained in Chapter 1, arises from the need to remove the requirement of large
magnetic fields for fast operational speed to allow high density, energy efficient and
low cost next generation devices.

Furthermore, the various JIEC exhibited by the samples as a function of tRu were
explored and is presented in Figure 5.9. This parameter was investigated through use
of equation 2.46 restated here as equation 5.3 for clarity

JIEC = MSHSat
txty

tx + ty
. (5.3)

This method is only a valid assessment of the strength of the AF coupling and cannot
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Figure 5.8: Zero field optic mode resonant frequencies ( fr) achieved in synthetic anti-
ferromagnets with different Ru layer thickness tRu. The dashed red line represents the
zero field fr achieved in the case of a single layer CoFeB thin film, referred to as SL in
main text. The frequency error bars are within the marker size for some data.

be used to determine the strength of FM coupling, as it considers only the variation of
the saturating field which does not alter to a great extent in the case of FM coupling.

As expected, the evolution of JIEC with tRu mirrors the zero field optic mode fre-
quencies presented in Figure 5.8. Furthermore, it can be seen that the first and second
AF peaks of RKKY interaction observed at tRu= 0.6 nm (Ru deposition time 30 s) and
tRu= 1.1 nm (Ru deposition time 120 s). Contrary to expectations, where the RKKY
interaction is anticipated to be strongest at the first AF coupling peak [41], these data
show that JIEC is only slightly reduced at the second AF coupling peak. This is as-
cribed to the smoother Ru interface, as shown in Figure 5.7, possessed by the sample
at the second RKKY coupling peak. This finding suggests that improvements in film
growth could further enhance AF coupling strength. Moreover, the measured oscil-
lation period shown in Figure 5.9 compares well with literature expectations [259],
where the theoretical period is calculated to be ≈ 0.5 nm using equation 2.42 and the
experimentally determined value is Λ ≈ 0.7 nm. The discrepancies in these values is
most likely a result of the interfacial roughness which can have the effect of broadening
the interlayer coupling peaks along with introducing an asymmetry [45].
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Figure 5.9: The magnitude of JIEC of the trilayers with varying thicknesses of Ru tRu
acting as the NM spacer layer. The experimentally measured wavelength Λ of the
RKKY interaction is shown. Inset: Evolution of Hc of the trilayers with varying tRu.

The variation of Hc, a concept of introduced in section 2.6. with tRu is plotted in
the inset of Figure 5.9 shows that the AF coupling is correlated with an variations in
Hc. This behaviour is readily understood as AF coupling provides an additional energy
term (JIEC) which must be overcome to align layer magnetisation of the structure with
an applied magnetic field.

In the following, a discussion of the samples displaying maximum AF coupling on
the first and second AF peaks is available. Specifically, as aforementioned, this was
found in the case of Ta(2 nm)/Co0.2Fe0.6B0.2 (5 nm)/Ru(0.6 nm)/Co0.2Fe0.6B0.2(5 nm)/
Pt(4 nm) and Ta(2 nm)/Co0.2Fe0.6B0.2 (5 nm)/Ru(1.1 nm)/Co0.2Fe0.6B0.2(5 nm)/Pd(4 nm),
referred to as SAF1 and SAF2 in the following respectively. As stated earlier, differ-
ent capping layers are used due to availability in the sputtering system at the time of
fabrication and do not impact the presented measurements.

5.2.1 Structural Characterisation

The structural analyses provided by XRR specific to SAF1 and SAF2 are shown in
Figure 5.10. For comparison, the XRR analysis of the SL is available in Figure 5.3.
From Figures 5.10(c-d), it can be seen that the values of the SLDs of the constituent
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layers of the SAFs are in agreement with that determined from XRR analysis of the
SL case. However, there is a clear evolution in the SLD profile derived for SAF1 and
SAF2. Specifically, it is clear that the Ru layer is continuous in the case of SAF2 with
the presence of a noticeable change of SLD compared to the adjacent CoFeB layers
in addition to a linear gradient presented at the transition between the layers. Further-
more, the SLD of the two CoFeB layers present in SAF2 are similar. In the case of
SAF1, however, the SLD does not change for the Ru layer compared to the underlying
CoFeB layer and the CoFeB layer grown on the Ru layer possesses a significantly de-
creased SLD, roughly half than that of the lower CoFeB layer. This is postulated to be
due to the island growth nature of the Ru layer in SAF1, and these differences between
SAF1 and SAF2 are in accordance with the two regimes of Ru growth postulated in
section 5.1.2 and evidenced in Figure 5.7. The impact of this roughness, specifically
the linewidth and peak amplitude on the resonant dynamics of SAF1 and SAF2, is
discussed in section 5.6. The reader should note that the slight differences in Ta layer
thickness shown in Figure 5.10(c-d) is not expected to have impacted the findings due
to this material only acting as a seed layer to promote adhesion of the CoFeB to the
Si/SiO2 substrate.
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Figure 5.10: Structural characterisation of the SAF thin films using XRR for Ru layer
thickness tRu (a) tRu = 0.6 nm (SAF1) (b) tRu = 1.1 nm (SAF2). (c-d) Corresponding
SLD plots as a function of distance from the substrate z as derived from fitting the XRR
measurement to the structure shown in Figure 5.2. The FOMLog of the displayed fits
were of order ×10−2.

5.2.2 Static Properties

The static magnetic properties of the SAF samples were investigated using IP VSM
measurements at room temperature. The IP M-H hysteresis loops for SAF1 and SAF2
samples are presented in Figure 5.11, which presents the evolving magnetic profiles
of the films with increases in Ru thickness. For comparison, the M-H hysteresis loop
exhibited by SL is available in Figure 5.4.

In the case of SAF1 and SAF2, the presence of an AF coupling between the FM
layers has a dramatic impact on the static properties of the films compared to the SL
case. In particular, in the SAF case the net magnetisation reduces as the external field
is decreased from saturation until a plateau is reached where an antiparallel alignment
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Figure 5.11: M-H hysteresis loops of the SAF thin films taken at room temperature
with the external field applied along the EA or HA. The Ru layer thickness (tRu) of the
SAFs are (a) tRu = 0.6 nm (SAF1) (b) tRu = 1.1 nm (SAF2). Inset: Magnified view of
the hysteresis loop with the same axes labels as used on larger graphs.

of the layers is established. The finite value of the magnetisation in this anti-parallel
state is due to small differences of the magnetisations of the two FM layers which is
experimentally unavoidable. The saturating field for SAF1 is≈ 5 kOe whilst for SAF2
it is ≈ 6.5 kOe. This is significantly larger than ≈ 2 kOe reported in previous works
[48], leading to the supposition that these samples also have large JIEC, and possibly
the highest Hex demonstrated to date [254].

5.3 Dynamic Characterisation

The dynamic properties of the samples were measured using VNA-FMR at room tem-
perature with the static magnetic field applied along the plane of the samples. The
resonance was characterised using the VNA S12 absorption parameter. Figure 5.12(a-
b) present examples of individual spectra measured using applied magnetic fields of
0 Oe, 1 kOe and 8 kOe for each SAF sample investigated with corresponding 2D res-
onant spectra as a function of frequency and field shown in Figure 5.12(c-d). These
applied magnetic field values were chosen to display the dynamic properties of each of
the magnetic configurations achievable in these SAF structures. From measurements
of the SL shown in Figure 5.5, it is seen that only the conventional AM is excited as
expected, whilst in the case of SAF1 and SAF2 shown in Figure 5.12 both AM and
OM are exhibited. These measurements present the range of frequencies over which
both the AM and the OM occur, and exhibit a zero field OM of (18.2±1.2) GHz in the
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case of the first AF maxima (SAF1) and (21.13±0.01) GHz at the second AF maxima
(SAF2), contrasting with the zero field SL resonance of (2.8±0.1) GHz which is due
to the presence of a finite Hk.

It is clear that for the SAF samples there are three regions of distinct dynamic be-
haviour which are determined by the applied magnetic field. In the high field (region
I) of SAF1 and SAF2 and at all fields in the SL case only the conventional AM res-
onance is excited. As the applied field is reduced (in magnitude) the magnetisation
vectors undergo a reoriention from a parallel to antiparallel alignment (region II) and
a dual mode is exhibited, whilst for low applied fields only the OM associated with
antiparallel alignment is obtained (region III). An AM is not excited in the AF config-
uration due to the magnetisation vectors resonating in-phase but in opposite direction
thus cancelling out any experimentally measurable response (essentially antiferromag-
netically phase locked) [48] [260]. It is also shown that the OM persists at much higher
fields than has been previously reported, with the OM extinguished at an applied field
of ≈ 1400 Oe in the case of SAF2 as opposed to the 300 Oe field value seen in other
literature reports [261].
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Figure 5.12: S12 absorption profiles for different applied fields for SAF possessing
tRu (a) tRu = 0.6 nm (SAF1) (b) tRu = 1.1 nm (SAF2). The resonant linewidth ∆ f
is highlighted. 2D maps of the resonant spectra and modelled behaviour of the AM
(orange dashed line) and OM (green dashed line) are displayed for (c) SAF1 (d) SAF2.
The three magnetisation regimes are highlighted: region I where the magnetisations
of the layers are ferromagnetically aligned, region II where the magnetisation of each
layer are undergoing a spin flop reorientation and region III where the magnetisations
are in an antiferromagnetic configuration.

5.4 Analytical Modelling

To allow the study of the resonant frequencies of the SAF samples an analytical model
for coupled magnetic thin film trilayers developed by Rezende et al. [172] and Wigen
et al. [171] was utilised. Consistent with the dynamic behaviour displayed in these
data, the model describes the resonant modes of a SAF structure undergoing a spin flop
process from an AF to FM alignment. Mathematically, for increasing field, the spin
flop regime (region II) where the magnetic vectors begin to reorient from antiparallel
(region III) to parallel alignment commences at

HSF =
√

Hk(2Hex +Hk) (5.4)
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where Hk is the uniaxial anisotropy field and Hex has been defined previously in equa-
tion 5.2. The field required to align the magnetisation of each layer in parallel is defined
as

HSat = 2Hex−Hk. (5.5)

The angle of the magnetisation vectors during the reorientation from AF to FM align-
ment with increasing field is defined as

sinθ =
Hext

2Hex−Hk
(5.6)

where θ is the angle of the magnetisation vectors from the EA of the IP anisotropy,
which in this model is assumed to be along the direction along which Hext is applied.
In the case of the antiferromagnetically coupled regime (H<HSF), the resonant fre-
quencies of the resonant modes are given by

f± =
γ

2π

√
H2

ext−H2
k +(Hk +Hex)(2Hk +4πMS)± [H2

ext(2Hk +4πMs)

(2Hk +4πMS +4Hex)+H2
ex(4πMS)2]

1
2

(5.6)

where f+ ( f−)is the OM (AM) resonant frequency. In the spin flop region (HSF<Hext<HSat),
the resonant frequencies are modelled as

f± =
γ

2π

√
[2H2

ex +Hk(Hex +4πMS)]sin2
θ+(Hex +4πMS)(Hex−Hk)−H2

ex

±Hex[(2Hex +8πMS +Hk)sin2
θ− (Hk +4πMS)]

(5.7)

where, conversely, f+ ( f− )is the AM (OM) resonant frequency. In the saturated regime
(Hext>HSat), the acoustic mode is described by equation 3.30 with an OM resonance
having the form

f o
r =

γ

2π

√
(Hext +Hk−2Hex)(Hext +Hk−2Hex +4πMS). (5.8)

As shown in Figure 5.12, this analytical model successfully reproduces the ma-
jor features of the experimentally measured resonances; with parameter optimisation
performed using a least squares fitting procedure between the measured and modelled
AM present in the saturated and spin flop regime. The parameters obtained from the
model are presented in Table 5.4. The values for Hk and Hex can be extracted by this
approach, a notable feat given the similar effects that Hex and Hk can have on static
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measurements and OM frequencies meaning that these parameters are typically diffi-
cult to deconvolute.

Magnetic Parameters
Sample g MS (emu/cm3) Hk (Oe) FMR: Hex (Oe) VSM: Hex (Oe)

SL 2.03 1300 58 - -
SAF1 2 1300 30 1950 1980
SAF2 2 1300 30 2300 2580

Table 5.4: Parameters extracted from fitting the FMR data to the analytical model put
forth by Rezende et al. [172]. The effective coupling from VSM measurement was
obtained from use of equations 5.2 and 5.3.

However, the modelled OM frequency is greater than that measured for both SAF1
and SAF2, specifically 22.4 GHz and 24.4 GHz respectively. The model also does not
capture the behaviour of the OM throughout the spin flop phase (region II) with a
field insensitive resonance with diminishing intensity observed experimentally. The
discrepancies between the experimental measurements could be due to the presence of
additional contributions in the spin flop and antiparallel regimes that are unaccounted
for in the model. These include effects such as the role of lateral spin transport due
to local variations in the interfaces present within the system and spin pumping [262,
263].

The fitted FMR data shows that two characteristics are needed to achieve enhanced
OM resonant frequencies: namely an IP uniaxial anisotropy and RKKY coupling be-
tween the two FM layers. The effective interlayer coupling Hex extracted from mod-
elling the FMR data are in good agreement than those obtained from VSM measure-
ment and among the highest seen to date [48]. This supports the analytical extraction
of Hex from the static and dynamic measurements. The closer agreement between these
two values for SAF1 compared with SAF2 could possibly be due to dynamical effects
that may influence higher frequency dynamic behaviour to a greater degree, such as
spin transport related phenomena. The model also predicts the presence of a small
IP uniaxial anisotropy, which has been experimentally observed from rotational VSM
measurements, as shown in Figure 5.4. The model of the AM for SAF1 and SAF2
indicates that Hk is approximately half the value of that was found for the SL. Analy-
sis of the g-factor shows that a value of 2.03 provides a better fit to the SL dynamics
whereas a value of 2.00, the lower boundary, is optimum in the case of the SAF sys-
tems. Further impacts of the effects of this uniaxial anisotropy on resonant dynamics
of the SAFs are outlined in section 5.6.
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5.5 Gilbert Damping

The Gilbert damping parameter, α, of the SAF samples have also been extracted using
the ∆ f , as shown in Figure 5.12, and equation 3.37. The α of SAF1 was found to be
(0.011± 0.001) and for SAF2 it was (0.008± 0.001). This parameter was evaluated
only for the AM, as the OM occurs at roughly the same linewidth for the narrow range
of fields where it is observed. Hence, the determination of the damping from the OM
mode using this method is not possible. It is interesting that the α of SAF1 is greater
than that of SAF2, a finding possibly related to the island grown nature of the Ru layer
in the prior case. More detailed discussions regarding this finding are available in
section 5.6.

5.6 Impact of Uniaxial Anisotropy on Optic Mode Dy-
namics

The effects of the uniaxial anisotropy on the resonant dynamics of the OM, specifically
the peak amplitude and linewidth, exhibited by SAF1 and SAF2 samples has also been
explored. Similarly to the SL case, the resonant frequencies displayed were found to
be invariant to the IP rotation. For this investigation, similarly to the examination of
SL presented in Figure 5.6, the IP externally applied static magnetic field was applied
along the EA and HA of the SAF samples. In Figure 5.13, the effects of this uniaxial
anisotropy on the peak amplitude and ∆ f of the OM resonances of SAF1 and SAF2
are presented.

It is evidenced that there is a significantly greater impact of IP rotation on the reso-
nant dynamics in the SAF cases than the SL case. Interestingly, it is demonstrated that
the dependence of both the peak amplitude and linewidth on the IP rotation increases
as the applied field reduces. The behaviour of the peak amplitudes of the resonances
of the SAFs is consistent with that exhibited by SL with the peak amplitude reduc-
ing (in magnitude) when the applied field is directed along the HA as compared to
the EA. Furthermore, the variation of the peak amplitude in each SAF case is broadly
consistent in the two applied field directions.

From an examination of Figure 5.13(c-d) it is seen that the linewidth of SAF1 is
much more dependent on the direction of the external field and its magnitude than
SAF2. The linewidths of SAF1 and SAF2 can also be compared from a considera-
tion of the external field directed along the EA only. It is clear that whilst in the spin
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(a) (c)

(d)(b)

Figure 5.13: Impacts of the IP uniaxial anisotropy on the resonant dynamics of the SAF
films with Ru layer thickness 0.6 nm (SAF1) and 1.1 nm (SAF2). In these cases, the
external field is applied IP along the EA or the HA. The variation of the peak amplitude
with applied external field H of a) SAF1 and b) SAF2. (c-d) The corresponding vari-
ation of the linewidth ∆ f with applied external field. The two magnetization regimes
where an optic is present are highlighted: region III where the magnetisations of the
layers are antiferromagnetically aligned, and region II where the magnetisation of each
layer is undergoing a spin-flop reorientation. The error bars are within the symbols for
some data.

flop phase (region II) the linewidths of the optic modes of SAF1 and SAF2 are sim-
ilar as the layer magnetisations of the SAFs enter the antiferromagnetically aligned
regime (region III) the OM exhibited by SAF1 has a much greater linewidth than that
presented by SAF2. It is of particular interest that this should be the case when the
interlayer coupling is the dominant energy of the system, due to the applied field and
its associated Zeeman energy being low in this region. It is likely that the difference in
resonant linewidth exhibited by SAF1 and SAF2 is correlated to the observed change
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in Ru growth mode and layer roughness from SAF1 to SAF2, as demonstrated by Fig-
ure 5.7. However, to verify this hypothesis more detailed simulations than the simple
analytical models reported here are necessary.

5.7 Chapter Summary

In summary, in this chapter the fabrication and characterisation of CoFeB/Ru/CoFeB
multilayers along with a characterisation of the constituent layers is reported. Impor-
tantly, it has been shown that the CoFeB material has a natural uniaxial anisotropy,
which impacts its static and dynamic magnetic response. It has been shown, as ex-
pected, that the OM frequencies supported by SAFs varies with Ru layer thickness.
This presents one way to fabricate advanced tailored materials capable of supporting a
range of zero field high frequency dynamics. Furthermore, this work has demonstrated
the highest OM resonant frequencies in SAFs at zero applied magnetic field reported
to date [51]. The measured resonant frequencies at zero field were (18.2± 1.2) GHz
and (21.13±0.01) GHz for samples on the first and second AF peaks of the RKKY in-
teraction respectively. This is approximately an order of magnitude increase compared
to the resonance frequency of a single CoFeB layer (2.8± 0.1) GHz. Furthermore, it
has been shown that smoother CoFeB/Ru interfaces offers a route to enhancement of
frequencies attainable from SAF structures. Indeed, the correlation of structural, static
and dynamic characterisations that has been presented highlights the exploitation of
the second, and possibly also higher order, AF RKKY peaks to enhance the zero field
resonant frequency of synthetic antiferromagnetic systems into the 10s GHz range.

An analytical model can successfully reproduce all the major features of the dy-
namic response of the SAF samples on the first and second AF RKKY peaks. The pa-
rameters obtained from the model are in good agreement with the data though there are
small differences between the model and static (VSM) measurements. Furthermore,
there are slight changes in the modelled g-factors, with SAF1 and SAF2 displaying a
g-factor of 2 in contrast of the 2.03 displayed by SL. This reduction could be attributed
to the intermixing of FM layer with the NM Ru layer or the breaking of inversion sym-
metry [264]. The importance of a uniaxial anisotropy to the OM dynamics has also
been explored, with the impact of IP rotation on the resonant dynamics detailed.



Chapter 6

Synthetic Ferromagnetic Dynamics

This chapter details an investigation of the dynamical properties of Synthetic Ferro-
magnets (SFMs). These structures possess the same
Ferromagnetic (FM)/Nonmagnetic (NM)/FM structure as the widely studied Synthetic
Antiferromagnets (SAFs), but describe the case where the NM layer thickness pro-
motes a parallel alignment of the layer magnetisations. By definition in this case the
interlayer exchange coupling strength is positive (JIEC>0). The studied films are of the
same series as that described in Chapter 5, specifically the cases where FM coupling
is observed with an Ru deposition time of 90 s, 100 s and 110 s, with a discussion of
the fabrication and characterisation processes performed available in section 5.1. Fur-
thermore, the magnetic properties of a single CoFeB layer (SL) are also reported in
Chapter 5. The study presented in this chapter has recently been published in Physical
Review B [52].

Despite having been widely utilised in quasi-static spintronic devices [44, 265,
266], key aspects of the resonant dynamics of SFMs remain unexplored. It has been
reported that in the case where there is the presence of a weak FM interlayer exchange
coupling along with a difference in layer magnetisation (∆M) a double resonance is
exhibited [40, 44, 265]. This double resonance consists of a lower frequency Acous-
tic Mode (AM) and a higher frequency Optic Mode (OM), with a schematic of the
resonant dynamics of each case presented in Figure 6.1. The AM and OM labelling
refers to the phase relationship between the two precessing magnetic layers where for
the AM the layer magnetisation precess in-phase (phase difference ∆φ = 0o) and for
the OM the layer magnetisation precess out-of-phase (∆φ = 180o) [40]. A thorough
description of the dynamics of multilayers subject to interlayer coupling is available in
section 3.5.

There remains a severe deficiency in the understanding of SFM dynamics beyond
these observations, however. Specifically, the effect of varying (i) the JIEC and ii) the
∆M on the two resonant modes of the SFM system has not been investigated system-
atically. Moreover, the impacts of these parameters on the phase difference of the
two resonances remains to be explored. It has been previously reported that for the
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Figure 6.1: The evolution of JIEC for a FM/NM/FM trilayer with NM layer thickness
(tNM). JIEC oscillates between promoting a FM or an AF layer magnetisation align-
ment. Usually, the first FM maxima occurs close to 1 nm with the magnetic layers
decoupled at approximately 3 nm. The inset shows the resonant dynamics supported
by a SFM. An OM is seen in addition to the AM only in cases where there is a differ-
ence in the layer magnetisation of the FM layers.

manifestation of an OM in a SFM to occur the constituent FM layers must possess sig-
nificantly different magnetic properties [44], thus hampering the range of experiments
that can be performed. This has been a significant impediment to the study of SFM
dynamics, especially in the case where the desired system must possess similar FM
layers. This is a key technological requirement for a range of devices such as the free
layer in Spin Orbit Torque (SOT-) or STT-MRAM [44, 267].

Here, the dynamic properties of Ta/Co0.2Fe0.6B0.2/Ru/Co0.2Fe0.6B0.2/Pd stacks ex-
hibiting magnetic properties consistent with interlayer exchange coupling on the first
FM RKKY peak are reported. The physics of the SFM resonances are elaborated upon
with the interlayer coupling strength and the magnetisation difference of the ferromag-
netic layers extracted. Additionally, the developed methodology permits the phase re-
lations between the resonant modes of the individual layers to be accurately quantified.
This work was aided by a collaboration with Mr Y. Li, who contributed significantly
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to the simulation aspects of the investigation.

6.1 Structural Characterisation

The structure of the SFM samples was examined using X-ray Reflectivity (XRR) as
outlined in section 4.2.1. The reader is referred to section 5.1 for further character-
isation of the constituent layers of the stacks. SFMs exhibiting magnetic properties
consistent with a positive JIEC on the first FM coupling peak, that is a FM hystere-
sis behaviour, a double resonance exhibited in dynamic measurements and a Ru layer
thickness between that of the samples displaying the first and second instances of AF
coupling as discussed in Chapter 5, were found in the case of where Ru layer was
deposited for 90 s, 100 s and 110 s and are referred to as SFM1, SFM2 and SFM3
respectively. As there is no discernible difference in the Ru layer thickness of these
stacks from XRR measurement, the Ru layer thicknesses was instead determined from
a calibration of thickness and Ru layer deposition time, as presented in Figure 5.7.
From this analysis, SAF1, SAF2 and SAF3 were found to have tRu= 1.03 nm, 1.07 nm
and 1.10 nm respectively. The XRR measurements of the SFM samples and the cor-
responding structural SLDs can be seen in Figure 6.2. From the presented SLD plots
(Figures 6.2(d-f)) it can be seen that the structure of the SFM samples are consistent
with similar SLD profiles obtained. Importantly, well defined layers are evidenced.
From comparisons with the XRR measurements of SL (Figure 5.3(b)) and SAF cases
(Figure 5.10(c-d)) it can be seen similar SLD values for each constituent layer has been
derived, as expected.
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(b)

(c)

Figure 6.2: Structural characterisation of the SFM samples using XRR for a) tRu=
1.03 nm (SFM1) b) tRu=1.07 nm (SFM2) and c) tRu=1.10 nm (SFM3). Corresponding
SLD plots as a function of distance from the substrate z, as derived from fitting the XRR
measurement to the structure shown in Figure 5.2 for d) SFM1 e) SFM2 f) SFM3. The
FOMLog of the fits is of order 10−2 in all cases.
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6.2 Static Characterisation of SFMs

Static magnetic measurements were performed on the samples using vector Vibrating
Sample Magnetometry (VSM), as described in section 4.2.3. Figure 6.3 shows the IP
hysteresis loops for the three SFM samples and two reference single layer films. Ta-
ble 6.1 summarises the saturation magnetisation values obtained from measurements.
The two single layer CoFeB films measured reflected both the thickness of an indi-
vidual layer (5 nm) and the total SFM magnetic layer thickness (9 nm). These single
layer films show a value of saturation magnetisation consistent with literature [48] and
that the changes in CoFeB thickness does not affect the saturation magnetisation, as
expected. These data demonstrate that the SFMs possess a reduced saturation magneti-
sation compared to SL, particularly in the case of SFM3. This reduction in saturation
magnetisation is significant in that it provides the conditions that allow both AM and
OM resonances to form. We hypothesise that the reduction in magnetisation is due to
the difference in the two seed layers (Ta and Ru for each respective FM layer) where
small differences in relatively thin layers are not physically unreasonable. However,
further evidence is needed before a definitive conclusion can be made on this point.
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Figure 6.3: In-plane M-H hysteresis loops of the samples taken along the EA at room
temperature. (a) Measurements of single layer CoFeB films with film thickness 9 nm
(SL) and 5 nm. SFM thin films possessing (b) tRu=1.03 nm (SFM1) (c) tRu=1.07 nm
(SFM2) (d) tRu=1.10nm (SFM3).

Sample MS (emu/cm3)

SL 1320 ±70

SFM1 1240 ±60

SFM2 1230 ±60

SFM3 1180 ±60

Table 6.1: The MS of the SL and SFM samples.
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6.3 Dynamic Characterisation

The magnetisation dynamics of the samples were characterised through Vector Net-
work Analsyer-Ferromagnetic Resonance (VNA-FMR) using the VNA S12 absorption
parameter at room temperature. The VNA-FMR measurement procedure is described
fully in section 4.3 and the reader should note that for the measurements reported in
this chapter the Picoprobe setup was utilised with the external field applied IP. Figure
6.4(a-c) presents examples of individual spectra measured at externally applied mag-
netic fields of 1 kOe, 4 kOe and 7 kOe for the three samples investigated. In Figure
6.4(d-f) a series of S12 spectra are combined to create 2D maps of the resonance spec-
tra as a function of applied field and frequency. The resonant properties of the SL are
presented in Figure 5.5.

These data demonstrate that both the lower frequency AM and the higher frequency
OM manifest at a range of applied fields. It is notable that the OM and AM resonances
are clearly separated, especially given the near identical properties of the two magnetic
layers comprising the SFMs. The data also show that the dependence of the resonant
frequencies of the samples with field is consistent. For example, as the applied field
is reduced (in magnitude) in all cases the OM reduces in amplitude compared to the
AM. Furthermore, from a detailed examination of the resonant spectra, it can be seen
that the AM and OM differ for SFM1-3 despite the only sub-atomic changes in Ru
layer thickness. This demonstrates the expected sensitivity of the RKKY interaction
to the Ru layer thickness and shows the high sensitivity of the measurement. This
extraordinary sensitivity to Ru layer thickness is a key challenge in the fabrication of
such samples, with the presented data showing that a high degree of control over the
SFM structure has been accomplished. The origins of the observed increase in peak
amplitude of the OM exhibited by SFM3 at higher fields is unclear, though as in the
following we only consider resonant frequencies this does not impact study reported.
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Figure 6.4: Resonant AM and OM dynamics displayed by the SFMs. S12 absorption
profiles at varying applied field strength in the case of (a) tRu=1.03 nm (SFM1) (b)
tRu=1.07 nm (SFM2) (c) tRu=1.10 nm (SFM3). (d-f) Corresponding 2D maps of the
resonant spectra as a function of applied field and frequency.

6.4 Micromagnetic Simulation of SFM Resonant
Dynamics

To study the effects of varying the interlayer exchange coupling and difference in the
layer magnetisation on the dynamics of the SFMs, namely resonant frequencies and
phases, the FM1/NM/FM2 structure of the samples was reproduced with a micromag-
netic model as shown in Figure 6.5(a). The FM1 and FM2 labels represent the FM
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layers grown on the Ta layer and Ru layer respectively. For this simulation part of
the reported work I collaborated with a fellow PhD student, Mr Y. Li, who made a
significant contribution. The method detailed is based upon a comprehensive series
of simulations where the resonant frequencies and phases of the system are systemat-
ically determined as a function of the relative layer magnetisation and the interlayer
exchange coupling and compared to the measured resonances of the samples.

The numerical simulations were executed using the micromagnetic modelling pack-
age Mumax3 which is a finite-difference GPU-accelerated simulation program [239],
as introduced in section 4.4. The magnetic parameters utilised in this numerical simu-
lation were chosen to permit direct comparison with the SFM samples. The damping
parameter was set to α = 0.001, a magnitude lower than measurements presented for
CoFeB discussed in section 5.1.2, to increase signal to noise ratio. It was verified that
the lower damping value did not affect the output resonant frequencies or phase. The
exchange constant (Aex) was input as Aex = 1×10−6 erg/cm, close to the value reported
in literature for a CoFeB alloy [251]. The saturation magnetisation of FM1 (MS,1) was
set as MS,1= 1300 emu/cm3, equal to that of Co0.2Fe0.6B0.2 [51]. This was further sup-
ported by Figure 6.3(a), which shows the static measurement of a 5 nm thick single
layer CoFeB film. The saturation magnetisation of FM2 (MS,2) was investigated for a
range of values between 500 emu/cm3 and 1200 emu/cm3, as required to generate OM
dynamics, with the JIEC range explored of similar magnitudes to literature reports for
a CoFeB trilayer systems [44]. In order to minimise the demagnetisation effects from
the physical edge periodic boundary conditions were applied in the plane. The overall
system is discretised into 1 nm x 1 nm x 0.5 nm cuboid cells with the dimension in
the xy-plane set to 128 nm x 128 nm. The ringdown method, as introduced in section
4.4.1, was used to obtain the free inductive decay of the magnetisation which was then
Fourier transformed to obtain the ferromagnetic resonance signal. The phase informa-
tion of the system is determined by applying a time-dependent sinusoidal excitation
hrf(t) with frequency f : hrf(t) = h̃sin(2πft) where h̃ is the amplitude of the excitation,
and t is time. The time-resolved magnetisation in each FM layer was recorded. Subse-
quently, a fast Fourier Transform (FFT), described in section 4.4.1, is used to obtain the
amplitude spectrum of the averaged magnetisation, and the characteristic frequencies
then extracted from the measured time-domain. Examples of the Mumax3 simulation
scripts used within this investigation are presented in Appendix B.1.
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Figure 6.5: Simulated dynamics of the SFM films. (a) The SFM structure, consisting
of a FM1/NM/FM2 trilayer. The layer magnetisation of FM1 (MS,1) is fixed whilst the
layer magnetisation of FM2 (MS,2) is varied. (b) An example of a simulated absorption
spectrum of a SFM where ∆M(= MS,1−MS,2) is 100 emu/cm3 and JIEC is 0.1 mJ/m2

at a range of different fields. (c-f) Impact of JIEC and ∆M at an externally applied field
of 4 kOe on the resonance frequency of the (c) AM (d) OM; and on the ∆φ in the case
of the (e) AM and (f) OM.
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To treat this numerical simulation as representative of the SFM samples, it must
be assumed that MS,1 is identical to that obtained from measurement of the SL case
whilst MS,2 is reduced. This is a reasonable assumption but differences in the magnetic
properties of FM1 to the SL case may exist due to mechanisms such as interdiffusion
with the Ru layer [268, 269]. From the static measurements presented in Figure 6.3 it
is indicated that the the saturation magnetisation of the SFM samples are reduced com-
pared to the SL case, especially in the case of SFM3. Furthermore, it is known that for
an OM to form a difference in layer magnetisation is required [40]. This supports the
modelling of a structure containing a FM layer with a reduced magnetisation. Further
verification of the suitability of the simulation developed is offered by comparisons
with the measured resonances. Specifically, Figure 6.5b shows that the key features of
the resonance behavior exhibited by the samples can be reproduced by the simulation
with i) the formation of a double resonance observed and ii) a notable diminishment of
the OM intensity as the applied field is reduced (in magnitude).

From Figure 6.5(c-f), a general assessment of the impact of varying the interlayer
coupling strength and difference in the layer magnetisations on SFM dynamics can be
made. Strikingly, it is shown that the resonant frequencies have orthogonal dependen-
cies on JIEC and ∆M. In particular, as shown in Figure 6.5(c-d), the AM resonance is
highly influenced by ∆M whilst the OM resonance is governed mainly by JIEC. Indeed,
the greatest reduction in the AM frequency and enhancement in OM frequency is seen
in cases where there is a greater JIEC and a higher ∆M respectively.

The phase behavior, the phase difference between the two resonating magnetic lay-
ers, of each mode can also be explored. In Figure 6.5(e-f) the simulations demonstrate
that the phases are impacted by both JIEC and ∆M which contrasts with the dependence
shown by the resonant frequencies. In particular, the simulations reveal that that the
conventional in-phase and out-of-phase understanding of the AM and OM respectively
does not fully describe the abundance of the dynamics achievable in a SFM system
where a range of ∆φ between 0o and 180o can be supported. From an examination
of Figure 6.5(e-f) it is instead shown that the resonances would be better understood
through acoustic-like/optic-like labels. It should be noted that in all simulated cases
we do not achieve a truly out-of-phase (180o) OM. Furthermore, it is seen that the
phase differences vary starkly from the AM/OM description in cases where the SFMs
possess similar layer magnetisations and an extremely weak JIEC (0 - 0.04mJ/m2). The
simulations clearly demonstrate that the OM has a significantly greater dependence
on these parameters than the AM. This is especially evident in the weak coupling limit
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(≈ 0.01 mJ/m2), where ∆φ transitions from a high phase difference (≈ 180o) quasi-OM
to a low phase difference (<90o) acoustic-like mode.

6.5 Parameter Extraction

From comparisons of the resonant frequencies of the AM and OM as obtained from the
experimental data and simulations, the JIEC and ∆M corresponding to the studied SFM
samples could be extracted. Specifically, this was carried out through an optimisation
process where the residual of the measured and simulated AM and OM was minimised.
The JIEC and ∆M required to simulate the resonances of each experimentally measured
SFM are presented in Figure 6.6(a) and Table 6.2.

(b)(a)

Figure 6.6: Extracted parameters of the SFMs with differing tRu labelled as i) SFM1:
tRu =1.03 nm ii) SFM2: tRu=1.07 nm iii) SFM3: tRu=1.10 nm. (a) The JIEC and ∆M as
extracted from fitting to the measured and simulated resonances. This figure is plotted
on the same scale as Figure 6.5(c-d) to permit direct comparison with the numerical
simulation. (b) ∆φ for each sample in the AM and OM case, as extracted from the
numerical simulation.

Sample tRu ∆M (emu/cm3) JIEC (mJ/m2)
SFM1 1.03 150 ±25 0.026 ±0.002
SFM2 1.07 100 ±25 0.044 ±0.002
SFM3 1.10 175 ±25 0.024 ±0.002

Table 6.2: Parameters extracted from the numerical simulation for the studied synthetic
ferromagnets.

Figure 6.6(a) demonstrates that the ∆M required to simulate the resonances of each
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SFM corresponds to the reduction in saturation magnetisation measured by VSM (Fig-
ures 6.3(b-d) and Table 6.1). The fact that the saturation magnetisation for SFM3 is
lower than SFM1 and SFM2 is reflected in the fact that the ∆M for this sample is
greater than for the other samples. The success of this methodology is particularly
noteworthy in light of the similar magnetisation the two FM layers possess. For exam-
ple, the extracted ∆M values are significantly lower than that reported by McKinnon
et al. [44]. The magnitudes of the extracted JIEC (0.02-0.04 mJ/m2) are similar to their
reports, however. It is seen that the obtained JIEC also displays a behavior with Ru
layer thickness that is in accordance with that expected of the first FM coupling peak.
Specifically, SFM2 exhibits the highest JIEC thus indicating that it is close to the max-
imum of the first FM peak with SFM1 and SFM3 to either side of the this maxima.
Furthermore, comparisons with Figure 5.9, show that the JIEC obtained for the samples
on the first FM peak is a magnitude lower than that present in samples on the first and
second AF peaks.

The extracted JIEC and ∆M values can be utilized to determine the phase behavior
of the AM and OM mode for each SFM sample. The extracted ∆φ for each mode as
a function of tRu is presented in Figure 6.6(b). It is seen in the case of SFM2 that
although a higher JIEC is displayed, the ∆φ of the OM is lower compared to that seen
in SFM1 and SFM3. This is a direct result of the lower ∆M possessed by SFM2. The
extraction of the phases of the resonant modes using lab-based instrumentation and
simulation is a notable success of this methodology, with techniques such as XFMR
[270] or X-ray reflectometry FMR [271] typically required for such measurement.

6.6 Chapter Summary

In conclusion, the experimental observation and numerical simulation of the resonant
dynamics of SFMs has been demonstrated. It is notable that a well separated double
resonance was observed in the studied SFM samples given the similar properties of
the FM layers present in the structure. The simulations have elucidated on hitherto
unexplored dependence of the supported AM and OM on the difference in magnetisa-
tion of the FM layers and the RKKY interlayer exchange coupling. It is shown that an
orthogonal dependence exists, where the AM exhibits a greater dependence to the mag-
netisation difference whilst the OM is more sensitive to the coupling strength. Thus, by
comparison of the measured resonance frequencies with simulations the interlayer ex-
change coupling in these structures, a property that is difficult to obtain experimentally,
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can be determined.
Furthermore, using these extracted parameters, the phase behavior of the magnetic

layers at each resonant mode can be determined from the numerical simulation. It is
clear that the conventional acoustical and optical description of these resonant modes
does not fully capture the intricacy of the dynamics exhibited by these structures. The
measurement and analysis can be carried out using laboratory based VNA-FMR equip-
ment and is thus complimentary to developing synchrotron techniques.

Finally, this report presents an accessible and convenient methodology for the de-
termination of parameters that have hitherto required challenging experimental mea-
surements. As such, this work is of potential value to the development of future ex-
change coupled spintronic materials with tailored their properties for desired device
applications, such as STT- or SOT-MRAM [44, 266, 267].



Chapter 7

Perpendicular Stationary Spin Waves

This chapter reports a comprehensive investigation on the fabrication and characteri-
sation of a series of series of NiFe thin films with different capping layers. The ulti-
mate motivation was the study of the exchange constant (Aex), as introduced in sec-
tion 2.4.1, through Ferromagnetic Resonance (FMR) spectroscopy and micromagnetic
simulations. A manuscript detailing the study presented in this chapter is currently in
preparation.

The exchange constant together with the saturation magnetisation (MS), Curie tem-
perature (TC) and the anisotropy are the four fundamental properties of magnetically
ordered materials [204]. These parameters determine the nature of this ordering, thus a
proper understanding and control is crucial to the development of advanced materials
with specific properties. In particular, as material characteristics at the nanoscale can
vary significantly from that of the bulk material, suitable measurement techniques to
determine these parameters in nanoscale thin films are essential [272].

It is possible to accurately determine MS, TC and the anisotropy directly from mag-
netometry measurements provided suitable temperature ranges and magnetic fields can
be applied. However, Aex cannot be as readily ascertained, necessitating measurement
through indirect means. A thorough description of Aex is available in section 2.4.1. The
development of an accurate and precise measurement technique for this quantity is im-
perative for the advancement of both fundamental understanding and the technological
application of magnetic materials. For example, a more complete understanding of
Aex is necessary to advance research fields such as magnonics by increasing the under-
standing of spin wave propagation in magnetic systems [68, 273]. A greater control of
Aex is also crucial to permit further reduction in the size of the read heads due to spin
wave noise related difficulties [274]. Moreover, Aex is required as an input parame-
ter for atomistic and micromagnetic modelling, thus an accurate determination of this
value in real materials is vital for the proper simulation of magnetic processes [275].

Typically, Aex is estimated through the study of spin phenomena such as thermal
magnons [276–278], with common setups involving exploring the variation of MS at
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low temperatures. This technique is only valid in low temperature regions due to ther-
mal effects [69]. These measurements are also potentially influenced by internal mag-
netic fields which are governed by crystal anisotropies and MS. Thus, it is desirable
to use methodologies which require minimal knowledge of other magnetic properties
due to their associated uncertainties resulting in significant experimental difficulties in
obtaining sufficient accuracy [68].

In recent times, there has been an increasing interest in the use of FMR spec-
troscopy to ascertain Aex [1, 68, 69, 123]. This method relies on the observation of
exchange dominated higher order spin wave resonances that manifest in the direc-
tion perpendicular to the plane of the film due to the constraints of film thickness.
Such excitations are known as Perpendicular Stationary Spin Waves (PSSWs) [50].
The physics of PSSWs is elaborated in section 3.3.2, with a schematic of the form
of PSSWs shown in Figure 3.5. For clarity, the standard theory of the frequency of
PSSWs for a thin film dominated by shape anisotropy given by equation 3.47 is re-
stated as equation 7.1

fPSSW =
γ

2π

(
Hext−4πMEff +

2Aex

MS

(
πp
tFM

)2
)

(7.1)

where γ is the gyromagnetic ratio, Hext is the externally applied magnetic field, MEff is
the effective magnetisation, p is mode number and tFM is thickness of ferromagnetic
(FM) layer. Kittel first considered the case where it is assumed the modes experience
a rigid surface pinning at the two boundaries of the film [50, 279].

PSSW resonances were originally predicted by Kittel [138], with experimental de-
tection demonstrated by M. H. Seavey et al. [128]. A notable advantage of the ex-
traction of Aex using PSSWs is that this is possible at a range of temperatures [69].
However, a significant limitation of this technique arises from the comparatively low
intensities exhibited by these higher order resonances, as many measurement systems
lack the sensitivity required to detect higher than first order (p>1) PSSWs. This has
led to studies to extract Aex focusing only upon the properties of the first PSSW mode
[123, 251, 280]. However, there are reports that the Aex determined from different
PSSW resonances can vary [279, 281–283]. Indeed, the literature surrounding this
area from the initial studies of PSSW are confused and in some cases contradictory
[128, 139, 283, 284] with different theoretical backgrounds for the physics underpin-
ning PSSWs put forth but no firm conclusions able to be drawn [279]. Recently, a
summary of the current understanding of PSSWs has been included in a review by
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Maksymov et al. [50]. In their review, it is stated that the efficiency of excitation of
PSSWs is governed by concerns such as the uniformity of the driving magnetic field,
variation in the magnetic parameters over the volume of the thin film and pinning due
to surface anisotropies. The impact of the latter case and subsequent deformation of
PSSW modes, hence deviations from equation 7.1, are also discussed. A more detailed
insight regarding the influence of the magnetic properties of thin films on the PSSW
resonances and the effects upon the determined Aex, in particular, is currently lacking.

In this chapter, the observation of multiple PSSW modes in a series of Ni0.8Fe0.2

samples of varying thickness is reported. NiFe was chosen as the FM material as its
magnetic properties have been extensively characterised and it is a technologically use-
ful material [285–288]. NiFe also has the advantage that the field required to saturate
this material out-of-plane (OOP) is within the field range that could be applied using
our VNA-FMR system. The aim of this investigation is to explore the variation of Aex

extensively as a function of mode number and film thickness through both experiment
and numerical simulation. The use of modern micromagnetics software offers great
opportunity to probe the behaviour of PSSWs beyond that possible in earlier investiga-
tions and an investigation of this kind is, to the best knowledge of the author, currently
lacking in literature.

Since the layers immediately adjacent to the magnetic layer are important in cre-
ating PSSW modes, this investigation also explored the impact that different capping
layers can exert on the magnetic properties of the NiFe thin film. This is a crucial con-
cern due to the ramifications that interface effects can have upon the high frequency
response and precessional frequency of a magnetic thin film. A proper understanding
of the impact of these adjacent layers is key for the engineering of high frequency
magnetic devices such as recording heads with very thin magnetic layers [264]. In
this study, the effects of no capping layer (referred to as uncapped), Pt and Ta capping
layers were explored. These were selected to allow the study of the impact of a range
of interfacial effects.

7.1 Sample Fabrication

The sample fabrication was accomplished using an AJA ATC 2200-V magnetron sput-
tering system as detailed in section 4.1. The substrates employed were Si/SiO2 where
the oxide layer was of thickness 290 nm. No deliberate substrate heating was used ei-
ther during the deposition or as an annealing step. The structure of the samples studied
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is shown schematically in Figure 7.1. In this study, sample series with no capping layer
(uncapped), Pt capping layer and Ta capping layer were investigated.

Cap

Si/SiO2

Ni0.8 Fe0.2

Si/SiO2

tNiFe

Capping Layer

Ni0.8Fe0.2

tcap

Figure 7.1: A schematic diagram of the overall NiFe stack layer structure. The NiFe
and capping layer thickness is denoted as tNiFe and tcap respectively. The capping layers
investigated were the case of no capping layer (uncapped), Pt capping layer of nominal
thickness 4 nm and a Ta capping layer with nominal thickness 5 nm.

The deposition of the Ni0.8Fe0.2, Ta and Pt layers was carried out using DC mag-
netron sputtering from either elemental, or in the case of NiFe alloy, targets. The base
pressure prior to deposition was less than 5× 10−8 Torr with the working pressure of
the Ar+ gas set at 3 mTorr. The NiFe and capping layers were deposited at a power
of 100 W with the exception of Ta which was deposited at 20 W. These powers were
chosen due to prior experience sputtering these materials with these parameters along
with a consideration of time constrains placed upon the project. No in-situ magnetic
fields were applied throughout deposition. A self terminating oxide layer formed in
the uncapped case, as expected [287]. The NiFe thickness (tNiFe) was explored be-
tween 23 nm to 102 nm to allow a range of PSSW spectra to be measured. The NiFe
layer thickness was controlled via a calibrated deposition rate determined using X-ray
Reflectivity (XRR). For further details the reader is directed to section 7.2.
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7.2 Structural Properties

The layer structure of the films was determined using XRR where the data were fitted
to a Fresnel model using the GenX software package as detailed in section 4.2.1. All
measurements were performed over a 2θ range of 0.1–6.0 o with a step size of 0.01o.
The fitting was performed until the reduced χ2 figure of merit was optimised. In Figure
7.2, XRR measurements and fits to models for samples possessing tNiFe = 55nm for
each capping layer case are presented. The important structural parameters of the stack
(namely layer thickness, roughness and density) as extracted from the XRR measure-
ment are presented in Table 7.1.
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(a)

(b)
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(d)
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(f)

Figure 7.2: XRR measurements of the NiFe stacks possessing tNiFe = 55nm. The fitted
data in the case where the capping layer is a) No capping layer (uncapped) b) Pt c) Ta.
(d-f) Corresponding SLDs as derived from the model fits to the XRR measurement as
a function of distance from substrate z. The FOMLog of the displayed fits were of order
×10−2.
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Structural Parameters

Capping layer Layer Thickness (nm) Roughness (nm)
Density
(Å−3)

Uncapped

NiFe 1.6 0.8 0.070
NiFe 51.4 1.6 0.085

Fe2O3 1.9 1.1 0.024
NiO 0.7 2.0 0.056

Pt
NiFe 0.4 1.2 0.071
NiFe 54.8 2.2 0.086

Pt 3.0 1.8 0.066

Ta

NiFe 1.8 3 0.070
NiFe 53.8 2.1 0.073

Ta 5.2 2.2 0.048
Ta2O5 11.0 5.3 0.014

Table 7.1: Important structural parameters of the NiFe films possessing tNiFe = 55nm,
as derived from XRR measurements.

The fit of the XRR data shown in Figure 7.2 required the modelling of a few atomic
layers at the interface between the NiFe and the substrate. This initial layer could be
due to initial growth processes and possibly increased contamination. The uncapped
and Ta capped cases formed self-terminating oxide layers. It was found that for the
uncapped case the most suitable model to reflect the XRR data was obtained for an
oxide layer consisting of a Fe2O3/NiO bilayer, which is in agreement with the work of
Fitzsimmons [287]. However, it was found that the oxide layer incorporated a thinner
NiO layer at 0.7 nm than the 1.5 nm layer reported by Fitzsimmons. The presence of
other iron oxides, such as FeO, in some cases has also been reported [287]. In this
work, however, a model incorporating a FeO layer could not simulate the XRR data
leading to the conclusion than an FeO layer was not present in the uncapped sample
series. In the case of Ta capping layer, the Ta oxidised into a self-terminating Ta2O5

layer at the top of the film stack.

The tNiFe extracted from the XRR measurements were used as a deposition rate
calibration for NiFe layer thickness. XRR analysis was only possible for samples
where tNiFe<55nm due to the lack of density contrast in thicker samples resulting in
the reflectivity curves possessing insufficient features to allow a meaningful analysis.
For greater explanation of the relevance of density contrasts to the XRR technique the
reader is referred to section 4.2.1. The deposition rate calibration of the NiFe layer
is shown in Figure 7.3. The linear fit was extrapolated to determine the thickness of
samples with tNiFe>55nm. The errors were assigned from an analysis of the residual
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sum of squares of the linear fit where the standard deviation was determined to be
1.3 nm.
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Figure 7.3: The calibrated rate tNiFe, as extracted from XRR, against deposition time.
The red line is a line of best fit to the measured data.

7.3 Static Properties

The static properties of the NiFe thin films were studied using vector Vibrating Sample
Magnetrometry (VSM), as described in section 4.2.3. As expected, the films possessed
an in-plane (IP) magnetisation with no uniaxial anisotropy present. In Figure 7.4, hys-
teresis loops for the IP and OOP directions of the Ta capped NiFe film of thickness
tNiFe=65 nm are presented. It can be seen that the exhibited MS is in agreement with
literature and that the films also possess small coercivities, as expected [1]. Further-
more, the external field required to saturate the sample in the OOP direction is within
the range of the FMR electromagnet, as discussed in section 4.3, which is crucial for
the OOP dynamic characterisation reported in section 7.4.2.
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(a) (b)

Figure 7.4: M-H hysteresis loops for an uncapped NiFe film possessing tNiFe=65 nm at
room temperature. The case where the external magnetic field is applied a) IP b) OOP.

In Figure 7.5 the extracted MS values for the samples across the thickness range in each
capping layer case are presented, with the average value for each capping layer case
given in Table 7.2. The averaged MS is consistent in each capping layer case and in
agreement with literature expectations [1].

Capping layer MS (emu/cm3)
Uncapped 720±30
Pt Capped 700±50
Ta Capped 720±50

Table 7.2: The average MS of the samples in each capping layer case.
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(a)

(b)

(c)

Uncapped

Pt cap

Ta cap

Figure 7.5: MS as a function of tNiFe in the a) uncapped case b) Pt capped case c) Ta
capped case.
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7.4 Dynamic Characterisation

The dynamic properties of the samples were investigated using the Vector Network
Analyser-Ferromagnetic Resonance Spectrometer (VNA-FMR) at room temperature.
The VNA-FMR measurement procedure is described fully in section 4.3 and the reader
should note that the measurements reported in this section were performed using the
Picoprobe setup in the cases where the external field applied both IP and OOP. In
section 7.6.1, the magnetisation dynamics are studied with the external field applied at
a range of angles from the OOP direction using the upgraded setup and the NanOsc.
waveguide (further details of this experimental setup can be found in section 4.3.2).

7.4.1 In-Plane

The dynamics of the NiFe thin films were investigated with a static field applied IP
to verify that a conventional Acoustic Mode (AM) resonance was present. The stud-
ied sample was an uncapped NiFe layer with tNiFe=65 nm and the resonance spectra
is shown in Figure 7.6. From equation 3.37, the Gilbert damping parameter, α, is
determined to be (0.010± 0.001), in agreement with literature expectations [288]. A
similar set of results were observed for the other tNiFe investigated, with the expected
AM resonance measured in all cases.

(a) (b)

Figure 7.6: The resonant dynamics of an uncapped NiFe layer with thickness tNiFe=
65 nm a) S12 absorption profiles for different applied fields b) A 2D map of the resonant
spectra as a function of applied field and frequency. The orange dashed line represents
the fit to the AM.
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7.4.2 Out-Of-Plane

The OOP dynamic properties of the samples were investigated and the obtained spin
wave spectra studied. For this experiment, it was necessary for the static field to be
applied out of the sample plane. This required, as discussed in section 4.3, a different
sample holder to permit the sample to be held vertically and the use of different Pico-
probes to allow connections to the waveguide to be made. The spin wave spectra mea-
sured for the case of a Ta capped NiFe layer with tNiFe = 77nm are presented in Figure
7.7 where a fundamental resonance (FMR) mode along with higher order PSSWs are
observed. The relevant background theory underlying PSSWs was introduced in sec-
tion 3.3.2. The measurements show that the peak amplitudes of the PSSWs reduces
with mode number, as expected [50]. The detected PSSWs were designated as PSSW1
for p = 1 and PSSW2 for p = 2. This approach is supported by numerical modelling
of the dynamics of the samples, as discussed in section 7.5. The formation of PSSW
resonances at an external field of magnitude greater than ≈ 10 kOe is consistent with
the field required to saturate the NiFe film in OOP direction in static measurements as
shown in Figure 7.4.

(b)(a)

Figure 7.7: The spin wave spectra of a Ta capped NiFe layer with thickness tNiFe =
77 nm. The FMR label denotes the the fundamental mode, whilst the PSSW1 and
PSSW2 labels refer to the order of the higher order PSSW excitations. a) S12 spectra
at an applied field of 13 kOe. b) A 2D map of the resonant spectra as a function of
applied field and frequency.

In our sample series, PSSW modes were observed only in the cases where NiFe
thickness was greater than 40 nm. We also observe that in cases where the NiFe layer
thickness is greater than 90 nm the peak amplitude of the PSSW1 resonant modes
became comparable with that of the fundamental mode. This contrasts with the expec-
tation that PSSW peak amplitude reduces with mode number [50]. Therefore, in the
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PSSW investigation reported here only samples with tNiFe between 40 nm to 90 nm are
detailed.

In section 7.4.3 an assessment of the fundamental magnetic properties g and MEff is
provided. A study of the effect the different capping layers have upon these magnetic
properties is of interest due the impact this can have on the high frequency response
of the material. Specifically, the g-factor sets the proportionality of angular momen-
tum and magnetic moment for the individual spins precessional motions whilst MEff

characterises an internal demagnetising field which acts to greatly accelerate these dy-
namics [264]. In section 7.4.4, the impacts of these capping layers on Aex as extracted
from the spin wave spectrum using equation 7.1 are detailed.

7.4.3 g-factor and Effective Magnetisation

The g-factor and MEff determined from FMR measurements for each capping layer
case over the NiFe thickness range are shown in Figure 7.8. These values were ex-
tracted from the dynamic measurements through use of equation 3.32 using the OOP
FMR mode. From consideration of the determined g-factors, it is seen that this is well
described by a value between 2 and 2.13 across NiFe thickness range and with differ-
ent capping layers, which is similar to measurements obtained by Shaw et al. [289].
Table 7.3 shows the g-factor determined by averaging the values across all thicknesses
for a particular capping layer and it is seen these averaged values are consistent within
errors. Notably, the g-factor exhibits much greater consistency across the tNiFe range
in the Ta capping layer case than displayed in the other capping layer cases. These
determined g-factors provide evidence that the effects of orbital moments arising from
interfaces are not present. Thus, these measurements are in agreement with previous
reports which state that interfacial effects and the lack of orbital quenching only po-
tentially become significant at thickness below ≈ 10nm [264].

Capping layer g MEFF (emu/cm−3) VSM: MS (emu/cm3)
Uncapped 2.07 ±0.03 690 ±30 720 ±30
Pt Capped 2.06 ±0.04 700 ±30 700 ±50
Ta Capped 2.07±0.01 720±30 720 ±50

Table 7.3: The averaged magnetic parameters of the NiFe thin films in each capping
layer case, as extracted from dynamic measurements. The MS as determined from
VSM are also shown for comparison.
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The obtained MEff values are presented in Figure 7.8(d-f) with the averaged val-
ues for each particular capping layer case also displayed in Table 7.3. Importantly, it
was found that the averaged MEff obtained from each capping layer case was in agree-
ment and also consistent with the MS values determined from VSM measurements
(presented in Figure 7.5 and Table 7.2) and literature [1]. This is consistent with ex-
pectations that no significant surface anisotropy exists in the films which would result
in Meff being reduced compared to MS. For a thorough description of the relationship
between MEff and MS, the reader is referred to section 3.2. However, there is a notable
deviation in the MEff and MS in the case of the Ta capped NiFe thin film possessing
tNiFe = 63 nm. This may suggest that the thickness of the NiFe layer is incorrect in this
case due to fabrication issues unique to this particular sample.
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 7.8: The variation of parameters governing the high frequency behaviour of
magnetic materials, as determined from a study of the FMR mode when the applied
field is applied OOP, with tNiFe for each capping layer case. The g-factor in the capping
layer case a) Uncapped b) Pt capped c) Ta capped. (d-f) Corresponding values of MEff
in each capping layer case. The error bars are with the symbols in some cases.
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7.4.4 Exchange Constant

The PSSW modes exhibited by each NiFe thin film were studied to examine the vari-
ation of Aex with tNiFe, p and capping layer material through use of equation 7.1. This
was performed through fitting the variation of the resonant frequency of each PSSW
mode with the external field with Aex examined as the free parameter. The determina-
tion of other relevant physical properties, such as tNiFe, g and MEff, required for this
fitting has been detailed in earlier sections. As will be discussed, a single Aex could not
describe all the measured data. Thus, we refer to the value extracted from dynamics
measurement as the effective exchange constant Aex,eff as the determination of Aex is
not necessarily straight forward. The extracted Aex,eff as a function of tNiFe for each
capping layer case is shown in Figure 7.9(a-c).
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 7.9: The variation of Aex,eff, determined using equation 7.1 from a study of the
PSSW modes, with tNiFe and p for each capping layer case a) Uncapped b) Pt capped
c) Ta capped. The corresponding variation of Aex,eff with PSSW wavelength (λPSSW)
for each capping layer case d) Uncapped e) Pt cap f) Ta cap. The PSSW1 and PSSW2
labels denote the order of the PSSW excitations used to extract Aex,eff. The dashed
line is a linear fit to the PSSW1 data which shows an increase of Aex,eff with tNiFe. The
error bars are within the symbols for some data.
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It is clear that the Aex,eff extracted for each sample is dependent on the capping layer
material, tNiFe and p as shown in Figure 7.9(a-c). For example, it is seen that the Pt
capped samples are able to support the higher order PSSW2 mode at a lower tNiFe than
seen in the uncapped or Ta capped cases. This variation in Aex,eff is clearly inconsistent
with the normal assumption that Aex has a single value reported as 1×10−6 erg/cm for
NiFe [1].

From consideration of PSSW1, it is observed that in all capping layer cases there
is the presence of two regimes of the variation of Aex,eff as tNiFe increases. At layer
thicknesses lower than ≈ 55 nm it is seen that Aex,eff is roughly constant. However,
at thicknesses greater than this, the extracted Aex,eff has steadily increasing values.
Similar variations have been reported by Belmeguenai et al. [280], though attributed
lack of precision in their work, and by Samantaray [281]. Furthermore, in the case of
the Pt and Ta capped layers, Aex,eff increases linearly with tNiFe with greater increases
seen in the Pt capped case. From consideration of the Aex,eff extracted from the PSSW2
mode, which is only observed for tNiFe>50nm, it is clear that in all cases the Aex,eff is
lower than that determined from the corresponding PSSW1 mode. Furthermore, the
Aex,eff extracted from PSSW2 shows no significant dependence on tNiFe, apart from in a
singular case at the greatest tNiFe examined in the Pt capped sample series. Moreover,
it is notable that the Aex,eff extracted from PSSW2 is similar to that extracted from
the PSSW1 modes of films with tNiFe less than 60 nm. This finding could potentially
indicate that the Aex,eff extracted from PSSW1 modes for samples with tNiFe<55 nm
and PSSW2 modes is more indicative of the exchange constant of the thin films. This
suggests that as film thickness reduces the value of Aex,eff reaches an asymptotic value.
The reasons underlying this finding are not fully explained. However, it is possible to
hypothesise that the angle between the adjacent spins in the z− direction is important
and work is ongoing to resolve this question.

The variation of Aex,eff with PSSW wavelength (λPSSW) has also been explored and
is shown in Figure 7.9(d-f). The wavelength of the spin waves are described by

λPSSW =
2tFM

p
(7.2)

where all symbols have been defined previously. It is seen that greater wavelength spin
excitations lead to a larger Aex,eff, with a linear trend seen in all capping layer cases.
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7.5 Simulation Using a Single Exchange Constant

From the experimental findings reported in section 7.4.4, it is clear that the behaviour
of the Aex as determined through use of equation 7.1 is different from that expected
from current understanding [1, 50, 138]. Specifically, it is not possible to describe the
measured spin wave spectra with a single Aex, with variations apparent with both tNiFe

and p. There are a small number of reports of this variation in literature, with similar
experimental findings reported by Samantaray et al. [281], BenYoussef et al. [282]
and Kooi et al. [279]. This suggests that the equation 7.1 does not fully describe the
complexities of PSSWs leading to the extraction of an effective exchange constant as
opposed to the exchange constant of the FM material.

Historically, the spin wave resonance in thin magnetic films has been described on
the basis of two models [279]:

• Kittel’s model of surface pinning (SP model): The film possesses uniform prop-
erties throughout the bulk except at the surface where the spins are assumed to
rigidly pinned, as proposed by Kittel [138]. The surface pinning could be pro-
vided by a interaction with an antiferromagnetic surface layer [290] or a Néel
surface anisotropy [73].

• Wigen’s model of dynamic pinning (DP model): In this model, the surface of the
thin film consists of a few atomic layers where the internal field differs by a small
amount from that of the bulk. This results in the phenomena of dynamic pinning,
as detailed later. Such an effect can arise from a number of mechanisms includ-
ing a change in the anisotropy field perpendicular to the film, a different state
of strain for these surface layers due to the magnetoelastic effect or a difference
in the magnetisation of the surface layer resulting in an altered demagnetisation
field [139, 291].

Numerical modelling has been performed to elaborate on the measured spin wave res-
onances in the context of these models to examine which better reflects the experi-
mentally measured spin wave spectra. To be clear, this has involved the simulation of
thin NiFe films subject to pinning generated from either the SP or DP model to ex-
amine which case better describes the experimental data using a single Aex. This part
of the investigation was carried out in collaboration with Mr Y. Li, who contributed
significantly to the numerical modelling aspect of this investigation.

The numerical simulations were executed using the micromagnetic modelling pack-
age Mumax3 which is a finite-difference GPU-accelerated simulation program [239],
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as discussed in section 4.4. The central aim of this part of the investigation was to
reconcile the physically required concept of a single Aex with the experimentally mea-
sured resonances. The magnetic parameters input to the model were chosen to be
consistent with NiFe to allow direct comparison of the simulation results with the ex-
perimental measurement. Specifically, the damping parameter was set to α = 0.001,
an order of magnitude lower than that extracted from measurements of the NiFe thin
film discussed in section 7.4.1, to allow the simulations to achieve a higher signal to
noise ratio. The exchange constant varied between Aex = 1× 10−6 erg/cm and Aex =
1.6× 10−6 erg/cm in order to investigate which case more fully reflected the experi-
mental results. The saturation magnetisation was set as the corresponding MEff values
measured from dynamic measurements (as reported in section 7.4.3) for each sam-
ple. In order to minimise the demagnetisation effects from the physical edge, periodic
boundary conditions were applied in the plane. The overall system is discretised into
2 nm x 2 nm x 1 nm cuboid cells and the dimension in the xy-plane set to 128 nm x
128 nm. The ringdown method, as introduced in section 4.4.1, was used to obtain the
free inductive decay of the magnetisation which was then Fourier transformed to ob-
tain the ferromagnetic resonance signal. Information regarding the waveform of the
PSSWs, as discussed in section 7.5.1, was determined by applying a time-dependent
sinusoidal excitation hrf(t) with frequency f : hrf(t) = h̃sin(2πft) where h̃ is the ampli-
tude of this excitation and t is time. The time-resolved magnetisation in each FM layer
was recorded.

The SP model did not allow the PSSW resonant frequencies of each sample to be
reproduced using a single Aex, as might be expected from a consideration of the physics
involved. Thus, this model was unable to account for the measured alteration of Aex,eff

with both tNiFe and p shown in Figure 7.9. Therefore, the applicability of the DP model
and the ramifications of the introduced dynamic pinning on the PSSWs was explored.
Dynamic pinning describes the case where there are different resonant conditions for a
region of a few atomic layers at the surface of the film compared to the bulk. Therefore,
whilst the surface spins are not rigidly pinned and can precess they cannot support a
uniform precession mode at the same external field or frequency required for that of
the bulk of the film [139]. This leads to a pinning which only becomes apparent during
measurement to determine the dynamic response of the film. The dynamic pinning was
introduced to the structure by modelling the thin film as two regions of magnetisation
satisfying the following conditions [139]
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1. The bulk layer possessing a magnetisation set to that extracted as MEff (see sec-
tion 7.4.3). The thickness of this layer was set as the measured tNiFe.

2. The presence of a thinner surface layer with a reduced magnetisation. The ex-
pectation of DP model is that the difference in layer magnetisation is small.

Examples of the Mumax3 simulation scripts used within this investigation are pre-
sented in Appendix B.2.The investigation proceeded by using the experimentally ob-
tained spin wave spectra for each film to determine the value of the reduced magneti-
sation layer and its thickness. Thus, a series of simulations were performed varying
these parameters and comparing the modelled resonances with the experimentally mea-
sured values. For this step, the literature value of exchange constant for NiFe (Aex=
1× 10−6 erg/cm) was used [1]. The optimal parameters to reproduce the measured
resonances are shown in Table 7.4. In the uncapped case, due to the AF nature of the
self-terminating Fe2O3/NiO bilayer formed due to oxidisation of the NiFe surface, the
approach of modelling antiferromagnets with Mumax3 outlined by De Clercq [292]
was utilised. Specifically, the reduced layer was initialised with an MS value equal to
that of the bulk layer with an AF coupling (Aex<0) input. It is seen that the Pt capped
case satisfies the requirement that the surface layer has a slightly reduced magnetisa-
tion, though a much more significant difference from the bulk magnetisation is seen
in the Ta capped case. The larger value of the reduced layer magnetisation for the Pt
capped case compared with the Ta capped case is consistent with expectation of prox-
imity magnetisation of a Pt layer adjacent to a FM layer. It should be noted that the
difference between the magnetisation of the reduced layer compared to that of the bulk
is found to be large, especially in the Ta capped case, which is not in agreement with
the DP model as put forth by Wigen.

Reduced Magnetisation Layer
Capping Layer case Thickness (nm) Ms (emu/cm3)

Uncapped 2 Bulk MEff

Pt 5 500
Ta 5 200

Table 7.4: The parameters of the reduced magnetisation layer required to reproduce
the resonant frequencies of the measured spin wave spectra. In the uncapped case, the
MEff of the bulk was used to represent the magnetic moment of the idealised layer of
atoms adjacent to the bulk which provided an AF coupling contribution.
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The case of two reduced magnetisation layers on either side of the bulk layer was
investigated in a similar manner in the case of a FM reduced magnetisation layer. Sim-
ilarly to the aforementioned case, the reduced layer magnetisation and its thickness
was varied with the modelled resonances then compared with the experimentally mea-
sured values. Importantly, it was found that the measured resonances produced by
such a model could not be reproduced for any arrangement of reduced layer thickness
or magnetisation.

7.5.1 PSSW Waveform

The numerical simulations allowed the PSSW waveform supported by the samples
to be investigated. The proper labelling of PSSW modes and the corresponding p is
a crucial concern to the study of PSSWs due to the importance of this parameter to
equations 3.45 and 7.1. Examples of the waveforms of the OOP spin wave spectra
supported by our simulated structure are presented in Figure 7.10 for the case of a Ta
capped NiFe layer of thickness tNiFe = 86 nm. This tNiFe was selected to explore PSSW
mode waveform as this should present the highest signal to noise ratio by virtue of the
film thickness. Examples of the Mumax3 simulation scripts used for this aspect of the
investigation are presented in Appendix B.2.2.
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(a) (b)

(c) PSSW2 (p=2)

FMR Mode (p=0) PSSW1 (p=1)

(d) PSSW3 (p=3)

Figure 7.10: Simulated waveforms of PSSWs supported by a Ta capped NiFe thin
film possessing tNiFe =86 nm. In this simulation, the exchange constant was set as
Aex = 1.3× 10−6 erg/cm. a) FMR mode (p=0) b) PSSW1 (p=1) c) PSSW2 (p=2) d)
PSSW3 (p=3) inset: Zoomed-in figure with same axis labels. The symbols z denotes
distance from the substrate and mx and my represents the reduced magnetisation in the
x and y directions respectively.

From an examination of Figure 7.10, it can be seen that the evolution of the PSSW
modes are consistent with expectations. Specifically, as p increases the wavelength
λPSSW of the spin waves decreases. Furthermore, the displacements of the reduced
magnetisation in the x− and y− directions (mx and my respectively) decreases signifi-
cantly with mode number. This corresponds to the reduced resonant peak amplitude of
the PSSW modes with p observed experimentally and shown in Figure 7.7. It can be
seen that the PSSW1 and PSSW2 resonances possess waveforms consistent with that
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expected for the p = 1 and p = 2 modes. This is in agreement with the expectations of
the DP model where, due to the presence of an asymmetric dynamic pinning and lack
of surface pinning, even modes can be supported [50, 139].

These simulations also allow the impact of dynamic pinning on the configuration
of the spins comprising the resonant modes to be examined. All modes show that
the presence of the reduced magnetisation layer and the subsequent dynamic pinning
results in a deformation of the spin wave modes in the near-surface region. This is es-
pecially insightful in the case of the FMR mode where its typical description as a wave
of infinite wavelength no longer applies. This observation may offer an explanation for
the experimentally observed differences in the evolution of Aex,eff with thickness (Fig-
ures 7.9), as extracted from PSSW1 and PSSW2. It is hypothesised that as a greater
proportion of the wavelength of PSSW1 occurs in the reduced magnetisation layer this
mode is more affected by the dynamic pinning than the PSSW2 mode.

7.5.2 Modelling Resonances

The resonant frequencies of both the simulated resonances along with the experimen-
tally measured values are presented in Figure 7.11. It is seen that, as expected, the
FMR mode frequency is invariant to changes in Aex, whilst the PSSW mode frequency
increases with greater Aex. Furthermore, in all capping layer cases the resonant modes
are well described by the simulated model, thus supporting the DP model and demon-
strating that these PSSWs are affected by a genuine change in magnetisation in the
film, as opposed to the presence of a rigid surface pinning, and the emergence of dy-
namic pinning. The simulations also model the formation of higher order PSSW modes
than can be detected in measurement, with PSSW3 (p = 3) shown. The lack of this
mode in the experimentally obtained spectra is most likely due to the peak amplitude
of this PSSW resonance being below the detection limits of the VNA-FMR used in
measurement.
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Legend (Aex in units of x10-6 erg/cm)

Data, FMR

Data, PSSW1

Data, PSSW2
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Sim, Aex=1, PSSW1

Sim, Aex=1, PSSW2

Sim, Aex=1, PSSW3

Sim, Aex=1.3, FMR

Sim, Aex=1.3, PSSW1

Sim, Aex=1.3, PSSW2

Sim, Aex=1.3, PSSW3

Sim, Aex=1.6, FMR

Sim, Aex=1.6, PSSW1

Sim, Aex=1.6, PSSW2

Sim, Aex=1.6, PSSW3

Uncapped Pt capped

Ta capped

Figure 7.11: Measured and simulated resonant frequencies of the spin wave spectra
exhibited for different tNiFe and a range of Aex in the following capping layer cases a)
uncapped b) Pt capped c) Ta capped. The legend of the symbols is shown in lower-right
panel.

The sensitivity of the simulated structures to Aex is investigated by varying this
parameter between Aex = 1×10−6 erg/cm and Aex = 1.6×10−6 erg/cm. The optimal
parameter for each capping layer case was found by performing a linear fit to the
simulated resonant frequency and corresponding Aex for each PSSW mode. From
this fit, the Aex required to obtain each experimentally measured PSSW mode was
then determined. The results of this analysis are presented in Table 7.5 where the Aex

extracted from an different appraisals of the measured PSSWs is presented.
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Aex (×10−6 erg/cm)

Capping Layer
PSSW1

(tNiFe<55 nm) PSSW1 PSSW2 All modes

Uncapped 1.0 ±0.2 1.2 ±0.2 1.1 ±0.1 1.12 ±0.16
Pt Capped 1.4 ±0.2 1.6 ±0.3 1.2 ±0.2 1.4 ±0.2
Ta Capped 1.4 ±0.1 1.7 ±0.3 1.3 ±0.2 1.5 ±0.2

Table 7.5: The optimal Aex for the studied sample series in each capping layer case, as
extracted from comparisons between experimental measurement and simulation.

Notably, it can be seen from a consideration of all the modes, the PSSW1 mode and
the PSSW1 mode of films with tNiFe<55nm that there is a dependence of the extracted
Aex upon the utilised capping layer. This appraisal of the data is a significant result
which demonstrates that the structure in which the layers where the exchange constant
is being investigated can influence the results obtained. An assessment of the PSSW2
modes only provides an Aex that is consistent across capping layer cases and, within
errors, in agreement with the generally accepted value for NiFe [1]. This supports
the hypothesis that PSSW2 modes provide a more reliable method of determining the
exchange constant in FM materials irrespective of capping layer material.

7.6 Angular Dependence of PSSWs

In this section, the evolution of the PSSW spectra with rotation of the external field
from the perpendicular direction is reported. This investigation was motivated by the
prediction of the DP model that at a certain critical angle the spin wave spectra col-
lapses into a single FMR resonant mode [139, 279, 291]. At this critical angle, it is
hypothesised that the precession condition in all regions of the film is equivalent lead-
ing to the excitation of a single FMR mode. The disappearance of higher order modes
with these small rotations from the perpendicular is evidence that the film is comprised
of a surface region of a few atomic layers possessing a reduced magnetisation exchange
coupled to the bulk of the film [139].



172 CHAPTER 7. PERPENDICULAR STATIONARY SPIN WAVES

7.6.1 Experimental Measurements

The evolution of the spin wave spectra as the applied external field was rotated from
the OOP direction (denoted 0o) to the IP direction up to an angle of 15o was measured.
To be clear, this investigation involved, as in the study reported in section 7.4.2, the
sample held vertically so that the external field can be applied OOP to the sample,
with the external field was then rotated with the sample position fixed. The details
of the experimental setup and upgrades required to the VNA-FMR system to enable
this study to take place are given in section 4.3.2. The reader should note that for this
part of the study, the NanOsc. waveguide was used as opposed to the Picoprobes. For
this investigation, an angular increment of 1o was selected, consistent with previous
reports [291]. In literature, this critical angle has been experimentally measured at
angles between 2o to 17o [139, 279, 291] for a range of FM films including Co, Ni,
and Ni0.8Fe0.2.

For this investigation the samples possessing tNiFe = 86 nm were studied for each
capping layer case, motivated by these samples exhibiting resonant modes with greater
peak amplitudes. This was particularly important to ensure detection of the PSSWs due
to the lower sensitivity of the NanOsc. waveguide employed in this study. In Figure
7.12, a selection of spin wave spectra for the Ta capped sample with rotation of the
external field are shown. As expected, the limited detection capability of the NanOsc.
waveguide resulted in lower peak amplitudes of the detected resonances than seen from
the Picoprobe measurements (presented in Figure 7.7).

From an examination of the spin wave spectra presented in in Figure 7.12, it is
clear that PSSW2 is extinguished by any rotation of the external field. Moreover, the
resonant frequencies of the FMR mode and PSSW1 increase with increasing angle
from the perpendicular. Whilst PSSW1 is detected at each of the studied angles, its
peak amplitude decreases significantly with respect to the FMR mode as the angle
of the field direction to the perpendicular increases. Whilst a critical angle where
the PSSW modes collapse into a single FMR mode resonance is not observed, the
evidence does show a reduction of the PSSW1 mode and a corresponding increase in
the FMR mode. This is clear from an examination of Figure 7.12(a) and (d) where the
peak amplitude FMR mode approximately doubles in magnitude in the case the field
is applied at an angle of 15o to the perpendicular as opposed to applied OOP. In this
angular range the peak amplitude of PSSW1 decreases by roughly 40 %. An analysis
of the peak amplitude of the PSSW1 mode compared to that of the FMR mode also
presents a stark diminishment of PSSW1 over the angular range studied. It is measured
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that the peak amplitude of PSSW1 decreases from roughly 60 % of the peak amplitude
of the FMR mode when the applied field is applied at OOP direction to approximately
20 % when it is applied at 15o to perpendicular. Thus, these findings suggest that the
critical angle phenomena might be observed at higher angles than those accessible in
this project [139]. Although a critical angle of 10o has previously been reported in
a similar material system [139] other reports have shown a critical angles as high as
17o [279]. Therefore, it is likely that the determination of a critical angle depends on
the sensitivity of the experimental apparatus, basically the angle at which the signal to
noise ratio reduces to the noise floor. In all cases, a substantial reduction of the signal
from the PSSW mode is observed as is the case here.
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Figure 7.12: The spin wave spectra exhibited by a Ta capped NiFe thin film with tNiFe=
86 nm as the external field is rotated from an OOP configuration to 15o with respect to
the OOP direction. S12 spectra at an external field of 13 kOe applied at the following
angles to the OOP direction a) 0o b) 5o c) 10o d)15o. (e-h) The corresponding 2D
map of the resonant spectra as a function of applied field and frequency. In (e) the
orange dashed line is a guide to the eye of the evolution of PSSW2 with changes of the
external field.
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7.6.2 Simulation of the Angular Dependence of PSSWs

Numerical simulation was also used to explore the evolution of the resonances with ro-
tation of the applied field from the perpendicular direction. The angular range explored
in the simulation was 0o to 16o, a similar range to that measured in the experimental
results reported in section 7.6.1, with an angular increment of 2o. The case of a Pt
capped NiFe layer possessing an Aex = 1× 10−6erg/cm only was simulated to at an
angular increment of 1o. A higher angular resolution for this case was motivated due
to the lower difference of the reduced layer magnetisation from the bulk exhibited by
Pt capped films (Table 7.4), thus a greater alignment with the expectations of the DP
model. The simulated cases all possessed tNiFe = 86nm, selected to be consistent with
the samples investigated in section 7.6.1.

In Figure 7.13 the evolution of the simulated spin wave spectrum for the Pt capped
sample is presented. Importantly it is shown that, in agreement with experiment, the
frequencies of the modes increase when the external field is applied at increasing angle
from the perpendicular direction. Furthermore, it is demonstrated that, consistent with
experimental findings, PSSW1 is supported at all angles in the range 0o− 16o. The
simulation also reveals that higher order PSSW modes (p>1), not detected in exper-
iment, also persist. The continuation of PSSW2 is in marked contrast to experiment
where it was found to be extinguished with any rotation of the external field. This is
readily explained by examining the peak amplitude of PSSW2 which decreased below
the sensitivity of the VNA-FMR instrument. Similar to experiment, it can also be seen
in Figure 7.13 that the prominence of the PSSWs reduce with increasing angle to the
perpendicular direction. This is shown most clearly in the case where the external field
is applied at a angle of 16o.
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Figure 7.13: Simulated absorption spectra for evolution of the spin wave spectra of the
Pt capped NiFe film with tNiFe = 86 nm and Aex = 1×10−6erg/cm, as the external field
is rotated from the OOP direction by a) 0o b) 5o c) 10o d) 15o. The FMR label denotes
the fundamental resonance mode whilst PSSW1, PSSW2, PSSW3, PSSW4 refer to
the higher order PSSW excitations. The y-axes required a log scale to distinguish the
higher order PSSW modes.

In Figure 7.14, the variation of the ratio of the peak amplitude of PSSW1 to the
peak amplitude of the FMR mode with angle is shown for both the measurements and
simulations. Two observations can be made. Firstly the peak amplitude of the PSSW1
peak reduces by a similar relative amount in both the experiments and simulation which
is consistent with theory for dynamic pinning. Secondly, the amplitude ratios are dif-
ferent between the experimental results and the simulation by approximately a factor
of 10. This likely reflects the difference between the idealised structure of the simula-
tion, where a small region of reduced magnetisation is used to model dynamic pinning,
and real samples where potentially several physical effects can contribute.
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(b)(a)

Figure 7.14: The ratio of the peak amplitude of PSSW1 to that of the FMR mode, as
the external field is rotation from the OOP direction. For this measurement, a NiFe
film with tNiFe = 86 nm is considered. a) Experimental measurements b) Simulation
results. The y-axis label P(PSSW1) and P(FMR) refer to the peak amplitude of the
PSSW1 and FMR mode respectively.

A comparison of the simulated resonant frequencies of the NiFe films with tNiFe =86 nm
in all capping layer cases with the experimental data is shown in Figure 7.15. The re-
sults of the numerical simulations and the experimental findings are in agreement, with
similar increases in resonant frequencies with IP rotation exhibited. As expected, it is
seen that a higher Aex results in a greater increase of the frequencies of the modes
[291].
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Figure 7.15: Measured and simulated resonant frequencies of the spin wave spectra
exhibited by the films with tNiFe = 86nm with rotation of the external field from the
OOP direction in the following capping layer cases a) Uncapped b) Pt capped c) Ta
capped. A range of Aex are explored in the simulation.

7.7 Chapter Summary

In summary, the dynamic properties of a series of NiFe thin films with differing layer
thickness and capping layers have been explored. The data demonstrate that the mag-
netisation and g-factor are consistent across the range of thicknesses and different cap-
ping layer studied. The data also demonstrates that a simple analysis to extract a single
value of the exchange constant, based on the surface pinning model of Kittel (equation
7.1), is unable to describe the resonant frequencies of the measured PSSWs. This is
clearly inconsistent with the normal assumption that the measured Aex is single valued.
In order to address this physical inconsistency the data are first analysed in terms of an
effective exchange constant.
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The data show that there are similarities in the variation of the effective exchnage
constant with NiFe layer thickness for samples with three different capping layers;
uncapped, Pt and Ta. Specifically, for all films where the NiFe layer is thinner than
≈ 55 nm, the effective exchange constant is found to be roughly constant. At greater
NiFe film thicknesses, the effective exchange constant obtained from the first PSSW
mode (PSSW1) is larger and increases with thickness in the case of Pt or Ta capping
layers. In all cases, the value extracted from corresponding second order PSSW mode
(PSSW2) is approximately invariant to film thickness and exhibits a similar value to
that extracted from PSSW1 for thin layers (thickness less than ≈55 nm). Additionally,
it is seen that in all capping layer cases there exist an approximately linear dependence
of the effective exchange constant on PSSW wavelength.

Numerical modelling has been performed to reconcile the concept of a single Aex

with the measured resonances. Attempts to reproduce the experimental data using the
Kittel surface pinning mode failed. However, the simulations support the Dynamic
Pinning (DP) model proposed by Wigen [139] by demonstrating that the measured
resonances can be reproduced using a single Aex by using a simulated structure that is
comprised of a thin layer of reduced magnetisation at the film surface/interface in ad-
dition to the bulk layer. This model introduces the concept of dynamic pinning where
the resonant condition of a thin layer close to the surface is different to that of the bulk
of the film. Using this model, we are able to accurately simulate the experimentally
measured PSSW data using a single value of the exchange constant. This finding sup-
ports the work of Kooi et al. [279], who concluded that evidence available in the 1960s
tended to support a dynamic pinning (DP). However the magnetisation differences be-
tween the bulk and reduced layer required is greater than that assumed in the original
DP model.

The DP model predicts that for small rotations of the applied magnetic field from
the perpendicular, the spin wave spectra collapses into a single resonant mode. This is
a key component of this model, which gives support to the dynamic pinning originat-
ing from a difference in magnetisation at the surface compared to the bulk. In order to
test this prediction the dynamical response of the samples with rotation of the external
field with respect to the OOP direction has been studied. Through both experiment
and simulation, it has been observed that the prominence of the PSSW modes reduce
significantly with respect to the fundamental mode at higher angles, but do not com-
pletely vanish above 10o [139]. Due to the large reduction of the peak amplitudes of
the PSSWs, it is likely that experimental measurement of this angle is dependent on the
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sensitivity the experimental apparatus which is supported both by reports of a critical
angle of 17o [279] and by the fact that the simulations show a non-vanishing PSSW
mode above 10o [279].



Chapter 8

Conclusions

In summary, the work reported in this thesis has detailed the fabrication, comprehen-
sive characterisation and analytical modelling or numerical simulation of a range of
magnetic multilayer systems. The central research strand has been the investigation of
the dynamic properties of thin magnetic films with the overall aims of

1. Increasing the understanding of the dynamic responses attainable in a range of
multilayered materials comprised of ultrathin magnetic films.

2. The development of new methodologies to characterise the important parameters
governing the resonant dynamics exhibited by such magnetic multilayers.

In the following, the conclusions of each investigation are presented along with poten-
tial areas for further investigation.

8.1 Synthetic Antiferromagnetic Dynamics

8.1.1 Conclusions

The work reported in Chapter 5 detailed the fabrication of a number of synthetic anti-
ferromagnetic thin films displaying a range of low field Optic Mode (OM) dynamics.
From this sample series, the highest OM resonant frequencies in Synthetic Antiferro-
magnets (SAFs) at zero applied magnetic field observed to date is exhibited. The mea-
sured resonant frequencies at zero field were (18.2±1.2)GHz and (21.13±0.01)GHz
for samples on the first and second antiferromagnetic (AF) peaks of the RKKY inter-
layer exchange coupling respectively. This is approximately an order of magnitude in-
crease compared to the resonance frequency of a single CoFeB layer (2.8±0.1) GHz,
and twice as great as that previously recorded [48]. An analytical model developed
by Rezende et al. [172] that can successfully reproduce all the major features of the
high frequency response of the SAFs has been used to extract key magnetic parame-
ters including uniaxial anisotropies and effective exchange couplings. The parameters
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obtained from the model are consistent with the data with only small differences com-
pared with the values expected from static measurements. A key finding of this work
is the demonstration that smoother CoFeB/Ru interfaces offers one route to achieving
higher frequency zero field resonances. The reported structural, static and dynamic
characterisations demonstrates the use of the second RKKY, and possibly also higher
order, AF peaks to enhance the zero field resonance frequency of synthetic antiferro-
magnetic systems up to the high 10s GHz range.

8.1.2 Further Work

There is significant potential for additional studies in this area to further enhance the
zero field resonant frequencies of SAF structures. These investigations center around
the optimisation of the SAF structure to maximise all the physical parameters that
contribute to the OM frequency. In particular, the study of the material parameters
(both magnetic properties and the morphology of the ultrathin layers) is paramount.
Specifically, the relevant properties are the saturation magnetisation (MS), the uniaxial
anisotropy (Hk) and the RKKY interlayer exchange coupling strength (JIEC) [51]. As
CoFeB alloys already possess a high MS [223], the potential enhancement of the OM
frequency from increasing this property is small and should not be a major focus.
Instead, attempts should be made to increase the HK possessed by the ferromagnetic
(FM) layers either by applying in-situ magnetic fields throughout deposition or through
the use of materials naturally possessing these higher anisotropy values. For example,
materials possessing a perpendicular magnetic anisotropy, such as FePt [293] or MnAl
[294], could be explored. Additional investigations to attain a greater JIEC are also
recommended. This work could build upon the insights regarding the importance of
layer roughness and interface quality reported in this chapter. Such a research program
could involve varying the sputtering parameters used to fabricate the Ru layer to a much
greater extent than studied in this project. For example, the parameter space of different
sputtering powers, working pressures and temperatures, either throughout deposition
or as an annealing step, should be explored. The impact on the achievable JIEC through
the use of exchange decoration layers, consisting of a high moment material such as
Co or CoFe, employed at the Ru interface could also be assessed due to the significant
increases this approach has generated in other works [295–297].
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8.2 Synthetic Ferromagnetic Dynamics

8.2.1 Conclusions

In this work, reported in Chapter 6, the experimental observation and numerical simu-
lation of the resonant dynamics of Synthetic Ferromagnets (SFMs) has been detailed.
Though widely utilised in quasi-static devices [44, 265, 266], such as STT-MRAM and
magnetic sensors, until now there is very little literature on comprehensive investiga-
tions carried out regarding the high frequency response of such systems. The studied
SFM samples exhibited magnetic properties consistent with possessing a JIEC on the
first FM RKKY coupling peak. Numerical simulations utilising Mumax3 [239] have
been performed to explore the dependence of the Acoustic Mode (AM) and OM sup-
ported by SFMs on the difference in layer magnetisation of the FM layers (∆M) and
JIEC. These simulations have revealed that an orthogonal dependence exists, where
the AM exhibits a greater sensitivity to ∆M whilst the OM is more dependent on JIEC.
Thus, a precise method to determine these parameters through comparisons of the
measured resonance frequencies and simulations is provided. From application of this
methodology to the SFM samples, it can be determined that they possess a much lower
∆M than reported in other works, whilst the JIEC is consistent with literature expecta-
tions [44]. Furthermore, using these extracted parameters, the phase behavior of the
magnetic layers at each resonant mode can be obtained by numerical simulation. No-
tably, it is demonstrated that the conventional acoustical and optical description of the
precession of these modes does not capture the intricacy of the dynamics exhibited by
these structures. This work is of potential use in the development of future exchange
coupled spintronic materials and offer is complementary to developing synchrotron
techniques.

8.2.2 Further Work

The additional investigations that could be carried out in this area include‘ the appli-
cation of the developed methodology to SFMs comprised of a different material sets.
The overall aim of such a work plan would be to assess the JIEC attainable in various
SFM structures. This would aim to address previous difficulties in extracting the JIEC

present within SFMs, a long-standing problem in the study of such systems. Further-
more, the reported investigation has refined the understanding of the phase differences
of the magnetic layers possessed by each resonant mode beyond the conventional AM
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and OM labelling. Using the developed methodology, experimental demonstration of
the control of the rich resonant dynamics supported in such SFM structures could be
performed. This would be an important step to highlight the potential to exploit the
resonant phase of SFM dynamics for tailored spintronic devices. Furthermore, be-
yond the SFM case, this methodology could also be applied to their SAF counterparts.
Such an approach could build upon the analytical modelling already performed on the
SAF samples studied, further enriching our understanding of the dynamics of the high
frequency zero field OM exhibited by such structures.

8.3 Perpendicular Stationary Spin Waves

8.3.1 Conclusions

The study reported in Chapter 7 concerns an investigation into the dynamic properties
of a series of NiFe thin films with varying thickness and capping layer materials. It was
found that the g-factor and magnetisation of the films were consistent across the range
of capping layer and thicknesses studied. However, the data demonstrates that a single
value of the exchange constant (Aex), based on the surface pinning model of Kittel
(equation 7.1) [138], is unable to describe the resonant frequencies of the measured
Perpendicular Stationary Spin Waves (PSSWs). In order to quantify this effect the data
is analysed first in terms of an effective exchange constant (Aex,eff), with it found this
value decreased with mode number and, above a certain NiFe layer thickness, steadily
increased with layer thickness.

To address this physical inconsistency, the micromagnetics simulation software
Mumax3 [239] was used to provide further insights. The two models historically used
to describe PSSWs were investigated; namely the surface pinning (SP) model devel-
oped by Kittel [138] and the dynamic pinning (DP) model put forth by Wigen et al.
[139]. Notably, it was found that the SP model failed to reproduce the measured spin-
wave spectra. Instead by modelling the the structure as inspired by the DP model,
specifically as a bilayer consisting of a few surface atomic layers of reduced magneti-
sation exchange-coupled to the bulk of the film, the full range of experimental data
was able to be reproduced. It was noted that the magnetisation differences between the
reduced layer and the bulk is greater than that assumed in the original DP model.

Furthermore, the critical angle predicted by the DP model, specifically that for
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small rotations of the applied magnetic field from the perpendicular direction the spin-
wave spectra collapses into a single resonant mode, was tested. Through both exper-
iment and simulation, it has been observed that the prominence of the PSSW modes
reduce significantly with respect to the fundamental mode at higher angles but do not
completely vanish above 10o [139]. Due to the large reduction of the peak amplitudes
of the PSSWs, it is likely that experimental measurement of this angle is dependent
on the sensitivity the experimental apparatus which is supported both by reports of a
critical angle of 17o [279] and by the fact that the simulations show a non-vanishing
PSSW mode above 10o.

8.3.2 Further Work

There are a plethora of further investigations that could expand upon the presented
study. Such investigations would be motivated by the desire to achieve a more thor-
ough understanding of Aex for fundamental science, micromagnetic simulations and
device applications. For example, an additional study of the evolution of PSSWs as
the external field is applied at larger angles to perpendicular direction than explored
here is warranted. This would allow a complete verification of the critical angle phe-
nomena beyond that possible in this work. As the presence of a critical angle supports
the hypothesis that dynamic pinning arises from a difference in magnetisation of a few
atomic surface layers [139] this would be particularly insightful to elaborating on this
mechanism.

Furthermore, investigations similar to this study utilising different material sets
could be performed. This would permit further comparisons of the applicability of the
SP and DP model to PSSWs across a range of material systems along with providing
insights into an accurate method for the determination of Aex from spin-wave spec-
tra. An assessment of the critical angle of these systems would also be particularly
insightful to study the mechanism responsible for dynamic pinning. As PSSWs can be
observed at a range of temperatures, the methodologies discussed in this report could
also be applied to characterise the variation of Aex with temperature.

Lastly the experimental findings have indicated that as film thickness reduces the
value of Aex,eff reaches an asymptotic value. The applicability of such measurements to
determine the exchange constant of films too thin to support measurable PSSWs should
therefore be tested. This would necessitate the use of other methods to determine Aex,

such as analysis of thermal magnons [1] for example, for comparative purposes. The
findings of an investigation of this kind could be of crucial importance to a range of
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developing technologies incorporating ultrathin magnetic layers such as STT-MRAM
and STNOs [27].



Appendix A

Presentations and Publications

A.1 Awards

• Best Student Speaker Finalist, Magnetism and Magnetic Materials (MMM), 2020.

• IEEE Magnetics Summer School, Quito, Ecuador, 2018.

A.2 Presentations

A.2.1 Oral Presentations

• Characterizing Interlayer Coupling in Synthetic Ferromagnetic Thin Films, In-
termag, 2021.

• Zero field optic mode beyond 20 GHz in a Synthetic Antiferromagnet, Magnetism
and Magnetic Materials (MMM), 2020.

• Zero field optic mode beyond 20 GHz in a Synthetic Antiferromagnet, Magnetism
and Magnetic Materials (MMM), 2020.

• Zero field optic mode beyond 20 GHz in a Synthetic Antiferromagnet, Current
Research in Magnetism (CRIM), 2020.

A.2.2 Poster Presentations

• Zero field optic mode beyond 20 GHz in a Synthetic Antiferromagnet, Mag-
netism, Sheffield, UK, 2020. (Cancelled Due to Covid Pandemic)

• Synthetic Antiferromagnets, Magnetism, Leeds, UK, 2019.

• Characterisation of Perpendicular Stationary Spin Waves in Thin Permalloy

Films Using VNA-FMR, International Conference for Microwave Magnetic Ma-
terials (ICMM), Exeter, UK, 2018.

187



188 APPENDIX A. PRESENTATIONS AND PUBLICATIONS

• Ferromagnetic Resonance Modes in Coupled Magnetic Thin Films, IEEE Mag-
netics Summer School, Quito, Ecuador, 2018.

• Ferromagnetic Resonant Modes of Magnetic Thin Film Structures, Magnetism,
Manchester, UK, 2018.

A.3 Publications

• Waring H.J., Johansson N.A.B., Vera-Marun I.J. and Thomson T., Zero-field
Optic Mode Beyond 20 GHz in a Synthetic Antiferromagnet. Physical Review
Applied, 13(3), p.034035. 2020.

• Waring H.J., Li Y., Johansson N.A.B., Moutafis C. and Thomson T., Exchange
Constant Determination using Multiple-Mode FMR Perpendicular Standing Spin
Waves. (Physical Review Letters: Manuscript In Preparation).

• Waring H.J., Li Y., Moutafis C., Vera-Marun I.J. and Thomson T., Magnetization
Dynamics in Synthetic Ferromagnetic Thin Films, Physical Review B, 104(1),
p.014419. 2021.

• Li Y., Waring H.J., Moutafis C., Vera-Marun I.J. and Thomson T., Simulating
exchange-coupling/magnetisation FMR phase space of exchange coupled layers.
(Physical Review Applied: Manuscript In Preparation).



Appendix B

Mumax3 simulation code

The Mumax3 code developed by Mr Yu Li for the investigations reported in Chapter 6
and 7 is presented.

B.1 Synthetic Ferromagnet Investigation

The Mumax3 code utilised for the study of the synthetic ferromagnets (SFMs), as
reported in Chapter 6 is available in this section.

B.1.1 Resonant Frequencies

The resonant frequencies of the SFMs were simulated using the following script. This
method relied on the Ringdown method, as outlined in section 4.4.1. The current
parameter inputs are for example purposes only.

//Magnetic Parameters

RKKY:=0.04e-3

M_sat0:=1100e3

M_sat2:=1300e3

alpha =0.001

Aex =1e-11

Msat =(M_sat0+M_sat2)/2

//Geometry

cellX:=1e-9

cellY:=1e-9

cellZ:=0.5e-9

setGridSize(128,128,22)

setCellSize(cellX,cellY,cellZ)

setPBC(16,16,0)
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setgeom(layers(0,10).add(layers(12,22)))

t_spacer := cellZ*2

//Initialise RKKY coupling

F_I:=RKKY*t_spacer/(cellZ*cellZ*(M_sat0+M_sat2)/2)

Li:=layer(9)

B_i:=Madd(m,shifted(m, 0, 0, -3), -F_I, F_I)

Li3:=layer(12)

B_i3:=Madd(m,shifted(m,0,0,3),-F_I,F_I)

B_ex:=Add(Masked(B_i, Li),Masked(B_i3,Li3))

E_ex:=Mul(Mul(Const(-0.5), Msat),Dot(m, B_ex))

AddFieldTerm(B_ex)

AddEdensTerm(E_ex)

//Define regions (ie. create FM/NM/FM structure)

for ii:=100;ii<122;ii+= 1{

Defregion(ii, layer(ii-100))

}

for ii := 100; ii < 110; ii += 1 {

Msat.setregion(ii, M_sat0)

}

for ii := 112; ii < 122; ii += 1 {

Msat.setregion(ii, M_sat2)

}

EnableDemag = true

m = uniform(1, 1, 1)

//Setup external field

degree := 30 //Angle of external field

radDeg := degree * pi / 180

B_mag := 0.4 //External field strength

B_ext = vector(B_mag*cos(radDeg), B_mag*sin(radDeg), 0)

relax()

minimize()

B_ext = vector(B_mag*cos(radDeg+0.001), B_mag*sin(radDeg+0.001), 0)
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// Run simulation

tableautosave(1e-13)

run(50e-9)

B.1.2 Resonant Phases

The resonant phases of the SFMs was simulated using the following script. The current
parameter inputs are for example purposes only.

//Magnetic Parameters

Aex = 13e-12

alpha = 0.0010

RKKY := 0.026e-3

alpha = 0.001

M_sat0 := 1125e3

M_sat2 := 1300e3

Msat = (M_sat0 + M_sat2) / 2

//Set excitation frequency

freq_exc := 24.01e9 //Frequency of mode under consideration

//Geometry

cellX := 1e-9

cellY := 1e-9

cellZ := 0.5e-9

setGridSize(64, 64, 22)

setCellSize(cellX, cellY, cellZ)

setPBC(16, 16, 0)

t_spacer := cellZ * 2

setgeom(layers(0, 10).add(layers(12, 22)))

for ii := 100; ii < 122; ii += 1 {

Defregion(ii, layer(ii-100))

tableadd(m.comp(2).region(ii))

}
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//Initialise RKKY coupling

F_I := RKKY * t_spacer / (cellZ * cellZ * (M_sat0 + M_sat2) / 2)

Li := layer(9)

B_i := Madd(m, shifted(m, 0, 0, -3), -F_I, F_I)

Li3 := layer(12)

B_i3 := Madd(m, shifted(m, 0, 0, 3), -F_I, F_I)

B_ex := Add(Masked(B_i, Li), Masked(B_i3, Li3))

E_ex := Mul(Mul(Const(-0.5), Msat), Dot(m, B_ex))

AddFieldTerm(B_ex)

AddEdensTerm(E_ex)

//Define regions (ie. create FM/NM/FM structure)

for ii := 100; ii < 110; ii += 1 {

Msat.setregion(ii, M_sat0)

}

for ii := 112; ii < 122; ii += 1 {

Msat.setregion(ii, M_sat2)

}

EnableDemag = true

m = uniform(1, 1, 1)

//Setup external fields

degree := 30 //Angle of external field

radDeg := degree * pi / 180

B_mag := 0.4 //External field strength

B_ext = vector(B_mag*cos(radDeg), B_mag*sin(radDeg), 0)

relax()

minimize()

B_exc := 0.1e-4 //Excitation field strength

B_ext = vector(B_mag*cos(radDeg)-B_exc*sin(radDeg)

*sin(2*pi*freq_exc*t),B_mag*sin(radDeg)

+B_exc*cos(radDeg)*cos(2*pi*freq_exc*t), 0)

// Run simulation
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tableautosave(1e-13)

run(10e-9)

B.2 Perpendicular Stationary Spin Waves Investigation

The Mumax3 code utilised for the study of the Perpendicular Stationary Spin Waves
(PSSWs), as reported in Chapter 7, is presented.

B.2.1 Resonant Frequencies

The resonant frequencies of the spin-wave spectra were simulated using the following
script. This method relied on the Ringdown method, as outlined in section 4.4.1. Due
to the capping layers under consideration, two versions of this code was developed to
simulate the ferromagnetic reduced magnetisation layers (present in Pt and Ta capped
cases) and the antiferromagnetic layer (present in the uncapped case). The current
parameter inputs are for example purposes only.

Ferromagnetic reduced layer case

//Magnetic Parameters

//Global parameters

Aex = 13e-12

alpha = 0.0010

//Bulk layer

Ms_NiFe := 661.7e3 //Set equal to effective magnetisation

//(as measured from VNA-FMR measurements)

Thick_NiFe := 86 //Thickness of bulk layer

//FM reduced magnetisation layer (at surface)

Ms_reduced := 500e3 //Reduced magnetisation layer

Thick_Reduced := 5 //Thickness of reduced

//magnetisation layer

//Geometry

Thick_total := Thick_NiFe + Thick_Reduced

SetCellSize(2e-9, 2e-9, 1e-9)

SetGridSize(64, 64, 48)
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setpbc(16, 16, 0)

SetGridSize(128, 128, Thick_total)

//Define regions (ie. create Bulk layer/Surface

//layer structure)

DefRegion(1, Layers(Thick_NiFe, Thick_total))

DefRegion(2, Layers(0, Thick_NiFe))

Msat.setregion(1, Ms_reduced)

Msat.setregion(2, Ms_NiFe)

angle := 9 * pi / 180

m = uniform(0.01, 0.1, 1)

//Setup external field

B_mag := 1.3 //External field strength

B_deg := 5 //Angle of external field

tableadd(B_ext)

tableaddvar(B_deg, "Bdeg", "deg")

B_ext = vector(0, B_mag*sin(angle), B_mag*cos(angle))

relax()

minimize()

B_ext = vector(0, B_mag*sin(angle+0.0015), B_mag*cos(angle+0.0015))

//Run

tableautosave(1e-13)

run(20e-9)

Antiferromagnetic reduced layer case

//Magnetic Parameters

//Global parameters

alpha = 0.0010

//Bulk layer

Ms_NiFe := 688.4e3

Thick_NiFe := 86

A_FM := 13e-12

//AF layer (at surface)
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Thick_Reduced := 2 // AF layer thickness

A_AFM := A_FM * -0.5

Cz := 1e-9

J_I := A_AFM / Cz

J_I_FM := A_FM / Cz

//Geometry

Thick_total := Thick_NiFe + Thick_Reduced + 1

SetCellSize(2e-9, 2e-9, 1e-9)

SetGridSize(128, 128, Thick_total)

setpbc(16, 16, 0)

setgeom(layers(0, Thick_total-2).add(layer(Thick_total - 1)))

//Define regions (ie. create Bulk layer/Surface

//layer structure)

defregion(0, layers(0, Thick_NiFe)) //Bulk FM layer

defregion(1, layer(Thick_total-3)) // AF layer

defregion(2, layer(Thick_total-1)) // AF layer

Msat = Ms_NiFe

Aex.setregion(0, A_FM)

Aex.setregion(1, A_FM)

Aex.setregion(2, A_FM)

NoDemagSpins.SetRegion(2, 1) // No demag effects

NoDemagSpins.SetRegion(1, 1) // No demag effects

// Setup AF layer interfacial effects

F_I := J_I / (Cz * Ms_NiFe)

Li := layer(Thick_total - 3)

B_i := Madd(m, shifted(m, 0, 0, -2), -F_I, F_I)

Li3 := layer(Thick_total - 1)

B_i3 := Madd(m, shifted(m, 0, 0, 2), -F_I, F_I)

B_ex := Add(Masked(B_i, Li), Masked(B_i3, Li3))

E_ex := Mul(Mul(Const(-0.5), Msat), Dot(m, B_ex))

AddFieldTerm(B_ex)

AddEdensTerm(E_ex)
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F_I_2 := J_I_FM / (Cz * Ms_NiFe)

Li_2 := layer(Thick_total - 4)

B_i_2 := Madd(m, shifted(m, 0, 0, -3), -F_I_2, F_I_2)

Li3_2 := layer(Thick_total - 1)

B_i3_2 := Madd(m, shifted(m, 0, 0, 3), -F_I_2, F_I_2)

B_ex_2 := Add(Masked(B_i_2, Li_2), Masked(B_i3_2, Li3_2))

E_ex_2 := Mul(Mul(Const(-0.5), Msat), Dot(m, B_ex_2))

AddFieldTerm(B_ex_2)

AddEdensTerm(E_ex_2)

tableadd(m.comp(1).region(0))

//Setup external field

tableadd(B_ext)

B_mag := 1.3 //External field strength

B_deg := 5 //Angle of external field

tableaddvar(B_deg, "Bdeg", "deg")

angle := 2 * pi / 180

m = uniform(0.01, 0.1, 1)

B_ext = vector(0, B_mag*sin(angle), B_mag*cos(angle))

relax()

minimize()

B_ext = vector(0, B_mag*sin(angle+0.0015), B_mag*cos(angle+0.0015))

//Run

tableautosave(1e-13)

run(20e-9)

B.2.2 PSSW Waveform

The code required to simulate the waveform of the spin-wave spectra, as detailed in
section 7.5.1, is presented. As these waveforms were only simulated in the case of a
ferromagnetic reduced layer, only code considering this case was developed.

//Magnetic Parameters

//Global parameters

Aex = 13e-12
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alpha = 0.0010

//Bulk layer

Ms_NiFe := 661.7e3

Thick_NiFe := 86

//FM Reduced layer

Thick_Reduced := 5

Ms_reduced := 500e3

//Set excitation frequency

freq_exc := 13.6e9 //PSSW mode frequency

//Geometry

Thick_total := Thick_NiFe + Thick_Reduced

SetCellSize(2e-9, 2e-9, 1e-9)

SetGridSize(64, 64, 48)

setpbc(16, 16, 0)

SetGridSize(128, 128, Thick_total)

//Define regions (ie. create Bulk layer/surface

//layer structure)

Msat = Ms_NiFe

for ii := 0; ii < Thick_total; ii++ {

defregion(ii, layer(ii))

tableadd(m.comp(0).region(ii))

tableadd(m.comp(1).region(ii))

}

for ii := 0; ii < Thick_NiFe; ii++ {

Msat.setregion(ii, Ms_NiFe)

}

for ii := Thick_NiFe; ii < Thick_total; ii++ {

Msat.setregion(ii, Ms_reduced)

}

tableadd(B_ext)

tableadd(E_total)
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m = uniform(0.01, 0.1, 1)

//Set up external fields

B_mag := 1.3 //External field strength

B_ext = vector(0, B_mag*sin(angle),B_mag*cos(angle))

angle := 0 * pi / 180 //Angle of external field

relax()

minimize()

B_exc := 1e-6 //Excitation field strength

B_ext = vector(B_exc*sin(2*pi*freq_exc*t), B_mag*sin(angle)

-B_exc*cos(angle)*cos(2*pi*freq_exc*t),B_mag*cos(angle)

+B_exc*sin(angle)*cos(2*pi*freq_exc*t))

//Run

tableautosave(1e-13)

run(20e-9)
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[95] Q. Leng, V. Cros, R. Schäfer, A. Fuss, P. Grünberg, and W. Zinn, “Interlayer
coupling across noble metal spacers,” Journal of Magnetism and Magnetic Ma-

terials, vol. 126, no. 1-3, pp. 367–373, 1993.

[96] P. Bloemen, “Interlayer exchange coupling and giant magnetoresistance in
magnetic multilayers,” Acta Physica Polonica A, vol. 89, pp. 277–300, 1996.

[97] P. Bruno, “Theory of interlayer exchange interactions in magnetic multilayers,”
Journal of Physics: Condensed Matter, vol. 11, no. 48, p. 9403, 1999.

[98] Y. Lu, R. Altman, A. Marley, S. Rishton, P. Trouilloud, G. Xiao, W. Gal-
lagher, and S. Parkin, “Shape-anisotropy-controlled magnetoresistive response
in magnetic tunnel junctions,” Applied Physics Letters, vol. 70, no. 19, pp. 2610–
2612, 1997.



REFERENCES 207

[99] K. Moon, R. Fontana Jr, and S. Parkin, “Exchange-biased magnetic tunnel
junctions: Dependence of offset field on junction width,” Applied Physics Let-

ters, vol. 74, no. 24, pp. 3690–3692, 1999.

[100] H. Fuller and D. Sullivan, “Magnetostatic interactions between thin magnetic
films,” in Proceedings of the Seventh Conference on Magnetism and Magnetic

Materials, Springer, 1962, pp. 1063–1064.
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