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This thesis presents new results on the topics of partition regularity and density
regularity. The first chapter provides an introduction to these subjects and an overview
of the main results of this thesis.

In Chapter 2, we study the connections between partition regularity and mul-
tiplicatively syndetic sets. In particular, we prove that a dilation invariant system
of polynomial equations is partition regular if and only if it has a solution inside
every multiplicatively syndetic set. We also adapt methods of Green-Tao and Chow-
Lindqvist-Prendiville to develop a syndetic version of Roth’s density increment strat-
egy. This argument is then used to obtain bounds on the Rado-Ramsey numbers of
configurations of the form {x, d, x+ d, x+ 2d}.

In Chapter 3, we establish new partition and density regularity results for systems
of diagonal equations in kth powers. Our main result shows that if the coefficient
matrix of such a system is sufficiently non-singular, then the system is partition regular
if and only if it satisfies Rado’s columns condition. Furthermore, if the system also
admits constant solutions, then we prove that the system has non-trivial solutions over
every set of integers of positive upper density.

In Chapter 4, we obtain a double exponential bound in Brauer’s generalisation of
van der Waerden’s theorem on arithmetic progressions with the same colour as their
common difference. Using Gowers’ local inverse theorem, we obtain a bound which is
quintuple exponential in the length of the progression. We refine this bound in the
colour aspect for three-term progressions, and combine our arguments with an insight
of Lefmann to obtain analogous bounds for the Rado-Ramsey numbers of certain
non-linear quadratic equations. The content of this chapter is joint work with Sean
Prendiville.

Finally, in Chapter 5, we conclude with a summary of this thesis and describe
possible directions for future research.
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Chapter 1

Introduction

1.1 Background

The central topic of this thesis concerns the combinatorial properties of integer so-

lutions to systems of integer polynomial equations. Such equations are known as

Diophantine equations in honour of the 3rd century Hellenistic mathematician Dio-

phantus of Alexandria and his influential work Arithmetica (see [Bas97]). The two

types of combinatorial Diophantine problems we are primarily interested in are den-

sity problems and colouring problems. These concern, respectively, the properties of

density regularity and partition regularity.

1.1.1 Density problems

A density problem asks how large a set of integers can be which lacks solutions to

a given system of Diophantine equations. One way of measuring the largeness of an

infinite set of positive integers A is by considering its upper density, which is defined

as the quantity

lim sup
N→∞

|A ∩ {1, . . . , N}|
N

.

We call a system of Diophantine equations density regular if the system has non-

constant solutions over any set of positive integers with positive upper density. Here,

a non-constant solution is a solution (x1, . . . , xs) for which the xi are not all equal.

The foundational results of this subject originate with a question posed by Erdős

9



10 CHAPTER 1. INTRODUCTION

and Turán [ET36]: how large can a subset of {1, . . . , N} be which does not contain a k-

term arithmetic progression? Here, a k-term arithmetic progression is a configuration

of the form

{x, x+ d, x+ 2d, . . . , x+ (k − 1)d} (x, d ∈ N).

More precisely, one can speculate on the asymptotic behaviour of the function rk(N),

which is defined to be the largest M ∈ {1, . . . , N} such that there exists a set

A ⊆ {1, . . . , N} with |A| = M which does not contain any k-term arithmetic progres-

sions. Proving density regularity for k-term arithmetic progressions, meaning density

regularity for the system of k − 2 equations

x1 + x3 = 2x2;

x2 + x4 = 2x3;

...

xk−2 + xk = 2xk−1,

is therefore equivalent to showing that rk(N)/N → 0 as N → ∞. For k = 3, this

was achieved by Roth [Rot53] using Fourier analytic techniques. The situation for

general k was resolved by Szemerédi [Sze75] using an intricate combinatorial argument.

Consequently, the statement that k-term arithmetic progressions are density regular is

known today as Szemerédi’s theorem. Moreover, it follows from Szemerédi’s theorem

that the linear homogeneous system of integer equations

a1,1x1 + a1,2x2 + · · ·+ a1,sxs = 0;

...

an,1x1 + an,2x2 + · · ·+ an,sxs = 0

is density regular if and only if the system admits at least one non-constant solution

and
∑s

j=1 ai,j = 0 for all i ∈ {1, . . . , n} (see [FGR88, Fact 4]).

Since Szemerédi’s seminal work, many other proofs of Szemerédi’s theorem have

been found. Shortly following the publication of [Sze75], Furstenberg discovered an

ergodic theoretic proof [Fur77] which led to the birth of ergodic Ramsey theory. Much

later, Gowers [Gow01] generalised the techniques of Roth to obtain a new quantitative

proof of Szemerédi’s theorem. This work of Gowers is especially significant for this
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thesis, as it is in [Gow01] that Gowers introduced higher order Fourier analysis. These

techniques continue to deliver the best known quantitative estimates for rk(N) and for

analogous quantities arising in density problems for other arithmetic configurations

[Pre17, Pel20]. Of particular note is the use of Fourier analysis and its higher order

analogue by Green [Gre05A] and, subsequently, Green and Tao [GT08] to extend the

theorems of Roth and Szemerédi respectively to the primes. For further information

on the numerous proofs of Szemerédi’s theorem and the interplay between them, we

refer the reader to the survey [Tao07] and the references therein.

1.1.2 Partition regularity

Colouring problems (also known as the partition problems or Ramsey problems) ask if,

for a given system of Diophantine equations, there exists a finite colouring of the posi-

tive integers with no monochromatic solutions to the system. A system of Diophantine

equations

P1(x1, . . . , xs) = P2(x1, . . . , xs) = · · · = Pn(x1, . . . , xs) = 0

is called partition regular if, for any finite partition of the set of positive integers

N = C1 ∪ · · · ∪ Cr, we can find some i ∈ {1, . . . , r} such that there is a solution

x1, . . . , xs ∈ Ci to the system. In analogy with graph Ramsey theory, we usually refer

to a finite partition of this form as a finite colouring, and the cells of the partition Ci

as the colours. A set S ⊆ N is said to be monochromatic with respect to this colouring

if S ⊆ Ci for some i.

The earliest result in partition regularity appears in a paper of Hilbert [Hil92] in

which it is shown that every finite colouring of the positive integers admits arbitrarily

large monochromatic structures of the form

{x+ ε1v1 + · · ·+ εnvn : ε1, . . . , εn ∈ {0, 1}} (x, v1, . . . , vn ∈ N).

Two foundational colouring results are the theorems of Schur [Sch16] and van der

Waerden [Wae27]. Schur’s theorem asserts that x + y = z is partition regular, whilst

van der Waerden’s theorem states that every finite colouring of the positive integers

produces arbitrarily long monochromatic arithmetic progressions. A common gener-

alisation of these theorems was obtained by Brauer [Bra28], who showed that every
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finite colouring of the positive integers produces arbitrarily long monochromatic con-

figurations of the form {x, d, x+ d, x+ 2d, . . . , x+ (k − 1)d}, with d, k, x ∈ N.

Observe that partition regularity is a weaker property than density regularity. This

is because for every finite partition of the positive integers N = C1∪· · ·∪Cr, one of the

Ci must have positive upper density and therefore contains non-constant solutions to

every density regular system of equations. However, the converse is false: there exist

systems of Diophantine equations which are partition regular but not density regular.

For example, Schur’s theorem informs us that x+ y = z is partition regular, but there

are no solutions to this equation in odd numbers. The relationship between density

regularity and partition regularity is further investigated in Chapter 2.

The first major classification of partition regularity for families of Diophantine

equations was undertaken by Rado. In his PhD thesis [Rad33], Rado established

necessary and sufficient conditions for a finite system of linear equations to be partition

regular.

Theorem 1.1.1 ([Rad33, Satz IV]). Let M = (ai,j) denote an n× s integer matrix of

rank n with no zero columns. For each j ∈ {1, . . . , s}, let c(j) denote the jth column

of M. The system of equations

a1,1x1 + a1,2x2 + · · ·+ a1,sxs = 0;

a2,1x1 + a2,2x2 + · · ·+ a2,sxs = 0;

...

an,1x1 + an,2x2 + · · ·+ an,sxs = 0.

(1.1)

is partition regular if and only if there exists a partition {1, 2, . . . , s} = J1 ∪ · · · ∪ Jk
such that

∑
j∈J1 c(j) = 0, and, for each 1 < t 6 k,∑

j∈Jt

c(j) ∈ 〈c(r) : r ∈ J1 ∪ · · · ∪ Jt−1〉Q.

Here, 〈V 〉Q denotes the Q-linear span of a set of vectors V with rational entries.

Matrices M which possess this latter property are said to obey the columns condition.

Since the work of Rado, there has been great interest in classifying partition regular-

ity for other Diophantine systems, such as systems of infinitely many linear equations

[HLS03, BHLS15], or non-linear systems [EG80, CGS12, DL18]. In this thesis, we are
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particularly interested in the kth power analogue of the above system:

a1,1x
k
1 + a1,2x

k
2 + · · ·+ a1,sx

k
s = 0;

...

an,1x
k
1 + an,2x

k
2 + · · ·+ an,sx

k
s = 0.

(1.2)

For the case of single equations (n = 1) there are numerous open problems, the most

tantalising of which is the conjecture of Erdős and Graham [EG80] that x2 + y2 = z2

is partition regular. Currently, this conjecture is only known to be true for colourings

which use at most 2 colours, as shown in a computer-assisted proof by Heule, Kullman,

and Marek [HKM16].

An immediate consequence of Rado’s Theorem is that (1.2) is partition regular

only if the coefficient matrix M = (ai,j) obeys the columns condition. This can be

seen by noting that (1.2) is partition regular if and only if the corresponding linear

system (1.1) admits monochromatic solutions with respect to any finite colouring of

the kth powers {1, 2k, 3k, . . .} (see [Lef91, Theorem 2.1] for further details). Using non-

standard analysis, Di Nasso and Luperi Baglini [DL18, Theorem 3.10] generalised this

result by obtaining necessary conditions for partition regularity for polynomial equa-

tions P (x1, . . . , xs) = 0, where P is a non-zero integer polynomial in s variables such

that every monomial appearing in P contains exactly one variable. Barrett, Lupini,

and Moreira [BLM21] have recently generalised these results further by establishing

necessary conditions for partition regularity for general polynomial equations.

Obtaining corresponding sufficient conditions for systems of the form (1.2) to be

partition regular is a far more delicate issue; one has to contend with additional number

theoretic and geometric obstructions to the existence of solutions. For example, the

system of equations

x2 + z2 = 2y2;

x2 + d2 = y2

obeys the columns condition, and yet, by Fermat’s right triangle theorem (see [Con08]),

it has no solutions over N and is therefore not partition regular. It was speculated

in [DL18, Open Problem 1] that, for n = 1, in addition to the columns condition,

the existence of positive integer solutions should be sufficient for (1.2) to be partition
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regular. However, this is insufficient, as demonstrated by the equation

x5 − y5 = 211z5. (1.3)

This equation obeys the columns condition and has solutions (x, y, z) = (3λ, 2λ, λ)

for any positive integer λ. However, Faltings’s theorem from arithmetic geometry

[Fal83] implies that there are only finitely many primitive solutions to (1.3), where a

solution (x, y, z) is primitive if the greatest common divisor of x, y, z is 1. It follows

that there exists a finite collection of positive rational numbers q1, . . . , qt > 1 such

that {x/y, x/z, y/x, y/z, z/x, z/y} ∩ {q1, . . . , qt} 6= ∅ holds for every positive integer

solution (x, y, z) to (1.3). As a consequence of Rado’s theorem, for each i ∈ {1, . . . , t},

there exists a finite colouring of the positive integers with no monochromatic solution

(u, v) to u = qiv. Combining all of these finite colourings proves that (1.3) is not

partition regular.

If we make additional non-singularity assumptions on the system (1.2), then we

can use methods from analytic number theory to count solutions. By combining the

Hardy-Littlewood circle method, Green’s transference techniques to prove Roth’s the-

orem in the primes [Gre05A], and restriction theory, Chow, Lindqvist, and Prendiville

proved that, for n = 1, if s is sufficiently large in terms of k, then (1.2) is partition

regular if and only if it obeys the columns condition. In Chapter 3, we develop these

techniques further to obtain sufficient conditions for partition and density regularity

for (1.2) for general n under certain non-singularity conditions.

Before concluding this section, we note that one can consider a quantitative ana-

logue of partition regularity. When establishing partition regularity for a given system

of Diophantine equations E , one often finds that, for each positive integer r, there ex-

ists a positive integer N = NE(r) such that every r-colouring {1, . . . , N} = C1∪· · ·∪Cr
yields a monochromatic solution to E . Indeed, the original works of Hilbert [Hil92],

Schur [Sch16], and van der Waerden [Wae27] all deliver quantitative bounds of this

type1. The minimum such NE(r) is called the r-colour Rado-Ramsey number for E .

For further information on these numbers and their relationship with Ramsey numbers

in graph theory, we refer the reader to [GRS90, §4].

1In fact, if E is partition regular, then the existence of such a NE(r) is guaranteed by the com-
pactness principle, which follows from the axiom of choice (see [FGR88, §1.5, Theorem 4]).
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Using our earlier observation that density regularity implies partition regularity, we

remark that quantitative bounds for Rado-Ramsey numbers can often be deduced from

quantitative bounds for the corresponding density problems. For example, Gowers’

bounds in Szemerédi’s theorem [Gow01] imply that

W(r, k) 6 22r
22
k+9

,

where W(r, k) (known as the r-colour van der Waerden number) is the r-colour Rado-

Ramsey number for k-term arithmetic progressions. However, as observed previously,

there does not always exist a corresponding density result for a given partition regular

system. Consequently, one often needs to incorporate additional apparatus in order to

apply density methods, such as higher order Fourier analysis, to quantitative colouring

problems. A major theme of this thesis, particularly in Chapters 2 and 4, is the

development of such apparatuses.

1.2 Results

1.2.1 Partition regularity and multiplicatively syndetic sets

We begin in Chapter 2 by elucidating the relationship between partition and density

regularity through the mechanism of multiplicatively syndetic sets.

Definition (Multiplicatively syndetic set). Let S ⊆ N. Let F ⊂ N be a non-empty

finite set. We say that S is multiplicatively F -syndetic if, for each n ∈ N, we can find

some t ∈ F such that nt ∈ S. Equivalently, for every n ∈ N, we have (n · F ) ∩ S 6= ∅.

We call S ⊆ N multiplicatively syndetic if S is multiplicatively F -syndetic for some

non-empty finite set F ⊂ N.

In Chapter 2, we investigate the connections between multiplicatively syndetic sets

and colouring problems for systems of dilation invariant Diophantine equations. Here,

a system of equations is dilation invariant if (λx1, . . . , λxs) is a solution to the system

for every λ ∈ Q and solution (x1, . . . , xs).

Theorem 2.1.1. Let E be a dilation invariant finite system of equations. Then E is

partition regular if and only if E has a non-constant solution inside every multiplica-

tively syndetic set.
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As an immediate corollary, we show that every finite colouring of the positive integers

admits monochromatic solutions to all dilation invariant partition regular systems

which are all of the same colour.

Corollary 2.1.2. Let E1, . . . , Es be s dilation invariant partition regular finite systems

of equations. Then in any finite colouring N = C1 ∪ · · · ∪Cr there exists a colour class

Ct such that each Ei has a solution inside Ct.

We then proceed to demonstrate that multiplicatively syndetic sets provide a frame-

work for the adaptation of density methods to address colouring problems. The main

result of Chapter 2 utilises quadratic Fourier analysis to obtain a ‘multiplicatively

syndetic’ version of Brauer’s theorem [Bra28] on monochromatic progressions with the

same colour as their common difference.

Theorem 2.1.3. There exists a positive absolute constant c > 0 such that the following

is true. Let S ⊆ N be a multiplicatively F -syndetic set, for some non-empty finite set

F ⊂ N. Let M denote the largest element of F . If N > 3 satisfies

M 6 exp
(
c
√

log logN
)
,

then there exists d, x ∈ N such that {x, d, x+ d, x+ 2d} ⊆ S ∩ {1, 2, . . . , N}.

This theorem is an adaptation of a density result of Green and Tao [GT09]; if

A ⊆ {1, 2, . . . , N} does not contain a non-trivial 4-term arithmetic progression, then

|A| 6 N exp
(
−c
√

log logN
)
.

Finally, we show that this quantitative syndeticity result may be iteratively applied

to obtain a tower-type quantitative bound in Brauer’s theorem for progressions of

length 3. Let B(r, k) denote the minimum N (which exists by Brauer’s theorem)

such that every colouring of {1, . . . , N} with r colours produces a monochromatic

configuration of the form {x, d, x + d, x + 2d, . . . , x + (k − 1)d}. As we are interested

in the case k = 3, we write B(r) := B(r, 3) for all r. To state our result, we set

tow(1) := 2, and inductively define tow(n+ 1) := 2tow(n) for all n ∈ N.

Theorem 2.1.4. For each r ∈ N,

B(r) 6 tow ((1 + o(1))r) .
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1.2.2 Partition regularity for systems of diagonal equations

In Chapter 3, we investigate the qualitative problem of finding necessary and sufficient

conditions for a system of Diophantine equations to be partition or density regular.

Our main result generalises the work of Chow, Lindqvist, and Prendiville [CLP21] to

sufficiently non-singular systems of equations in kth powers.

Theorem 3.1.2. Let k, n, s ∈ N, with k > 2, and let M = (ai,j) be an n × s matrix

with integer entries. Suppose that the following condition holds:

(I) for every non-empty set {v(1), . . . ,v(d)} ⊆ Qs of linearly independent non-zero

vectors in the row space of M, we have∣∣∣∣∣
d⋃
i=1

supp
(
v(i)
)∣∣∣∣∣ > dk2 + 1.

Then the system of equations

a1,1x
k
1 + · · · a1,sx

k
s = 0;

...

an,1x
k
1 + · · · an,sxks = 0

is non-trivially partition regular if and only if M obeys the columns condition.

We similarly classify density regularity for such systems.

Theorem 3.1.4. Let k, n, s ∈ N, with k > 2, and let M = (ai,j) be an n×s matrix with

integer entries and no zero columns. Let δ > 0. If M satisfies condition (I) of Theorem

3.1.2 and the columns of M sum to 0, then there exists a constant c1 = c1(δ, k,M) > 0

and a positive integer N1 = N1(δ, k,M) ∈ N such that the following is true. If N > N1

and A ⊆ {1, 2, . . . , N} satisfies |A| > δN , then there are at least c1N
s−kn non-trivial

solutions x = (x1, . . . , xs) ∈ As to (3.2).

These theorems are proven by combining the argument of Chow, Lindqvist, and

Prendiville with an arithmetic regularity lemma of Green [Gre05B]. The key new idea

in our work is a decomposition lemma for systems of kth power equations satisfying

condition (I). To state our decomposition lemma we require a few definitions. Let

Qn×s and Zn×s denote the sets of n × s matrices with rational and integer entries
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respectively. To quantify the non-singularity properties of matrices, we introduce the

µ and q functions.

Definition (µ and q functions). Let M ∈ Qn×s and 0 6 d 6 n. We write µ(d; M)

to denote the largest number of columns of M whose Q-linear span has dimension at

most d. If d 6 rank(M), then we define

q(d; M) := min

∣∣∣∣∣
d⋃
i=1

supp
(
v(i)
)∣∣∣∣∣ ,

where the minimum is taken over all collections of d linearly independent vectors

v(1), . . . ,v(d) in the row space of M. By convention q(0; M) = |∅| = 0.

Note that condition (I) from Theorem 3.1.4 is equivalent to the assertion that q(d; M) >

dk2 for all 1 6 d 6 n.

Given matrices Mi ∈ Qni×si for 1 6 i 6 r, we say that a matrix M ∈ Qn×s is

equivalent to a block upper triangular matrix with diagonal (M1, . . . ,Mr) if we can

perform column permutations and elementary row operation to M to obtain a matrix

of the form 
M1 A(1,2) . . . A(1,r)

0 M2 . . . A(2,r)

...
. . .

...

0 0 . . . Mr

 ,

where A(i,j) ∈ Qni×sj for all 1 6 i < j 6 r. Our decomposition lemma states that

all matrices satisfying condition (I) are equivalent to a block upper triangular matrix

with diagonal (M1, . . . ,Mr) for some particularly non-singular matrices Mi which we

have termed quasi-partitionable.

Definition (Quasi-partitionable matrix). A non-empty n× s matrix M with rational

entries is called quasi-q-partitionable if s > nq and µ(d; M) 6 dq holds for all 0 6 d <

n.

Lemma 3.3.3. Let n, q, s ∈ N, and let M ∈ Qn×s be a matrix of rank n with no

zero columns. If q(d; M) > dq for all 1 6 d 6 n, then M is equivalent to a block

upper triangular matrix with diagonal (M1, . . . ,Mr), where each Mi ∈ Zni×si is quasi-

q-partitionable and si > niq.
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The inspiration for this lemma comes from an article of Brüdern and Cook [BC92]

in which it is noted that the circle method can be used to count solutions to a system

of kth power equations whose coefficient matrix has the shape described in the conclu-

sion of the above lemma. They did not use the terminology of quasi-partitionability,

which is our own invention. This observation of Brüdern and Cook was previously

noted by Low, Pitman, and Wolff [LPW88] who connected this structural property of

matrices with results in matroid theory. Our work therefore demonstrates the efficacy

of incorporating ideas from analytic number to study partition regularity for systems

of Diophantine equations.

1.2.3 Ramsey numbers of Brauer configurations

Chapter 4, which is joint work with Sean Prendiville, returns to the problem of de-

termining quantitative bounds for the Brauer numbers previously studied in Chapter

2. For each pair of positive integers k and r, recall that B(r, k) denotes the minimum

positive integer N such that every colouring of {1, . . . , N} with r colours produces a

monochromatic configuration of the form {x, d, x+ d, x+ 2d, . . . , x+ (k − 1)d}. Con-

figurations of this form are called Brauer configurations in reference to the work of

Brauer [Bra28] who established the existence of B(r, k) for every k and r. The main

theorem of Chapter 4 proves that one can obtain an upper bound for B(r, k) which is

double exponential in a power of the number of colours r, and quintuple exponential

in the length of the progression k.

Theorem 4.1.1. There exists an absolute constant C = C(k) such that if r > 2 and

N > exp exp(rC), then any r-colouring of {1, 2, ..., N} yields a monochromatic k-term

progression which is the same colour as its common difference. Moreover, it suffices

to assume that

N > 22r
22
k+10

.

This theorem is proven by modifying the higher order Fourier analytic techniques

devised by Gowers [Gow01]. Gowers’ main result shows that every set A ⊆ {1, . . . , N}

with |A| > δN contains a k-term arithmetic progression provided that

N > 22(1/δ)
22
k+9

.
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This implies a corresponding colouring result by taking δ = 1/r. As noted ear-

lier, density methods are not immediately applicable to configurations which are not

translation-invariant, such as Brauer configurations. The main contribution of our

work is the development of strategies to remove translation invariant assumptions

from these methods.

Independently of our work, Sanders [San20] has obtained a generalisation of the

above theorem to general linear configurations. Sanders proves that, for a given parti-

tion regular linear system of equations E , there exists a constant CE > 0 such that the

following is true. If N > exp exp(rCE ), then every r-colouring of {1, . . . , N} produces

a monochromatic non-constant solution to E . This generalises the double exponential

colour bound in Theorem 4.1.1. As in our work, Sanders develops a novel modification

of Gowers’ density increment argument.

We observed in Chapter 2 that one could combine quadratic Fourier analysis with

properties of multiplicatively syndetic sets to obtain an exponential tower-type bound

for B(3, r). By incorporating these same quadratic Fourier analytic techniques, which

come from work of Green and Tao [GT09] on arithmetic progressions of length 4, into

our work, we improve upon the bound given in Theorem 4.1.1 for B(r, 3).

Theorem 4.1.2. There exists an absolute constant C such that if N > exp exp(Cr log2 r),

then in any r-colouring of {1, 2, . . . , N} there exists a monochromatic three-term pro-

gression with the same colour as its common difference.

Finally, we make use of an observation of Lefmann [Lef91] to obtain new quantita-

tive bounds for the Rado-Ramsey numbers for certain non-linear configurations. Lef-

mann noted that certain diagonal quadric equations, which we term Lefmann quadrics,

can be solved over sets of any set of the form {x, λd, x+d, x+2d, . . . , x+(k−1)d}, for

certain positive integers k and λ. Our work in Chapter 4 then leads to the following

quantitative colouring result for Lefmann quadrics.

Theorem 4.1.3. Let a1, . . . , as ∈ Z \ {0} satisfy the following:

(i) there exists a non-empty set I ⊂ [s] such that
∑

i∈I ai = 0;

(ii) the system

x2
0

∑
i/∈I

ai +
∑
i∈I

aix
2
i =

∑
i∈I

aixi = 0.
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has a rational solution with x0 6= 0.

Then there exists an absolute constant C = C(a1, . . . , as) such that for r > 2 and

N > exp exp(rC), any r-colouring of {1, 2, . . . , N} yields a monochromatic solution to

the diagonal quadric

a1x
2
1 + · · ·+ asx

2
s = 0.

1.3 Thesis format

This thesis is presented in the Journal Format ; Chapters 2, 3 and 4 are based on

pre-prints of papers that I have authored or co-authored which have subsequently

been published (see the ‘Publications’ section above for further details). Each chapter

contains its own introduction, bibliography, and notation sections. Therefore, each of

these three chapters may be regarded as self-contained and be read independently of

any other chapter of this thesis. I have used the Journal Format as it most clearly

presents the contributions I have made to additive combinatorics and arithmetic Ram-

sey theory over the course of my PhD studies.

The versions of my papers incorporated into this thesis are the arXiv electronic

pre-prints. In the case of Chapters 2 and 4, these pre-print versions are identical

in mathematical content to the published papers, with only minor stylistic format

adjustments made and updates to bibliographic references. The exposition in Chapter

3 differs slightly from that presented in the published paper; the pre-print version

on which Chapter 3 is based is the “Author’s Original Version”. The mathematical

content of the two versions do not differ significantly; the published paper (the “Version

of Record”) incorporates referee suggestions by including additional detail in certain

proofs and a slightly extended introduction.

The content of Chapter 4 is joint work with Sean Prendiville. Both authors have

agreed that our contribution to this chapter is equal. All other chapters are solely

authored by myself.

There are two appendix chapters, Appendix A and Appendix B, which are both

addenda to Chapter 2. Appendix A previously appeared in the paper on which Chapter

2 is based, whilst Appendix B previously appeared in an early pre-print version of that
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paper2. The purpose of Appendix A is to show how the tower-type bound in Theorem

2.1.4 may be extracted from the recursive bound given in Theorem 2.4.2. Appendix B

recalls some of the technical definitions from [GT09] which are used throughout §2.4.3.

2Accessible at arXiv:1902.01149v1.

https://arxiv.org/abs/1902.01149v1
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Chapter 2

Partition regularity and

multiplicatively syndetic sets

Abstract. We show how multiplicatively syndetic sets can be used in the study of

partition regularity of dilation invariant systems of polynomial equations. In partic-

ular, we prove that a dilation invariant system of polynomial equations is partition

regular if and only if it has a solution inside every multiplicatively syndetic set. We

also adapt the methods of Green-Tao and Chow-Lindqvist-Prendiville to develop a

syndetic version of Roth’s density increment strategy. This argument is then used to

obtain bounds on the Rado numbers of configurations of the form {x, d, x+d, x+ 2d}.

2.1 Introduction

A system of equations is called partition regular if, in any finite colouring of the

positive integers N = C1∪· · ·∪Cr, there exists a non-constant monochromatic solution

x = (x1, . . . , xs), meaning that x ∈ Cs
k for some k, and xi 6= xj for some i 6= j.

The foundational results in the study of partition regularity are the theorems of Schur

[Sch16] and van der Waerden [Wae27]. Schur’s theorem states that the equation x+y =

z is partition regular, whilst van der Waerden’s theorem shows that any finite colouring

of N yields arbitrarily long monochromatic (non-trivial) arithmetic progressions.

The theorems of Schur and van der Waerden are both examples of partition reg-

ularity being exhibited by certain linear systems of equations. In particular, these

systems are dilation invariant, meaning that if x = (x1, . . . , xs) is a solution, then

27
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so is λx = (λx1, . . . , λxs) for any λ ∈ Q. In this chapter we study the properties of

general dilation invariant systems of equations, not just those which are linear. We

show that the regularity of such systems is inexorably connected with a special class

of sets known as multiplicatively syndetic sets.

2.1.1 Syndeticity

Syndetic sets originate from the study of topological dynamics of semigroups (see

[EEN00, HS12]). Given a semigroup (G, ·), a set S ⊆ G is called (left)-syndetic if

there exists a finite set F ⊆ G such that, for each g ∈ G, we have S ∩ (g · F ) 6= ∅.

Here g · F := {gt : t ∈ F}.

The most familiar notion of syndeticity arises in the additive setting where (G, ·) =

(N,+). In this case a syndetic subset S is called additively syndetic and is just an

infinite set with ‘bounded gaps’. That is, S is additively syndetic if and only if S =

{a1, a2, . . . } for some infinite sequence a1 < a2 < . . . such that the gaps |an+1 − an|

are uniformly bounded.

In this chapter , we study syndetic sets in the multiplicative semigroup (N, ·).

Definition (Multiplicatively syndetic set). Let F ⊂ N be a non-empty finite set.

We say that S ⊆ N is a multiplicatively F -syndetic set if, for every a ∈ N, we have

S ∩ (a · F ) 6= ∅.

Multiplicatively syndetic sets possess a number of interesting properties. Graham,

Spencer, and Witsenhausen [GSW77] observed that multiplicatively syndetic sets have

positive density. Much later, Bergelson [Ber10, Lemma 5.11] used methods from ultra-

filter theory to show that multiplicatively syndetic sets are additively central1 (which

implies that they have positive density).

The fact that multiplicatively syndetic sets have positive density plays a significant

role in the work of Chow, Lindqvist and Prendiville [CLP21]. They demonstrate how

multiplicatively syndetic sets can be used to obtain partition regularity results for

non-linear equations via an “induction on colours” argument. Their work shows that

a sufficient condition for a dilation invariant equation to be partition regular is that it

1A subset of N is called additively central if it is a member of a minimal idempotent ultrafilter on
(N,+) (see [Ber10, Definition 5.8]).
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has a solution inside2 every multiplicatively syndetic set. Our first main theorem is a

converse of this result.

Theorem 2.1.1 (Partition regularity is equivalent to syndetic solubility). Let E be a

dilation invariant finite system of equations. Then E is partition regular if and only if

E has a non-constant solution inside every multiplicatively syndetic set.

As an immediate corollary to this theorem, we obtain the following dilation invariant

consistency theorem.

Corollary 2.1.2 (Dilation invariant consistency theorem). Let E1, . . . , Es be s dilation

invariant partition regular finite systems of equations. Then in any finite colouring

N = C1 ∪ · · · ∪Cr there exists a colour class Ct such that each Ei has a solution inside

Ct.

2.1.2 Brauer configurations

Van der Waerden [Wae27] proved that, for all r, k ∈ N, there exists a (minimal) positive

integer W (r, k) ∈ N such that, in any r-colouring of the set {1, . . . ,W (r, k)}, there

exists a monochromatic arithmetic progression of length k. Obtaining good bounds

for W (r, k) is a notoriously difficult problem. Over 60 years after van der Waerden’s

original paper, Shelah [She88] obtained the first primitive recursive bounds. The best

bounds currently known are due to Gowers [Gow01] who obtained the bound

W(r, k) 6 22r
22
k+9

. (2.1)

In §2.4 we consider a variation of van der Waerden’s theorem concerning configu-

rations of the form

{x, d, x+ d, x+ 2d}.

These are arithmetic progressions of length 3 along with their common difference.

Brauer [Bra28] was the first to establish the partition regularity of these configurations,

and so we refer to them as Brauer configurations (of length 3). We also call the

corresponding Rado numbers the (r-colour) Brauer numbers. Specifically, we define

2A system E is said to have a solution in a set S if there exists a solution x to E with each entry
of x lying in S.
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B(r) ∈ N to the the smallest positive integer such that every r-colouring of the interval

{1, . . . ,B(r)} yields a monochromatic set of the form {x, d, x+ d, x+ 2d}.

To show that Brauer configurations (of length 3) are partition regular, Theorem

2.1.1 informs us that it is sufficient to prove that all multiplicatively syndetic sets

contain such configurations. Our next result establishes a quantitative version of

Brauer’s theorem for multiplicatively syndetic sets.

Theorem 2.1.3. There exists a positive absolute constant c > 0 such that the following

is true. Let S ⊆ N be a multiplicatively F -syndetic set, for some non-empty finite set

F ⊂ N. Let M denote the largest element of F . If N > 3 satisfies

M 6 exp
(
c
√

log logN
)
,

then there exists d, x ∈ N such that {x, d, x+ d, x+ 2d} ⊆ S ∩ {1, 2, . . . , N}.

This theorem is analogous to Green and Tao’s result [GT09, Theorem 1.1] that

sets A ⊆ {1, 2, . . . , N} which lack 4-term arithmetic progressions have size

|A| 6 N exp
(
−c
√

log logN
)
.

We deduce Theorem 2.1.3 from a more general density result (Theorem 2.4.1), which

concerns dense sets A ⊆ {1, 2, . . . , N} lacking arithmetic progressions of length 3

with common difference lying in a given multiplicatively syndetic set S. This density

result is proven in §2.4 by combining the methods of Green and Tao [GT09] with

a ‘multiplicatively syndetic induction on colours’ argument of Chow, Lindqvist, and

Prendiville [CLP21].

Brauer’s theorem may be proved by iteratively applying van der Waerden’s theo-

rem. As indicated by Cwalina and Schoen [CS17], the best bounds one can obtain for

the Brauer numbers by incorporating Gowers’ bound (2.1) into this argument are of

the form

B(r) 6 tow ((5 + o(1))r) .

Here tow(n) denotes an exponential tower of 2’s of height n. Explicitly, we take

tow(1) := 2 and for all n > 2 define

tow(n) := 2tow(n−1).

By incorporating Theorem 2.1.3 into an induction on colours argument, we obtain an

asymptotic improvement on this bound.
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Theorem 2.1.4 (Tower bound for B(r)). For each r ∈ N,

B(r) 6 tow ((1 + o(1))r) . (2.2)

In general, for a partition regular system of equations E , one can define the r-

colour Rado number RE(r) to be the smallest N ∈ N such that every r-colouring of

the interval {1, . . . , N} yields a monochromatic solution to E . Cwalina and Schoen

[CS17, Theorem 1.5] proved that if E is a partition regular homogeneous linear equation

of the form

a1x1 + · · ·+ asxs = 0,

where a1, . . . , as ∈ Z \ {0}, then

RE(r)�E 2OE(r4 log r).

The improvements obtained by Cwalina and Schoen for single equations ultimately

derive from the fact that single linear equations are controlled by the U2 norm (see

§2.4 for a definition of the U s norms), and so they can be analysed with (linear)

Fourier analysis. However, Brauer configurations of length 3 are controlled by the U3

norm and therefore require methods from quadratic Fourier analysis. In [CP20] we

use higher order Fourier analysis to improve on Theorem 2.1.4 by obtaining a double

exponential bound of the form

B(r) 6 exp exp(rC).

More generally, we show that a bound of the above form holds for Brauer configurations

of any length k (with constant C depending on the length k).

Notation

The positive integers are denoted by N. Given X > 1, we let [X] := {n ∈ N : 1 6 n 6

X} = {1, 2, . . . , bXc}.

Let f and g be positively valued functions. We write f � g, or g � f , or f = O(g)

if there exists a positive constant C such that f(x) 6 Cg(x) for all x. If we require

the constant C to depend on some parameters λ1, . . . , λk, then we write f �λ1,...,λk g

or f = Oλ1,...,λk(g).
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The letters c and C are typically used to denote absolute constants, whose values

may change from line to line. We usually write c to denote a small constant 0 < c < 1,

whereas C usually denotes a large constant C > 1.
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2.2 Multiplicative syndeticity and partition regu-

larity

We begin by formally introducing the concepts of partition regularity and multiplica-

tive syndeticity mentioned in the introduction. After establishing the basic properties

of multiplicatively syndetic sets, we prove Theorem 2.1.1 and Corollary 2.1.2.

2.2.1 Systems of equations

We consider finite systems of polynomial equations E in s ∈ N variables of the form

p1(t1, t2, . . . , ts) = 0;

p2(t1, t2, . . . , ts) = 0;

... (2.3)

pk(t1, t2, . . . , ts) = 0,

where each pi ∈ Q[t1, t2, . . . , ts] is a polynomial in the variables {ti}si=1. In this chapter

we only consider systems of finitely many equations, each with finitely many variables.

For related results concerning the regularity of infinite systems, see [BHLS15, HLS03].

We usually refer to such a system of polynomial equations E simply as a system of

equations. We call x ∈ Ns a solution to the system E if pi(x) = 0 for all i, meaning that

x is a solution to all of the equations in E simultaneously. A solution x = (x1, . . . , xs)

is called a non-constant solution if the entries of x are not all equal, meaning that
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xi 6= xj for some i 6= j. Given a set S ⊆ Q, we say that E has a (non-constant)

solution in S if there is a (non-constant) solution x = (x1, . . . , xs) ∈ Ns to E such that

xi ∈ S for all i.

A system of equations E is called dilation invariant if the following is true. If

x = (x1, . . . , xs) is a solution to E , then λx = (λx1, . . . , λxs) is also a solution for

every λ ∈ Q. For the majority of this chapter , we restrict our attention to dilation

invariant systems of polynomial equations. However it should be noted that most of

the results we prove in this section apply to any dilation invariant system of equations

and not just those consisting of polynomial equations.

2.2.2 Partition regularity

As mentioned in the introduction, the partition regularity of equations is a well-studied

topic in Ramsey theory. Recall that an r-colouring of a set X is a partition X =

C1∪· · ·∪Cr of X into r colour classes Ci. Equivalently, an r-colouring can be defined

by a function χ : X → A, for some set A = {a1, . . . , ar} with |A| = r (usually we

take A = [r]). These two characterisations can be seen to be equivalent by taking

χ−1(ai) = Ci. A subset Y ⊆ X is called (χ)-monochromatic if χ is constant on Y , or

equivalently that Y ⊆ Ci for some colour class Ci.

Definition (Partition regularity). Let S ⊆ Q be a non-empty set and let E be a

system of equations with coefficients in Q. Let r ∈ N. We say that E is (kernel)

r-regular over S if, for each r-colouring χ : Q → [r], there exists a χ-monochromatic

non-constant solution x to E with entries in S. We call such an x a (χ-)monochromatic

(non-constant) solution to A. We say that E is (kernel) partition regular over S if E

is r-regular over S for every r ∈ N.

In practice, when one shows that a given system of equations E is r-regular, the

proof actually yields a number RE(r) (known as the r colour Rado number for E) such

that E is r-regular over the finite interval [RE(r)]. This is certainly the case whenever

one obtains a quantative regularity result, such as in [CS17, Gow01, Sch16, Wae27]. By

assuming (some form of) the axiom of choice, one can show that if E is r-regular, then

such an RE(r) necessarily exists. This result is known as the compactness principle.

Compactness Principle. Let E be a finite system of equations in finitely many
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variables. Let A ⊆ N and let r ∈ N. Then E is r-regular over A if and only if there

exists a finite set F ⊆ A such that E is r-regular over F .

Proof. See [GRS90, Theorem 4].

Remark. For the rest of this section, we assume (some form of) the axiom of choice

in order to make use of the compactness principle. This assumption is not required

for any of the remaining sections.

2.2.3 Multiplicatively thick sets

The compactness principle informs us that a system of equations E is partition regular

if and only if, for each r ∈ N, we can find a finite set Fr ⊂ N such that E is r-regular

over Fr. Thus, a sufficient condition for E to be partition regular over a set A ⊆ N

would be that Fr ⊆ A for all r ∈ N. The problem with this condition is that it is quite

possible that the only set which could satisfy this property is A = N. If E is a dilation

invariant system of equations, then we can relax this condition to the requirement

that, for each r ∈ N, we can find tr ∈ N such that tr · Fr ⊆ A. This motivates the

following definition.

Definition (Multiplicatively thick set). Let T ⊆ N. We say that T is a multiplicatively

thick set if, for each finite set F ⊂ N, there exists t ∈ N such that t · F ⊆ T .

Proposition 2.2.1 (Regularity over thick sets). Let E be a dilation invariant system

of equations. Let r ∈ N. Then the following are all equivalent:

(I) E is r-regular;

(II) E is r-regular over every multiplicatively thick set;

(III) E is r-regular over some multiplicatively thick set T .

Proof. The implications (II)⇒(III) and (III)⇒(I) are immediate. It only remains to

establish (I)⇒(II).

Suppose E is r-regular. By compactness, we can find a finite set F ⊂ N such that

E is r-regular over F . Now let T ⊆ N be a multiplicatively thick set. We can then

find t ∈ N such that t ·F ⊆ T . Now suppose χ : T → [r] is an r-colouring of T . Define
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a new r-colouring χ̃ : F → [r] of F by χ̃(x) = χ(tx). Since E is r-regular over F , we

can find a χ̃-monochromatic solution x to E in F . By dilation invariance, we deduce

that tx is a χ-monochromatic solution to E in T . Thus E is r-regular over T .

2.2.4 Multiplicatively syndetic sets

We have now reduced regularity over N to regularity over a multiplicatively thick set.

The utility of Proposition 2.2.1 is demonstrated in the following argument. Suppose

that we have a dilation invariant system of equations E and an integer r > 1 such that

E is (r− 1)-regular. We would like to use this to test whether E is r-regular. Suppose

that we have an r-colouring N = C1 ∪ · · · ∪ Cr. Informally, if we know that one of

the colour classes Cj is ‘small’, then we would expect, by (r − 1)-regularity, to find a

monochromatic solution in a colour class Ci with i 6= j.

To make this rigorous, suppose that we have a colour class Cj such that the com-

plement N \ Cj is multiplicatively thick. The remaining (r − 1) colour classes induce

an (r− 1)-colouring on N \Cj. By Proposition 2.2.1, since E is (r− 1)-regular, we can

find a monochromatic solution to E inside N \ Cj.

This shows that if the dilation invariant system E is (r−1)-regular but not r-regular,

then there is an r-colouring N = C1 ∪ · · ·Cr without non-constant monochromatic

solutions to E such that each complement N\Ci is not multiplicatively thick. Observe

that N \ Ci is not multiplicatively thick if and only if there exists a finite set F ⊂ N

such that, for every n ∈ N, we have (n · F ) ∩ Ci 6= ∅. This motivates the following

definition.

Definition (Multiplicatively syndetic set). Let S ⊆ N. Let F ⊂ N be a non-empty

finite set. We say that S is multiplicatively F -syndetic if, for each n ∈ N, we can find

some t ∈ F such that nt ∈ S. Equivalently, for every n ∈ N, we have (n · F ) ∩ S 6= ∅.

We call S ⊆ N multiplicatively syndetic if S is multiplicatively F -syndetic for some

non-empty finite set F ⊂ N.

Remark. Chow, Lindqvist, and Prendiville [CLP21] define an M-homogeneous set to

be a set which intersects every homogeneous arithmetic progression x · [M ] of length

M for every x ∈ N. We therefore observe that an M -homogeneous set is exactly the

same as a multiplicatively [M ]-syndetic set.
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As mentioned previously, multiplicatively syndetic sets can be equivalently defined

in terms of multiplicatively thick sets.

Proposition 2.2.2. Let S ⊆ N. Then the following are all equivalent:

(I) S is multiplicatively syndetic;

(II) for every multiplicatively thick set T , we have S ∩ T 6= ∅;

(III) N \ S is not multiplicatively thick.

Proof.

(I)⇒(II): Suppose S is multiplicatively F -syndetic for some F ⊂ N, and suppose

T ⊆ N is a multiplicatively thick set. This means that we can find tT ∈ N such that

tT · F ⊆ T . Since S is multiplicatively F -syndetic, we have (tT · F ) ∩ S 6= ∅. In

particular, S ∩ T 6= ∅.

(II)⇒(III): Follows from the fact that S and N \ S are disjoint.

(III)⇒(I): Since N \ S is not multiplicatively thick, we can find a non-empty finite

set F ⊂ N such that t·F * N\S for every t ∈ N. This implies that S is multiplicatively

F -syndetic.

In Proposition 2.2.1 we showed that a dilation invariant system of equations is

r-regular if and only if it is r-regular over all multiplicatively thick sets. This is a con-

sequence of the ‘largeness’ of multiplicatively thick sets. We now prove a similar result

for multiplicatively syndetic sets. To do this, we identify multiplicatively syndetic sets

with finite colourings in the following manner.

Definition (Encoding function). Let S ⊆ N be a multiplicatively F -syndetic set,

for some non-empty finite F ⊂ N. The encoding function for (S, F ) is the function

τS;F : N→ F defined by

τS;F (n) := min{t ∈ F : nt ∈ S}.

Note that the assertion that τS;F is a well-defined total function is equivalent to the

statement that S is multiplicatively F -syndetic.

The encoding function τS;F defines a finite colouring of N. Moreover, if a set A is

monochromatic with respect to this colouring, then there exists some t ∈ F such that

t · A ⊆ S. This observation leads to the following result.
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Proposition 2.2.3 (Syndetic sets contain PR configurations). Let A ⊆ N. Let S ⊆ N

be a multiplicatively F -syndetic set, for some non-empty finite set F ⊂ N. Let E be a

dilation invariant system of equations, and let r ∈ N. If E is (|F | · r)-regular over A,

then E is r-regular over S ∩ (F · A).

Proof. Suppose χ : S ∩ (F · A) → [r] is an r-colouring. Let τ = τS;F . Now let

χ̃ : A→ F × [r] be the product colouring given by

χ̃(n) := (τ(n), χ(nτ(n))).

Since E is (|F | · r)-regular over A, we can find a χ̃-monochromatic solution a to E

whose entries ai all lie in A. From the definition of χ̃, we can find t ∈ F such that

τ(ai) = t for each entry ai. From the dilation invariance of E , we deduce that x := ta

is a χ-monochromatic solution to E whose entries xi = tai all lie in S ∩ (F · A).

This proposition immediately gives the following corollary.

Corollary 2.2.4. Let E be a dilation invariant system of equations. Then the following

are all equivalent:

(I) E is partition regular (over N);

(II) E is partition regular over every multiplicatively syndetic set;

(III) E is partition regular over some multiplicatively syndetic set S ⊆ N.

We have thus shown that partition regularity over N is equivalent to partition

regularity over a particular multiplicatively syndetic set. Our goal now is to prove

Theorem 2.1.1 and therefore show that partition regularity over N is actually equivalent

to 1-regularity over every multiplicatively syndetic set.

Recall that our motivation for introducing multiplicatively syndetic sets came from

considering colourings in which some of the colour classes were not multiplicatively

thick. This leads to the following induction argument first developed in [CLP21] to

establish partition regularity of certain non-linear dilation invariant equations.

Lemma 2.2.5 (Induction on colours schema). Let E be a dilation invariant system

of equations. If E is r-regular (for some r ∈ N), then there exists a finite set F =
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F (E , r) ⊂ N so that the following holds. If N = C1 ∪ · · · ∪ Cr+1 is an (r + 1)-

colouring which lacks monochromatic solutions to E, then each colour class Ci must be

a multiplicatively F -syndetic set.

Proof. Since E is r-regular, the compactness principle allows us to find a non-empty

finite set F = F (E , r) ⊂ N such that E is r-regular over F . By dilation invariance, in

any colouring χ of N, if there exists a set of the form x ·F (with x ∈ N) which receives

at most r distinct colours, then there exists a χ-monochromatic solution to E in x ·F .

By contraposition we deduce that if N = C1 ∪ · · · ∪Cr+1 is an (r+ 1)-colouring which

lacks monochromatic solutions to E , then each colour class Ci is a multiplicatively

F -syndetic set.

This lemma shows that when we are trying to prove that a given dilation invariant

system E is partition regular, we only need to consider colourings in which all of the

colour classes are multiplicatively syndetic. Combining this with Corollary 2.2.4 allows

us to prove Theorem 2.1.1.

Proof of Theorem 2.1.1. If E is partition regular, then Corollary 2.2.4 implies that E

is partition regular over every multiplicatively syndetic set. In particular, E has a

non-constant solution inside every multiplicatively syndetic set.

Conversely, suppose E is not partition regular. If E is not 1-regular, then E has no

non-constant solutions in the multiplicatively syndetic set N. Suppose then that E is

1-regular. By Lemma 2.2.5, there exists a finite colouring of N with no monochromatic

non-constant solutions to E and with each colour class being a multiplicatively syndetic

set. Therefore each colour class is a multiplicatively syndetic set which has no non-

constant solutions to E .

This result therefore reduces the task of establishing r-regularity over N for every

r ∈ N to establishing solubility in every multiplicatively syndetic set. Whilst this may

not immediately appear to be helpful, we can obtain Corollary 2.1.2 very easily from

this new approach.

Proof of Corollary 2.1.2. For each k ∈ [s], let mk denote the number of variables

appearing in the equations defining the system Ek. We can therefore define a dilation

invariant system E in m = m1 + · · ·+ms variables whose solutions are precisely tuples
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of the form (x(1), . . . ,x(s)), where x(k) ∈ Qmk is a solution to the system Ek. Since

each Ei is partition regular, it follows from Theorem 2.1.1 that E is partition regular.

This implies the desired result.

Remark. In the case that each Ei is a partition regular linear homogeneous equation,

the above result is an immediate consequence of Rado’s Criterion [Rad33, Satz IV].

Our proof shows that it is not necessary to utilise such a strong result.

2.2.5 Multiplicatively piecewise syndetic sets

By using encoding functions, one can show that for a non-empty finite set F ⊂ N, a

set S ⊆ N is multiplicatively F -syndetic if and only if

N =
⋃
t∈F

t−1S,

where t−1S := {n ∈ N : nt ∈ S}. Our proof of Proposition 2.2.3 used this fact to

show that regularity over N can be ‘lifted’ to regularity over a multiplicatively syndetic

set. However, we proved in Proposition 2.2.1 that regularity over N is equivalent to

regularity over a multiplicatively thick set. This motivates the introduction of the

following weaker form of syndeticity.

Definition (Multiplicatively piecewise syndetic set). Let F ⊂ N be a non-empty finite

set, and let S ⊆ N. We say that S is multiplicatively piecewise F -syndetic if the set

∪t∈F (t−1S) is a multiplicatively thick set.

We call S ⊆ N (multiplicatively) piecewise syndetic if S is multiplicatively piecewise

F -syndetic for some F ⊂ N.

Another way to view multiplicatively piecewise syndetic sets is through the fol-

lowing ‘partial encoding’ formulation. Given a non-empty finite set F ⊂ N and a set

S ⊆ N, define a partial function3 τS;F : N 9 F by

τS;F (n) := min{t ∈ F : nt ∈ S}, (2.4)

for all n ∈ N for which the above quantity is defined. We refer to this partial function

as the (partial) encoding function for (S, F ). By the domain of τS;F we mean the set

of all n ∈ N for which (2.4) is defined.

3We use the partial function notation f : A 9 B to mean that f only defines a function on a
(possibly empty) subset of A.
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We remarked earlier that S is multiplicatively F -syndetic if and only if τS;F is

a total function, meaning that τS;F (n) is defined for all n ∈ N. Similarly, we see

that S is multiplicatively piecewise F -syndetic if and only if the domain of τS;F is

multiplicatively thick.

This technique of identifying a multiplicatively syndetic set with its encoding func-

tion was the key idea in the proof of Proposition 2.2.3. A similar argument can be

used to obtain the following analogous result.

Proposition 2.2.6 (Piecewise syndetic sets contain PR configurations). Let S ⊆ N

be a multiplicatively piecewise F -syndetic set, for some non-empty finite set F ⊂ N.

Let E be a dilation invariant system of equations, and let r ∈ N. If E is (|F | ·r)-regular

over N, then E is r-regular over S.

Proof. Suppose χ : S → [r] is an r-colouring of S. Since S is multiplicatively piecewise

syndetic, the set T := ∪t∈F (t−1 · S) is multiplicatively thick. Let τ : T → F denote

the encoding function given by

τ(n) := min{t ∈ F : nt ∈ S}.

Now let χ̃ : T → F × [r] be the product colouring given by

χ̃(n) := (τ(n), χ(nτ(n))).

By Proposition 2.2.1, we know that E is (|F | · r)-regular over T . Thus, we can find a

χ̃-monochromatic solution x to E such that every entry of x is an element of T . From

the definition of χ̃, we can find t ∈ F such that τ(xi) = t for every entry xi of x. The

dilation invariance of E then shows that y := tx is a χ-monochromatic solution to E

whose entries yi = txi all lie in S.

We end this section by synthesising all of our results relating partition regularity

with solubility in multiplicatively syndetic sets into the following theorem.

Theorem 2.2.7 (Summary of results). Suppose E is a dilation invariant system of

equations. Then the following are all equivalent:

(I) E is partition regular (over N);

(II) E is partition regular over every multiplicatively thick set;
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(III) E is partition regular over every multiplicatively piecewise syndetic set;

(IV) E is partition regular over every multiplicatively syndetic set;

(V) E has a solution in every multiplicatively piecewise syndetic set;

(VI) E has a solution in every multiplicatively syndetic set.

Proof. Proposition 2.2.1 establishes the equivalence (I)⇔(II). Proposition 2.2.3 and

Theorem 2.1.1 together show that (I)⇔(IV)⇔(VI). Similarly, we deduce from Propo-

sition 2.2.6 that (I)⇔(III). Since syndeticity implies piecewise syndeticity, we see

that (V)⇒(VI). Finally, since solubility is equivalent to 1-regularity, we observe that

(III)⇒(V).

2.3 Density of multiplicatively syndetic sets

In Ramsey theory, there are multiple concepts of ‘largeness’. The most familiar of

these is the notion of (asymptotic) density.

Definition (Asymptotic Density). Let A ⊆ N. The upper (asymptotic) density d̄(A)

of A is defined by

d̄(A) := lim sup
N→∞

|A ∩ [N ]|
N

.

The lower (asymptotic) density d(A) of A is defined by

d(A) := lim inf
N→∞

|A ∩ [N ]|
N

.

The natural (asymptotic) density d(A) of A is defined by

d(A) := lim
N→∞

|A ∩ [N ]|
N

,

whenever the above limit exists, which occurs if and only if d̄(A) = d(A).

One can generalise this definition to obtain a notion of asymptotic density for

general cancellative, left amenable semigroups (see [BG18] for further details). The

above definition comes from the case where the semigroup in question is (N,+). As

such, asymptotic density is a form of ‘additive largeness’.

Recent research has led to the surprising discovery that multiplicatively large sets,

such as multiplicatively syndetic sets, are additively large. Bergelson [Ber10, Lemma
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5.11] proved that multiplicatively syndetic sets are additively central, which implies

that they have positive upper asymptotic density. However, due to the infinitary

nature of central sets, no explicit bounds on the density of multiplicatively syndetic

sets can be extracted from this result.

In their work on the partition regularity of non-linear equations, Chow, Lindqvist,

and Prendiville [CLP21, Lemma 4.2] independently proved that multiplicatively syn-

detic sets have positive (lower) asymptotic density. They obtained the following quan-

titative result (for the case F = [M ]).

Lemma 2.3.1. Let F ⊂ N be a non-empty finite set, and let M denote the largest

element of F . Then for any N ∈ N and any multiplicatively F -syndetic set S ⊆ [N ],

we have

|S ∩ [N ]| > 1

|F |

⌊
N

M

⌋
. (2.5)

Proof. Define an encoding function τ : [N/M ]→ F for S by

τ(x) := min{t ∈ F : tx ∈ S}.

By the pigeonhole principle, there exists t ∈ F such that |τ−1(t)| > 1
|F | |[N/M ]|. Thus,

|S| > |{tx : x ∈ τ−1(t)}| > 1

|F |

⌊
N

M

⌋
.

In fact, the density of multiplicatively syndetic sets had been studied much ear-

lier. In 1977 Graham, Spencer, and Witsenhausen [GSW77] determined the maximum

asymptotic density for sets lacking linear configurations of the form {a1x, a2x, . . . , asx}.

Taking complements enables one to determine the minimum density of a multiplica-

tively F -syndetic set for F = {a1, . . . , as}. After performing this reformulation, their

result is as follows.

Theorem 2.3.2 ([GSW77, Theorem 2]). Let F ⊂ N be a non-empty finite set. Let PF

be the set of primes dividing elements of F . Let S(PF ) denote the set of all PF -smooth

numbers, meaning that x ∈ S(PF ) if and only if every prime factor of x lies in PF . We

write S(PF ) = {d1 < d2 < d3 < . . . }, where dk is the kth smallest element of S(PF ).

For each k ∈ N, let

gF (k) := min{|X ∩ {d1, . . . , dk}| : X ⊆ N is multiplicatively F -syndetic}
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Finally, let K(F ) = {k ∈ N : gF (k) = gF (k − 1)}. Then for any multiplicatively

F -syndetic set S ⊆ N, we have the sharp bound

d(S) > δmin(F ) := 1−
∏

p∈S(PF )

(1− p−1)
∑

k∈K(F )

d−1
k .

Graham, Spencer, and Witsenhausen remark that there are difficulties in evaluating

δmin(F ) due to the complicated nature of the set K(F ). In particular, they could not

obtain an explicit evaluation for δmin(F ) in the case where F = {1, 2, 3}. Erdős

and Graham [EG80] subsequently conjectured that δmin({1, 2, 3}) is irrational. This

conjecture remains open (see [CEG02] for further details and developments related to

this problem).

In the case where F = {1, p, p2, . . . , pk−1} for some prime p and some k ∈ N,

Graham, Spencer, and Witsenhausen observed that δmin(F ) = p+1
pk−1

. We now consider

F = {1, a, a2, . . . , ak−1}, where a ∈ N need not be prime, and explicitly construct a

multiplicatively F -syndetic set of minimum density.

Definition (Multiplicity function). Let a > 2 be a positive integer. Define the a-

multiplicity function νa : N→ N ∪ {0} by

νa(n) = max{k ∈ N ∪ {0} : ak|n}.

Lemma 2.3.3 (The set S(a, k)). Let a, k ∈ N \ {1}, and let F = {1, a, a2, . . . , ak−1}.

Let S(a, k) ⊆ N be defined by

S(a, k) := {n ∈ N : νa(n) ≡ k − 1 (mod k)}. (2.6)

Then S(a, k) is a multiplicatively F -syndetic set and has natural density

d (S(a, k)) =
a− 1

ak − 1
.

Proof. By noting that νa(an) = νa(n) + 1, we see that, for any n ∈ N, the set νa(n ·F )

is a complete residue system modulo k. Thus, S(a, k) is a multiplicatively F -syndetic

set.

It only remains to check that S(a, k) achieves the required density bound. For each

m ∈ N, let Am = {n ∈ N : νa(n) = km− 1}. Hence,

S(a, k) =
⋃
m∈N

Am.
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Observe that n ∈ Am holds if and only if n ≡ akm−1b (mod akm) for some b ∈

{1, 2, . . . , a− 1}. We therefore deduce that Am has natural density

d(Am) =
a− 1

akm
.

For each r ∈ N, let Br = ∪rm=1Am. Since Ai and Aj are disjoint for all i 6= j, we

deduce from the finite additivity of natural density that

d(Br) =
r∑

m=1

d(Am) = (a− 1)
r∑

m=1

a−km = (a− 1)
1− a−rk

ak − 1
.

By noting that Br ⊆ S(a, k), we deduce that d (S(a, k)) > d(Br) for all r ∈ N. Taking

r →∞ gives the lower bound d(S(a, k)) > (a− 1)/(ak − 1).

We now compute an upper bound. First observe that

S(a, k) \Br ⊆ akr−1 · N

for all r ∈ N. Thus,

d̄(S(a, k)) 6 d̄(Br) + d̄(akr−1 · N) = d(Br) +
1

akr−1

holds for all r ∈ N. Taking r →∞ gives the desired upper bound.

We now show that S(a, k) has minimal density.

Theorem 2.3.4 (Minimal {1, a, . . . , ak−1}-syndetic set). Let a, k ∈ N \ {1}, and let

F = {1, a, a2, . . . , ak−1}. Let S(a, k) be the set defined in (2.6). Let N ∈ N. If X ⊆ N

is a multiplicatively F -syndetic set, then

|X ∩ [N ]| > |S(a, k) ∩ [N ]|.

Proof. We may assume that N > ak−1, since otherwise S(a, k) ∩ [N ] = ∅ and the

result is vacuously true. Let X ⊆ N be a multiplicatively F -syndetic set. Let m ∈

S(a, k) ∩ [N ]. Since every element of S(a, k) is divisible by ak−1, we deduce that

(a−(k−1)m) ·F ⊆ [N ]. As X is multiplicatively F -syndetic, we can find some t(m) ∈ F

such that a−(k−1)mt(m) ∈ X. We can therefore define a function g : S(a, k)∩ [N ]→ X

by g(n) = a−(k−1)nt(n). To complete the proof it is sufficient to show that g is an

injective function.
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Suppose that n, n′ ∈ S(a, k) satisfy g(n) = g(n′). Thus, nt(n) = n′t(n′). Applying

νa to this equation and then reducing modulo k gives

νa(t(n)) ≡ νa(t(n
′)) (mod k).

Now observe that the function which maps t ∈ F to the residue class of νa(t) modulo

k is injective. This shows that t(n) = t(n′), which implies that n = n′.

2.4 A syndetic density increment strategy

Brauer [Bra28] established the following common generalisation of Schur’s theorem

and van der Waerden’s theorem.

Brauer’s Theorem: For all k, r ∈ N, there exists N0 = N0(k, r) ∈ N such that, in

any r-colouring [N0] = C1 ∪ · · · ∪ Cr of [N0] = {1, 2, . . . , N0}, there is a colour class

Ci containing a set of the form

{x, d, x+ d, x+ 2d, . . . , x+ (k − 1)d}. (2.7)

In this section we study the case where k = 3. This corresponds to configurations of

the form

{x, d, x+ d, x+ 2d}. (2.8)

We refer to such configurations as Brauer configurations (of length 3). These are three

term arithmetic progressions along with their common difference. Alternatively, one

can view Brauer configurations as being solutions {x, y, z, d} to the following dilation

invariant system of equations:

x− 2y + z = 0;

x− y + d = 0.

As shown by Theorem 2.1.1, Brauer’s theorem is equivalent to the assertion that all

multiplicatively syndetic sets contain Brauer configurations. In this section, we derive

quantitative bounds on the minimal N ∈ N for which the set S ∩ [N ] must contain a

Brauer configuration, for a given multiplicatively syndetic set S. The main theorem

of this section is as follows.
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Theorem 2.4.1 (Syndetic Brauer). Let M > 2 be a positive integer. Let A ⊆ [N ]

be such that |A| > δN for some 0 < δ 6 1/2. Let S ⊆ N be a multiplicatively [M ]-

syndetic set. If there does not exist a 3-term arithmetic progression in A with common

difference in S, then

log logN � log(δ−1) log(M/δ). (2.9)

Remark. We impose the restriction δ 6 1/2 to ensure that δ is bounded away from

1. One could replace 1/2 by any positive quantity strictly less than 1 at the cost of

increasing the implicit constant in (2.9).

In [GT09], Green and Tao used a density increment strategy over quadratic fac-

tors to obtain new bounds for the sizes of subsets of [N ] lacking 4-term arithmetic

progressions. In this section we combine their methods with the induction on colours

argument (Lemma 2.2.5) of Chow, Lindqvist, and Prendiville [CLP21] to prove The-

orem 2.4.1.

By incorporating the density bounds obtained in §2.3, we can use Theorem 2.4.1

to prove Theorem 2.1.3.

Proof of Theorem 2.1.3 given Theorem 2.4.1. Let c > 0 be a small positive constant

to be specified later, and assume that M,N ∈ N satisfy

2 6M 6 exp
(
c
√

log logN
)
.

Let S ⊆ N be a multiplicatively F -syndetic set, for some non-empty F ⊆ [M ]. By

taking c sufficiently small, we may assume that N >M . This implies that the density

of S∩ [N ] in [N ] is positive. Moreover, by Lemma 2.3.1, we can choose a subset S ′ ⊆ S

such that the density δ of S ′ ∩ [N ] in [N ] satisfies both of the bounds 0 < δ 6 1/2 and

δ−1 �M2. This gives

log(δ−1) log(M/δ)� log2M.

Hence, by choosing c to be sufficiently small, we can ensure that (2.9) does not hold.

Thus, by taking A = S ′ ∩ [N ], we conclude from Theorem 2.4.1 that S ∩ [N ] contains

a Brauer configuration.

For each r ∈ N, define the r colour Brauer number B(r) to be the minimum N ∈ N

such that any r-colouring of [N ] yields a monochromatic Brauer configuration. In
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other words, B(r) is the minimal value that N0(3, r) may take in the statement of

Brauer’s theorem. We can use Theorem 2.4.1 to obtain the following recursive bound

for these numbers.

Theorem 2.4.2 (Recursive bound for B(r)). For each r ∈ N, we have

B(r + 1) 6 2B(r)O(log(r+1))

. (2.10)

By some computation (which is given in Appendix A), this theorem leads to the tower

type bound in Theorem 2.1.4.

Proof of Theorem 2.4.2 given Theorem 2.4.1. Let r ∈ N. Let M := B(r), and let

δ := (r + 1)−1. Note that M > B(1) = 3. Suppose N ∈ N is such that N < B(r + 1).

Therefore, we have an (r+ 1)-colouring [N ] = C1 ∪ · · · ∪Cr+1 with no monochromatic

sets of the form (2.8). By dilation invariance and our choice of M , it follows that there

cannot exist a set of the form x · [M ] ⊆ [N ] which is r-coloured. This implies that

Ci ∪ (N \ [N ]) is multiplicatively [M ]-syndetic for all i ∈ [r].

Without loss of generality, assume that C1 is the largest colour class. By the

pigeonhole principle, we observe that |C1| > δN . Hence, by taking A = C1 and

S = C1 ∪ (N \ [N ]) in the statement of Theorem 2.4.1, we deduce that

log log B(r + 1)� log(r + 1) log ((r + 1)B(r)) .

By noting that B(r) > r + 1 (since one can r-colour [r] so that each element has a

unique colour), this gives

log log B(r + 1)� log(r + 1) log(B(r)).

Exponentiating twice then gives (2.10).

2.4.1 Norms

Given a non-empty finite set A and a function f : A → C, we define the expectation

EA(f) of f over A by

EA(f) = Ex∈A(f) :=
1

|A|
∑
x∈A

f(x).

The functions we encounter in this section are usually defined on [N ] or Z/pZ, where

N ∈ N, and p ∈ N is a prime. When p > N , it is convenient to consider [N ] as a
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subset of the field Z/pZ by reducing modulo p. Given a function f : Z → C which

is supported on [N ], we can then consider f as a function defined on Z/pZ by taking

f(x) = 0 for all x ∈ (Z/pZ) \ [N ].

We make use of two different types of norms. The standard Lp norms are used

to measure the overall size of a function, whilst the Gowers uniformity U s norms

(introduced in [Gow01, Lemma 3.9]) measure the degree to which a function exhibits

non-uniformity.

Definition (Lp norms). Let A be a set and let f : A → C be a finitely supported

function. The L1 norm ‖f‖L1(A) of f is defined by

‖f‖L1(A) := Ex∈A|f(x)|.

The L∞ norm ‖f‖L∞(A) of f is defined by

‖f‖L∞(A) := max
x∈A
|f(x)|.

We say that f is 1-bounded (on A) if ‖f‖L∞(A) 6 1.

Definition (U s norms). Let f : Z/pZ→ C. For each s > 1, the U s norm4 ‖f‖Us(Z/pZ)

of f is defined by

‖f‖Us(Z/pZ) :=
(
Ex,h1,h2,...,hs∈Z/pZ ∆h1,...,hsf(x)

)1/2s
, (2.11)

where the difference operators ∆h1,...,hs are defined by

∆hf(x) := f(x)f(x+ h)

and

∆h1,...,hsf := ∆h1∆h2 · · ·∆hsf.

The Gowers uniformity norms can also be defined recursively. By expanding and

rearranging (2.11), we observe that

‖f‖2s+1

Us+1 = Eh∈Z/pZ‖∆hf‖2s

Us . (2.12)

4For s > 2 the Us norms are indeed norms (see [TV06, Chapter 11]), however the U1 ‘norm’ is
only a seminorm.
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2.4.2 Counting Brauer configurations

To prove Theorem 2.4.2, we use an induction on colours argument similar to [CLP21,

§4].

For the remainder of this section, we let N denote a positive integer and consider

Brauer configurations in the interval [N ]. It is useful to embed [N ] in an abelian

group which is not much larger than [N ]. We therefore let p denote a prime5 satisfying

3N < p < 6N , and embed [N ] in the group Z/pZ by reducing modulo p. We also let

M ∈ N be a positive integer with M > 1 so that we may consider multiplicatively

[M ]-syndetic sets.

Let S ⊆ Z/pZ and let f1, f2, f3 : Z/pZ→ C. The counting functional ΛS we use is

defined by

ΛS(f1, f2, f3) := E
x∈Z/pZ

E
d∈S

f1(x)f2(x+ d)f3(x+ 2d).

For brevity, we write ΛS(f) := ΛS(f, f, f).

Lemma 2.4.3 (Counting Brauer configurations with common difference in S).

Let N ∈ N with N > 3. If S ⊆ [N/3] is non-empty, then

ΛS(1[N ]) >
1

18
.

Proof. Since S ⊆ [N/3], for all d ∈ S we have N − 2d > N/3. Combining this with

the bound p < 6N gives

ΛS(1[N ]) =
1

p
E
d∈S

(N − 2d) >
N

3p
>

1

18
.

We now use the two different types of norms introduced earlier to control the size

of ΛS. The simplest way to bound ΛS is by using the L1 norm.

Lemma 2.4.4 (L1 control for ΛS). Let S ⊆ [N ] and let f, g : Z/pZ→ C be 1-bounded

functions. Then we have

|ΛS(f)− ΛS(g)| 6 3‖f − g‖L1(Z/pZ). (2.13)

5 Such a prime exists by Bertrand’s postulate.
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Proof. First let k ∈ {1, 2, 3} and let f1, f2, f3 : Z/pZ→ C be functions such that fi is

1-bounded for all i 6= k. By a change of variables, we see that

|ΛS(f1, f2, f3)| 6 E
d∈S

E
x∈Z/pZ

|f1(x)f2(x+ d)f3(x+ 2d)|

6 E
d∈S

E
x∈Z/pZ

|fk(x+ (k − 1)d)1S(d)|

=

(
E

y∈Z/pZ
|fk(y)|

)(
E
d∈S

1S(d)

)
.

We therefore deduce that

|ΛS(f1, f2, f3)| 6 ‖fk‖L1(Z/pZ) (2.14)

holds for all k ∈ {1, 2, 3}.

Now observe that, by multilinearity, we have the telescoping identity

ΛS(f)− ΛS(g) = ΛS(f − g, f, f) + ΛS(g, f − g, f) + ΛS(g, g, f − g). (2.15)

Applying the triangle inequality to this identity and using (2.14) gives (2.13).

In addition to ΛS, for functions f1, f2, f3 : Z/pZ → C, we introduce the auxiliary

counting functional AP3 given by

AP3(f1, f2, f3) := E
x,d∈Z/pZ

f1(x)f2(x+ d)f3(x+ 2d).

Since Brauer configurations contain three term arithmetic progressions, it is perhaps

unsurprising that the uniformity of ΛS is related to the uniformity of AP3. Indeed,

the original motivation for the introduction of the U s norms in [Gow01, §3] was the

observation that they control counting functionals for arithmetic progressions. This

result is referred to in the literature as a generalised von Neumann theorem. In the

case of three term arithmetic progressions, the result is as follows.

Lemma 2.4.5 (Generalised von Neumann theorem). Let f1, f2, f3 : Z/pZ → C be

1-bounded functions. Then we have

|AP3(f1, f2, f3)| 6 min
16k63

‖fk‖U2(Z/pZ). (2.16)

Proof. This follows from two applications of the Cauchy-Schwarz inequality. For the

full details, see [TV06, Lemma 11.4].
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We now prove an analogous result for the ΛS functional.

Lemma 2.4.6 (Generalised von Neumann theorem for ΛS). Let S ⊆ [N ] be a non-

empty set, and let f1, f2, f3 : Z/pZ→ C be 1-bounded functions. Then

|ΛS(f1, f2, f3)| 6 p1/2

|S|1/2
min

16k63
‖fk‖U3(Z/pZ).

Proof. Observe that we can rewrite ΛS(f1, f2, f3) as

ΛS(f1, f2, f3) =
p

|S|
E

x,d∈Z/pZ
f1(x)f2(x+ d)f3(x+ 2d)1S(d).

By applying the Cauchy-Schwarz inequality (with respect to the d variable), we see

that the quantity |ΛS(f1, f2, f3)|2 is bounded above by(
E

d∈Z/pZ

p2

|S|2
1S(d)

)(
E

d∈Z/pZ

∣∣∣∣ E
x,d∈Z/pZ

f1(x)f2(x+ d)f3(x+ 2d)

∣∣∣∣2
)

=
p

|S|
E

d,x,x′∈Z/pZ
f1(x)f1(x′)f2(x+ d)f2(x′ + d)f3(x+ 2d)f3(x′ + 2d)

=
p

|S|
E

d,h,x∈Z/pZ
∆hf1(x)∆hf2(x+ d)∆hf3(x+ 2d)

=
p

|S|
E

h∈Z/pZ
AP3(∆hf1,∆hf2,∆hf3).

Note that the penultimate equality above follows from a changed of variables of the

form h = x′ − x. Now let k ∈ {1, 2, 3}. Using Lemma 2.4.5 and (2.12) along with an

application of Hölder’s inequality gives

|ΛS(f1, f2, f3)|2 6 p

|S|
E

h∈Z/pZ
‖∆hfk‖U2(Z/pZ)

6
p

|S|

(
E

h∈Z/pZ
14/3

)3/4(
E

h∈Z/pZ
‖∆hfk‖4

U2(Z/pZ)

)1/4

=
p

|S|
‖fk‖2

U3(Z/pZ).

Lemma 2.4.7 (U3 controls ΛS). Let S ⊆ N be a multiplicatively [M ]-syndetic set,

and let f, g : Z/pZ→ [0, 1]. If N > 18M2, then

|ΛS∩[N/3](f)− ΛS∩[N/3](g)| 6 18M‖f − g‖U3(Z/pZ). (2.17)

Proof. Note that as f and g are non-negative, the difference f − g is a 1-bounded

function. Applying the previous lemma and the triangle inequality to the telescoping
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identity (2.15) then gives

|ΛS∩[N/3](f)− ΛS∩[N/3](g)| 6 3p1/2

|S ∩ [N/3]|1/2
‖f − g‖U3(Z/pZ).

Combining Lemma 2.3.1 with the assumption N > 18M2 gives

|S ∩ [N/3]| > N

6M2
>

p

36M2
.

This implies the desired bound (2.17).

We now proceed to prove Theorem 2.4.1 using a density increment strategy. This

argument combines Green and Tao’s quadratic Fourier analytic methods [GT09] for

finding sets lacking arithmetic progressions of length 4 with the techniques used by

Chow, Lindqvist, and Prendiville [CLP21, Lemma 7.1] to obtain a ‘homogeneous’

generalisation of Sárközy’s theorem [Sár78].

The original density increment strategy of Roth [Rot53] was used to show that

subsets of [N ] which lack arithmetic progressions of length 3 have size o(N). This

method was subsequently modified by Gowers to prove an analogous result for arith-

metic progressions of length 4 [Gow98], and then further generalised for progressions

of arbitrary length [Gow01]. The argument proceeds as follows. Let δ0 > 0. Suppose

A ⊆ [N ] lacks arithmetic progressions of length 3 and satisfies |A| = αN for some

α > δ0. Then provided that N is ‘not too small’, meaning that N > C(δ0) for some

positive constant C(δ0) depending only on δ0, we can find an arithmetic progression

P ⊆ [N ] of length N ′ := |P | > F (N, δ0) on which A has a density increment

α′ :=
|A ∩ P |
|P |

> α + c(δ0). (2.18)

Here c(δ0) > 0 is a positive constant depending only on δ0, and F is an explicit positive

function such that, for any fixed δ > 0, F (N, δ)→∞ as N →∞.

We can then apply an affine transformation of the form x 7→ ax + b to injec-

tively map A ∩ P into [N ′] with image A′ ⊆ [N ′]. Since arithmetic progressions are

translation-dilation invariant, we deduce that A′ also lacks arithmetic progressions of

length 3 and satisfies |A′| = α′N ′ > δ0N
′. We can then iterate this argument. Since

the density is increasing by at least c(δ0) after each iteration, this process must even-

tually terminate. We can then procure an upper bound for the size of the original N

in terms of C(δ0), c(δ0) and F (· , δ0).
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An important aspect of this method is that it uses the translation-dilation invari-

ance of arithmetic progressions. However, more general configurations, such as Brauer

configurations, are not translation invariant. This is emphasised by the fact that the

odd numbers have density 1/2 and yet they do not contain any Brauer configurations.

A density analogue of Brauer’s theorem is therefore impossible, and so this argument

cannot help us prove Brauer’s theorem.

The major insight of Chow, Lindqvist, and Prendiville [CLP21, §7] is that one can

separate such configurations into a ‘translation invariant part’ and a ‘non-translation

invariant part’. For instance, observe that if {x, d, x + d, x + 2d} is a Brauer configu-

ration, then the set {x+ h, d, (x+ d) + h, (x+ 2d) + h} is also a Brauer configuration

for any h ∈ N. Brauer configurations therefore consist of a translation invariant part

{x, x+ d, x+ 2d} and a non-translation invariant part {d}.

This allows us to modify the density increment strategy of Roth and Gowers to

prove Brauer’s theorem. Instead of studying a single set A lacking Brauer configura-

tions, we study a pair of sets A and S with the following properties.

(i) (Density). A ⊆ [N ] satisfies |A| > δN .

(ii) (Syndeticity). S ⊆ N is a multiplicatively [M ]-syndetic set.

(iii) (Brauer free). There does not exist an arithmetic progression of length 3 in A

with common difference in S ∩ [N/3].

As in the original density increment argument, we show that, provided N is ‘not

too small’, we can find a long arithmetic progression P ⊆ [N ] on which we have a

density increment of the form (2.18). As before, we can apply an affine transformation

to obtain a new set A′ ⊆ [N ′] with increased density. We can also obtain a new

multiplicatively [M ]-syndetic set S ′ = d−1S, where d is the common difference of the

progression P .

Recall that the translation invariant part {x, x+d, x+2d} of a Brauer configuration

is required to come from the dense set A, whilst the non-translation invariant part

{d} comes from the multiplicatively syndetic set S. Thus we have obtained new

sets A′, S ′ ⊆ [N ′] satisfying (i)-(iii). Iterating this procedure as in the Gowers-Roth

argument allows us to prove Theorem 2.4.1.
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Theorem 2.4.8 (Density increment for Brauer configurations). There exists a con-

stant C0 > 1 such that the following is true. Let A ⊆ [N ] be such that |A| > δN , for

some δ > 0, and let S ⊆ N be a multiplicatively [M ]-syndetic set. Suppose that there

do not exist x ∈ A and d ∈ S ∩ [N/3] such that {x, x+ d, x+ 2d} ⊆ A. If N satisfies

N > exp(C0δ
−C0MC0), (2.19)

then there exists positive constants C, c > 0 and an arithmetic progression P in [N ]

satisfying

|P | � N cδCM−C

such that we have the density increment

|A ∩ P |
|P |

> (1 + c) δ.

Remark. The bound (2.19) is needed to ensure that N is not too small to satisfy

the conclusion of the theorem. Moreover, by taking C0 > 2, we can assume that

N > 18M2. This allows us to make use of Lemma 2.4.7.

Proof of Theorem 2.4.1 given Theorem 2.4.8. Let C1 > C0 be a large positive param-

eter (which does not depend on M or δ) to be specified later. We use the following

iteration algorithm. After the i th iteration, we have a positive integer Ni ∈ N, a

positive real number δi > δ > 0, an infinite set Si ⊆ N, and a finite set Ai ⊆ [Ni]

satisfying the following three properties:

(I) |Ai| > δi|Ni|;

(II) Si is a multiplicatively [M ]-syndetic set;

(III) there does not exist a 3-term arithmetic progression in Ai with common differ-

ence in Si ∩ [Ni/3].

We begin by defining the initial variables N0 := N, A0 := A, S0 := S, δ0 := δ. The

iteration step of the algorithm proceeds as follows. If after the i th iteration we have

Ni 6 exp(C1δ
−C1MC1), (2.20)

then the algorithm terminates. If not, then we can apply Theorem 2.4.8 with N = Ni

and f = 1Ai to obtain an arithmetic progression Pi ⊆ [Ni] of the form

Pi = {ai, ai + di, . . . , ai + (|Pi| − 1)di}
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which satisfies the length bound

|Pi| � N cδCM−C

i , (2.21)

and provides the density increment

|Ai ∩ Pi|
|Pi|

> (1 + c) δi. (2.22)

Moreover, by partitioning Pi into two shorter progressions if necessary, we can ensure

that di|Pi| 6 Ni, provided that C1 is sufficiently large. We then take

Ni+1 := |Pi|;

Ai+1 := {x ∈ [Ni+1] : ai + (x− 1)di ∈ Ai ∩ Pi};

Si+1 := d−1
i Si = {x ∈ N : dix ∈ Si};

δi+1 :=
|Ai+1|
|Ni+1|

.

We now claim that (Ni+1, Ai+1, Si+1, δi+1) satisfy properties (I), (II), and (III). Prop-

erty (I) follows immediately from our choice of δi+1. Property (II) follows from the

fact that x · [M ] intersects d−1
i Si if and only if (dix) · [M ] intersects Si. Finally, no-

tice that if Ai+1 contains a 3-term arithmetic progression with common difference q,

then Ai contains a 3-term arithmetic progression with common difference diq. Since

di|Pi| 6 Ni, we conclude that (Ni+1, Ai+1, Si+1, δi+1) satisfies property (III).

We have therefore shown that our algorithm may continue with the new variables

(Ni+1, Ai+1, Si+1, δi+1). Moreover, after applying the iteration process t times, we see

from (2.22) that the density δt satisfies δt > (1+c)tδ. Since δt 6 1 for all t, we conclude

that the algorithm must terminate after T steps for some T � log(δ−1).

We therefore deduce that (2.20) must hold for i = T . By (2.21), we see that

NT > NO(cT δCTM−CT ).

Combining these two bounds for NT gives

cT δCTM−CT logN � C1δ
−C1MC1 .

Rearranging and taking logarithms gives

log logN � logC1 + T log(c−1) + (C1 + CT ) log (M/δ)� log(δ−1) log (M/δ) .

We have therefore established (2.9), as required.
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2.4.3 Quadratic Fourier analysis for Brauer configurations

The goal of the rest of this section is to prove Theorem 2.4.8. We achieve this by

adapting the methods used by Green and Tao [GT09] to study subsets of [N ] which

lack arithmetic progressions of length 4.

The objective of their argument is to show that if a subset A ⊆ [N ] of density α

lacks arithmetic progressions of length 4, then there exists a long arithmetic progression

P ⊆ [N ] upon which A achieves a density increment |A∩P | > (α+ c(α))|P |. Gowers’

argument yields an increment of the form c(α) � αC . The key insight of Green and

Tao is that one can obtain a larger density increment if one first shows that A has a

density increment on a ‘quadratic Bohr set’. A linearisation procedure can then be

applied to obtain a long arithmetic progression P ′ which provides a density increment

c(α)� α.

Remark. In this subsection we make use of several results from [GT09]. The state-

ments of these theorems contain a number of technical terms from quadratic Fourier

analysis. Definitions of all the relevant terms and notions are given in Appendix B.

The first theorem we need is [GT09, Theorem 5.6].

Theorem 2.4.9 (Quadratic Koopman-von Neumann theorem). Let ε > 0 and let

f : Z/pZ → [−1, 1]. Suppose K ∈ N satisfies K > Cε−C for some absolute constant

C > 0. Then there exists a quadratic factor (B1,B2) in Z/pZ of complexity at most

(O(ε−C), O(ε−C)) and resolution K such that

‖f − E(f |B2 ∨ Btriv)‖U3(Z/pZ) 6 ε. (2.23)

This theorem allows us to approximate (in the U3 norm) a 1-bounded function f

with a more ‘structured’ function g := E(f |B2∨Btriv). In the proof of Theorem 2.4.8 we

take f = 1A, where A ⊆ [N ] is a dense subset of [N ] which lacks arithmetic progressions

of length 3 with common difference in S ∩ [N/3], for a given multiplicatively syndetic

set S. Our goal is to obtain a density increment on a quadratic factor for this f . To

do this, we first show that it is sufficient to obtain a density increment with respect

to the approximation g.
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Corollary 2.4.10 (Brauer configurations on a quadratic factor).

Let f : Z/pZ→ [0, 1] be a 1-bounded non-negative function which is supported on [N ].

Let δ > 0. Suppose that N > 18M2 and

|ΛS∩[N/3](f)− ΛS∩[N/3](δ1[N ])| > δ3/18. (2.24)

Then there exists a quadratic factor (B1,B2) in Z/pZ of resolution O(δ−CMC) and

complexity at most (O(δ−CMC), O(δ−CMC)) such that

|ΛS∩[N/3](g)− ΛS∩[N/3](δ1[N ])| > δ3/36, (2.25)

where g := E(f |B2 ∨ Btriv).

Proof. Let ε = (δ3M−1)/648. By Theorem 2.4.9, for some absolute constant C > 0, we

have a quadratic factor (B1,B2) in Z/pZ of complexity at most (O(δ−CMC), O(δ−CMC))

and resolution O(δ−CMC) such that (2.23) holds.

From Lemma 2.4.7 and (2.23) we deduce

|ΛS∩[N/3](f)− ΛS∩[N/3](g)| 6 18Mε = δ3/36.

An application of the triangle inequality to (2.24) then gives (2.25).

We now follow the approach of Green and Tao [GT09, Corollary 5.8] by replacing

f with E(f |B2 ∨ Btriv) to obtain a density increment on a quadratic factor.

Corollary 2.4.11 (Density increment on a quadratic Bohr set). There exists a con-

stant C̃0 > 2 such that the following is true. Let S ⊆ N be a multiplicatively [M ]-

syndetic set, and let f : Z/pZ → [0, 1] be supported on [N ]. Suppose E[N ](f) > δ,

for some δ > 0. Suppose further that conditions (2.19) and (2.24) both hold, for

some C0 > C̃0. Then there exists a quadratic factor (B1,B2) in Z/pZ of complexity

at most (O(δ−CMC), O(δ−CMC)) and resolution O(δ−CMC), and an atom B of the

factor B2 ∨ Btriv with density |B|
p
� exp(−O(δ−CMC)) which is contained in [N ] and

is such that

EB(f) > (1 + c) δ, (2.26)

for some absolute constant c > 0.
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Proof. Let (B1,B2) be the quadratic factor obtained from Corollary 2.4.10. Let g =

E(f |B2 ∨ Btriv). Note that [N ] ∈ Btriv, and so [N ] ∈ B2 ∨ Btriv. Since g is constant on

atoms of B2 ∨Btriv and f is supported on [N ], we see that g is also supported on [N ].

This implies that EB(f) = EB(g) holds for any B ∈ B2 ∨Btriv. Thus, it is sufficient to

establish (2.26) with g in place of f .

Let η > 0 be a small constant (to be chosen later) and define

Ω := {x ∈ [N ] : g(x) > (1 + η) δ} .

Since g is constant on atoms of B2 ∨ Btriv, we deduce that Ω can be partitioned into

atoms of B2 ∨Btriv. We can therefore finish the proof if we can show that one of these

atoms B satisfies

|B| � exp(−O(δ−CMC))p. (2.27)

Now recall that the factor B2∨Btriv has complexity and resolution O(δ−CMC), and so

contains at most exp(O(δ−CMC)) atoms. Thus the pigeonhole principle implies that

(2.27) holds if we can obtain a bound of the form

|Ω| � δ3p. (2.28)

Define the function h : Z/pZ→ C by

h(x) = 1[N ]\Ω(x)g(x).

Thus ‖h‖L∞(Z/pZ) < (1 + η) δ. Taking η 6 1 and applying Lemma 2.4.4 gives

|ΛS∩[N/3](h)− ΛS∩[N/3](δ1[N ])| 6 12δ2‖h− δ1[N ]‖L1(Z/pZ).

From the fact that g is a 1-bounded function, we have

‖h− δ1[N ]‖L1(Z/pZ) 6 ‖g − δ1[N ]‖L1(Z/pZ) +
|Ω|
p
.

Since h is a 1-bounded function, Lemma 2.4.4 also gives

|ΛS∩[N/3](g)− ΛS∩[N/3](h)| 6 3|Ω|
p
.

Combining these three bounds and using the triangle inequality in (2.25) gives

δ2‖g − δ1[N ]‖L1(Z/pZ) +
|Ω|
p
� δ3. (2.29)
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Recall that E[N ](g) = E[N ](f) > δ. Thus,

‖g − δ1[N ]‖L1(Z/pZ) 6 ‖g − δ1[N ]‖L1(Z/pZ) + EZ/pZ(g − δ1[N ])

= 2‖(g − δ1[N ])+‖L1(Z/pZ)

� |Ω|
p

+ δη.

If η is sufficiently small (relative to the implicit constants), we can then substitute this

bound into (2.29) to obtain the desired result (2.28).

To complete the proof of Theorem 2.4.8 it only remains to convert this density

increment on a quadratic Bohr set into a density increment on an arithmetic progres-

sion. This is accomplished by implementing the following ‘linearisation’ procedure of

Green and Tao [GT09, Proposition 6.2].

Theorem 2.4.12 (Linearisation of quadratic Bohr sets). Suppose (B1,B2) is a quadratic

factor in Z/pZ of complexity at most (d1, d2) and resolution K, for some K ∈ N. Let

B2 be an atom of B2. Then for all N ∈ N, there is a partition of B2 ∩ [N ] as a union

of � d
O(d2)
2 N1−c/(d1+1)(d2+1)3 disjoint arithmetic progressions in Z/pZ.

Proof of Theorem 2.4.8. Let C̃0 > 2 be the positive constant appearing in the state-

ment of Corollary 2.4.11. Let A and S be as defined in the statement of The-

orem 2.4.8. Suppose N satisfies (2.19), for some C0 > C̃0. Let f = 1A. By

Corollary 2.4.11 there is a quadratic factor (B1,B2) in Z/pZ of complexity at most

(O(δ−CMC), O(δ−CMC)) and resolution O(δ−CMC), and an atom B ⊆ [N ] of B2∨Btriv
with density |B|

p
> exp(−O(δ−CMC)) such that EB(f) > (1 + c0) δ. By Theorem

2.4.12, we may write B as a union of exp(O(δ−CMC))N1−cδCM−C arithmetic progres-

sions. By an application of the pigeonhole principle (see [GT09, Lemma 6.1]), we

deduce that one of these progressions P satisfies

|P | > exp(−O(δ−CMC))N cδCM−C

and
|A ∩ P |
|P |

= EPf >
(

1 +
c0

2

)
δ.

Notice that the only property of the parameter C0 appearing in (2.19) that we have

used is that C0 > C̃0. We may therefore take C0 to be sufficiently large so that
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|P | � N c′δC
′
M−C

′
holds for some absolute constants C ′, c′ > 0. This completes the

proof.
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four, Geom. Funct. Anal. 8 (1998), 529–551.

[Gow01] W. T. Gowers, A new proof of Szemerédi’s theorem, Geom. Funct. Anal. 11

(2001), 465–588.

[GRS90] R. L. Graham, B. L. Rothschild, and J. H. Spencer, Ramsey Theory, Second

Edition, Wiley, New York, 1990. xii+196 pp.

[GSW77] R. L. Graham, J. H. Spencer, and H. S. Witsenhausen, On extremal density

theorems for linear forms, Number theory and algebra, Academic Press, 1977, pp.

103–107.

[GT09] B. J. Green and T. Tao, New bounds for Szemerédi’s theorem. II. A new bound
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Chapter 3

Partition regularity for systems of

diagonal equations

Abstract. We consider systems of n diagonal equations in kth powers. Our main

result shows that if the coefficient matrix of such a system is sufficiently non-singular,

then the system is partition regular if and only if it satisfies Rado’s columns condition.

Furthermore, if the system also admits constant solutions, then we prove that the

system has non-trivial solutions over every set of integers of positive upper density.

3.1 Introduction

3.1.1 Partition regularity

A system of equations is said to be (non-trivially) partition regular over a set S if,

whenever we finitely colour S, we can always find a (non-trivial) solution to our system

of equations over S such that each variable has the same colour. Here, we refer to a

solution x = (x1, . . . , xs) as being non-trivial if xi 6= xj for all i 6= j. When S is the

set of positive integers N, we typically omit S and refer to the system of equations as

being (non-trivially) partition regular.

A foundational result in the field of arithmetic Ramsey theory is Rado’s criterion

[Rad33, Satz IV], which classifies all (finite) systems of homogeneous linear equations

that are partition regular over N.

Definition (Columns condition). Let M be an n×s matrix with rational entries. Let

64
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c(1), . . . , c(s) denote the columns of M. We say that the matrix M obeys the columns

condition if there exists a partition {1, 2, . . . , s} = J1∪· · ·∪Jk such that
∑

j∈J1 c(j) = 0,

and, for each 1 < t 6 k,

∑
j∈Jt

c(j) ∈ 〈c(r) : r ∈ J1 ∪ · · · ∪ Jt−1〉Q.

Here 〈V 〉Q denotes the Q-linear span of a set of vectors V with rational entries. By

convention, 〈∅〉Q := {0}.

Rado’s criterion. Let M be an n × s non-empty matrix of rank n (over Q) with

integer entries. The system of equations Mx = 0 is partition regular if and only if M

obeys the columns condition.

Recent developments in the study of partition regularity are motivated by the desire

to extend Rado’s classification to systems of non-linear equations. Chow, Lindqvist,

and Prendiville [CLP21] recently established the following generalisation of Rado’s

criterion for diagonal polynomial equations in sufficiently many variables.

Theorem 3.1.1 ([CLP21, Theorem 1.3]). For each k ∈ N, there exists s0(k) ∈ N such

that the following is true. If s > s0(k) and a1, . . . , as ∈ Z \ {0}, then the equation

a1x
k
1 + · · ·+ asx

k
s = 0 (3.1)

is non-trivially partition regular over N if and only if there exists a non-empty set

I ⊆ [s] such that
∑

i∈I ai = 0. Moreover, one may take s0(2) = 5, s0(3) = 8, and

s0(k) = k(log k + log log k + 2 +O(log log k/ log k)).

The main purpose of this chapter is to generalise this theorem to suitably non-

singular systems of equations. To state our result, we require the following nota-

tion. Given a vector v = (v1, . . . , vs) ∈ Qs, we define the support of v to be the set

supp(v) := {j ∈ {1, . . . , s} : vj 6= 0}.

Our main result is the following.

Theorem 3.1.2 (Partition regularity for diagonal polynomial systems). Let k, n, s ∈

N, with k > 2, and let M = (ai,j) be an n × s matrix with integer entries. Suppose

that the following condition holds:
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(I) for every non-empty set {v(1), . . . ,v(d)} ⊆ Qs of linearly independent non-zero

vectors in the row space of M, we have∣∣∣∣∣
d⋃
i=1

supp
(
v(i)
)∣∣∣∣∣ > dk2 + 1.

Then the system of equations

a1,1x
k
1 + · · · a1,sx

k
s = 0;

... (3.2)

an,1x
k
1 + · · · an,sxks = 0

is non-trivially partition regular if and only if M obeys the columns condition.

The necessity of the columns condition in Theorem 3.1.2 was originally established

by Lefmann [Lef91, Theorem 2.1]. In fact, Lefmann observed that (3.2) is (non-

trivially) partition regular over N if and only if the linear system Mx = 0 is (non-

trivially) partition regular over the set {nk : n ∈ N}.

We remark that whilst it may be possible to weaken condition (I) of Theorem 3.1.2,

it cannot be removed entirely. This is because the columns condition is not sufficient

to ensure that (3.2) has non-zero integral solutions. To see this, consider the matrix

M =

1 −2 1 0

1 −1 0 1

 .

Since the first three columns of M span Q2 and sum to 0, we see that the columns

condition holds. Observe that if (x, y, z, d) ∈ ker M, then {x, y, z} is an arithmetic

progression with common difference d. However, Fermat’s right triangle theorem im-

plies that there are no non-trivial arithmetic progressions of length 3 in the squares

whose common difference is also a square (see [Con08] for further details). Thus, the

corresponding system of quadric equations

x2 + z2 = 2y2;

x2 + d2 = y2

has no solutions over N, and is therefore not partition regular.

In general, it is a very difficult problem in number theory and algebraic geometry to

determine whether an arbitrary system of Diophantine equations has any non-trivial
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solutions. For this reason, we are required to impose some form of non-singularity

condition on our system, such as (I), so that we may use the Hardy-Littlewood circle

method to count solutions. This allows us to develop the tools introduced by Chow,

Lindqvist, and Prendiville [CLP21] so that we may establish partition regularity for

systems of equations.

In the case when k = n = 2 and the rows of M are linearly independent, condition

(I) is equivalent to the assertion that s > 9 and every non-zero vector in the row

space of M has at least 5 non-zero entries. This observation shows that Theorem 3.1.2

confirms a conjecture of Chow, Lindqvist, and Prendiville [CLP21, Conjecture 3.1]

concerning pairs of quadric equations in 9 variables.

Corollary 3.1.3 (Partition regularity for pairs of quadrics). Let s ∈ N, and let M =

(ai,j) be a 2 × s integer matrix with no zero columns. Suppose that s > 9, and that

every non-zero vector in the row space of M has at least 5 non-zero entries. Then the

system of equations

a1,1x
2
1 + · · ·+ a1,sx

2
s = 0;

a2,1x
2
1 + · · ·+ a2,sx

2
s = 0

is non-trivially partition regular if and only if M obeys the columns condition.

3.1.2 Density regularity

A set of positive integers A is said to have positive upper density if

lim sup
N→∞

|A ∩ {1, . . . , N}|
N

> 0.

We call a system of equations (non-trivially) density regular (over N) if the system has

a (non-trivial) solution over every set of positive integers with positive upper density. It

follows from Szemerédi’s theorem [Sze75] that the linear homogeneous system Ax = 0

is density regular if and only if the columns of A sum to zero (see [FGR88, Fact 4]).

More recent work on density regularity has focused on non-linear configurations.

Browning and Prendiville [BP17] obtained quantitative bounds for the largest subset of

{1, . . . , N} lacking non-trivial solutions to (3.1) for k = 2. In particular, for k = 2 and

s > 5, they prove that (3.1) is non-trivially density regular if and only if a1+· · ·+as = 0.
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For k > 3 and s > k2 + 1, Chow [Cho18] showed that (3.1) has non-trivial solutions

over every relatively dense subset of the primes.

Our second main theorem classifies, in a quantitative manner, density regular sys-

tems of diagonal equations satisfying condition (I) of Theorem 3.1.2.

Theorem 3.1.4 (Density regularity for polynomial systems). Let k, n, s ∈ N, with

k > 2, and let M = (ai,j) be an n × s matrix with integer entries and no zero

columns. Let δ > 0. If M satisfies condition (I) of Theorem 3.1.2 and the columns

of M sum to 0, then there exists a constant c1 = c1(δ, k,M) > 0 and a positive

integer N1 = N1(δ, k,M) ∈ N such that the following is true. If N > N1 and

A ⊆ {1, 2, . . . , N} satisfies |A| > δN , then there are at least c1N
s−kn non-trivial

solutions x = (x1, . . . , xs) ∈ As to (3.2).

3.1.3 Structure of the chapter

We begin in §3.2 by introducing all the general notation and conventions used through-

out this chapter. We also state the restriction estimates that are needed to control the

counting operators studied in subsequent sections.

In §3.3 we investigate the structure and properties of matrices obeying condition

(I) of Theorem 3.1.2. This allows us to establish a relative generalised von Neumann

theorem for counting operators which count solutions to (3.2). This is the key result

of this chapter, as it is integral to the arguments developed in subsequent sections to

prove Theorem 3.1.2 and Theorem 3.1.4. Furthermore, we prove that condition (I)

implies that the set of trivial solutions to (3.2) is sparse in the set of all solutions.

In §3.4 we introduce the notion of multiplicative syndeticity, and recall the induc-

tion on colours argument from [CLP21]. This allows us to reduce both Theorem 3.1.2

and Theorem 3.1.4 to a result, Theorem 3.4.5, concerning solutions of (3.2) over dense

and multiplicatively syndetic sets.

In §3.5 we use the linearisation and W -trick procedures from [CLP21] and [Lin19]

to reduce Theorem 3.4.5 to a ‘linearised’ version (Theorem 3.5.1). We also note that

only a special case of Theorem 3.5.1 is needed to prove Theorem 3.1.4, and that this

case follows from existing results (such as [FGR88, Theorem 2]).

Finally, in §3.6 we use the arithmetic regularity lemma of Green [Gre05B] to prove
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Theorem 3.5.1, and thereby prove Theorem 3.1.2 and Theorem 3.1.4.
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3.2 Notation and preliminaries

3.2.1 Set notation

The set of positive integers is denoted by N. The set of non-negative integers is denoted

by Z>0. The set of non-negative real numbers is denoted by R>0. Given X ∈ R, we

write [X] := {n ∈ N : n 6 X}. The indicator function of a set A is denoted by 1A. We

follow the convention that, for non-empty sets A and B, if t = 0, then A×Bt = A.

We write Td := Rd/Zd to denote the d-dimensional torus, which we often identify

with [0, 1)d in the usual way. We define a metric (α,β) 7→ ‖α− β‖ on Td by

‖θ‖ := min
n∈Zd

(
d∑
i=1

|θi − ni|

)
=

d∑
i=1

(
min
n∈Z
|θi − n|

)
. (3.3)

3.2.2 Asymptotic notation

Let f : A → C and g : A → R>0 be functions defined on some set A, and let

λ1, . . . , λs be some parameters. We write f �λ1,...,λs g if there exists a positive constant

C = C(λ1, ..., λs) depending only on the parameters λi such that |f(x)| 6 Cg(x) for

all x ∈ A. We also write g �λ1,...,λs f or f = Oλ1,...,λs(g) to denote this same property.

3.2.3 Linear Algebra

The set of n× s matrices with entries in a given set S is denoted by Sn×s. We allow

n or s to be zero, in which case an n × s matrix is an empty matrix. The row space
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of M ∈ Qn×s is the Q-linear subspace of Qs spanned by the rows of M. Given k ∈ N

and x = (x1, . . . , xs) ∈ Qs, we write x⊗k := (xk1, . . . , x
k
s).

Given matrices Mi ∈ Qni×si for 1 6 i 6 r, a block upper triangular matrix with

diagonal (M1, . . . ,Mr) is a matrix of the form
M1 A(1,2) . . . A(1,r)

0 M2 . . . A(2,r)

...
. . .

...

0 0 . . . Mr

 ,

where A(i,j) ∈ Qni×sj for all 1 6 i < j 6 r.

Two matrices M,M′ ∈ Qn×s are said to be equivalent if one can be obtained from

the other by performing column permutations and elementary row operations. Observe

that if M′ can be obtained from M by performing elementary row operations, then

ker(M′) = ker(M). If M′ can be obtained by applying the permutation σ : [s] → [s]

to the columns of M, then there is a linear isomorphism between ker(M) and ker(M′)

given by (x1, . . . , xs) 7→ (xσ(1), . . . , xσ(s)). We therefore see that properties such as

having (non-trivial) solutions over a set A or being partition regular are preserved

under coefficient matrix equivalence. Throughout this chapter we frequently make use

of this fact to pass to equivalent matrices when necessary.

3.2.4 Norms

Given a bounded function f : A→ C on a set A, we write ‖f‖∞ := supx∈A |f(x)|. Let

d ∈ N and p ∈ R with p > 1. For any function ψ : Td → C, we define the Lp norm of

ψ by

‖ψ‖Lp(Td) :=

(∫
Td
|ψ(α)|pdα

) 1
p

,

whenever the above integral exists and is finite. For any function g : Zd → C of finite

support, we define the Lp norm of g by

‖g‖Lp(Zd) :=

( ∑
x1,...,xd

|g(x)|p
) 1

p

.

If the domain of a complex-valued function f is understood to be either Td or Zd

for some d ∈ N, then we write ‖f‖p to denote the Lp norm of f . We say that f is

integrable if the Lp norm of f exists and is finite for all p ∈ [1,∞].
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Let f1, . . . , fs be complex-valued integrable functions defined on a set A, where

A = Td or A = Zd for some d ∈ N. If A = Zd, then assume further that each fi

has finite support. Given p1, . . . , ps ∈ [1,∞] such that p−1
1 + · · · + p−1

s = 1 (with the

convention that ∞−1 := 0), we have Hölder’s inequality :

‖f1 · · · fs‖1 6 ‖f1‖p1 · · · ‖fs‖ps . (3.4)

Taking s = 2 and p1 = p2 = 2, we recover the Cauchy-Schwarz inequality :

‖f1 · f2‖1 6 ‖f1‖2‖f2‖2.

3.2.5 Fourier analysis

Given α ∈ T, we write e(α) := exp(2πiα), where α has been identified with an element

of [0, 1) in the usual way. Given α ∈ Td and x ∈ Qd, we write α·x := α1x1+· · ·+αdxd.

Let f : Z → C be a function with finite support. The (linear) Fourier transform

of f is the function f̂ : T→ C defined by

f̂(α) :=
∑
x

f(x)e(αx).

Let k ∈ N. The degree k Fourier transform of f is defined by

Fk[f ](α) :=
∑
x

f(x)e(αxk).

Observe that if f is supported on [N ] for some N ∈ N, then Fk[f ] = F̂ , where

F : Z→ C is defined by

F (x) =

f(y), if x = yk for some y ∈ [N ];

0, otherwise.

Given d ∈ N and x ∈ Zd, we have the orthogonality relations :

∫
Td
e(α · x)dα =

1, if x = 0;

0, otherwise.

For x ∈ Z and a function f : Z→ C supported on a finite subset of Z>0, these relations

provide us with the Fourier inversion formulae:

f(x) =

∫
T
f̂(α)e(−αx)dα =

∫
T
Fk[f ](α)e(−αxk)dα,



72 CHAPTER 3. PARTITION REGULARITY FOR DIAGONAL SYSTEMS

and Parseval’s identity : ‖f‖L2(Z) = ‖f̂‖L2(T).

Our applications of Fourier analysis frequently make use of restriction estimates,

which are uniform bounds for exponential sums over arithmetic sets. The precise

definition we need is as given in [CLP21, Definition 5.4].

Definition (Restriction estimate). Let N ∈ N, K > 0, and p > 1. A function

ν : {1, . . . , N} → R>0 is said to satisfy a p-restriction estimate with constant K if, for

every function f : {1, . . . , N} → C satisfying |f | 6 ν, we have

‖f̂‖pLp(T) =

∫
T
|f̂(α)|pdα 6 K‖ν‖p1N−1.

As an immediate consequence of Parseval’s identity, we have the following restric-

tion estimates for the function 1[N ].

Lemma 3.2.1 (Linear restriction estimate). Let N ∈ N, and let f : [N ]→ C be such

that ‖f‖∞ 6 1. If p ∈ R with p > 2, then1

‖f̂‖pLp(T) =

∫
T
|f̂(α)|pdα 6 N‖f̂‖p−2

∞ .

Proof. Parseval’s identity gives ‖f̂‖2
L2(T) = ‖f‖2

L2(Z) 6 N , which implies that∫
T
|f̂(α)|pdα 6 ‖f̂‖p−2

∞ ‖f̂‖2
L2(T) 6 N‖f̂‖p−2

∞ .

Observe that this lemma immediately implies that 1[N ] satisfies a p-restriction

estimate with constant 1 for every p > 2. We now seek an analogue of this lemma for

the degree k Fourier transform. For this we require the following auxiliary result.

Lemma 3.2.2. Let k,N, t ∈ N, and let N (k, t, N) denote the number of solutions

(x,y) ∈ [N ]2t to the equation xk1 + · · ·+xkt = yk1 + · · ·+ ykt . Let tk := bk2/2c. If k > 4,

then N (k, tk, N)�k N
2tk−k.

Proof. Let k,N ∈ N be fixed, with k > 4. For each (measurable) A ⊆ T, let

Is(A) :=

∫
A

|Fk[1[N ]](α)|sdα.

Let m = mk be as defined in [Woo12, §1]. From [Vau89, Lemma 5.1], it follows that

if s > k + 2, then Is(T \m)�s,k N
s−k. Combining the mean value estimate [BDG16,

1Here we use the convention ‖0‖0∞ = 1.
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Theorem 1.1] with the bound [Woo12, Theorem 2.1], we deduce that Ik(k+1)(m) �ε,k

Nk2−1+ε holds for all ε > 0. Following the proof of [Woo12, Theorem 3.1], we can apply

Hölder’s inequality and Hua’s lemma to this bound to deduce that Is(m)�s,k N
s−k−δ

holds for all s > k2 − 1, for some δ = δ(k) > 0. The desired result now follows by

observing that N (k, s,N) = I2s(m) + I2s(T \m) and 2tk > k2 − 1.

We are now ready to state our analogue of Lemma 3.2.1 for higher degree Fourier

transforms. The following previously appeared in [Lin19, Lemma D.4].

Lemma 3.2.3 (Polynomial restriction estimates). Let k ∈ N \ {1}. Let N ∈ N, and

let f : [N ]→ C be such that ‖f‖∞ 6 1. If p ∈ R with p > k2, then2

‖Fk[f ]‖pLp(T) =

∫
T
|Fk[f ](α)|pdα�p N

p−k.

Proof. The case k = 2 is due to Bourgain [Bou89, Eqn. (4.1)]. Now suppose that

k > 3. Let t ∈ N, and let N (k, t, N) be as defined in Lemma 3.2.2. Let p ∈ R with

p > k2, and let f : [N ]→ C be such that ‖f‖∞ 6 1. If 2t 6 p, then the orthogonality

relations imply that

‖|Fk[f ]‖pLp(T) 6 ‖Fk[f ]‖p−2t
∞

∫
T
|Fk[f ](α)|2tdα 6 Np−2tN (k, t, N).

By the work of Vaughan [Vau86, Theorem 2], we have N (3, 4, N)� N5. This proves

the lemma for k = 3. For k > 4, the result now follows immediately from Lemma

3.2.2.

3.3 Quasi-partitionable matrices

In this section we investigate the structure and properties of diagonal systems (3.2)

whose coefficient matrices obey condition (I) of Theorem 3.1.2. We then establish a

generalised von Neumann theorem for such systems, and also show that the set of

trivial solutions for these systems is sparse in the set of all solutions.

As intimated in the introduction, we need to impose some non-singularity condi-

tions on the coefficient matrix M = (ai,j) in order to count solutions to the system

(3.2). Stating these conditions requires the following notation.

2Since there are only finitely many k satisfying k2 < p, the dependence on k of the implicit constant
can be removed.
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Definition (µ and q functions). Let M ∈ Qn×s and 0 6 d 6 n. We write µ(d; M)

to denote the largest number of columns of M whose Q-linear span has dimension at

most d. If d 6 rank(M), then we define

q(d; M) := min

∣∣∣∣∣
d⋃
i=1

supp
(
v(i)
)∣∣∣∣∣ ,

where the minimum is taken over all collections of d linearly independent vectors

v(1), . . . ,v(d) in the row space of M. By convention q(0; M) = |∅| = 0.

Remark. Condition (I) of Theorem 3.1.2 can now be seen to be equivalent to the

statement that q(d; M) > dk2 holds for all 1 6 d 6 rank(M).

The study of systems of diagonal polynomial equations (3.2) was initiated in the

seminal work of Davenport and Lewis [DL69]. They established that such systems

possess non-zero integer solutions provided they admit non-singular real solutions and

that q(d; (ai,j)) is sufficiently large in terms of d, k, and n for all 1 6 d 6 n.

In their work on simultaneous diagonal congruences, Low, Pitman, and Wolff

[LPW88] discovered that these non-singularity conditions could be better understood

by being put in the context of matroid theory. Most notably, they observed that

a suitable alternative non-singularity condition could be formulated using a theorem

known as Aigner’s criterion3 [Aig79, Proposition 6.45].

Definition (Partitionable matrix). Let M ∈ Qn×s, for some n, s ∈ N. Let k ∈ N. We

say that M is k-partitionable if s = kn and the columns of M can be partitioned into

k disjoint blocks of size n such that each block forms an n×n non-singular submatrix.

The following is a special case of Aigner’s criterion when the matroid under con-

sideration is a vector matroid.

Lemma 3.3.1 (Aigner’s criterion). Let M ∈ Qn×kn, for some k, n ∈ N. Then M is

k-partitionable if and only if µ(d; M) 6 dk holds for all 0 6 d 6 n.

Proof. See [Aig79, Proposition 6.47] or [LPW88, Lemma 1].

Brüdern and Cook [BC92, Theorem 1] subsequently combined Aigner’s criterion

with the circle method to count the number of solutions to (3.2). They consider

3Originally proved by Edmonds [Edm65].
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systems (3.2) whose coefficient matrices M = (ai,j) ∈ Zn×s are such that there exists

an n× (ns1 + 1) submatrix M′ of M such that µ(d; M′) 6 ds1 holds for all 0 6 d < n.

Provided s1 = s1(k) is sufficiently large, and that (3.2) has non-singular real and p-adic

solutions for every prime p, they prove that there are �M N s−kn solutions x ∈ [N ]s

to (3.2).

For n = 2 and s = 9, such a result had previously been obtained by Cook [Coo71].

In this case, as in Corollary 3.1.3, the condition on M may be replaced with the

condition that every non-zero vector in the row space of M has at least 5 non-zero

entries.

From Aigner’s criterion, we see that this condition on M implies that M contains

an n×(ns1+1) submatrix M′ such that every n×ns1 submatrix of M′ is partitionable.

This leads us to consider what we have termed quasi-partitionable matrices.

Definition (Quasi-partitionable matrix). A non-empty matrix M ∈ Qn×s is called

quasi-q-partitionable if s > nq and µ(d; M) 6 dq holds for all 0 6 d < n. We say that

M is quasi-partitionable if M ∈ Qn×s is quasi-q-partitionable for some q ∈ N.

Corollary 3.3.2. Let q ∈ N, and M ∈ Qn×s. If M is quasi-q-partitionable, then M

has full rank and every n× nq submatrix of M is q-partitionable.

Proof. If M is quasi-q-partitionable, then s > (n− 1)q > µ(n− 1; M), which implies

that M has rank n. The rest of the corollary follows immediately from Aigner’s

criterion.

We now show that all of the systems (3.2) we consider, namely those obeying con-

dition (I) of Theorem 3.1.2, may be ‘semi-decomposed’ into systems whose coefficient

matrices are quasi-partitionable.

Lemma 3.3.3 (Decomposition lemma). Let n, q, s ∈ N, and let M ∈ Qn×s be a

matrix of rank n with no zero columns. If q(d; M) > dq for all 1 6 d 6 n, then M is

equivalent to a block upper triangular matrix with diagonal (M1, . . . ,Mr), where each

Mi ∈ Zni×si is quasi-q-partitionable and si > niq.

Proof. We proceed by induction on n. If n = 1, then the hypotheses on M imply

that M is quasi-q-partitionable. Suppose then that n > 2, and assume the induction

hypothesis that if 1 6 n′ < n and M′ ∈ Qn′×s′ is a full rank matrix with no zero
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columns which satisfies q(d; M) > dq for all 1 6 d 6 n′, then M′ satisfies the conclusion

of the theorem.

We may henceforth assume that M is not quasi-q-partitionable, since otherwise we

are done. From the bound s = q(n; M) > nq, we deduce that there exists a minimal

d0 ∈ [n− 1] such that s0 := µ(d0; M) > d0q. Hence, M is equivalent to a block upper

triangular matrix with diagonal (M0,M
′), for some full rank matrices M0 ∈ Qd0×s0

and M′ ∈ Qn′×s′ without zero columns.

Note that µ(d; M0) 6 dq holds for all 0 6 d < d0 by the minimality of d0. Since

s0 > d0q, we therefore deduce that M0 is quasi-q-partitionable. We also note that

q(d; M′) > q(d; M) > dq holds for all 0 6 d 6 n′. Thus, by the induction hypothesis,

M′ satisfies the conclusion of the lemma, and therefore so does M.

3.3.1 Fourier control

We now use the properties of quasi-partitionable matrices to control counting operators

for diagonal polynomial systems (3.2). More precisely, given a matrix M ∈ Zn×s

satisfying condition (I) of Theorem 3.1.2, we consider sums of the form

ΛM(f1, . . . , fs) =
∑

Mx=0

f1(x1) · · · fs(xs), (3.5)

where f1, . . . , fs : [N ] → C. Such counting operators are frequently treated in the

arithmetic combinatorics literature, see [Cha20, CLP21, GS16, GT10, Tao12]. The

primary method of understanding counting operators is via a generalised von Neumann

theorem. This term is used to describe any result which asserts that ΛM(f1, . . . , fs) ≈

ΛM(g1, . . . , gs) holds whenever ‖fi− gi‖ is ‘small’ for all i with respect to some (semi-

)norm ‖·‖. Determining precisely which (semi-)norms are admissible for a given family

of counting operators is also a widely studied problem in its own right, see [GW10] for

further details.

In this subsection, we establish a generalised von Neumann theorem using the norm

given by f 7→ ‖f̂‖∞. We begin with the observation that, by orthogonality, the sum

(3.5) is equal to the integral ∫
Tn

s∏
j=1

f̂j(α · c(j))dα.
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Here, we have written c(j) ∈ Zn to denote the jth column of M. Our goal is to use

the Lp norms of the f̂j to bound this integral.

Let Mi ∈ Qni×si for 1 6 i 6 r, and consider a block upper triangular matrix

M with diagonal (M1, . . . ,Mr). Typically, the jth column of M is denoted by c(j).

However, as we are interested in utilising the properties of the Mi, it is convenient

for us to reindex the columns of M using (i, j) where 1 6 i 6 r and j ∈ [si]. Hence,

we write c(i,j) to denote the column of M which intersects the jth column of Mi.

Explicitly, c(i,j) is the (j +
∑

16t<i st)th column of M.

Theorem 3.3.4 (Lp control for integral operators). Let n, q, r, s ∈ N, and let M ∈

Zn×s be a block upper triangular matrix with diagonal (M1, . . . ,Mr), for some non-

empty Mi ∈ Zni×si. As described above, denote the columns of M by c(i,j) ∈ Zn for

i ∈ [r] and j ∈ [si]. Let pi := si/ni for each i ∈ [r]. If every Mi is quasi-q-partitionable,

then for any collection of integrable functions ψi,j : T→ C for i ∈ [r] and j ∈ [si], we

have ∫
Tn

r∏
i=1

si∏
j=1

|ψi,j(α · c(i,j))|dα 6
r∏
i=1

si∏
j=1

‖ψi,j‖Lpi (T). (3.6)

Proof. Let B := {J = (J1, . . . , Jr) : Ji ⊆ [si], |Ji| = niq}. Note that

|B| =
r∏
i=1

(
si
niq

)
.

For each i ∈ [r] and j ∈ [si], let ai,j be an arbitrary non-negative real number, and let

mi :=

(
si − 1

niq − 1

) r∏
t=1
t6=i

(
st
ntq

)
=
q|B|
pi

.

Observe that, for any j ∈ [si], the number of J = (J1, . . . , Jr) ∈ B such that j ∈ Ji is

given by mi. This provides us with the identity

r∏
i=1

si∏
j=1

ai,j =
∏
J∈B

r∏
i=1

∏
j∈Ji

a
1/mi
i,j . (3.7)

Let i ∈ [r]. By Corollary 3.3.2, any set J ⊆ [si] with |J | = niq admits a partition

J = I
(i,J)
1 ∪· · ·∪I(i,J)

q such that, for each 1 6 t 6 q, the columns of Mi indexed by I
(i,J)
t

form a non-singular ni × ni matrix. Thus, given any J ∈ B, we obtain the identity

∏
u∈[q]r

∏
j∈I(i,Ji)ui

ai,j =

q∏
t=1

∏
u∈[q]r

ui=t

∏
j∈I(i,Ji)t

ai,j =
∏
j∈Ji

aq
r−1

i,j . (3.8)
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Combining this identity with (3.7) and applying Hölder’s inequality shows that the

left-hand side of (3.6) is bounded above by

∏
J∈B

∏
u∈[q]r

∫
Tn

r∏
i=1

∏
j∈I(i,Ji)ui

|ψi,j(α · c(i,j))|pidα


(qr|B|)−1

.

Now fix some u ∈ [q]r and J ∈ B. For each i ∈ [r], let Ai be the ni× ni submatrix

of Mi formed by the columns of Mi indexed by I
(i,Ji)
ui . Our choice of the I

(i,Ji)
ui ensures

that each Ai is non-singular. Hence, every n× n block upper triangular matrix with

diagonal (A1, . . . ,Ar) is non-singular (this can be seen directly from the structure,

or by noting that the determinant of such a matrix is given by the product of the

determinants of the Ai). Thus, the set of vectors {c(i,j) : i ∈ [r], j ∈ I(i,Ji)
ui } is linearly

independent. We may therefore perform a change of variables to deduce that∫
Tn

r∏
i=1

∏
j∈I(i,Ji)ui

|ψi,j(α · c(i,j))|pidα


(qr|B|)−1

=
r∏
i=1

∏
j∈I(i,Ji)ui

‖ψi,j‖(qr−1mi)
−1

Lpi (T) .

The theorem now follows from (3.7) and (3.8).

We now return to the problem of bounding the counting operators (3.5). For the

applications in §3.5, we require control for counting operators with weights fi which

may be unbounded as N → ∞. Such a result is given for single equations (3.1) in

[CLP21, Lemma C.2], and we now provide a generalisation for systems (3.2).

Lemma 3.3.5 (Relative Fourier control). Let k, n, s ∈ N with k > 2. Let p := k2 + 1
2n

,

and let η := (2k2n + 2)−1. Let N ∈ N, and suppose that ν1, . . . , νs : [N ] → R>0 are

non-zero functions which each satisfy a p-restriction estimate with constant K. Let

M ∈ Zn×s be a matrix of rank n with no zero columns. If M satisfies condition (I)

of Theorem 3.1.2, then, for any functions f1, . . . , fs : [N ]→ C such that |fi| 6 νi, we

have ∣∣∣∣∣ ∑
Mx=0

s∏
i=1

fi(xi)

‖νi‖1

∣∣∣∣∣ 6 KnN−n
s∏
i=1

(
‖f̂i‖∞
‖νi‖1

)η

.

Proof. By applying Lemma 3.3.3, and relabelling the fi if necessary, we may assume

that M is a block upper triangular matrix with diagonal (M1, . . . ,Mr), where each

Mi ∈ Zni×si is quasi-partitionable and satisfies si > k2ni. For each i ∈ [r] and j ∈ [si],
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let ψi,j : T → C be defined by ψi,j := ‖νl‖−1
1 f̂l, where l ∈ [s] is such that the lth

column of M intersects the jth column of Mi.

Let pi = si/ni for each i ∈ [r], and note that pi > p. From orthogonality and

Theorem 3.3.4 we obtain the bound∣∣∣∣∣ ∑
Mx=0

s∏
i=1

fi(xi)

‖νi‖1

∣∣∣∣∣ 6
r∏
i=1

si∏
j=1

‖ψi,j‖pi 6
r∏
i=1

si∏
j=1

‖ψi,j‖
p
pi
p ‖ψi,j‖

1− p
pi∞ . (3.9)

From the restriction estimates for the νi, we deduce that

r∏
i=1

si∏
j=1

‖ψi,j‖
p
pi
p 6

r∏
i=1

si∏
j=1

(
K

N

) 1
pi

=

(
K

N

)n
. (3.10)

Observe that our choice of η gives ηpi 6 pi − p. Hence, for each i ∈ [r] and j ∈ [si],

the hypothesis |fi| 6 νi implies that ‖ψi,j‖
1− p

pi∞ 6 ‖ψi,j‖η∞ 6 1. The lemma may now

be deduced from (3.9) by invoking (3.10).

Finally, by applying a telescoping identity, we obtain the desired generalised von

Neumann theorem.

Theorem 3.3.6 (Relative generalised von Neumann). Let k, n, s ∈ N with k >

2. Let p := k2 + 1
2n

, and let η := (2k2n + 2)−1. Let N ∈ N, and suppose that

ν1, . . . , νs, µ1, . . . , µs : [N ] → R>0 are non-zero functions which each satisfy a p-

restriction estimate with constant K. Let M ∈ Zn×s be a matrix of rank n with no

zero columns. If M satisfies condition (I) of Theorem 3.1.2, then, for any functions

f1, . . . , fs, g1, . . . , gs : [N ]→ C such that |fi| 6 νi and |gi| 6 µi, we have∣∣∣∣∣ ∑
Mx=0

(
f1(x1)

‖ν1‖1

· · · fs(xs)
‖νs‖1

− g1(x1)

‖µ1‖1

· · · gs(xs)
‖µs‖1

)∣∣∣∣∣
6 2sKnN−n max

16i6s

∥∥∥∥∥ f̂i
‖νi‖1

− ĝi
‖µi‖1

∥∥∥∥∥
η

∞

.

Proof. For each i ∈ [s], define functions hi : [N ]→ C and τi : [N ]→ R>0 by

hi :=
fi
‖νi‖1

− gi
‖µi‖1

; τi :=
νi
‖νi‖1

+
µi
‖µi‖1

.

By [CLP21, Lemma C.1], the functions τ1, . . . , τs each satisfy a p-restriction estimate

with constant K. Note that |hi| 6 τi and ‖τi‖1 = 2 for all i ∈ [s]. The result now
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follows by applying the triangle inequality and Lemma 3.3.5 to the telescoping identity∑
Mx=0

(
f1(x1)

‖ν1‖1

· · · fs(xs)
‖νs‖1

− g1(x1)

‖µ1‖1

· · · gs(xs)
‖µs‖1

)

= 2
s∑
r=1

∑
Mx=0

(
r−1∏
i=1

fi(xi)

‖νi‖1

)
hr(xr)

‖τr‖1

(
s∏

i=r+1

gi(xi)

‖µi‖1

)
.

3.3.2 Counting trivial solutions

We close this section by exhibiting a second consequence of Theorem 3.3.4: we can

bound the number of trivial solutions to (3.1.1). In particular, we show that the set

of trivial solutions is sparse in the set of all solutions. From this it follows that one

can obtain non-trivial solutions to (3.1.1) over a set S by taking N sufficiently large

and showing that a positive proportion of all solutions x ∈ [N ]s lie in (S ∩ [N ])s.

Theorem 3.3.7. Let k, n, s ∈ N with k > 2. Let M = (ai,j) ∈ Zn×s be a matrix of rank

n with no zero columns. Let δ = δ(k, n) = 2kn(k2n+1)−1. If M satisfies condition (I)

of Theorem 3.1.2, then there are On,s(N
s−kn+δ−1) trivial solutions x ∈ [N ]s to (3.2).

Proof. By the union bound, it suffices to show that NM(u, v;N)�M N s−kn+δ−1 holds

for all u, v ∈ [s] with u < v, provided N ∈ N is sufficiently large. Here, NM(u, v;N)

denotes the number of solutions x ∈ [N ]s to (3.2) with xu = xv.

By Lemma 3.3.3, we may assume that M is a block upper triangular matrix with

diagonal (M1, . . . ,Mr), where each Mi ∈ Zni×si is quasi-k2-partitionable and satisfies

si > k2ni. As in the statement of Theorem 3.3.4, denote the columns of M by c(i,j).

Hence, we can find indices iu, iv ∈ [r], ju ∈ [siu ], and jv ∈ [siv ] such that c(iu,ju) and

c(iv ,jv) correspond to the uth and vth columns of M respectively. By orthogonality,

we observe that

NM(u, v;N) =

∫
Tn

Fk[1[N ]](α · (c(iu,ju) + c(iv ,jv)))
r∏
i=1

si∏
j=1

ψi,j(α · c(i,j))dα,

where, for all α ∈ T,

ψi,j(α) :=

1, if (i, j) ∈ {(iu, ju), (iv, jv)};

Fk[1[N ]](α), otherwise.
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Thus, by setting pi := si/ni, Theorem 3.3.4 provides us with the upper bound

NM(u, v;N) 6 ‖Fk[1[N ]]‖∞
r∏
i=1

si∏
j=1

‖ψi,j‖Lpi (T).

For each i ∈ [r] and j ∈ [si] with (i, j) /∈ {(iu, ju), (iv, jv)}, Lemma 3.2.3 gives

‖ψi,j‖Lpi (T) �n,s N
1− k

pi = N
1− kni

si .

Hence, on noting that ‖Fk[1[N ]]‖∞ = N , we find that

NM(u, v;N)�n,s N
s−kn+1 ·N−2+ k

piu
+ k
piv .

The result now follows on noting that pi > k2 + 1
ni

> k2 + 1
n
.

3.4 Induction on colours

The goal of this section is to show that the task of establishing partition regularity

for the system (3.2) can be accomplished by counting solutions over dense sets and

multiplicatively syndetic sets. We begin by recalling the definition of a multiplicatively

syndetic set.

Definition (Multiplicatively syndetic sets). Let M ∈ N. A set S ⊆ N is called

multiplicatively [M ]-syndetic if S ∩ {x, 2x, . . . ,Mx} 6= ∅ for every x ∈ N. We say

that S is a multiplicatively syndetic set if S is multiplicatively [M ]-syndetic for some

M ∈ N.

Remark. In [CLP21], multiplicatively [M ]-syndetic set are also calledM-homogeneous

sets.

Chow, Lindqvist, and Prendiville [CLP21] observed that a homogeneous system of

equations such as (3.2) is partition regular if it has a solution over every multiplicatively

syndetic set. In fact, one can show that the converse statement is also true, see [Cha20].

This argument enables us to reduce Theorem 3.1.2 to the following.

Theorem 3.4.1. Let M ∈ N, and let M = (ai,j) be a n× s integer matrix of rank n.

Let k > 2. If M satisfies the columns condition and condition (I) of Theorem 3.1.2,

then there exist positive constants N0 = N0(k,M ; M) ∈ N and c0 = c0(k,M ; M) > 0

such that the following is true. If S ⊆ N is a multiplicatively [M ]-syndetic set, and

N > N0, then there are at least c0N
s−kn non-trivial solutions x ∈ (S ∩ [N ])s to (3.2).
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Proof of Theorem 3.1.2 given Theorem 3.4.1. Note that we may assume M has rank

n by deleting any linearly dependent rows. The result now follows by the induction

on colours argument given in [CLP21, §4.2] and [CLP21, §13.2].

Observe that any diagonal polynomial equation of degree k which satisfies the

columns condition can be written in the form

s∑
i=1

aix
k
i =

t∑
j=1

bjy
k
j , (3.11)

for some integers s ∈ N, t > 0, and a1, . . . , as, b1, . . . , bt ∈ Z \ {0} are such that

a1 + · · · + as = 0. For equations of this form, Chow, Lindqvist, and Prendiville

[CLP21] establish partition regularity (Theorem 3.1.1) by showing that one can find

(many) solutions to (3.11) with xi lying in a dense set of smooth numbers and yj lying

in a multiplicatively syndetic set.

We seek a similar reformulation for the systems considered in Theorem 3.1.2. We

start by listing a number of equivalent definitions of the columns condition.

Proposition 3.4.2. Let M ∈ Zh×k be a matrix of rank h. Then the following are all

equivalent.

(i) M obeys the columns condition;

(ii) the system of equations Mx = 0 is partition regular;

(iii) for every v = (v1, . . . , vk) ∈ Qk \ {0} in the row space of M, there exists a

non-empty set J ⊆ [k] such that vj 6= 0 for all j ∈ J , and
∑

j∈J vj = 0;

(iv) there exist positive integers n, s ∈ N and non-negative integers m, t ∈ Z>0 with

h = n + m and k = s + t such that the following is true. The matrix M is

equivalent to a matrix of the form A B

0 C

 , (3.12)

for some matrices A ∈ Zn×s,B ∈ Zn×t,C ∈ Zm×t such that A is a matrix of

rank n whose columns sum to 0, and C obeys the columns condition.4

4Note that C is allowed to contain zero columns.
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Proof. The equivalence of (i) and (ii) is provided by [Rad33, Satz IV], whilst the

equivalence of (ii) and (iii) follows from [Rad43, Lemma 4].

Suppose that M satisfies (iv), and let M′ be the matrix given in (3.12). Let

v = (v1, . . . , vk) ∈ Qk be a non-zero vector in the row space of M′. Since the columns

of A sum to 0, we see that v1 + . . .+vs = 0. Thus, if v1, . . . , vs are not all zero, then we

may take J = {i ∈ [s] : vi 6= 0} 6= ∅. If, on the other hand, we have v1 = . . . = vs = 0,

then the hypothesis that A has full rank implies that (vs+1, . . . , vk) ∈ Qt is a non-zero

element of the row space of C. Since property (iii) holds for C, we deduce that there

exists J ⊆ [k] \ [s] such that
∑

j∈J vj = 0 and vj 6= 0 for all j ∈ J . We therefore find

that (iii) holds for M′. Since vectors in the row space of M are just permutations of

vectors in the row space of M′, we conclude that (iii) holds for M.

Finally, suppose that (i) and (iii) both hold for M. Let I = J1 and J = [k]\I, where

[k] = J1 ∪ · · · ∪ Jp is the partition provided by the columns condition. By permuting

the columns of M, we may assume that I = [s] for some 0 < s 6 k. Let M′ be the

h × s submatrix of M formed from the columns of M indexed by I. By performing

elementary row operations, we may assume that the bottom (h − n) rows of M′ are

identically zero, where n is the rank of M′. By performing these same operations to

M, we see that M is equivalent to a matrix of the form (3.12). Our choice of I ensures

that A has rank n and that the columns of A sum to 0. By considering only linear

combinations of the bottom h − n rows of the matrix (3.12), we see that C satisfies

property (iii). Hence, by the equivalence of (i) and (iii), we deduce that C obeys the

columns condition. We have therefore shown that (iv) holds.

This proposition therefore shows that to prove Theorem 3.1.2 we need only consider

systems of equations of the form

Ax⊗k = By⊗k;

0 = Cy⊗k. (3.13)

where A,B,C are as described in (iv) of Proposition 3.4.2. Here we have also recalled

the notation (x1, . . . , xs)
⊗k := (xk1, . . . , x

k
s). Thus, Theorem 3.4.1 may be rewritten to

the following.

Theorem 3.4.3. Let k ∈ N \ {1}. Let A ∈ Zn×s,B ∈ Zn×t, and C ∈ Zm×t, for some

n, s ∈ N and m, t ∈ Z>0. Let M be the matrix given by (3.12). Suppose that A is a
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matrix of rank n whose columns sum to 0, and that C obeys the columns condition.

If M satisfies condition (I) of Theorem 3.1.2, then for every M ∈ N, there exists

N0 = N0(k,M ; M) ∈ N and c0 = c0(k,M ; M) > 0 such that the following is true.

If S ⊆ N is a multiplicatively [M ]-syndetic set, and N > N0, then there are at least

c0N
s+t−k(m+n) non-trivial solutions (x,y) ∈ (S ∩ [N ])s+t to (3.13).

Proof of Theorem 3.4.1 given Theorem 3.4.3. This is an immediate consequence of the

equivalence between (i) and (iv) in Proposition 3.4.2.

To prove Theorem 3.4.3, we follow the approach of Chow, Lindqvist, and Pren-

diville by seeking solutions to (3.13) with the xi lying in a dense set, and the yj lying

in a multiplicatively syndetic set. Such an approach has the advantage that it allows

us to address both Theorem 3.1.2 and Theorem 3.1.4 simultaneously by proving a

stronger result (Theorem 3.4.5).

To elucidate this argument further, we first recall the fact that multiplicatively

syndetic sets have positive (lower) density.

Lemma 3.4.4 (Density of multiplicatively syndetic sets). Let M,N ∈ N. If S ⊆ N is

multiplicatively [M ]-syndetic, then

|S ∩ [N ]| > 1

M

⌊
N

M

⌋
.

Proof. See [CLP21, Lemma 4.2] or [Cha20, Lemma 3.1].

Our earlier remarks therefore show that partition regularity is a special case of

density regularity, namely the case where the dense set we seek solutions over is multi-

plicatively syndetic. Combining Proposition 3.4.2 with these observations allows us to

generalise [CLP21, Theorem 12.1] to systems of equations. We also take this opportu-

nity to impose a number of helpful properties on the matrices M in order to simplify

our arguments in §3.6.

Theorem 3.4.5 (Dense-syndetic regularity). Let k ∈ N \ {1}. Let n, s ∈ N, and

m, t ∈ Z>0. Let A ∈ Zn×s, B ∈ Zn×t, and C ∈ Zm×t. Let δ > 0, and M ∈ N. Let M

be the matrix defined by (3.12). Suppose that the following conditions all hold.

(i) the matrix A has rank n and no zero columns;
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(ii) the columns of A sum to 0;

(iii) if m, t > 0, then C obeys the columns condition;

(iv) the matrix M satisfies condition (I) of Theorem 3.1.2;

(v) the matrix A contains a non-singular n× n diagonal submatrix;

(vi) for each i ∈ [n], the entries in the ith row of A are coprime;

(vii) every entry of B is divisible by every non-zero entry of A;

(viii) if m, t > 0, then, for any M ′ ∈ N and multiplicatively [M ′]-syndetic set S ⊆ N,

there are �M ′,C N t−km solutions y ∈ (S ∩ [N ])t to Cy⊗k = 0, provided that N

is sufficiently large relative to M ′ and C.

Then there exists a positive integer N0 = N0(δ, k,M,M) and a positive constant c0 =

c0(δ, k,M,M) > 0 such that the following is true. Let S ⊆ N be a multiplicatively

[M ]-syndetic set. Let N ∈ N, and A ⊆ [N ] be such that |A| > δN . If N > N0, then

there are at least c0N
s+t−k(n+m) solutions (x,y) ∈ As × (S ∩ [N ])t to (3.13).

Remark. Condition (viii) simply asserts that Theorem 3.4.1 is true if “M” and “(3.2)”

are replaced by “C” and “Cy⊗k = 0” respectively.

Proof of Theorem 3.4.3 given Theorem 3.4.5. Let A,B,C, and M be as given in the

statement of Theorem 3.4.3. Observe that the hypotheses of Theorem 3.4.3 guarantee

that A,C, and M obey conditions (i)-(iv) of Theorem 3.4.5. By performing elementary

row operations, we can ensure that condition (v) is also satisfied. We henceforth

assume that these five conditions all hold.

Note that, by taking N sufficiently large, Theorem 3.3.7 implies that if we can

find cN s+t−k(n+m) solutions (x,y) ∈ As × (S ∩ [N ])t to (3.13), then we can obtain

(c0/2)N s+t−k(n+m) non-trivial solutions over As × (S ∩ [N ])t. Thus, we can remove

from the conclusion of Theorem 3.4.3 the condition that the solutions we find are

non-trivial.

We now seek to show that, without loss of generality, we may assume that condi-

tions (vi) and (vii) of Theorem 3.4.5 hold. Let K ∈ N denote the absolute value of
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the product of all the non-zero entries of A (counting multiplicity). Let B′ := Kk2B,

C′ := Kk2C, and

M′ :=

A B′

0 C′

 .

In other words, M′ is the result of multiplying the last t columns of M by Kk2 . Observe

that A,B′,C′, and M′ all obey conditions (i)-(v) of Theorem 3.4.5. Let M ∈ N and

let S ⊆ N be a multiplicatively [M ]-syndetic set. Observe that the set S ′ := {x ∈ N :

Kkx ∈ S} is also multiplicatively [M ]-syndetic. Moreover, if (x,y) ∈ [N ]s× (S ′∩ [N ])t

satisfies both Ax = B′y and C′y = 0, then (x, Kky) ∈ [N ]s × (S ∩ [KkN ])t is a

solution to (3.13). Hence, by rescaling, we deduce that the conclusion of Theorem

3.4.3 holds for A,B,C if it holds for A,B′,C′. Furthermore, since every entry of B′

is a multiple of Kk, for each i ∈ [n] we can divide the ith row of M′ by the greatest

common divisor of the ith row of A. The resulting matrix M′′ has integer entries

(by choice of K), has the same solution set as M′, and obeys conditions (i)-(vii) of

Theorem 3.4.5. Hence, by replacing M with M′′, we may henceforth assume without

loss of generality that A,B, and C satisfy conditions (i)-(vii).

We now proceed by induction on n + m to show that the conclusion of Theorem

3.4.3 holds for A,B,C. Note that if m = 0 or t = 0, then condition (viii) holds

vacuously, and so the result follows from Theorem 3.4.5 and Lemma 3.4.4 (by taking

A = S ∩ [N ]). In particular, this proves the result for n+m = 1.

Now suppose that n+m > 2 and m, t > 1. Assume the induction hypothesis that

the conclusion of Theorem 3.4.3 holds for any Ã ∈ Zn′×s′ , B̃ ∈ Zn′×t′ , C̃ ∈ Zm′×t′ with

1 6 n′ + m′ < n + m which satisfy conditions (i)-(v) of Theorem 3.4.5. Consider the

system of equations Cy⊗k = 0. Since m, t > 1, condition (iii) implies that C obeys

the columns condition. By considering linear combinations of the bottom m rows of

M, we also find that C obeys condition (iv) of Theorem 3.4.5. Thus, the induction

hypothesis and Proposition 3.4.2 imply that condition (viii) holds. We therefore deduce

from Theorem 3.4.5 and Lemma 3.4.4 that the conclusion of Theorem 3.4.3 holds for

A,B,C.

Proof of Theorem 3.1.4 given Theorem 3.4.5. By performing elementary row opera-

tions and deleting linearly dependent rows, we may assume that M has rank n, each

row of M has coprime entries, and that M contains a non-singular square diagonal
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matrix with the same number of rows as M. By taking B and C to be empty matrices

and putting A = M, the result follows immediately from Theorem 3.4.5.

3.5 Linearisation and the W -trick

The purpose of this section is to obtain a lower bound for the number of solutions to

(3.13) in terms of solutions to the ‘linearised’ system

Ax = By⊗k;

0 = Cy⊗k. (3.14)

We accomplish this by using the linearisation procedure developed by Chow, Lindqvist,

and Prendiville [CLP21, §12]. For k > 3, we avoid using smooth numbers and instead

use the linearisation procedure detailed in Lindqvist’s thesis [Lin19, §6.5]. This version

follows the same outline as [CLP21, §12], but with the smoothness parameter η set to

1 (as in the quadratic case) and using the restriction estimates given in Lemma 3.2.3.

The upshot of applying these methods is that we are able to prove that Theorem

3.4.5 follows from the following linearised version.

Theorem 3.5.1 (Dense-syndetic regularity for linearised systems). Let δ > 0, k ∈

N \ {1}, and M ∈ N. Let n, s ∈ N, and m, t ∈ Z>0. Let A,B,C, and M be as

defined in Theorem 3.4.5, and suppose that they satisfy conditions (i)-(viii). Then

there exists a positive integer N1 = N1(δ, k,M,M) ∈ N and a positive constant c1 =

c1(δ, k,M,M) > 0 such that the following is true. Let N ∈ N, and suppose A ⊆ [N ]

is such that |A| > δN . Let S ⊆ N be a multiplicatively [M ]-syndetic set. If N > N1,

then there are at least c1N
s+ t

k
−(n+m) solutions (x,y) ∈ As × (S ∩ [N1/k])t to (3.14).

For the rest of this section we fix a choice of k ∈ N \ {1}, and matrices A,B,C,

and M satisfying conditions (i)-(viii) of Theorem 3.4.5. For each r ∈ N and for finitely

supported functions f1, . . . , fs, g1, . . . , gs : Z→ C, we define the counting operators

Λr(f1, . . . , fs; g1, . . . , gs) :=
∑

Cy⊗k=0

∑
Ax⊗r=By⊗k

f1(x1) · · · fs(xs)g1(y1) · · · gt(yt).

For clarity, the outer sum is taken over all y ∈ Zt satisfying Cy⊗k = 0, whilst

the inner sum is over all x ∈ Zs such that Ax⊗r = By⊗k. In the case where
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C is empty, the outer summation is omitted and Λr is defined by the inner sum

only. If C and B are both empty, then the inner sum is taken over Ax⊗r = 0.

For brevity, we write Λr(f1, . . . , fs; g) := Λr(f1, . . . , fs; g, . . . , g), and similarly write

Λr(f ; g) := Λr(f, . . . , f ; g). For sets A,B, we use the abbreviation Λr(A; g1, . . . , gt) :=

Λr(1A; g1, . . . , gt), and similarly for the quantities Λr(f1, . . . , fs;B) and Λr(A;B).

In §3.3, we obtained a generalised von Neumann theorem (Theorem 3.3.6) for

counting operators with weights satisfying p-restriction estimates. We now specialise

this result to Λ1.

Lemma 3.5.2 (Generalised von Neumann for Λ1). Let p := k2 + 1
2(n+m)

, and let

η := (2k2(n + m) + 2)−1. Let N ∈ N, and suppose that ν, µ : [N ] → R>0 each satisfy

a p-restriction estimate with constant K. Let f, g : [N ] → C, and let D ⊆ [N1/k]. If

|f | 6 ν and |g| 6 µ, then

∣∣Λ1

(
‖ν‖−1

1 f ;D
)
− Λ1

(
‖µ‖−1

1 g;D
)∣∣�K,M N

t
k
−(n+m)

∥∥∥∥∥ f̂

‖ν‖1

− ĝ

‖µ‖1

∥∥∥∥∥
η

∞

.

Proof. For each ϕ : [N1/k]→ C, let Qϕ : Z→ C be the function given by

Qϕ(x) =

ϕ(y), if x = yk for some y ∈ [N1/k];

0, otherwise.

If B ⊆ [N1/k], then we write QB := Q1B . Hence, if h : Z→ C has finite support, then

we may write

Λ1(h;D) =
∑

Mx=0

h(x1) · · ·h(xs)QD(xs+1) · · ·QD(xs+t).

Let Q := Q[N1/k]. Note that ‖QB‖1 = |B| and QB 6 Q for all B ⊆ [N1/k]. Moreover,

if h : Z → C satisfies |h| 6 Q, then h = QH , where H : [N1/k] → C is defined by

H(x) = h(xk). Thus, by recalling from §3.2.5 that Q̂ϕ = Fk[ϕ], Lemma 3.2.3 shows

that Q satisfies a p-restriction estimate with constant Op(1) for all p > k2. Now let

νi = ν and µi = µ for all i ∈ [s], and let νj = µj = Q for all s < j 6 s+ t. The result

now follows from Theorem 3.3.6.

3.5.1 The W -trick

Observe that one could attempt to linearise Theorem 3.4.5 by equating solutions

(x,y) ∈ As × St to (3.13) with solutions (x⊗k,y) ∈ Bs × St to (3.14), where B =
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{xk : x ∈ A}. The most immediate problem with this approach is that the number of

solutions sought are different; we need to find �M,M N s+t−k(n+m) solutions (x,y) ∈

(As×St)∩[N ]s+t to (3.13), and�M,M N s+ t
k
−(n+m) solutions (x,y) ∈ As×(S∩[N1/k])t

to (3.14). This issue can be resolved by taking a weighted count of solutions to (3.14).

We return to this topic in the next subsection.

The second problem that arises comes from the fact that, in general, the kth

powers are not uniformly distributed modulo p for all primes p. This means that the

Fourier coefficients of the indicator function of the kth powers in [N ] differ significantly

from the Fourier coefficients of a weighted indicator function of [N ]. This prevents

us from making use of the Generalised von Neumann theorem to compare solutions

of (3.13) with those of (3.14). The principle used to fix this problem is known as

the W -trick. Originally introduced by Green [Gre05A] to solve equations in primes, a

W -trick for squares was subsequently developed by Browning and Prendiville [BP17]

and later generalised to squares and (smooth) higher powers by Chow, Lindqvist, and

Prendiville [CLP21, §12].

We now describe the steps of the W -trick. Given w ∈ N, define W ∈ N by

W = W (k, w) := kk−1
∏
p6w

pk, (3.15)

where the product is taken over all primes which do not exceed w. To transfer from a

dense subset of [N ] to a subprogression, we require the following technical lemma.

Lemma 3.5.3 ([CLP21, Lemma A.4]). Let δ > 0, w ∈ N, and let W ∈ N be defined

by (3.15). Let N ∈ N, and let A ⊆ [N ] be such that |A| > δN . There exist positive

integers ξ, ζ ∈ N (which depend on A) with ξ ∈ [W ] and ζ �δ,w 1 which satisfy the

following three properties.

• ξ and W are coprime;

• there does not exist a prime p > w which divides ζ;

• |{x ∈ Z : ζ(ξ +Wx) ∈ A}| > 1
2
δ|{x ∈ Z : ζ(ξ +Wx) ∈ [N ]}|.

Let δ > 0 and N,w ∈ N. Suppose that we are given sets A ⊆ [N ] and S ⊆ N such

that |A| > δN and S is multiplicatively [M ]-syndetic. Let ζ and ξ be the positive
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integers provided by the above lemma. Define sets A1, S1 ⊆ N by

A1 :=

{
(Wz + ξ)k − ξk

kW
∈ N : ζ(Wz + ξ) ∈ A \ {ζξ}

}
;

S1 := {y ∈ N : ζ(kW )1/ky ∈ S}.

Observe that A1 ⊆ [X], where X is the positive rational number defined by

X = X(k,N,w, ζ) :=
Nk

kWζk
. (3.16)

Lemma 3.5.3 implies that if N > 2ζξ, then

|A1| >
δ

2

(
N

ζW
− ξ

W

)
>

δN

4ζW
.

Our aim is to count solutions to (3.13) over As × (S ∩ [N ])t by counting solutions to

(3.14) over As1 × (S1 ∩ [X1/k])t. This leads to the following result.

Proposition 3.5.4. Let M,N,w ∈ N, and let δ > 0. Let A ⊆ [N ] be such that

|A| > δN . Let W, ξ, ζ ∈ N be as given in Lemma 3.5.3, and let X be defined by (3.16).

Let S ⊆ N be a multiplicatively [M ]-syndetic set. Let A1, S1 ⊆ N be defined as above.

Then

Λ1

(
A1;S1 ∩ [X1/k]

)
6 Λk (A;S ∩ [N ]) .

Proof. Suppose that x ∈ As1 and y ∈ (S1 ∩ [X1/k])t are solutions to (3.14). We

can therefore find zi ∈ N for each i ∈ [s] such that kWxi = (Wzi + ξ)k − ξk. Let

ui = ζ(Wzi+ξ) for each i ∈ [s], and vj = ζ(kW )1/kyj for each j ∈ [t]. Our construction

of A1 and S1 shows that u ∈ As and v ∈ St. Furthermore, we see from (3.16) that

v ∈ [N ]t.

Since v is a scalar multiple of y, we find that Cv⊗k = 0. Now let i ∈ [n]. Since

ai,1 + · · ·+ ai,s = 0, we deduce that

s∑
j=1

ai,ju
k
j =

s∑
j=1

ai,jζ
k
(
(Wzj + ξ)k − ξk

)
+ (ζξ)k

s∑
j=1

ai,j

= kζkW

s∑
j=1

ai,jxj

=
s∑
j=1

bi,jv
k
j .

We therefore conclude that Au⊗k = Bv⊗k. Since the map (x,y) 7→ (u,v) described

above is injective, the desired result may now be obtained from a change of variables.
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3.5.2 Weighted solutions

We now turn our attention to the problem of counting weighted solutions to (3.14).

We begin by considering bounded weights. In this case, such sums can be handled by

performing a minor modification to Theorem 3.5.1.

Lemma 3.5.5 (Functional Theorem 3.5.1). Let δ > 0 and M ∈ N. If Theorem 3.5.1

is true, then there exist constants N0(δ, k,M,M) ∈ N and c0(δ, k,M,M) > 0 such

that the following is true. Let f : [N ] → [0, 1], and let S ⊆ N be a multiplicatively

[M ]-syndetic set. If N > N0(δ, k,M,M) and ‖f‖1 > δN , then

Λ1

(
f ;S ∩ [N1/k]

)
> c0(δ, k,M,M)N s+ t

k
−(n+m).

Proof. This result follows from the same argument used to prove both [CLP21, Lemma

5.2] and [CLP21, Lemma 11.3].

Let N,w ∈ N, and δ > 0. Let W, ξ, ζ ∈ N be as given in Proposition 3.5.4, and let

X be given by (3.16). The weight function ν : [X]→ R>0 is defined by

ν(n) :=

x
k−1, if n = xk−ξk

kW
for some x ∈ [N/ζ] with x ≡ ξ mod W ;

0, otherwise.

(3.17)

We now record some of the pseudorandomness properties possessed by the weight ν,

as given in [Lin19, §6.5] (see also [CLP21, §6] and [CLP21, §12]).

Proposition 3.5.6. Let N,w ∈ N, and δ > 0. Let W, ξ, ζ ∈ N and A1 ⊆ N be as

given in Proposition 3.5.4. Let X ∈ R>0 and ν : [X] → R>0 be defined by (3.16) and

(3.17) respectively. If N is sufficiently large with respect to w and δ, then the following

properties all hold.

• (Density transfer). ∑
n∈A1

ν(n)�k δ
k‖ν‖L1(Z);

• (Fourier decay). ∥∥ν̂ − 1̂[X]

∥∥
∞ �k Xw

−1/k;

• (Restriction estimate). For any f : Z → C and p ∈ R such that p > k2 and

|f | 6 ν, we have

‖f̂‖pp =

∫
T

∣∣∣f̂(α)
∣∣∣p dα�p X

p−1.
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Proof. The above properties are given by the results [Lin19, Lemma 6.5.2], [Lin19,

Lemma 6.5.3], and [Lin19, Lemma 6.5.4] respectively.

These properties allow us to approximate functions majorised by ν with functions

majorised by 1[X]. This enables us to transfer solutions from the linearised setting

(3.14) to the squares (3.13). To achieve this, we require the following technical lemma.

Lemma 3.5.7 (Dense model lemma). Let N,w ∈ N\{1}, and δ > 0. Let X ∈ R>0 and

ν : [X]→ R>0 be as given in Proposition 3.5.6. Then for any function f : [X]→ R>0

with f 6 ν, there exists a function g : [X]→ R>0 with ‖g‖∞ 6 1 such that

‖f̂ − ĝ‖∞ �k X(logw)−3/2.

Proof. Using the Fourier decay estimate given in Proposition 3.5.6, the result follows

by applying [Pre17, Theorem 5.1] to ν.

This lemma allows us to consider unbounded weights f for our counting operators

by replacing them with bounded weights g and applying Lemma 3.5.5. Following the

strategy used in the proof of [CLP21, Theorem 5.5], we can now show that Theorem

3.5.1 implies Theorem 3.4.5.

Proof of Theorem 3.4.5 given Theorem 3.5.1. Given δ > 0 and M ∈ N, we choose w =

w(δ, k,M,M) ∈ N to be sufficiently large. By fixing this choice of w, the assumption

N �δ,k,M,M 1 allows us to ensure that N and X are sufficiently large relative to

δ,M,M and w.

Proposition 3.5.4 implies that

‖ν‖s∞Λk(A;S ∩ [N ]) > Λ1(ν1A1 ;S1 ∩ [X1/k]). (3.18)

Recall from (3.16) and (3.17) respectively that X �δ,k,M Nk and ‖ν‖∞ 6 Nk−1. We

may therefore deduce Theorem 3.4.5 from (3.18) if we can prove that

Λ1(ν1A1 ;S1 ∩ [X1/k])�δ,k,M,M Xs+ t
k
−(n+m). (3.19)

Let f := ν1A1 . By choosing N sufficiently large with respect to w and δ, the

density transfer estimate in Proposition 3.5.6 implies that ‖f‖1 � δk‖ν‖1. Lemma

3.5.7 provides us with a function g : [X]→ [0, 1] such that

‖f̂ − ĝ‖∞ �k X(logw)−3/2.
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Note that the Fourier decay estimate given in Proposition 3.5.6 implies that

|‖ν‖1 −X| 6
∥∥ν̂ − 1̂[X]

∥∥
∞ �k Xw

−1/k. (3.20)

Thus, if w is sufficiently large, then∥∥∥∥∥ f̂

‖ν‖1

− ĝ

X

∥∥∥∥∥
∞

�k (logw)−3/2.

By considering the Fourier coefficients at 0, if w is sufficiently large, then the above

inequality implies that ‖g‖1 � δkX. Hence, from Lemma 3.5.5 it follows that

Λ1(g;S ∩ [X1/k])�δ,k,M,M Xs+ t
k
−(n+m). (3.21)

Taking p = k2 + 1
2(n+m)

and D = S ∩ [X1/k], Lemma 3.5.2 gives the bound∣∣Λ1(‖ν‖−1
1 f ;D)− Λ1(X−1g;D)

∣∣�δ,k,M,M X
t
k
−(n+m)(logw)−η,

where η = 3
4
(k2(n + m) + 1)−1 ∈ (0, 1). We may therefore deduce (3.19) from (3.20)

and (3.21) upon choosing w to be sufficiently large relative to the implicit constants

appearing in these two inequalities and the above.

It should be emphasised that the above proof shows that if the conclusion of The-

orem 3.5.1 holds for a given matrix M, then the conclusion of Theorem 3.4.5 holds for

the same matrix M. In particular, if B and C are empty (m = t = 0), then the above

proof provides us with a means to establish density regularity for Ax⊗k = 0. This

method gives an alternative proof of Theorem 3.1.4 which does not require us to first

prove Theorem 3.5.1 in full generality. All that we require is the following theorem of

Frankl, Graham, and Rödl [FGR88].

Theorem 3.5.8 ([FGR88, Theorem 2]). Let M ∈ Zn×s be an integer matrix whose

columns sum to 0. If there exists at least one non-trivial solution y ∈ Ns to the system

My = 0, then there exist constants N1 = N1(δ,M) ∈ N and c1 = c1(δ,M) > 0 such

that the following is true. If N > N1, then for any A ⊆ [N ] such that |A| > δN , there

are at least c0N
s−n non-trivial solutions x ∈ As to the system of equations Mx = 0.

Proof of Theorem 3.1.4. As shown at the end of §3.4, Theorem 3.1.4 follows from the

case m = t = 0 of Theorem 3.4.5. By the argument above that Theorem 3.5.1 implies

Theorem 3.4.5, it only remains to prove Theorem 3.5.1 in the case where m = t = 0.

This result follows immediately from Theorem 3.5.8.
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3.6 Arithmetic regularity

The objective of this final section is to use the arithmetic regularity lemma to prove

Theorem 3.5.1. For the rest of this section, we fix a choice of matrices A ∈ Zn×s,

B ∈ Zn×t, C ∈ Zm×t, M ∈ Z(n+m)×(s+t) as given in Theorem 3.4.5, and assume that

they satisfy conditions (i)-(viii). In particular, by permuting columns, we may assume

that the first n columns of A form a non-singular diagonal n× n matrix.

Our general strategy is similar to the method used to prove Roth’s theorem in

[Tao12, §1.2]. The regularity lemma enables us to decompose the indicator function

of our dense set A into more manageable functions. To describe these functions, we

require the following definition.

Definition (Lipschitz function). A function F : Td → [0, 1] is called an L-Lipschitz

function if, for all α,β ∈ Td, we have

|F (α)− F (β)| 6 L‖α− β‖.

For our work, we only require the ‘abelian’ arithmetic regularity lemma. This re-

sult, originally introduced by Green [Gre05B], is a special case of the general arithmetic

regularity lemma (see for instance [GT10]). The following version is a combination of

[Ebe16, Theorem 5] and [GL19, Proposition 4.2] (see also [Tao12, Theorem 1.2.11]).

Lemma 3.6.1 (Abelian arithmetic regularity lemma). Let F : R>0 → R>0 be a

monotone increasing function, and let ε > 0. Then there exists a positive integer

L0(ε,F) ∈ N such that the following is true. If f : [N ]→ [0, 1] for some N ∈ N, then

there is a positive integer L 6 L0(ε,F) and a decomposition

f = fstr + fsml + funf

of f into functions fstr, fsml, funf : [N ]→ [−1, 1] such that:

(I) the functions fstr and fstr + fsml take values in [0, 1];

(II) the function fsml obeys the bound ‖fsml‖L2(Z) 6 ε‖1[N ]‖L2(Z);

(III) the function funf obeys the bound ‖f̂unf‖∞ 6 ‖1̂[N ]‖∞/F(L);

(IV) there exists a positive integer d 6 L, a phase θ ∈ Td, and an L-Lipschitz

function F : Td → [0, 1] such that F (xθ) = fstr(x) for all x ∈ [N ].
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We now employ the arithmetic regularity lemma to count solutions to (3.14). Recall

from §3.5 the counting operator

Λ1(f1, . . . , fs; g1, . . . , gt) :=
∑

Cy⊗k=0

∑
Ax=By⊗k

f1(x1) · · · fs(xs)g1(y1) · · · gt(yt).

We are interested in the quantity Λ1(A;S ∩ [N1/k]), where A ⊆ [N ] satisfies |A| > δN ,

and S ⊆ N is multiplicatively [M ]-syndetic. Applying the arithmetic regularity lemma

with f = 1A (for a choice of parameters ε,F to be specified later), we obtain a

decomposition 1A = fstr + fsml + funf .

The first step towards the proof of Theorem 3.5.1 involves removing the uniform

part funf via the Generalised von Neumann theorem (Theorem 3.3.6).

Lemma 3.6.2 (Removing funf). Let N ∈ N, and let A ⊆ [N ]. Let ε > 0, and let

F : R>0 → R>0 be a monotone increasing function. Let fstr, fsml, funf be the functions

provided by applying Lemma 3.6.1 to f = 1A. Then for any D ⊆ [N1/k], we have

|Λ1(A;D)− Λ1(fstr + fsml;D)| �M N s+
t
k
−(n+m)F(L)−(2k2(n+m)+2)−1

.

Proof. Let ν = µ = 1[N ], and note that ‖1[N ]‖1 = N . Furthermore, property (I) of

Lemma 3.6.1 implies that 0 6 (fstr + fsml), 1A 6 1[N ]. Thus, the result follows from

Lemma 3.5.2.

3.6.1 Auxiliary counting operators

Lemma 3.6.2 shows that the main contribution to Λ1(A;D) comes from Λ1(fstr +

fsml;D). We therefore focus our attention on finding lower bounds for this latter

quantity. Rather than count all solutions to (3.14), it is convenient for us to restrict

our attention to an explicit dense subcollection of solutions. We then show that the

counting operators associated with these subcollections obey a generalised von Neu-

mann theorem with respect to the L2 norm. This allows us to remove the fsml function

from our analysis.

To make this precise, let q := s − n − 1, and let {u(0), . . . ,u(q)} ⊆ Zs denote a

Q-basis for ker(A). Note that condition (ii) of Theorem 3.4.5 implies that q > 0. Let

ui,j denote the jth entry of u(i). Since the columns of A sum to zero, we may take

u(0) := (1, 1, . . . , 1) and assume that ui,1 = 0 for all i ∈ [q]. Such a basis is not uniquely

defined, however we can insist that |ui,j| �M 1 for all i and j.
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Observe that the each row of By⊗k defines an integer homogeneous diagonal poly-

nomial of degree k in the variables y1, . . . , yt. Thus, by condition (vii), we may define

for each i ∈ [n] an integer polynomial Pi ∈ Z[y1, . . . , yt] by dividing the ith row of

By⊗k by the ith entry of the ith row of A. We also set Pj = 0 for all n < j 6 s. Now

note that every solution to Ax = By⊗k takes the form x = (z1+P1(y), . . . , zs+Ps(y)),

where (z1, . . . , zs) ∈ ker(A).

We are now ready to define our auxiliary counting operators. Let y ∈ Zt, and let

B ⊆ Z be a finite set. For each d ∈ Bq and j ∈ [s], define

Qj(d,y) := u1,jd1 + · · ·+ uq,jdq + Pj(y). (3.22)

Given functions f1, . . . , fs : Z→ C with finite support, we define

ΨB,y(f1, . . . , fs) :=
∑
x∈Z

∑
d∈Bq

s∏
j=1

fj(x+Qj(d,y)). (3.23)

For brevity, we write ΨB,y(f) := ΨB,y(f, . . . , f). Hence, since {u(0), . . . ,u(q)} is a

Q-basis for ker(A), if f1, . . . , fs : [N ]→ [0, 1], then

Λ1(f1, . . . , fs;S) >
∑

Cy⊗k=0

ΨB,y(f1, . . . , fs)1S(y1) · · · 1S(yt). (3.24)

We may therefore use Ψ to obtain a lower bound for Λ1(fstr + fsml;D). In fact, by

exploiting the fact that ‖fsml‖2 is ‘small’, we show that it is sufficient to obtain a lower

bound for Λ1(fstr;D). To proceed in this way, we utilise the following L2 generalised

von Neumann theorem for Ψ.

Lemma 3.6.3 (Generalised von Neumann for Ψ). Let N ∈ N, y ∈ Zt, and let B ⊆ Z

be a finite set. Let Ψ be defined by (3.23). If f, g : [N ]→ [0, 1], then

|ΨB,y(f)−ΨB,y(g)| 6 s|B|s−n−1N1/2‖f − g‖2.

Proof. Let q := s− n− 1. We show that

|ΨB,y(f1, . . . , fs)| 6 |B|qN1/2‖fi‖2 (3.25)

holds for all i ∈ [s] and all f1, . . . , fs : [N ] → [−1, 1]. The lemma then follows by

applying this bound to the telescoping identity

ΨB,y(f)−ΨB,y(g) =
s∑
r=1

ΨB,y(g1, . . . , gr−1, fr − gr, fr+1, . . . , fs),
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where fj = f and gj = g for all j ∈ [s].

Let i ∈ [s]. Since the function fi is supported on [N ], the change of variables

z = x+Qi(d,y) yields

ΨB,y(f1, . . . , fs) =
∑
z∈[N ]

∑
d∈Bq

s∏
j=1

fj(z +Qj(d,y)−Qi(d,y)).

Applying the Cauchy-Schwarz inequality with respect to z gives

|ΨB,y(f1, . . . , fs)|2 6 ‖fi‖2
2

∑
z∈[N ]

∣∣∣∣∣∣∣∣
∑
d∈Bq

n∏
j=1
j 6=i

fj(z +Qj(d,y)−Qi(d,y))

∣∣∣∣∣∣∣∣
2

.

We may therefore obtain (3.25) from the bound ‖fj‖∞ 6 1.

Lemma 3.6.4 (Removing fsml). Let the assumptions and definitions be as in Lemma

3.6.2. Let y ∈ Zt, and let B ⊆ Z be a finite set. Then we have

ΨB,y(fstr + fsml) = ΨB,y(fstr)−OM(|B|s−n−1Nε).

Proof. Recall from Lemma 3.6.1 that fstr and fstr + fsml take values in [0, 1]. Thus,

the result follows immediately from Lemma 3.6.3.

3.6.2 Bohr sets

We wish to better understand the behaviour of the structured function fstr appearing

in Lemma 3.6.1. From the definition of Lipschitz functions, we see that fstr(x) ≈

fstr(x+ y) holds whenever ‖yθ‖ is ‘small’. Such y are sometimes referred to as almost

periods for fstr, see [Tao12, Lemma 1.2.13]. This leads us to consider the properties of

sets of such y, which are known as (polynomial) Bohr sets.

Definition (Polynomial Bohr sets). Let d, h ∈ N, ρ > 0, and let α ∈ Td. The

(polynomial) Bohr set Bh(α, ρ) is the set

Bh(α, ρ) :=
d⋂
i=1

{n ∈ N : ‖nhαi‖ < ρ}.

A key property of Bohr sets is that they have positive density. Furthermore, the

density of Bh(α, ρ) on [N ] (for N suitably large) can be bounded from below by a

positive quantity which depends only on d, h and ρ. A crucial aspect of this result is

that this uniform lower bound does not depend on α.
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Using Lemma 3.4.4, we can deduce such a result by first showing that Bohr sets

are multiplicatively syndetic. Furthermore, we prove that the intersection of a multi-

plicatively syndetic set with any finite intersection of non-empty Bohr sets is multi-

plicatively syndetic. This fact may be of independent interest.

The key tool needed to establish these facts is the following polynomial recurrence

result recorded in [Sch77].

Lemma 3.6.5 (Polynomial recurrence). If h ∈ N, then there exists a constant C =

C(h) > 0 such that the following holds. If α ∈ R and N ∈ N, then

min
16n6N

‖nhα‖ 6 CN−2−h .

Proof. See [Sch77, Theorem 7A].

Lemma 3.6.6 (Syndeticity of Bohr sets). Let h ∈ N and 0 < ρ 6 1. Then there exists

a constant M0 = M0(ρ, h) ∈ N such that the following is true. If α ∈ T, then the Bohr

set Bh(α, ρ) is multiplicatively M0-syndetic.

Proof. Lemma 3.6.5 immediately implies that there exists some M �h ρ
−2h such that

[M ] intersects Bh(β, ρ) for each β ∈ R. Hence, by replacing β with mhα, we deduce

that Bh(α, ρ) intersects m · [M ] for every m ∈ N. We therefore find that Bh(α, ρ) is

multiplicatively [M ]-syndetic.

Corollary 3.6.7 (Syndeticity for Bohr-syndetic intersections). Let d, h,M ∈ N, and

0 < ρ 6 1. There exists a constant M1 = M1(ρ, d, h,M) ∈ N such that the following

is true. Let S ⊆ N be a multiplicatively [M ]-syndetic set. If α ∈ Td, then the set

S ∩ Bh(α, ρ) is multiplicatively [M1]-syndetic. Moreover, we may assume that, when

considered as a function of ρ, d,M , the quantity M1 satisfies

M1(ρ, d, h,M) = max{M1(ρ′, d′, h,M ′) : ρ′ ∈ [ρ, 1], d′ ∈ [d],M ′ ∈ [M ]}. (3.26)

Proof. Observe that every multiplicatively [M ]-syndetic set is multiplicatively [M+1]-

syndetic, and Bh((α1, . . . , αd′), ρ) ⊆ Bh((α1, . . . , αd), ρ
′) for all ρ′ > ρ and d′ ∈ [d].

These observations show that we can guarantee (3.26) holds once the rest of the result

is proven.

By writing S ∩ Bh(α, ρ) = Bh(α1, ρ) ∩ (S ∩ Bh((α2, . . . , αd), ρ)), we see that the

result follows by induction from the case d = 1. Thus, it is sufficient to show that
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there exists some M1 = M1(ρ, h,M) ∈ N such that S ∩ Bh(α, ρ) is multiplicatively

[M1]-syndetic for all α ∈ T.

Let α ∈ T, a ∈ N, and let ρ′ = ρ/M . Lemma (3.6.6) provides us with some

M ′ = M ′(ρ, h,M) ∈ N such that Bh(α, ρ
′) is multiplicatively [M ′]-syndetic. We

can therefore choose some m ∈ [M ′] such that am ∈ Bh(α, ρ
′). Moreover, we have

am · [M ] ⊆ Bh(α, ρ). Thus, am · [M ] intersects S ∩ Bh(α, ρ). We therefore conclude

that S ∩ Bh(α, ρ) is multiplicatively [M ·M ′]-syndetic.

Let θ ∈ Td be as given in Lemma 3.6.1, and let 0 < ρ < 1. Observe that if

x, r ∈ [N ] with r ∈ B1(θ, ρ) and x+ r ∈ [N ], then

|fstr(x+ r)− fstr(x)| = |F (θ(x+ r))− F (θx)| 6 dLρ 6 L2ρ.

Similarly, if y ∈ Bk(θ, ρ)t and j ∈ [s] are such that x, x+ Pj(y) ∈ [N ], then

|fstr(x+ Pj(y))− fstr(x)| �M L2ρ.

It is important to note that we must assume x, x+ r, x+Pj(y) ∈ [N ] for the above

inequalities to hold. This is because we are using the convention that fstr(x) = 0 for

all x /∈ [N ]. To circumvent this issue, we use a trick of Tao [Tao12, Lemma 1.2.13].

Rather then extend fstr outside of [N ] by 0, we instead use the function F and replace

fstr(x) by F (θx). Since fstr(x) = F (θx) only holds for x ∈ [N ], we restrict our choice

of y and d so that |Qj(d,y)| 6 ρN holds for all j ∈ [s]. Proceeding in this way

produces the following result.

Lemma 3.6.8 (Lower bound for ΨB,y(fstr)). Let the assumptions and definitions be

as in Lemma 3.6.2. Let q := s − n − 1, and let U = {u(0), . . . ,u(q)} denote a Q-

basis for ker(A) with the properties described in §3.6.1. There exists positive constants

ρ0 = ρ0(k,M,U) ∈ (0, 1) and N0 = N0(k,M,U) ∈ N such that the following is true.

Let ρ ∈ (0, 1) and N ∈ N. Let B = B1(θ, ρ)∩ [ρN ], and let y ∈ (Bk(θ, ρ)∩ [(ρN)1/k])q.

Let Q1, . . . , Qs be given by (3.22), and let ΨB,y be as defined in (3.23). If N > N0 and

0 < ρ 6 ρ0, then

ΨB,y(fstr) > |B|qN
[
(δ − ε−F(L)−1)s −OM,U(L2sρs + L2ρ)

]
.

Proof. Observe that our choice of y and B implies that |Qi(d,y)| �M,U ρN holds for

all i ∈ [s] and d ∈ Bq. Hence, provided N and ρ−1 are sufficiently large in terms of
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k,M, and U , there exists some ρ′ > 0 with ρ′ �k,M,U ρ such that the following is true.

Let Ω denote the set of x ∈ N such that ρ′N < x < (1− ρ′)N . If x ∈ Ω, then

|fstr(x+Qi(d,y))− fstr(x)| = |F ((x+Qi(d,y))θ)− F (xθ)| �M,U L
2ρ

holds for all i ∈ [s] and d ∈ Bq. Since |[N ] \ Ω| �k,M,U ρN , we can take ρ sufficiently

small to ensure that Ω 6= ∅. Thus, the inequality 0 6 fstr 6 1[N ] implies that

ΨB,y(fstr) >
∑
x∈Ω

∑
d∈Bq

s∏
j=1

fstr(x+Qj(d,y))

>
∑
d∈Bq

(
N∑
x=1

(
fstr(x)s −Ok,M,U(L2sρs + L2ρ)

)
− |[N ] \ Ω|

)
> |B|qN

(
N−1‖(fstr)

s‖1 −Ok,M,U(L2sρs + L2ρ)
)
. (3.27)

By an application of Hölder’s inequality, we find that

‖(fstr)
s‖1 > N1−s

(
N∑
x=1

(1A(x)− fsml(x)− funf(x))

)s

> N(δ − ε−F(L)−1)s.

Substituting the above into (3.27) completes the proof.

This final lemma, in combination with the previous results of this section, finally

provides us with a means to prove Theorem 3.5.1.

Proof of Theorem 3.5.1. Condition (viii) implies that if C is non-empty, then there

exist functions M : N→ N and κ : N→ (0, 1] (which depend on k and M) such that

the following is true. Let M ∈ N, and let S ⊆ N be a multiplicatively [M ]-syndetic

set. If N > M(M), then there are at least κ(M)N t−km solutions y ∈ (S ∩ [N ])t to

the system Cy⊗k = 0. Moreover, this condition shows that we may assume that M

is a monotone increasing function satisfyingM(M) >M for all M ∈ N, and that κ is

monotone decreasing. In the case where C is empty, we take κ = 1 and M(M) = M

for all M ∈ N.

Let δ ∈ (0, 1) and M ∈ N be fixed. Let c = c(k,M) > 1 be a sufficiently small

positive constant depending only on k and M. LetM1 = M1(ρ, d, h,M) be the quantity

given by Corollary 3.6.7, which satisfies (3.26). Let ε := cδs, and let F : R>0 → R>0

be a sufficiently fast growing monotone increasing function (specifically, F is chosen

so that (3.33) holds). For this choice of F and ε, let L0 = L0(ε,F) be the integer

given by Lemma 3.6.1.
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Let N ∈ N be sufficiently large in terms of all the previously defined param-

eters (specifically, N is chosen to satisfy (3.29)). Let A ⊆ [N ] with |A| > δN .

Let fstr, fsml, funf be the functions obtained by applying Lemma 3.6.1 with respect

to f = 1A. Let d, L,θ and F be as given in property (IV) of Lemma 3.6.1. Let

U = {u(0), . . . ,u(s−n−1)} denote a Q-basis for ker(A) with the properties described in

§3.6.1. Note that, by explicit computation, we can choose such a basis U such that

|ui,j| �M 1 for all i and j. Consequently, any emergent quantities which may depend

on U are instead considered to depend on M.

Let ρ := cδsL−2, and let B := B1(θ, ρ)∩ [ρN ]. By choosing c sufficiently small, an

application of Lemma 3.6.8 followed by Lemma 3.6.4 reveals that

ΨB,y(fstr + fsml) > 1
2
δs|B|s−n−1N

holds for all y ∈ (Bk(θ, ρ) ∩ [(ρN)1/k])t.

Let S ⊆ N be a multiplicatively [M ]-syndetic set, and let

Ω :=
(
Bk(θ, ρ) ∩ S ∩ [(ρN)1/k]

)t ∩ {y ∈ Nt : Cy⊗k = 0}.

By the non-negativity of fstr + fsml, we deduce from (3.24) the bound

Λ1(fstr + fsml;S ∩ [N1/k]) > 1
2
δs|B|s−n−1N |Ω|. (3.28)

By Corollary 3.6.7, the set B1(θ, ρ) is multiplicatively [M1(ρ, d, 1, 1)]-syndetic,

whilst Bk(θ, ρ) ∩ S is multiplicatively [M1(ρ, d, k,M)]-syndetic. Note that Lemma

3.4.4 implies that if N > 2M̃2, then any multiplicatively [M̃ ]-syndetic set has density

at least 1
2
M̃−2 on [N ]. Thus, if N satisfies

cN1/k > δ−sL2M
(
M1(cδsL−2

0 , L0, 1, 1) +M1(cδsL−2
0 , L0, 2,M)}

)
, (3.29)

for c sufficiently small, then we obtain the bounds

|B| > 1
4
cδsL−2M1(cδsL−2, L, 1, 1)−2N ; (3.30)

|Ω| > κ
(
M1(cδsL−2, L, k,M)

)
·
(

1
4
cδsL−2N

) t
k
−m

. (3.31)

Lemma 3.6.2 therefore gives

Λ1(A;S ∩ [N1/k]) >
(
γ(δ, k, L,M,M)−Ok,M(F(L)−η)

)
N s+

t
k
−(n+m), (3.32)
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where η := (2k2(n+m) + 2)−1, and γ(δ, k, L,M,M) is the function of δ, k, L,M , and

M obtained by substituting the lower bounds (3.30) and (3.31) into (3.28) (ignoring

the factors of N). Using (3.26), we may assume that γ(δ, k, L,M,M) is a decreasing

function of L, for fixed δ, k,M,M. We can therefore construct a monotone increasing

function F0 : N→ R>0 such that

2CF0(x)−η 6 γ(δ, k, x,M,M) (3.33)

holds for all x ∈ N, where C = C(k,M) > 1 is the implicit positive constant appearing

in (3.32) (which can be assumed to be greater than 1). We can then extend F0 to a

monotone increasing function F : R>0 → R>0 by interpolation. With this choice of F ,

we deduce from (3.32) that

Λ1(A;S ∩ [N1/k])�δ,k,M,M N s+
t
k
−(n+m),

as required.
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Chapter 4

On the Ramsey number of the

Brauer Configuration

Abstract. We obtain a double exponential bound in Brauer’s generalisation of van

der Waerden’s theorem, which concerns progressions with the same colour as their

common difference. Such a result has been obtained independently and in much greater

generality by Sanders. Using Gowers’ local inverse theorem, our bound is quintuple

exponential in the length of the progression. We refine this bound in the colour aspect

for three-term progressions, and combine our arguments with an insight of Lefmann

to obtain analogous bounds for the Ramsey numbers of certain nonlinear quadratic

equations.

4.1 Introduction

Schur’s theorem states that in any partition of the positive integers into finitely many

pieces, at least one part contains a solution to the equation x + y = z. By a theo-

rem of van der Waerden, the same is true for the equation of three-term arithmetic

progressions x + y = 2z. A common generalisation of these theorems due to Brauer

states that, in any finite colouring of the positive integers, there is a monochromatic

arithmetic progression of length k with the same colour as its common difference.

There is a finitary analogue of these results, asserting that the same holds for

colourings of the interval {1, 2, . . . , N}, provided that N is sufficiently large in terms

of the number of colours. Determining the minimal such number N (the Ramsey or
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Rado number of the system) has received much attention for arithmetic progressions,

and a celebrated breakthrough of Shelah [She88] showed that these numbers (van der

Waerden numbers) are primitive recursive. One spectacular consequence of Gowers’

work on Szemerédi’s theorem [Gow01] is a bound on van der Waerden numbers which is

quintuple exponential in terms of the length of the progression, and double exponential

in terms of the number of pieces of the partition.

Using Gowers’ local inverse theorem for the uniformity norms, we obtain a bound

for the Ramsey number of Brauer configurations which is comparable to that obtained

for arithmetic progressions.

Theorem 4.1.1 (Ramsey bound for Brauer configurations). There exists an absolute

constant C = C(k) such that if r > 2 and N > exp exp(rC), then any r-colouring of

{1, 2, ..., N} yields a monochromatic k-term progression which is the same colour as

its common difference. Moreover, it suffices to assume that

N > 22r
22
k+10

. (4.1)

A double exponential bound has been obtained independently and in maximal gen-

erality by Sanders [San20], who bounds the Ramsey number of an arbitrary system of

linear equations with this colouring property, often termed partition regularity.1 Our

results and those of Sanders are the first quantitatively effective bounds for configu-

rations lacking translation invariance and of ‘true complexity’ greater than one (see

[GW10] for further explanation).

Gowers [Gow01] obtains the bound (4.1) for progressions of length k+1, this being

the appropriate analogue of the (k + 1)-point Brauer configuration in Theorem 4.1.1.

For a four-point Brauer configuration, we improve the exponent of r on combining our

method with an energy-increment argument of Green and Tao [GT09].

Theorem 4.1.2 (Improved bound for four-point Brauer configurations). There exists

an absolute constant C such that if N > exp exp(Cr log2 r), then in any r-colouring

of {1, 2, . . . , N} there exists a monochromatic three-term progression with the same

colour as its common difference.

1A system of equations is said to be partition regular (over N) if any finite colouring of N yields a
monochromatic solution to the system.
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Due to an insight of Lefmann [Lef91] we are able to use (a variant of) Theorem

4.1.1 to bound the Ramsey number of certain partition regular nonlinear equations.

Theorem 4.1.3. Let a1, . . . , as ∈ Z \ {0} satisfy the following:

(i) there exists a non-empty set I ⊂ [s] such that
∑

i∈I ai = 0;

(ii) the system

x2
0

∑
i/∈I

ai +
∑
i∈I

aix
2
i =

∑
i∈I

aixi = 0.

has a rational solution with x0 6= 0.

Then there exists an absolute constant C = C(a1, . . . , as) such that for r > 2 and

N > exp exp(rC), any r-colouring of {1, 2, . . . , N} yields a monochromatic solution to

the diagonal quadric

a1x
2
1 + · · ·+ asx

2
s = 0.

Previous work

Hitherto, little is recorded regarding the Ramsey number of general partition regular

systems. Cwalina–Schoen [CS17] observe that one can use Gowers’ bounds [Gow01] in

Szemerédi’s theorem to obtain a bound which is tower in nature, of height proportional

to 5r. Gowers’ methods are well suited to delivering double exponential bounds for

so-called translation invariant systems (such as arithmetic progressions), but such

systems are far from typical. In Cwalina–Schoen [CS17], Fourier-analytic arguments

are adapted to give an exponential bound on the Ramsey number of a single partition

regular equation. The first author [Cha20] has shown how multiplicatively syndetic

sets allow one to reduce the tower height to (1 + o(1))r for the four-point Brauer

configuration

x, x+ d, x+ 2d, d. (4.2)

Our method

The approach underlying Theorem 4.1.1 generalises that of Roth [Rot53] and Gowers

[Gow01]. Given a subset A of [N ] := {1, 2, . . . , N} of density δ, Roth uses a density

increment procedure to locate a subprogression P = a+q·[M ] of lengthM > N exp(−C/δ)
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where A∩P has density at least δ and is ‘Fourier uniform’, in the sense that all but its

trivial Fourier coefficients are small. An application of Fourier analysis (in the form of

the circle method) shows that such sets possess of order δ3M2 three-term progressions.

This yields a non-trivial three-term progression provided that N > exp exp(C/δ).

The above application of the circle method relies crucially on the translation-

dilation invariance of three-term progressions, so that the number of configurations

in P is the same as that in [M ]. Unfortunately, the Brauer configuration (4.2) is not

translation invariant. To overcome the lack of translation-invariance, given a colouring

A1 ∪ · · · ∪ Ar = [N ], we use Gowers’ local inverse theorem for the uniformity norms

[Gow01] to run a density increment procedure with respect to the maximal translate

density
r∑
i=1

max
a

|Ai ∩ (a+ q · [M ])|
M

.

This outputs (see Lemma 4.3.7) a homogeneous progression q · [M ] such that for each

colour class Ai there is a translate ai+q·[M ] on which Ai achieves its maximal translate

density and on which Ai is suitably uniform. For the four-point Brauer configuration

(4.2), the correct notion of uniformity is quadratic uniformity (as measured by the

Gowers U3-norm).

Write αi for the density of Ai on the maximal translate ai + q · [M ] and βi for its

density on the homogeneous progression q · [M ]. An application of quadratic Fourier

analysis shows that the number of four-point Brauer configurations (4.2) satisfying

{x, x+ d, x+ 2d} ⊂ Ai ∩ (ai + q · [M ]) and d ∈ Ai ∩ q · [M ]

is of order α3
iβiM

2. By the pigeonhole principle, some colour class has βi > 1/r,

which also implies that αi > 1/r, so we deduce that some colour class contains at least

r−4M2 Brauer configurations. Unravelling the quantitative dependence in our density

increment then yields a double exponential bound on N in terms of r.

In §4.2 we give a more detailed exposition of this method for the model problem

of Schur’s theorem in the finite vector space Fn2 . In §4.3 we generalise the argument

to arbitrarily long Brauer configurations over the integers. We improve our bound for

four-point Brauer configurations in §4.4. Finally, in §4.5 we show how our methods

give comparable bounds for the Ramsey number of certain quadratic equations.
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Notation

The set of positive integers is denoted by N. Given x > 1, we write [x] := {1, 2, ..., bxc}.

If f and g are functions, and g takes only positive values, then we use the Vinogradov

notation f � g if there exists an absolute positive constant C such that |f(x)| 6 Cg(x)

for all x. We also write g � f or f = O(g) to denote this same property. The letters

C and c are used to denote absolute constants, whose values may change from line to

line. Typically C denotes a large constant C > 1, whilst c denotes a small constant

0 < c < 1.
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4.2 Schur in the finite field model

We illustrate the key ideas of our approach in proving Schur’s theorem over Fn2 . This

asserts that, provided the dimension n is sufficiently large relative to the number of

colours r, any partition Fn2 = A1 ∪ · · · ∪ Ar possesses a colour class Ai containing

vectors x, y, z with y 6= 0 and such that x+y = z. The goal of this section is to obtain

a quantitative bound on the dimension n in terms of r.

The argument of this section is purely expository, the resulting bound being slightly

worse than that given by a standard application of Ramsey’s theorem (see [GRS90,

§3.1]) or Schur’s original argument (see [CS17]). We have since learned that the same

ideas are discussed in Shkredov [Shk10, §5].

Theorem 4.2.1 (Schur in the finite field model). Consider a partition of Fn2 into r

sets A1, ..., Ar. If n satisfies

n >
√

2 r3 + log2(2r),

then there exists i ∈ [r] and x, y, z ∈ Ai with y 6= 0 such that x+ y = z.
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Remark (Distinctness of x, y, z). One can guarantee that the x, y, z ∈ Ai that are

obtained are distinct and non-zero by introducing a new partition Fn2 = A′0∪A′1∪· · ·∪A′r
by setting A′0 = {0} and A′i := Ai \ {0} for all i ∈ [r]. Applying the above theorem

(with r replaced by r+ 1) to this new partition gives distinct non-zero x, y, z ∈ Ai for

some i ∈ [r] satisfying x+ y = z.

Inspired by Cwalina–Schoen [CS17], we deduce Theorem 4.2.1 from the following

dichotomy. This argument is a variant of Sanders’s ‘99% Bogolyubov theorem’ [San08],

which asserts that the difference set of a dense set contains 99% of a subspace of

bounded codimension.

Lemma 4.2.2 (Sparsity–expansion dichotomy). Let A1 ∪ · · · ∪Ar = Fn2 be a partition

of Fn2 into r parts. Then there exists a subspace H 6 Fn2 with codim (H) 6
√

2r3 such

that for any i ∈ [r] we have one of the two following possibilities.

• (Sparsity).

|Ai ∩H| < 1
r
|H|; (4.3)

• (Expansion).

|(Ai − Ai) ∩H| >
(
1− 1

2r

)
|H|. (4.4)

The idea is that, as one of the colour classes Ai is dense, its difference set Ai −Ai
must (by Sanders’ result) contain 99% of a ‘large’ subspace H. Were Ai itself to contain

more that 1% of this subspace, then we would be done, since then (Ai −Ai) ∩Ai 6= ∅

and we would obtain the desired Schur triple x, y, z ∈ Ai. Unfortunately, this cannot

always be guaranteed: consider the case in which Ai is a non-trivial coset of a subspace

of co-dimension 1.

To overcome this, we run Sanders’ proof with respect to all of the colour classes

simultaneously, constructing a subspace H which is almost covered by Ai − Ai for

all i ∈ [r]. If such a H were obtainable we would be done as before, since (by the

pigeonhole principle) some colour class has large density on H. Again, this is slightly

too much to hope for, as sets which are ‘hereditarily sparse’ cannot be good candidates

for a 99% Bogolyubov theorem. Fortunately, such sets can be accounted for in our

argument.

Before we proceed to the proof of Lemma 4.2.2, let us use this lemma to prove our

finite field model of Schur’s theorem.
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Proof of Theorem 4.2.1. Let H denote the subspace provided by the dichotomy. By

the pigeonhole principle, there exists some Ai satisfying

|Ai ∩H| > 1
r
|H|.

Our assumption on the size of n then implies that

|Ai ∩H| > 1
2r
|H|+ 1.

Since Ai is not sparse on H, in the sense of (4.3), it must instead satisfy the

expansion property (4.4). By inclusion–exclusion

|Ai ∩ (Ai − Ai) ∩H| > |Ai ∩H|+ |(Ai − Ai) ∩H| − |H| > 1.

In particular, the set Ai ∩ (Ai − Ai) contains a non-zero element.

4.2.1 A maximal translate increment strategy

It remains to prove Lemma 4.2.2. Following Sanders [San08], we accomplish this via

density increment. We cannot merely increment the density of each individual colour

class on translates of different subspaces, since our final dichotomy involves a single

subspace H which is uniform for all Ai. We therefore have to increment a more subtle

notion of density, namely the maximal translate density

∆H = ∆H(A1, . . . , Ar) :=
r∑
i=1

max
x

|Ai ∩ (x+H)|
|H|

.

This is a non-negative quantity bounded above by r. It follows that a procedure

passing to subspaces H0 > H1 > H2 > . . . , which increments ∆Hi by a constant

amount at each iteration, must terminate in a constant number of steps (depending

on r).

We first observe that to increment ∆H it suffices to find a subspace where one of

the colour classes increases their maximal translate density. To this end, write

δH(A) := max
x

|A ∩ (x+H)|
|H|

. (4.5)

Lemma 4.2.3 (Maximal translate density is preserved on passing to subspaces). Let

H1 > H2 be subspaces of Fn2 . Then for any A ⊂ Fn2 we have

δH2(A) > δH1(A).
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Proof. As H2 6 H1, we can write H1 as a disjoint union of cosets of H2. This means

that we can find V ⊂ H1 such that H1 = ty∈V (y +H2). Hence

|A ∩ (x+H1)| =
∑
y∈V

|A ∩ (x+ y +H2)| 6 |V |max
z
|A ∩ (z +H2)|.

Choosing x so that A has maximal density on x+H1 gives the result.

We now prove Lemma 4.2.2 using a density increment strategy for the maximal

translate density. The argument proceeds by showing that if our claimed dichotomy

does not hold, then we may pass to a subspace on which the colour classes have larger

maximal translate density.

The process of identifying such a subspace involves the use of Fourier analysis.

Given a subspace H 6 Fn2 and a function f : H → C, we define the Fourier transform

f̂ : Ĥ → C of f by

f̂(γ) :=
∑
x∈H

f(x)γ(x).

Here Ĥ denotes the dual group of H, which is the group of homomorphisms γ : H →

C×. Since every element of H has order at most 2, the value γ(x) must be ±1 for all

x ∈ H and γ ∈ Ĥ.

Proof of Lemma 4.2.2. We proceed by an iterative procedure, at each stage of which

we have a subspace H = H(m) 6 Fn2 of codimension m satisfying

∆H(m) >
m√
2r2

.

We initiate this procedure on taking H(0) := Fn2 . Since ∆H(m) 6 r this procedure must

terminate at some m 6
√

2r3.

Given H = H(m) we define three types of colour class.

• (Sparse colours). Ai is sparse if

δH(Ai) <
1
r
;

• (Dense expanding colours). Ai is dense expanding if δH(Ai) > 1
r

and we have

the expansion estimate

|(Ai − Ai) ∩H| >
(
1− 1

2r

)
|H|; (4.6)



114 CHAPTER 4. RAMSEY NUMBERS OF BRAUER CONFIGURATIONS

• (Dense non-expanding colours). Ai is dense non-expanding if it is neither sparse

nor dense expanding.

If there are no dense non-expanding colour classes, then the dichotomy claimed in our

lemma is satisfied, and we terminate our procedure. Let us show how the existence of

a dense non-expanding colour class Ai allows the iteration to continue.

By the definition of maximal translate density, there exists t such that

|Ai ∩ (t+H)| = δH(Ai)|H|.

We define dense subsets A,B ⊂ H by taking

A := (Ai − t) ∩H and B := H \
(
Ai − Ai

)
. (4.7)

Writing α and β for the respective densities of A and B in H, our dense non-expanding

assumption implies that α > 1/r and β > 1/(2r). Moreover, it follows from our

construction (4.7) that ∑
x−x′=y

1A(x)1A(x′)1B(y) = 0.

Comparing this to the count∑
x−x′=y

α1H(x)1A(x′)1B(y) = α2β|H|2,

we deduce, on writing fA := 1A − α1H , that∣∣∣Eγ∈Ĥ f̂A(γ)1̂A(γ)1̂B(γ)
∣∣∣ =

∣∣∣∣ ∑
x−x′=y

fA(x)1A(x′)1B(y)

∣∣∣∣ > α2β|H|2.

By Cauchy–Schwarz and Parseval’s identity, there exists γ 6= 1H such that∣∣∣∑
x∈H

fA(x)γ(x)
∣∣∣ > α2β√

αβ
|H| > |H|√

2r2
.

Partitioning H into level sets of γ, gives∣∣∣ ∑
γ(x)=1

fA(x)
∣∣∣+
∣∣∣ ∑
γ(x)=−1

fA(x)
∣∣∣ > |H|√

2r2
.

Since fA has mean zero, we deduce that the two terms on the left of the above inequality

are equal. This implies that there exists ω ∈ {±1} such that

2
∑
γ(x)=ω

fA(x) >
|H|√
2r2

.
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Observe that, since γ 6= 1H , the set H ′ := {x ∈ H : γ(x) = 1} is a subspace of H

of codimension 1. Hence on choosing y ∈ H with γ(y) = ω we have

|A ∩ (y +H ′)|
|H ′|

> α +
1√
2r2

.

By combining this with Lemma 4.2.3 and our definition (4.7) of A, we deduce that

∆H′ > ∆H + 1√
2r2

and codim (H ′) = codim (H) + 1.

We have therefore established that our iteration may continue, completing the proof

of the lemma.

4.3 Brauer configurations over the integers

In this section we use higher order Fourier analysis to study longer Brauer configu-

rations and prove Theorem 4.1.1. Henceforth, we fix the parameter k > 2 to denote

the length of the progression in the Brauer configuration under consideration. We

emphasise that this section streamlines substantially if the reader is only interested

in a double exponential bound in the colour aspect, as opposed to the more explicit

bound (4.1).

Given finitely supported f1, f2, ..., fk, g : Z→ R we introduce the counting operator

Λ(f1, f2, ..., fk; g) :=
∑
d,x∈Z

f1(x)f2(x+ d) · · · fk(x+ (k − 1)d)g(d). (4.8)

For brevity, write Λ(f ; g) := Λ(f, f, ..., f ; g). For given finite sets A,B ⊂ N, the

number of arithmetic progressions of length k in A with common difference in B is

given by Λ(1A; 1B).

Lemma 4.3.1. Let M ∈ N with M > k. If B ⊂ [M/(2k − 2)], then

Λ(1[M ]; 1B) > 1
2
|B|M.

Proof. Since B ⊂ [M/(2k − 2)], we have M − (k − 1)d >M/2 for all d ∈ B. Thus

Λ(1[M ]; 1B) =
∑
d∈B

(M − (k − 1)d) > 1
2
|B|M.



116 CHAPTER 4. RAMSEY NUMBERS OF BRAUER CONFIGURATIONS

4.3.1 Gowers norms

Gowers [Gow98] observed that arithmetic progressions of length four or more are not

controlled by ordinary (linear) Fourier analysis. Similarly, four-point Brauer con-

figurations (and longer) require higher order notions of uniformity – they have true

complexity greater than 1 (see [GW10] for further details). To overcome this difficulty,

Gowers introduced a sequence of norms which can be used to measure the higher order

uniformity of sets and functions.

Definition (Ud norms). Let f : Z → R be a finitely supported function. For each

d > 2, the Ud norm ‖f‖Ud of f is defined by

‖f‖Ud :=

(∑
x∈Z

∑
h∈Zd

∆h1,...,hdf(x)

)1/2d

, (4.9)

where the difference operators ∆h are defined inductively by

∆hf(x) := f(x)f(x+ h)

and

∆h1,...,hdf := ∆h1∆h2 · · ·∆hdf.

Remark. In the literature, and in Gowers’ original paper, it is common to work

with functions f : Z/pZ → R, defining ‖f‖Ud(Z/pZ) by summing over x ∈ Z/pZ and

h ∈ (Z/pZ)d in (4.9). Given a prime p > N , one can embed the interval [N ] into

Z/pZ by reduction modulo p. This allows us to identify a function f : [N ]→ R with

an extension f̃ : Z/pZ → R on taking f̃(x) = 0 for all x ∈ (Z/pZ) \ [N ]. One can

observe that if p > 2(d+ 1)N , then ‖f‖Ud = ‖f̃‖Ud(Z/pZ). This is due to the fact that

the interval [N ] ⊂ Z and the embedding of [N ] into Z/pZ are Freiman isomorphic of

order d+ 1 (see [TV06, §5.3] for further details).

We note that if f : Z→ [−1, 1] is supported on [N ], then

1
2
N

d+1

2d 6 ‖f‖Ud 6 N
d+1

2d . (4.10)

The lower bound follows from inductively applying the Cauchy–Schwarz inequality in

the form

‖f‖Ud =

 ∑
h1,...,hd−1

∣∣∣∣∣∑
x

∆h1,...,hd−1
f(x)

∣∣∣∣∣
2
1/2d

> (2N)−
d−1

2d ‖f‖Ud−1 ,
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the factor of 2 resulting from the observation that if supp(f) ⊂ [N ], then the hi in

(4.9) contribute only if hi ∈ (−N,N). The upper bound is a consequence of the fact

that ‖f‖2d

Ud counts the number of solutions to a system of 2d−d−1 independent linear

equations in 2d variables, each weighted by f .

Definition (Uniform of degree d). We say that A ⊂ [N ] is ε-uniform of degree d if

‖1A − E[N ](1A)1[N ]‖Ud+1 6 ε‖1[N ]‖Ud+1 ,

where E[N ](1A) := |A∩ [N ]|/N denotes the density of A on [N ]. More generally, given

P ⊂ [N ], we say that A is ε-uniform of degree d on P if

‖1A − EP (1A)1P‖Ud+1 6 ε‖1P‖Ud+1 .

Gowers showed that one can study sets which lack arithmetic progressions of length

k by considering their uniformity. If a set has density α in [N ] and is ε-uniform of

degree k − 2, for some small ε = ε(k, α), then A contains a proportion of αk of the

total progressions of length k in the interval [N ]. Hence the only way a uniform set

can lack k-term progressions is if it has few elements.

A similar result holds for Brauer configurations, see for instance [GT10, Appendix

C]. In order to avoid the introduction of an (admittedly harmless) absolute constant

resulting from the passage to a cyclic group, we give the simple proof.

Lemma 4.3.2 (Generalised von Neumann for Λ). Let f1, ..., fk, g : [N ] → [−1, 1].

Then for each j ∈ [k] we have

|Λ(f1, ..., fk; g)| 6 N2

(
‖fj‖2k

Uk

Nk+1

)1/2k (
‖g‖2k

Uk

Nk+1

)1/2k

.

Proof. We prove the case where j = k. The other cases follow on performing a change

of variables x′ = x+ id preceding each application of the Cauchy-Schwarz inequality.

Applying the Cauchy-Schwarz inequality with respect to the x variable shows that

|Λ(f1, ..., fk; g)| is bounded above by(∑
x∈Z

|f1(x)|2
)1/2( ∑

x,d,d′∈Z

g(d)g(d′)
k−1∏
i=1

fi+1(x+ id)fi+1(x+ id′)

)1/2

.
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Using the fact that |f1(x)| 6 1[N ](x) holds for all x ∈ Z, and by performing a change

of variables d′ = d+ h, we deduce that

|Λ(f1, ..., fk; g)|2 6 N
∑
x,h∈Z

∑
d∈Z

∆hg(d)
k−1∏
i=1

∆ihfi+1(x+ id).

By applying the Cauchy-Schwarz inequality a further k − 2 times, each time with

respect to all variables except for d, we see that |Λ(f1, ..., fk; g)|2k−1
is bounded above

by

N2k−k−1
∑

h∈Zk−1

∑
x∈Z

∆(k−1)h1,(k−2)h2,...,hk−1
fk(x)

∑
d∈Z

∆h1,...,hk−1
g(d).

By applying Cauchy-Schwarz with respect to the h variable, the above sum is at most

S1/2‖g‖2k−1

Uk
, where S is equal to

∑
h∈Zk−1

∣∣∣∣∣∑
x∈Z

∆(k−1)h1,(k−2)h2,...,hk−1
fk(x)

∣∣∣∣∣
2

.

Since the terms in the sum over h are non-negative, we can extend the summation

from Zk−1 to (k − 1)−1 · Z× (k − 2)−1 · Z× · · · × Z, yielding the lemma.

Corollary 4.3.3 (Uk controls Λ). Let f1, f2, g : [N ]→ [0, 1]. Then

|Λ(f1; g)− Λ(f2; g)| 6 kN2‖f1 − f2‖Uk
N (k+1)2−k

.

Proof. Observe that Λ(f1; g)− Λ(f2; g) can be written as the sum of k terms

Λ(f1 − f2, f1, ..., f1; g) + Λ(f2, f1 − f2, f1, ..., f1; g) + · · ·+ Λ(f2, ..., f2, f1 − f2; g).

Recall from (4.10) that ‖g‖2k

Uk
6 Nk+1. Since f1− f2 takes values in [−1, 1], the result

now follows from the triangle inequality and Lemma 4.3.2.

Lemma 4.3.1 shows us that, for any non-empty B ⊂ [N/(2k − 2)] and α > 0, we

have

Λ(α1[N ]; 1B) > 1
2
αk|B|N.

Combining this with Corollary 4.3.3 we see that, if A ⊂ [N ] has density α > 0 and is

ε-uniform of degree k − 1 for some ‘very small’ ε > 0, then the difference

|Λ(1A; 1B)− Λ(α1[N ]; 1B)|

is also small. This then implies that A contains an arithmetic progression of length k

with common difference in B. Hence sets A lacking such arithmetic progression cannot
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be uniform. A key observation of Gowers is that this lack of uniformity implies that

the set A exhibits significant bias towards a long arithmetic progression inside [N ].

Gowers’ density increment lemma. Let d > 1 and 0 < ε 6 1
2
. Suppose that

A ⊂ [N ] is not ε-uniform of degree d as in Definition 4.3.1. Then, on setting

η = η(d, ε) :=
1

4

(
ε

8(d+ 2)

)2d+1+2d+10

, (4.11)

there exists an arithmetic progression P ⊂ [N ] such that

|P | > ηNη and
|A ∩ P |
|P |

>
|A|
N

+ η.

Proof. Let p be a prime in the interval 2(d+ 2)N < p 6 4(d+ 2)N , so that on setting

f := 1A − E[N ](1A)1[N ] and viewing this as a function on Z/pZ the lower bound in

(4.10) gives ∑
h∈(Z/pZ)d

∣∣∣∣∣∣
∑

x∈Z/pZ

∆hf(x)

∣∣∣∣∣∣
2

>
(

ε
8(d+2)

)2d+1

pd+2.

Hence, according to Gowers’ [Gow01, p.478] definition of α-uniformity, f is not α-

uniform of degree d on Z/pZ with

α =
(

ε
8(d+2)

)2d+1

.

Let β := α22
d+10

. Applying Gowers’ local inverse theorem for the Ud+1-norm [Gow01,

Theorem 18.1] there exists a partition of Z/pZ into (integer) arithmetic progressions

P1, . . . , PM with M 6 p1−β and such that

M∑
j=1

∣∣∣∣∑
x∈Pj

f(x)

∣∣∣∣ > βp.

Since f is supported on [N ], we may assume that Pj ⊂ [N ] for all j. As f has mean zero

we may apply (the proof of) [Gow01, Lemma 5.15] to obtain a progression P ⊂ [N ]

with |P | > 1
4
βpβ which also satisfies

∑
x∈P

f(x) > 1
4
β|P |.
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4.3.2 Maximal translate density

As in the previous section, we prove Theorem 4.1.1 by a maximal translate density

increment argument. For q,M ∈ N and A ⊂ Z, define the maximal translate density

δq,M(A) := max
x∈Z

|A ∩ (x+ q · [M ])|
M

.

Given a collection of non-empty subsets A1, ..., Ar ⊂ [N ], we collate their densities

into the quantity

∆(q,M) = ∆(q,M ; {Ai}ri=1) :=
r∑
i=1

δq,M(Ai).

We write ∆(q,M) when it is clear from the context which collection of sets {Ai}ri=1

we are working with.

In the previous section, where we worked with subspaces of Fn2 , we showed (Lemma

4.2.3) that the maximal translate density does not decrease when passing to a subspace.

This is no longer true when passing to subprogressions in Z. However, we can still

increment ∆(q,M) if the subprogression we pass to is not too long.

Lemma 4.3.4 (Approximately preserving max translate density). Given positive in-

tegers M,M1, q, q1 and a finite set A ⊂ Z, we have

δqq1,M1(A) > δq,M(A)
(
1− q1M1

M

)
.

Proof. By definition of δq,M , we can find t ∈ Z such that

δq,M(A)M = |A ∩ (t+ q · [M ])|.

Let Ã := A ∩ (t+ q · [M ]). Note that

δq,M(Ã)M = |Ã| = δq,M(A)M.

Now observe that the collection of translates {x + qq1 · [M1] : x ∈ Z} covers Z, and

each integer m ∈ Z lies in exactly M1 such translates. This gives∑
x∈Z

|Ã ∩ (x+ qq1 · [M1])| = |Ã|M1 = δq,M(A)MM1. (4.12)

Let Ω be given by

Ω := {x ∈ Z : Ã ∩ (x+ qq1 · [M1]) 6= ∅}.
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Now suppose x ∈ Ω. Since Ã ⊂ t + q · [M ], we can find u ∈ [M ] and u1 ∈ [M1] such

that x− t = q(u− q1u1). From this we see that

(x− t) ∈ [q(1− q1M1), q(M − q1)] ∩ (q · Z).

We therefore deduce that |Ω| 6M+q1M1. Applying the pigeonhole principle to (4.12),

we conclude that

δqq1,M1(A) > δqq1,M1(Ã) > δq,M(A) M
M+q1M1

.

This implies the desired bound.

Corollary 4.3.5 (Subprogression density increment). Let M,M1, q, q1 ∈ N, and let

A1, ..., Ar ⊂ [N ] be non-empty sets. If δqq1,M1(Ai) > δq,M(Ai) + η for some i ∈ [r] and

some η > 0, then

∆(qq1,M1) > ∆(q,M)− q1M1

M
r + η.

The following lemma allows us to pass to a subprogression whose common difference

and length are sufficiently small to allow for an effective employment of Corollary 4.3.5.

Lemma 4.3.6. Let q and M be positive integers with M 6 2 bN/qc. For any A ⊂ [N ]

there exists an arithmetic progression P of common difference q and length |P | ∈

[1
2
M,M ] such that

|A ∩ P |
|P |

>
|A ∩ [N ]|

N
.

Proof. Let us first give the argument for q = 1. We partition [N ] into the intervals

(0, dM/2e] ∪ (dM/2e , 2 dM/2e] ∪ · · · ∪ (m dM/2e , N ],

for some m with N−m dM/2e 6 dM/2e. If N−m dM/2e = dM/2e, then we obtain the

result on applying the pigeonhole principle. So we may suppose that N −m dM/2e 6

bM/2c. The pigeonhole principle again gives the result on partitioning similarly, but

with the final interval equal to ((m− 1) dM/2e , N ].

We generalise to q > 1 by first partitioning [N ] into congruence classes mod q.

Each such congruence class takes the form −a + q · [Na] where 0 6 a < q and Na =

b(N + a)/qc. Since Na > M/2 we can use our previous argument to partition [Na]

into intervals, each with length in [1
2
M,M ]. The result follows once again from the

pigeonhole principle.
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4.3.3 Uniform translates

We have shown that a highly uniform set contains many Brauer configurations. In

general, one cannot guarantee that one of the colour classes in a finite colouring of [N ]

is uniform. However, we can use Gowers’ density increment lemma to show that there

exists a long arithmetic progression q · [M ] ⊂ [N ] such that each colour class is uniform

on a translate of q · [M ], and on the same translate its density is not diminished.

Lemma 4.3.7 (Uniform maximal translates). Given 0 < ε 6 1
2

and d > 1, let

η = η(d, ε) denote the constant (4.11) appearing in Gowers’ density increment lemma.

Suppose that

N > exp exp(3rη−2). (4.13)

Then for any sets A1, ..., Ar ⊂ [N ] there exists a homogeneous progression q ·[M ] ⊂ [N ]

with M > N exp(−3rη−2) such that the following is true. For each i ∈ [r], there exists a

translate ai + q · [M ] on which Ai achieves its maximal translate density and on which

Ai is ε-uniform of degree d.

Proof. We give an iterative procedure, at each stage of which we have positive integers

qn and Mn satisfying

Mn > (η2/5r)1+η+···+ηn−1

Nηn and ∆(qn,Mn) > nη/2. (4.14)

We initiate this on taking q0 := 1 and M0 := N (the common difference and length of

[N ]). Since ∆(q,M) 6 r this procedure must terminate at some n 6 2rη−1.

Suppose that we have iterated n times to give q = qn and M = Mn. If, for each

Ai, there is a translate ai + q · [M ] on which Ai is ε-uniform and achieves its maximal

translate density, then we terminate our procedure. Suppose then that we can find Aj

which does not have this property. We now give the iteration step of our algorithm.

By the definition of maximal translate density, there exists t ∈ Z such that

|Aj ∩ (t+ q · [M ])| = δq,M(Aj)M.

Let A := {y ∈ [M ] : t+ qy ∈ Aj}. Since Aj is not ε-uniform of degree d on t+ q · [M ],

we see that A is not ε-uniform of degree d on [M ]. By Gowers’ density increment

lemma, we deduce the existence of a progression P ⊂ [M ] of length |P | > ηMη such

that

|A ∩ P | > (δq,M(Aj) + η) |P |.
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We would like the length and common difference of P to be sufficiently small to

allow for the effective employment of Corollary 4.3.5. Using (4.13) and (4.14) one can

verify that ηMη > 2rη−1, so that the integer bη|P |/(2r)c is positive. Lemma 4.3.6

then gives a subprogression x + q′ · [M ′] ⊂ P , of the same common difference as P ,

such that 1
2
bη|P |/(2r)c 6M ′ 6 bη|P |/(2r)c and for some x we have

|A ∩ (x+ q′ · [M ′])|
M ′ >

|A ∩ P |
|P |

.

Note that, since P ⊂ [M ] has common difference q′ we have q′|P | 6 M and so

q′M ′ 6 q′|P |η/(2r) 6Mη/(2r). Hence by Corollary 4.3.5 we obtain

∆(q′q,M ′) > ∆(q,M) + 1
2
η.

Again using (4.14) and (4.13) one can check that M ′ > (η2/5r)Mη, so we obtain

(4.14) with (qn+1,Mn+1) := (q′,M ′), and our iteration can continue. Taking this

iteration through to completion gives the lemma.

We are now in a position to derive our main theorem.

Proof of Theorem 4.1.1. Let η = η(k − 1, ε) be the quantity given by (4.11) in Gow-

ers’ density increment lemma, with ε to be determined, and suppose that N >

exp exp(4rη−2). Let M, q be the positive integers obtained by applying Lemma 4.3.7

to the partition [N ] = A1 ∪ · · · ∪ Ar. By the pigeonhole principle, there exists j ∈ [r]

such that

|Aj ∩ q · [M/(2k − 2)]| > 1

r

⌊
M

2(k − 1)

⌋
>

M

4(k − 1)r
, (4.15)

the latter following from the fact that

M > exp
(
exp(−3rη−2) logN

)
> exp exp(rη−2).

Let t ∈ Z be such that

|Aj ∩ (t+ q · [M ])| = δq,M(Aj)M.

We now construct sets A ⊂ [M ] and B ⊂ [M/(2k − 2)] by taking

A := {y ∈ [M ] : t+ qy ∈ Aj} and B := {d ∈ [M/(2k − 2)] : qd ∈ Aj}.

Our goal is to show that Λ(1A; 1B) > 0. If this is the case, then there exists an

arithmetic progression of length k in A whose common difference lies in B. We can
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then infer from our construction of A and B the existence of a (k + 1)-point Brauer

configuration in Aj.

Let α and β denote the respective densities of A and B in [M ]. From the bound

(4.15) it follows that α, β > (4r(k − 1))−1. Combining this with Lemma 4.3.1 gives

Λ(α1[M ]; 1B) > 1
2
αkβM2 >

M2

22k+3(k − 1)k+1rk+1
.

Recall that the conclusion of Lemma 4.3.7 guarantees that A is ε-uniform of degree

(k − 1) (as a subset of [M ]). Applying Corollary 4.3.3 and the upper bound in (4.10)

gives

|Λ(1A; 1B)− Λ(α1[M ]; 1B)| 6 kM2ε.

We therefore obtain Λ(1A; 1B) > 0, and hence the theorem, on taking

ε−1 := k22k+3(k − 1)k+1rk+1. (4.16)

Since we are assuming that N > exp exp(4rη−2), this choice of ε gives a double expo-

nential bound in rOk(1).

Finally, we show that the more precise bound (4.1) suffices. The inequality exp exp(x) 6

222x is valid for all x > 1, so that

exp exp(4rη−2) 6 228rη
−2

.

For our choice (4.16) of ε, we have

η−1 6
(
16(k + 1)k(k − 1)k+122k+3rk+1

)2k+2k+9

One may check that

16(k + 1)k(k − 1)k+1 6 2k
2+4,

so that, on using r > 2, we have

8rη−2 6 8r
(

2k
2+2k+7rk+1

)21+k+2k+9

6 r(k+3)221+k+2k+9

6 r22
k+10

,

as required.

4.4 An improved bound for four-point configura-

tions

In this section we focus on the four-point Brauer configuration (4.2), improving our

bound on the Ramsey number to exp exp(r1+o(1)). Instead of finessing the quantitative
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aspect of Lemma 4.3.7, we opt to mimic the sparsity–expansion dichotomy of §4.2. This

requires a higher order analogue of the difference set A− A, namely

Step3(A) := {d : A ∩ (A− d) ∩ (A− 2d) 6= ∅}.

Lemma 4.4.1 (Sparsity–expansion dichotomy). There exists an absolute constant

C such that for N > exp exp(Cr log2 r) the following holds. For any r-colouring

A1 ∪ · · · ∪ Ar = [N ] there exist positive integers q and M with qM 6 N such that for

any i ∈ [r] we have one of the two following possibilities.

• (Sparsity).

|Ai ∩ q · [3M ]| < 1
r
M ; (4.17)

• (Expansion).

|Step3(Ai) ∩ q · [M ]| >
(
1− 1

r

)
M. (4.18)

Before proving this, let us first use it to obtain a bound on the Ramsey number of

four-point Brauer configurations.

Proof of Theorem 4.1.2. Let q and M denote the numbers provided by the dichotomy.

By the pigeonhole principle, there exists a colour class Ai satisfying

|Ai ∩ q · [M ]| > 1
r
M.

So Ai is not sparse in the sense of (4.17). It follows that Ai must instead satisfy the

expansion property (4.18). By inclusion–exclusion

|Ai ∩ Step3(Ai) ∩ q · [M ]| > |Ai ∩ q · [M ]|+ |Step3(Ai) ∩ q · [M ]| −M > 0.

In particular Ai ∩ Step3(Ai) contains a non-zero element.

Proof of Lemma 4.4.1. If r = 1, then [N ] = A1 and so (4.18) holds with q = 1 and

M = N for all N > exp exp(0) > 2. We may therefore henceforth assume that r > 2.

Set q0 := 1 and N0 := N . We proceed by an iterative procedure, at each stage of

which we have positive integers qn, Nn and Mi = M
(n)
i (1 6 i 6 r) such that for n > 1

we have:
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(i) Nn > exp
(
−rO(1)

)
N r−O(1)

n−1 ;

(ii) Mi ∈ [1
2
Nn, Nn] for all 1 6 i 6 r;

(iii) δ
qn,M

(n)
i

(Ai) > δ
qn−1,M

(n−1)
i

(Ai) for all 1 6 i 6 r;

(iv) δ
qn,M

(n)
i

(Ai) > (1 + c) δ
qn−1,M

(n−1)
i

(Ai) for some i with

δ
qn−1,M

(n−1)
i

(Ai) > 1
7r

. Here c = Ω(1) is an absolute constant.

At stage n of the iteration we classify each colour class Ai according to which of

the following hold.

• (Sparse colours). These are the colours Ai for which

δqn,Mi
(Ai) <

1
7r
.

• (Dense expanding colours). These are the dense colours δqn,Mi
(Ai) > 1

7r
for which

we have the additional expansion estimate

|Step3(Ai) ∩ qn · [Nn/6]| >
(
1− 1

r

)
bNn/6c . (4.19)

• (Dense non-expanding colours). The class Ai is dense non-expanding if it is

neither sparse nor dense expanding.

If there are no dense non-expanding colours, then we terminate our procedure. If

Nn < 100, then we also terminate our procedure. Let us therefore suppose that

Nn > 100 and there exists a dense non-expanding colour class Ai. Our aim is to show

how, under these circumstances, the iteration may continue.

By the definition of maximal translate density, there exists a such that

|Ai ∩ (a+ qn · [Mi])|M−1
i = δqn,Mi

(Ai) > 1
7r
. (4.20)

Writing M := Mi, we define dense subsets A,B ⊂ [M ] by taking

A := {y ∈ [M ] : a+ qny ∈ Ai} and B := {d ∈ [Nn/6] : qnd /∈ Step3(Ai)}. (4.21)
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We recall that M/3 > Nn/6 >M/6 .

Letting α denote the density of A in [M ], we see that α is equal to the left-hand

side of (4.20). Our assumption that Ai is dense non-expanding and Nn > 100 together

imply that B has size � r−1M and that∑
x,d

1A(x)1A(x+ d)1A(x+ 2d)1B(d) = 0.

Using the notation (4.8) and (the proof of) Lemma 4.3.1 we have

∣∣Λ(1A; 1B)− Λ(α1[M ]; 1B)
∣∣� α3M |B| � r−4M2.

From hereon, we assume that the reader is familiar with the notation and ter-

minology of Green and Tao [GT09]. Applying [GT09, Theorem 5.6] in conjunction

with Corollary 4.3.3 we obtain a quadratic factor (B1,B2) of complexity and resolution

� rO(1) such that the function f := E(1A | B2) satisfies

∣∣Λ(f ; 1B)− Λ(α1[M ]; 1B)
∣∣� α3M |B|.

Define the B2-measurable set

Ω := {x ∈ [M ] : f(x) > (1 + c)α},

where c > 0 is small enough to make the following argument valid.2

For functions f1, f2, f3 : [M ]→ R we have the bound

|Λ(f1, f2, f3; 1B)| 6M |B|‖fi‖L1([M ])

∏
j 6=i

‖fj‖∞ . (4.22)

Invoking the telescoping identity we used to prove Corollary 4.3.3 gives us the bound

|Λ(f ; 1B)− Λ(f1Ωc ; 1B)| � |Ω||B|, so that

|Ω||B|+
∣∣Λ(f1Ωc ; 1B)− Λ(α1[M ]; 1B)

∣∣� α3M |B|.

Another application of the telescoping identity in conjunction with (4.22) gives

∣∣Λ(f1Ωc ; 1B)− Λ(α1[M ]; 1B)
∣∣� α2M |B|

∥∥f1Ωc − α1[M ]

∥∥
L1([M ])

� α2M |B|
∥∥f − α1[M ]

∥∥
L1([M ])

+ |B||Ω|,

2Specifically, c is chosen to be sufficiently small relative to all the implicit constants appearing in
the inequalities preceding (4.23).
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so that

|Ω|+ α2M
∥∥f − α1[M ]

∥∥
L1([M ])

� α3M.

Since f−α1[M ] has mean zero, its L1-norm is equal to twice the mean of its positive

part. The function
(
f − α1[M ]

)
+

can only exceed cα on Ω, so taking c small enough

gives

|Ω| � α3M � r−3M. (4.23)

As B2 has complexity and resolution rO(1) it contains at most exp(rO(1)) atoms. By

[GT09, Proposition 6.2] each such atom can be partitioned into a further

exp(rO(1))M1−r−O(1)

(4.24)

disjoint arithmetic progressions. Hence Ω itself can be partitioned into arithmetic

progressions, the number of which is at most (4.24). Combining this with (4.23) and

[GT09, Lemma 6.1], we see that there exists an arithmetic progression P of length at

least

exp
(
−rO(1)

)
M1/rO(1)

on which A has density at least (1 + c
2
)α. By partitioning P into two pieces and

applying the pigeon-hole principle, we may further assume that |P |q 6M , where q is

the common difference of P .

Writing qn+1 and Nn+1 = M
(n+1)
i for the common difference and length of P , we

see that (i) and (iv) are satisfied. For all j ∈ [r] \ {i} we have

qn+1Nn+1 6M = M
(n)
i 6 Nn 6 2M

(n)
j .

Hence we may apply Lemma 4.3.6 to each colour class Aj with j 6= i to obtain a

progression Pj of common difference qn and length M
(n+1)
j such that (ii) and (iii) hold.

It follows that our iteration may continue.

Our iterative procedure must terminate at stage n for some n � r2. To see this,

note that the sum of the maximal translate densities δqn,Mi
(Ai) is at most r, and this

quantity increases by at least Ω(1/r) at each iteration. Our next task is to improve

this upper bound on the number of iterations to n� r log r.

Let Ai denote the colour class for which the density increment (iv) occurs most

often. By the pigeonhole principle this happens on at least n/r occasions. If the
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density of Ai increments at least c−1 times, then its density doubles. After a further

1
2
c−1 increments the density of Ai quadruples. The density of Ai has therefore increased

by a factor of 2m if the number of iterations is at least

⌈
c−1
⌉

+
⌈

1
2
c−1
⌉

+ · · ·+
⌈

1
2m−1 c

−1
⌉
6 m+ 2c−1. (4.25)

The first time Ai increments its initial density is at least 1/(7r), so if the number of

increments experienced by Ai is at least (4.25) then its final density is at least 2m/(7r).

If n/r > 2c−1 + dlog2(7r)e then we obtain a density exceeding 1, a contradiction. It

follows that the total number of iterations n satisfies n = O(r log2 r).

Having shown that our iteration must terminate in n = O(r log r) steps, let us

now ensure that termination results from a lack of dense non-expanding colours. This

follows if we can ensure that Nn > 100. Applying the lower bound (i) iteratively we

obtain

Nn > exp
(
−rO(1)

)
N r−O(n)

.

Using the fact that n � r log r, the right-hand side above is at least 100 provided it

is not the case that N 6 exp exp
(
O(r log2 r)

)
. Given this assumption, we obtain the

conclusion of Lemma 4.4.1 on taking M := bNn/6c.

4.5 Lefmann quadrics

In this section we show how our results can be used to obtain bounds on the Ramsey

numbers for quadric equations of the form

s∑
i=1

aix
2
i = 0. (4.26)

Lefmann [Lef91, Fact 2.8] established the following sufficient condition for equations

of the above form to be partition regular.

Lefmann’s criterion. Suppose that a1, ..., as ∈ Z \ {0} satisfy the following two

properties:

(i) there exists a non-empty set I ⊂ [s] such that
∑

i∈I ai = 0;
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(ii) there exists a positive integer λ such that the system

λ2
∑
i/∈I

ai +
∑
i∈I

aiu
2
i =

∑
i∈I

aiui = 0.

has a solution in integers (ui)i∈I .

Then in any finite partition of the positive integers N = A1 ∪ · · · ∪ Ar, there exists

i ∈ [r] and x1, ..., xs ∈ Ai satisfying (4.26).

Lefmann observed that assumption (i) is necessary for the conclusion of the above

theorem to hold. Lefmann then showed that if (i) and (ii) both hold, then (4.26)

has a solution over any set of the form {x, x + d, ..., x + (k − 1)d, λd}, where k =

1 + 2 maxi∈I |ui|. We therefore obtain our quantitative version of Lefmann’s result

(Theorem 4.1.3) from the following analogue of Theorem 4.1.1.

Theorem 4.5.1 (Ramsey bound for generalised Brauer configurations). For positive

integers k, λ there exists an absolute constant C = C(k, λ) such that for any r > 2 and

N > exp exp(rC), if [N ] is r-coloured then there exists a monochromatic configuration

of the form {x, x+ d, ..., x+ (k − 1)d, λd}.

Proof. This is essentially the same as the proof of Theorem 4.1.1.
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Chapter 5

Conclusions

In this thesis, we have investigated connections between multiplicatively syndetic sets

and partition regularity, established new partition and density regularity results for

suitably non-singular systems of diagonal polynomial equations, and obtained new

quantitative bounds for Ramsey-Rado numbers of non-translation invariant systems.

Our work in Chapter 2 has demonstrated that, when establishing partition regular-

ity, one need only consider finite colourings for which each colour class is multiplica-

tively syndetic. Further investigation into precisely which colourings are necessary,

and into additional properties of multiplicatively sydnetic sets, may be beneficial in

the study of partition regularity for systems of non-linear equations.

In Chapter 3, we obtained new partition and density regularity results for suffi-

ciently non-singular systems of kth power equations. Future work on the subject could

investigate applications of the analytic methods developed in [CLP21] and Chapter 3

to the study of partition and density regularity for systems of polynomial equations

of the form P1(x1) + P2(x2) + · · · + Ps(xs) = 0, where P1, . . . , Ps are non-zero integer

polynomials. In the case where every Pi takes the form Pi(xi) = aix
m
i with m ∈ {1, 2},

such an investigation has recently been initiated by Prendiville [Pre20].

Theorem 4.1.1 in Chapter 4 provides a new quantitatively effective version of

Brauer’s theorem. The shape of our final bound is a direct consequence of Gow-

ers’ bound in “Gowers local inverse theorem” [Gow01, Theorem 18.1]. Future research

should investigate improvements for the bounds in this local inverse theorem, which,

in view of our work and the work of Sanders [San20], would lead to improved upper

bounds for Rado-Ramsey numbers of partition regular linear systems.
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Appendix A

Obtaining a tower bound

In this appendix to Chapter 2, we show how Theorem 2.4.2 implies Theorem 2.1.4.

By Theorem 2.4.2, there is a positive constant C̃ > 0 such that

B(r + 1) 6 2B(r)C̃ log(r+1)

holds for all r ∈ N. Given n ∈ N and a1, . . . , an ∈ [2,∞), define the tower function

Tn(a1, a2, . . . , an) := a
a.
. .
an

2
1 .

Let K > 1 be a large positive constant, to be chosen later. We can now introduce the

auxiliary function F : N→ R given by

F (r) := Tr+1(2, 2, . . . , 2, Kr2).

Thus, we have

F (1) = 2K , F (2) = 224K , F (3) = 222
9K

, F (4) = 222
216K

, . . . .

Our goal is to show that, if K is sufficiently large relative to C̃, then

B(r) 6 F (r)

holds for all r ∈ N. To demonstrate why this is enough to prove Theorem 2.1.4, we

first need to investigate the growth of tower functions.

Lemma A.0.1 (Towers dominate cubes). For all r > 5 we have

r3 6 tow(r − 1). (A.1)
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Proof. We first observe that (A.1) holds for r = 5. Suppose then that r > 5 and

assume the induction hypothesis that

(r − 1)3 6 tow(r − 2).

Note that since r > 5, we have

r3

(r − 1)3
=

(
1 +

1

r − 1

)3

<
125

64
< 2.

This gives

r3 6 2(r − 1)3 6 2 · tow(r − 2).

Using the elementary fact that 2k 6 2k holds for all k ∈ N, we deduce

r3 6 2tow(r−2) = tow(r − 1).

The desired result now follows by induction.

This lemma enables us to bound F above by a tower function.

Corollary A.0.2 (Tower bound for F ). For all r ∈ N,

F (r) 6 tow ((1 + o(1))r) . (A.2)

Proof. Recall that F is an exponential tower of height r + 1, with Kr2 as the ‘top’

term, and with the remaining terms in the tower equal to 2. By the previous lemma,

when r is sufficiently large, we have

Kr2 6 tow
(
dK1/3r2/3e

)
.

By adding the heights of the towers, we deduce that

F (r) 6 tow
(
r +

⌈
K1/3r2/3

⌉)
holds for all sufficiently large r. This gives (A.2).

We require the following elementary result concerning manipulations of exponen-

tials.

Lemma A.0.3. For all a, b, k > 2,

abk 6 ab+k 6 abk. (A.3)
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This gives the following bound on the growth of F .

Corollary A.0.4 (Tower growth of F ). For all r ∈ N,

F (r)r 6 log2 F (r + 1).

Proof. Since K > 1, the case r = 1 can be verified by inspection. Suppose then that

r > 2. By iteratively applying Lemma A.0.3, we deduce that

log2 F (r + 1) = Tr+1(2, 2, . . . , 2, 2, K(r + 1)2)

> Tr(2, 2, . . . , 2, 2
Kr2 · r)

> Tr−1(2, 2, . . . , 22Kr
2

· r)
...

> T2(2, Tr(2, 2, . . . , 2, Kr
2) · r).

= F (r)r.

We can now prove Theorem 2.1.4.

Proof of Theorem 2.1.4. By Corollary A.0.2, it is sufficient to show that

B(r) 6 F (r) (A.4)

holds for all r ∈ N. Since C̃ log(n+ 1) = o(n), we can choose n0 ∈ N with n0 > 5 such

that

C̃ log(n+ 1) 6 n

holds for n > n0. By taking K sufficiently large, we can assume that (A.4) holds for

r 6 n0. Suppose then that r > n0 and assume the induction hypothesis

B(r − 1) 6 F (r − 1).

By Theorem 2.4.2 and the fact that r > n0, we have

log2 B(r) 6 B(r − 1)C̃ log r 6 B(r − 1)r−1.

Now by the induction hypothesis and Corollary A.0.4, we conclude that

log2 B(r) 6 F (r − 1)r−1 6 log2 F (r).

This establishes the induction step and completes the proof.
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Definitions from quadratic Fourier

analysis

In this section we explain the various terms from [GT09] which appear in §2.4.3. We

begin with the notion of a factor.

Definition (Factors). Let X be a non-empty set. Let χ : X → F be a finite colouring

of X, where F is some non-empty finite set. The factor (or σ-algebra) in X induced by

χ is the collection of sets Bχ := {χ−1(I) : I ⊆ F}. The atoms of Bχ are the non-empty

colour classes χ−1({i}) 6= ∅. In general, a collection of sets B is called a factor in X if

B = Bχ̃ for some finite colouring χ̃ of X.

Let B = Bχ and B′ = Bχ̃ be two factors in a set X, which are induced by the

finite colourings χ : X → F and χ̃ : X → F ′ respectively. We say that B′ extends

B if B ⊆ B′. Equivalently, this means that every χ′-monochromatic subset of X is

χ-monochromatic.

The factor B∨B′ in X is defined to be the smallest factor in X which extends both

B and B′. The atoms of B∨B′ are all of the non-empty sets of the form A∩A′, where

A is an atom of B and A′ is an atom of B′. Hence, B ∨ B′ can equivalently be defined

by B ∨ B′ := Bχ×χ′ , where (χ× χ′) : X → F × F ′ is the product colouring defined by

(χ× χ′)(x) := (χ(x), χ′(x)).

Now suppose that X is a non-empty finite set, and let B be a factor in X. Let

f : X → C be a function defined on X. The conditional expectation E(f |B) : X → C
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of f with respect to B is given by

E(f |B)(x) := EB(x)f =
1

|B(x)|
∑
y∈B(x)

f(y),

where B(x) denotes the unique atom of B which contains x. The function g := E(f |B)

can be thought of as an approximation to the function f , which is obtained by taking

g(x) to be the average value that f takes on the atom of B containing x. One reason for

working with g rather than f is that g has the useful property that it is B-measurable,

meaning that g is constant on the atoms of B. In particular, all sets of the form

g−1([η,∞)) = {x ∈ X : g(x) > η} are members of B.

Using these properties of g provides us with a way of obtaining a density increment

for a function f : Z/pZ→ C supported on [N ]. We begin with a ‘suitably structured’

factor B̃. Define Btriv to be the factor in Z/pZ induced by the 2-colouring of Z/pZ with

colour classes [N ] and (Z/pZ) \ [N ]. We then take B = B̃ ∨ Btriv and let g = E(f |B).

We seek a density increment of the form

EB(f) > E[N ](f) + η, (B.1)

for some η > 0 and some ‘large’ atom B ∈ B. Observe that replacing B̃ with B

ensures that every atom of B is either contained in [N ] or disjoint from [N ]. Hence,

as f is supported on [N ], we see that g is also supported on [N ]. Moreover, we have

EB(f) = EB(g) for any B ∈ B. It is therefore sufficient to establish (B.1) with g in

place of f .

Before we define the ‘structured’ factors which are used to approximate f , we first

need to introduce phase functions.

Definition (Phase functions). Let X ⊆ Z/pZ be a non-empty finite set. A phase

function φ on X is a function φ : X → R/Z. A phase function φ is called irrational

if 1 φ(x) /∈ Q for all x ∈ X. We say that φ is globally linear if∑
ε1,ε2∈{0,1}

(−1)ε1+ε2φ(x+ ε1h1 + ε2h2) = 0

holds for all x, h1, h2 ∈ X. We say that φ is locally quadratic if∑
ε1,ε2,ε3∈{0,1}

(−1)ε1+ε2+ε3φ(x+ ε1h1 + ε2h2 + ε3h3) = 0

1Here we have identified R/Z with the interval [0, 1) by reduction modulo 1.
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holds whenever x, h1, h2, h3 ∈ X are such that x + ε1h1 + ε2h2 + ε3h3 ∈ X for all

ε1, ε2, ε3 ∈ {0, 1}.

We can now use phase functions to define finite colourings (and hence factors) of

a set X ⊆ Z/pZ. Given an irrational phase function φ : X → R/Z, define a K-

colouring χφ,K : X → {0, 1, ..., K − 1} by defining χφ,K(x) to be the unique element of

{0, 1, ..., K−1} satisfying ‖φ(x)−χφ,K(x)/K‖R/Z < 1/2K. Note that the irrationality

of φ guarantees that such a χφ,K(x) exists. For brevity, we write Bφ,K to denote the

factor in X induced by χφ,K .

Definition (Linear factors). A linear factor of complexity at most d and resolution K

is any factor B in Z/pZ of the form B = Bφ1,K ∨ · · · ∨ Bφd′ ,K , for some d′ 6 d, where

each φi : Z/pZ→ R/Z is a globally linear phase function.

Definition (Quadratic factors). A quadratic factor of complexity at most (d1, d2) and

resolution K is any pair of factors (B1,B2) in Z/pZ with the following properties.

• B1 is a linear factor of complexity at most d1 and resolution K;

• B2 is an extension of B1;

• for any atom B of the factor B1, the restriction of B2 to B can be written as

B2|B = Bφ1,K ∨ · · · ∨ Bφd′ ,K , where each φi : B → R/Z is a locally quadratic

phase function defined on B, and 0 6 d′ 6 d2.
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