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Abstract

Bioaerosols are airborne particles of biological origin. They include viruses, bacteria, fun-
gal spores, pollen, plant fibres, metabolites, toxins, and more. Despite often accounting for
less than 1% of the particles within an aerosol mixture, bioaerosols are increasingly recog-
nised for the effects they can have on air quality, human health, ecosystems, climate and at-
mosphere–ocean biogeochemical cycles. This broad range of effects has attracted newfound
interest from a number of disciplines, ranging from climate modelling to epidemiology.

Until recently, observations of bioaerosols were limited to offline techniques. Whether it
was using filter samples, cascade impactors or a volumetric spore trap, subsequent micro-
scopical analysis was often labour intensive and slow. However, technological develop-
ments have given rise to emerging online methods such as ultra-violet light induced fluo-
rescence (UV-LIF) spectrometry. By utilising the intrinsic fluorescent properties of specific
biological compounds, bioaerosols can be rapidly observed. Since the advent of the first
UV-LIF spectrometers, a number of advancements have been made to the instruments. This
has increased their sensitivity to specific wavelengths and improved the user’s capacity to
discriminate between distinct particle types. Although early versions of UV-LIF spectrom-
eters have already been employed in a number of environments, including rainforests, city
centres and even Antarctica, new opportunities have arisen to conduct experiments with
greater levels of data output. As such, it is useful to re-visit old sampling sites with more
modern instruments, as well as sample in novel environments.

The research discussed throughout this document involves some of the longest sampling
campaigns to use UV-LIF spectrometry to date, and has taken place in a number of loca-
tions. These include Cape Verde, Hong Kong, Barbados and the UK. A number of instru-
ment models have been used, with subsequent analysis aided by machine learning technqi-
ues such as hierarchical agglomerative cluster analysis.
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Chapter 1

Introduction

1.1 Aerosols in the Atmosphere

Aerosols are solid or liquid particles suspended within a gas. Many atmospheric processes
depend on the physical and chemical properties of such particles present at high altitudes
[1]. The aerosol mixture often has a high degree of heterogeneity, with particles released
from a number of natural and anthropogenic sources [2]. When released directly into the
atmosphere, aerosols are referred to as ’primary aerosols’. When formed in the atmosphere
from precursor gases, they are referred to as ’secondary aerosols’. The time these particles
spend in suspension is mostly a function of their size, with larger particles depositing more
quickly [3]. Compared to gaseous molecules, the lifetime of almost all aerosols is consider-
ably shorter and is often just a few days.

Aerosols can directly alter the energy balance of the planet by scattering solar radiation [4].
By reflecting sunlight back into space it prevents the sun’s shortwave radiation from reach-
ing the planet and consequently leads to a cooling effect. However, certain aerosols are
also capable of absorbing outgoing longwave radiation, with strongly absorbing aerosols
creating a warming effect. This creates challenges for climate modellers, who must accu-
rately determine the net effect of specific aerosols in the atmosphere. Although it is rarer
for aerosols to absorb solar radiation than scatter it [5], dominant examples such as black
carbon (BC) are increasingly common [6]. Often released as a by-product of anthropogenic
activity, airborne concentrations of BC over urban areas are of growing concern [7].

The inter-play between aerosols and solar radiation is just one way in which aerosols can
impact the climate. Many aerosols are also important ice and cloud condensation nucle-
ators [8]. Heterogeneous ice nucleation in the atmosphere occurs when an aerosol catalyses
the formation of ice crystals onto their surface by lowering the energy required for crystalli-
sation to begin. This occurs at warmer temperatures than homogeneous ice nucleation [9],
which is defined as the formation of ice crystals in the absence of any nucleation site. In ei-
ther case, the formation of ice leads to an increase in cloud albedo, thereby reflecting more
sunlight into space [10]. Cloud condensation nucleation (CCN) is similar in principle to ice
nucleation (IN). As water requires a non-gaseous surface to transition from vapour to a liq-
uid, CCN act by offering a surface for water vapour to condense onto [11]. This promotes
cloud formation, reducing the amount of sunlight reaching the ground and increasing pre-
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cipitation.

The overwhelming majority of suspended particles are contained within the planetary bound-
ary layer (PBL), which is the lowest portion of the troposphere [12]. Thermodynamic per-
turbations, for example from reduced solar radiation during the night, create shifts in the
boundary layer height (BLH) [13]. The BLH describes the vertical limit that most aerosols
can be elevated to, and is a significant factor when evaluating the horizontal distances aerosols
can travel. It carries implications for the dilution of particulate matter (PM) in the atmo-
sphere, with a generally negative correlation often seen between the BLH and PM con-
centrations [14]. The BLH has regional variation, changing as a function of topography
and land use. Urban areas, typically associated with warmer temperatures due to the Ur-
ban Heat Island Effect, often have a higher BLH as a result [15]. This helps to mitigate the
concentrations of pollutants, but does enable them to be transported to further regions.

1.2 Bioaerosols

Biological particles (hereafter referred to as bioaerosols) encompass a broad range of parti-
cle types, including viruses, bacteria, fungal spores, pollen, plant fibres and more. They are
readily emitted from many natural environments, such as plant surfaces or sea spray[16],
[17]. Once released, they can be lifted by convective forces or carried by Aeolian processes
and travel significant distances [18]. Bioaerosols are increasingly recognised for the effects
they can have on air quality, human health, ecosystems and climate [19]. Research indi-
cates that bioaerosols act as some of the most efficient CCN and IN, initiating ice forma-
tion at warmer temperatures and cloud formation at lower supersaturations than many other
aerosols [20]. Consequently, bioaerosols have attracted attention from climate modellers,
who can improve the accuracy of their models by accounting for bioaerosol concentrations
and their subsequent effects.

Despite the importance of bioaerosols, they often suffer from poor representation in climate
models [21]. This is partially because concentrations are predominantly made from ground-
level sampling sites. There are relatively few examples of high altitude measurements, cre-
ating uncertainties in their concentrations at cloud-level. These issues are amplified by the
lack of observations regarding their removal rate and complex interactions with meteoro-
logical conditions. For example, rainfall simultaneously contributes to the wet deposition of
suspended particles and also drives the ejection of fungal spores and provides a mechanistic
release of bacteria from plant surfaces [22]. Furthermore, air dispersion models that predict
the movement of bioaerosols from an emission source have inherent biases [23]. They may
not accurately capture the full complement of factors affecting bioaerosol release, and may
also miss the transformation such particles undergo when exposed to hostile atmospheric
conditions.

The relationship living organisms have with their environment means bioaerosol emissions
are in a constant state of flux. Life-cycle stages of plants often coincide with seasonal changes,
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for example increased pollen concentrations during summer. Meteorological events are also
influential, with precipitation or high relative humidity creating optimal conditions for fun-
gal spore release. Strong winds not only affect the concentrations and distances bioaerosols
are transported, but can also enhance their rates of emission. Strong winds can create sig-
nificant levels of sea spray, while continental trade winds can can elevate dust particles that
bacteria use as transport vectors. The interactions bioaerosols have with their environment
are too numerous to exhaustively list, but their relationships with diurnal, seasonal, and me-
teorological cycles all create challenges for modellers.

Given their diversity, bioaerosols encompass a range of sizes, with some examples outlined
below in Table 1. The proportion of bioaerosols in an aerosol mixture is usually small, of-
ten accounting for than 1% of all suspended particles. However, their larger relative size
means they can account for approximately 25% of total aerosol mass [24]. This is amplified
in pristine environments, with Graham et al. [25] observing that ∼70% of aerosol volume
over the Amazon consisted of organic matter.

Table 1.1: Examples of bioaerosols and their respective sizes [26].

Bioaerosol Size (µm)

Pollen 10 - 100
Fungal Spores 0.5 - 30

Bacteria 0.3 - 10
Virus 0.02 - 0.3

1.3 Monitoring Techniques – UV-LIF Spectrometry

Many techniques have historically been used for sampling bioaerosols, including impingers,
cyclones, impactors, filters, spore traps, thermal precipitators, gravitational samplers and
electrostatic precipitators. These all require off-line analysis techniques which are manually
intensive. More recently, ultraviolet light-induced fluorescence (UV-LIF) spectrometers
such as the Wideband Integrated Bioaerosol Sensor (WIBS) and Multiparameter Bioaerosol
Spectrometer (MBS) have allowed real-time detection and collection of specific bioaerosol
characteristics. This technology utilises the intrinsic fluorescent properties found within
specific organic molecules, including proteins, co-enzymes, cell wall compounds and cer-
tain pigments to differentiate between biological and non-biological particles. Each organic
molecule has its own fluorescent signature, with the wavelength of the fluorescent emis-
sions being dependent on the incoming wavelength of the laser that excites it. As such, it
is possible for UV-LIF technology to discriminate between organic molecules, and help to
identify the particles being observed. An example of some key fluorophores and their ex-
citation/emission bands are outlined in Figure 1.1, alongside the excitation capabilities of
certain UV-LIF spectrometers.

The WIBS is a single particle, on-line spectrometer that can provide measurements for the
size, asymmetry and fluorescence of bioaerosols between 0.5-30 µm. As single file par-
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Figure 1.1: Excitation/Emission Bands for Key Fluorophores and the Excitation
Capabilities of Certain UV-LIF Technologies [27]

ticles pass through the instrument, they cross the path of a 635 nm diode laser. Light is
scattered forward, where it hits a detector so that the particle’s size and shape can be de-
termined. Side scattering light is converted into electrical impulses, where they trigger two
Xenon flash lamps. These lamps excite the particle at 280 and 370 nm respectively, initiat-
ing fluorescent emissions. This fluorescence is then captured on two detector plates sen-
sitive to specific wavelengths, creating a 2x2 excitation-emission matrix. However, with
one detector becoming supersaturated with elastically scattered UV light from the 370 nm
flash lamp, there are effectively only three channels. The first detector is sensitive to 310-
400 nm UV light, while the second covers a broader range from 420-650 nm. Common
fluorophores considered in particle analysis include the amino acid Tryptophan, the co-
enzyme Nicotinamide adenine dinucleotide phosphate (NAD(P)H) and the vitamin Ri-
boflavin. Each fluorophore excites at 280 nm, 270-400 nm and 450 nm respectively; and
fluoresces from 300-400, 400-600 and 520-565 nm [28], [29].

The Multiparameter Bioaerosol Spectrometer (MBS) is in many ways a development from
the WIBS models. Although it works in much the same way as the WIBS, and provides
similar information (shape, size and fluorescence); it does so with just one Xenon flash
lamp, using eight equal wavebands from 310-640 nm that it excites at 280 nm. As such,
the MBS produces a 1x8 excitation/emission matrix and is capable of providing greater
discrimination between bioaerosols and ‘interferent’ non-biological particles that exhibit
similar fluorescence. Furthermore, the MBS uses two 512-pixel CMOS detector arrays that
provide high resolution details of the particle’s spatial light scattering pattern.

The Plair Real-Time Airborne Particle Identifier (Rapid-E) offers yet another option for
bioaerosol monitoring. Working in a similar way to the equipment discussed above, an ad-
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Figure 1.2: Internal Schematic of the MBS (MBS Manual, 2013)

vantage of the Rapid-E is that through toggling between different modes and laser inten-
sities, it can measure particles from 0.5-100 µm. Consequently, particles such as pollen
grains, which would often be too large to be measured by the WIBS, can be accurately quan-
tified. Furthermore, the Rapid-E has replaced the Xenon flash lamps with an ultraviolet
(UV) pulsed laser. The laser’s higher intensity causes a greater number of photons to be
emitted, allowing for a greater number of detector channels to be implemented. As such,
the Rapid-E offers 32 distinct resolution channels, within a fluorescence range of 320-770
nm. This allows significantly improved particle discrimination. Another advantage of the
Rapid-E is the high spectral resolution it provides. Through measuring the light coming
off a particle from 24 different angles in real time, it can provide a 2D image based on rela-
tive intensities. This allows for some provisional attempts to capture the shape of the parti-
cle, and has been proposed as a means of further allowing greater discrimination. However,
the technology is relatively new, and has so far not been well characterised. Further lab and
field experiments will be needed to determine the usefulness of such a feature. Regardless,
one other important feature of the Rapid-E is that it offers a much larger sample volume as
it samples air at a higher flow rate. This improves the counting efficiency at lower concen-
trations, thereby improving the detection limit at higher time resolutions.

Regardless of the UV-LIF equipment deployed, further analysis is required to try and iden-
tify the nature of the sampled particles. This is because the optical UV-LIF methodologies
only provide data on the shape, size and fluorescent spectral patterns. Using this, alongside
known meteorological conditions, the particle type must be inferred. For the last few years
the most common technique for further analysis is a form of unsupervised learning – hier-
archial agglomerative cluster (HAC) analysis [30]. Through computing the relative inter/in-
tra variance between particles systematically grouped together, a Calinski-Harabasz score
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can be calculated that estimates the number of different clusters that measured particles can
be assorted into. The Calinski – Harabasz score is defined as the ratio between the within-
cluster dispersion of data points and the between-cluster dispersion. In bioaerosol research,
HAC analysis is a method of estimating how many distinct particle types are present in a
dataset. Such a technique has been proven to successfully discriminate between polystyrene
latex spheres (PSL’s) of different sizes, and has often been applied to ambient data for which
correct classification is unknown. However, there are some issues regarding the technique’s
accuracy. Laboratory experiments using known bioaerosol and non-bioaerosol datasets
have demonstrated range of accuracies depending on the bioaerosol type and age, typically
67.6 to 91.1% accuracy [31], [32]. Consequently, there has been interest in developing ‘su-
pervised’ methods, whereby accuracy can be improved through the use of training datasets.
Machine learning techniques have also been applied to the UV-LIF fluorescence spectra of
pollen with discrimination levels reported ranging from 70-91% [33].

Relying on fluorescence alone for the detection of bioaerosols can also be problematic.
There are known non-biological particles that also exhibit fluorescence, and can conse-
quently skew the concentrations thought to be observed. Examples of such interferences
include secondary organic aerosols (SOA’s), mineral dusts, and humic-like substances [34].
Furthermore, some bioaerosols may fluoresce too weakly to be detected, and therefore go
uncounted. However, in pristine environments interferences are effectively minimised, which
is where most ambient measurements using these methods have been taken. Regarding
weakly fluorescent micro-organisms, the result is that most measurements of biological par-
ticles are thought to be lower estimates.

1.4 Monitoring Techniques – Alternatives to UV-LIF Spectrometry

Liquid impingers were first introduced in 1914, and are an effective tool for collecting sub-
micron aerosols [35]. During impinger sampling, a known volume of air is bubbled through
the impinger containing a specified liquid, which will react or physically dissolve the chem-
ical of interest. Where bioaerosol sampling is considered, certain difficulties can arise. For
example, after an extended period of sampling, collection fluid evaporation may impact on
either a microorganism’s viability or collection efficiency [36], through influencing parti-
cle re-aerosolisation, particle bounce or particle penetration. Experiments using alternative
collection fluids have had some success in maintaining microorganism viability [37], while
other designs utilising centrifugal motion [38] or submersed impingement [39] have main-
tained collection efficiency through reduced evaporation rates.

Cyclone technologies work through creating an air vortex inside. The mass of bioaerosols
causes the particles to have inertia and collide with the outer wall, where they can be col-
lected in a liquid. Consequently, the bioaerosols are turned from an aerosol into a hydrosol.
The advantage of this is that cyclones can offer greater microbial viability in the samples
collected than those in filter samples, impingers or impactors.
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Impactors seek to separate particles from a gas stream, for which there are many different
variants. Cascade impactors consist of ‘stacked’ impaction stages, whereby each stage has a
target area for the bioaerosols to be collected. This can consist of growth mediums such as
agar, or they can be a filter material or greased plate. Through the use of differently spaced
stages, particles can be filtered from a stream based on their inertia, which is a function of
their size and velocity. This can provide useful information, as the sizing of bioaersols is an
important factor in the hazards they can pose, since it is predominantly size that will dictate
how deep into the lungs they are inhaled.

Filter samples are one of the oldest techniques still employed, and are often used to sample
airborne viruses [40]. Compared to alternatives, filters are able to most efficiently collect
submicron particles over the long-term. They can be made from a host of materials, includ-
ing cellulose, gelatin and polycarbonate. Depending on the material used, certain problems
may be more or less prevalent. For example, gelatin filters are susceptible to environmen-
tal conditions. In low humidity, they are known to dry out and break, while higher humidi-
ties can cause the gelatin to begin to dissolve [40]. More generally, problems can also be
found depending on the particles of interest. For example, viruses are often out-competed
by fungal spores and bacteria, that are both ubiquitous in most environments and can over-
load agar. Virus sampling efficiency has also been noted to decline over time, suggesting
their possible desiccation and/or degradation [41]. Post-sampling analysis is usually re-
quired to better determine the presence of certain microorganisms. This is typically done
using Polymerase Chain Reaction (PCR) technology to look for specific genetic indicators.
Though this technique can help show the presence of unique bioaerosols, it is not useful for
determining their relative concentrations, simply due to the different affinities that microor-
ganisms may have for their collection media, alongside varying timespans for replication,
biasing the presence of certain microbes.

Spore traps are a labour intensive method, first introduced in the 1950’s. There are various
designs, but the most commonly used is the slit-type volumetric spore sampler, also known
as the Hirst trap. A vacuum draws in surrounding air, while a slowly rotating drum with
an adhesive tape on the inside causes the airborne particles to attach. This tape can then
be removed for analysis. The advantages of such a sampling method is that Hirst traps of-
fer a means of continuous sampling, whereby the volume of air can be regulated. It is also
has a highly efficient collection efficiency. However, it is not always clear how representa-
tive samples are of the ambient background concentrations. The traps are sensitive to both
particle size and wind speed, and some spores can be adhesive-sensitive. It is also an in-
credibly time consuming process, where qualified personnel are needed to identify specific
spores. Furthermore, while it offers continuous sampling, battery units failing, or lack of
sunlight in solar powered models, as well as limited use during rain events can have con-
sequences for the dataset. The ‘Biowatch Program’ was an ambitious attempt to use real-
time spore trap techniques, coupled with automated PCR analysis to provide information on
bioaerosol concentrations in major U.S Metropolitan areas. This was devised as a protec-
tion measure against possible bioterrorism attacks, but ultimately was cancelled. This was
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in part due to concern over the accuracy of the bioaerosols being recorded, further high-
lighting the challenging task of identification.

1.5 Thesis Overview

Chapter 1 provides a general overview of atmospheric aerosols, including their role in the
climate system. It also provides a focus on bioaerosols and competing field measurement
techniques for their observation. Understanding the principles of UV-LIF spectrometry is
essential for the research projects discussed further on.

Chapter 2 provides a literature review of the current state of research regarding bioaerosols.
This touches on a number of disciplines for which bioaerosols are consequential.

Four research projects are presented in Chapter 3, of which two have recently been pub-
lished in peer-reviewed journals. The first paper quantifies bioaerosol concentrations in
dust clouds associated with African outflow. The second paper discusses the monsoon-
influenced climate of Hong Kong, and how a seasonal shift in wind patterns has conse-
quences for bioaerosol concentrations. The third paper continues the work discussed in the
first, with instruments capturing the bioaerosol concentrations received on the other side
of the Atlantic, in Barbados. Finally, the fourth paper looks at bioaerosol concentrations
recorded at Chilbolton, UK. It discusses a provisional attempt at using the supervised ma-
chine learning method ’Gradient Boosting’ to create a training dataset for automated pollen
recognition.

Chapters 4 and 5 draw together the aforementioned research projects with a summary of
their key findings and a discussion of their potential impacts. A general discussion of UV-
LIF spectrometry is provided, alongside recommendations for future research projects.
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Chapter 2

Literature review

2.1 Human Health

Ever since research into bioaerosols started in the 1800’s, they have been implicated in af-
fecting human health. When trying to mitigate some of their deleterious impacts, for ex-
ample the spread of certain diseases, it is important to understand the pathways to expo-
sure that we each face. This encompasses not only a number of indoor and outdoor envi-
ronments, but also community factors in which people’s interactions with one another can
contribute to further risk.

For many people, their occupation is the most important pathway to exposure. Those in-
volved in the waste recycling and composting industry offer one such example. Windrows
are long rows of heaped biodegradable waste. In many composting sites these are contained
within heavy-duty windrow turners that disturb the waste to improve porosity and oxygen
content. This invariably leads to high levels of organic dust (bioaerosols) in the surrounding
area, comprised of fungi, bacteria and endotoxins [1]. Operational activities are estimated
to increase micro-organism concentrations in the air by several orders of magnitude [2].
This has been closely correlated with occurrence rates of inflammatory and allergic respi-
ratory outcomes among compost workers [3].

Farmers offer another example. Intensive farming involves rearing livestock in densely packed
holdings, where bioaerosol levels can be elevated from faecal matter, feather fragments,
feed, bedding, and more [4]. Widespread use of antibiotics in such conditions has also seen
a rise in resistant strains of zoonotic infectious diseases [5], while organic matter attached
to soil particles can be released via tilling activities. The consequences of this have been
well documented, and conditions such as ‘Farmer’s Lung’ are increasingly recognised. This
is an allergic reaction, triggered from repeated exposure to biological dust that can cause
chronic coughing, shortness of breath, pain and physical weakness. It is estimated to af-
fect approximately 2% of all farmers [6]. The only viable preventions includes better ven-
tilation, or the use of face masks to filter out antigens. The health burdens associated with
such activities can also be experienced further than the farm perimeter. Some studies have
found a close correlation in asthma rates amongst school children, and either their home or
school’s proximity to an intensive farm [4]. There are many different environments and job
roles that increase exposure to bioaerosols, and it is impossible to list them all. Some other
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key ones however, include health workers and their risk of catching infectious diseases, vet-
erinarians, abattoir workers and those in the forestry sector.

Indoor bioaerosol research is increasingly understood to be critical in understanding the
degree to which we are exposed to certain bioaerosols. People spend more time indoors
than previous generations, with the average person in the UK now estimated to spend 90%
of their time indoors [7]. Whether in a home, office or leisure facility, such a significant
amount of time indoors all but guarantees exposure to the bioaerosols that can thrive in
such conditions. Among these, bacteria and fungi are particularly prevalent. Studies have
suggested such concentrations are significantly higher than outside, and that children are on
average exposed to higher concentrations than adults [8]; emphasising the need for special
attention to be paid towards schools.

It is also important to note that bioaerosols occur naturally, in variable concentrations. It
is impossible to completely prevent exposure. Instead, acceptable background concentra-
tions must be decided, so that limits and suitable mitigation strategies can be implemented.
It is because of this that the Environment Agency has published provisional guidance to
composting operators. As discussed by Pearson et al. [9], operators must ensure accept-
able levels in residential areas or the nearest ‘sensitive receptor’ (i.e. workplace) are found
no further than 250 m away. The acceptable levels in colony-forming units per cubic meter
(cfu/m3) are:

• 1000 cfu/m3 for total bacteria

• 300 cfu/m3 for gram-negative bacteria

• 500 cfu/m3 for Aspergillus fumigatus

However, there are some problems with such limits. First, they are not based upon dose-
response relationships. The quantities that pose a danger to an immuno-compromised indi-
vidual (such as the elderly, sick or children) are not equivalent to healthy adults. Secondly,
some hazardous bioaerosols are not included. High levels of endotoxins can contribute to
elevated inflammatory responses [10], but no guidelines outlining acceptable levels cur-
rently exist. Third, due to the diversity of bioaerosols emitted from certain practices, it is
not always easy to see what has occurred naturally in the wider environment, and what has
been blown downwind. That being said, thermophilic bacteria or thermotolerant micro-
fungi have been suggested as good indicators for anthropogenic amplification because they
are rare in natural environments due to their necessary thermophilic characteristics. The
health impacts of bioaerosol exposure are broad, with some dangers having been outlined
above. In general, they have been implicated in infectious and respiratory diseases, allergies
and cancer. Respiratory diseases are the most commonly reported, in particular rhinitis,
asthma, bronchitis and sinusitis. Other effects can include fatigue, weakness and headaches
[11].

Once inhaled, the size of the particle can determine its effect. For example, asthma is a con-
dition concerning the upper airways. Particles of 4-10 µm are too large to penetrate deeper
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into the lungs, and are consequently the relevant size here. Bioaerosols exist across a spec-
trum of sizes, but at 4-10 µm it is more typical of pollen, fungal spores and larger bacteria.
This means that regions or job roles associated with high concentrations of pollen or fun-
gal spores are more likely to affect asthma sufferers. Due to the seasonality of pollen in the
UK, it also means that asthma sufferers can expect their condition to be exacerbated during
peak months.

2.2 Ecosystems and Climate

Climate change is anticipated to have significant consequences for bioaerosol concentra-
tions. Gange et al. [12] recorded fruiting periods for 315 autumnal fruiting fungal species
over a period of 20 years, and found that the fungi now fruited for twice as long as they did
in the 1950’s. This can potentially be attributed to climate change, as mean temperatures
have increased in August, alongside precipitation in October. This finding is supported by
a study of fungal phenology in Norway [13], who found a similar lengthening of the fruit-
ing period. It is thought that climate change may also drive morphological differences in
spores. Kauserud et al. [14] found that spores produced at the beginning of autumn were
larger than those at the end. This has important health implications, since smaller parti-
cles more easily penetrate the lungs, where they can contribute to respiratory problems. As
these sizes are correlated with changing meteorological conditions, there are a few plausi-
ble scenarios for the future, as the effects of climate change become more pronounced. One
is that asthma exacerbations may shift from autumn to the winter. Another is that regions
for which a reduction in precipitation is anticipated, may also find a reduction in health
compromises resulting from fungal spore exposure. Finally, a third scenario is that regions
such as Europe may find an increase in respiratory problems. There is still discussion in
discerning what will happen however, as Damialis et al. [15] have found contrasting results.
They found in laboratory experiments that although fungal growth increased in line with the
projected meteorological changes, that overall spore production decreased.

Where other pathogens exist, such as bacteria and viruses, climate change can also influ-
ence their concentrations and dispersion. Wind speed, wind direction, temperature, humid-
ity and atmospheric stability can all influence the dispersal of pathogens, and are them-
selves subject to climate change. With most projections highlighting an increase in global
radiation, temperature and wind speeds, this increases atmospheric mixing, effectively re-
ducing concentrations at point sources while increasing the potential distance that any one
particle can travel. This would likely be beneficial for human health, with particles becom-
ing more evenly dispersed. However, the impacts of climate change are complex, and a
more complete discussion is needed to determine what its effects may be. Where agricul-
ture is considered, Beggs and Bambrick. [16] have investigated how climate change may
affect the timing, distribution, quantity and quality of aeroallergens. Furthermore, Slingo
et al. [17] have suggested that food crops may contribute to greater exposure of mycotox-
ins. Higher temperatures may facilitate the introduction of new pathogens, vectors, or hosts
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[18]. Given that many bioaerosols are also positively correlated with precipitation [19],
regional concentrations could be affected depending on whether precipitation rates rise
or fall. For the United Kingdom, it is more likely that concentrations will increase. In the
case of pollen, similarities can be drawn with fungal spore production. Rising temperatures
and rainfall may lengthen the pollen season, while higher CO2 levels are correlated with in-
creased concentrations [20].

Although most of the concern regarding climate change’s influence on bioaerosols primar-
ily consider human health, there is also risk for the health of forests [21]. Forest pathogens
are diverse, including fungi, bacteria, virsuses, oomycetes, parasitic higher plants, and ne-
matodes. Native pathogens play an important role in the forest ecosystem, shaping the com-
position of species present. They also affect animal populations, nutrient and water cycling,
and overall ecosystem function. However, non-native pathogens have proven problematic
for many forests in recent decades, where they can rapidly drive down population num-
bers for species that have not had time to co-evolve defensive mechanisms. Where climate
change expands or contracts a species’ range, there may be overlap between forests and
novel pathogens. The consequences of this may be sudden, or take decades to truly mani-
fest. Instances where pathogens rapidly kill their host are the most obvious, and resulting
epidemics are strongly projected to increase in frequency [22], but it could be the longer-
term, cumulative effects of new diseases that prove the most significant. Some examples are
already being found of pathogens that are closely connected to climate change. Phytoph-
tora root rot is a destructive genus of pathogen present in many temperate and subtropical
regions of the world, and can trigger disease in more than 1000 species. Temperature, mois-
ture and pH are all influential in its reproductive rates, with warmer winter temperatures
and a seasonal shift of precipitation from the summer to winter accelerating infection rates
in central Europe. As this trend continues, susceptible species including oak, alder, maple,
fir and pine will face increased stresses [23]. Furthermore, there will be ever increasing
consequences for human society’s food security. It has been estimated that low-level per-
sistent crop diseases already destroy enough crops to feed 8.5% of 2011’s human popula-
tion [24]. As the destructive potential increases, it may be compounded by reduced yields
in many of the world’s major crops [25].

2.3 Contribution to Geochemical Cycles

Aerosol’s can play a key role in the global climate. Their suspension in the air can scat-
ter incoming solar radiation, reducing the warming effect of the sun. This is known as the
albedo effect and is an important factor when ‘balancing’ the global energy budget. Fur-
thermore, aerosols can serve as nuclei for cloud droplets, ice crystals and precipitation.
Cloud cover further influences the albedo effect, and can have important impacts on local
environments. Cloud condensation nuclei (CCN) are particles that in the presence of su-
persaturated water vapour can activate to become cloud and fog droplets. It was originally
thought that only inorganic particles such as mineral dust contained nucleating abilities, but
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over the years more evidence has been collected that suggests biological particles may play
an important role too. Pseudomonas syringae are thought to induce rain [26], while strains
such as Erwinia carotovora carotocora and Ewinia carotovora atroseptica have been shown
to be CCN active, with 25-30% activatable at supersaturations larger than 1% [27]. Inter-
estingly, precipitation samples collected in Japan have found the bacteria contained within
are largely associated with minerals [28]. This has led some to believe that mineral dust
may act as carriers that take bacteria into cloud droplets.

For CCN’s to activate, they are dependent on factors such as particle solubility and hygro-
scopicity, which are themselves subject to the chemical composition of the aerosol [29].
Research has indicated not only that biological particles can act as CCN’s, but that they
may also be more effective at certain supersaturations than alternatives. Bauer et al. [30]
collected cultivable bacteria from cloud water samples in Austria and tested them for their
CCN activity at supersaturations between 0.07 and 0.11%. They found all samples to be ac-
tivatable, whereas insoluble wettable particles of comparable size would not have been.

Ice formation in mixed-phase clouds (at temperatures between 0 and -38◦C) depends on
ice nuclei (IN). Without them any suspended droplets within this range would remain in a
metastable liquid state. Once crystallisation has begun, they can grow rapidly and stimulate
precipitation. IN’s encompass a broad range of particles, including mineral dust, metals,
soot, biological particles and more. Among these, biological particles are some of the most
efficient, with strains such as Pseudomonas syringae initiating freezing at temperatures as
high as -2 ◦C [31]. This has important implications for frost damage to plants, and there-
fore can carry significant economic consequences for farmers. Bacterial ice nucleation on
leaves can be detected at about -2 ◦C, whereas leaves without ice nucleation-active (INA)
bacteria contain nuclei that are only active at much lower temperatures. As such, the INA
bacteria in the atmosphere that can attach/develop on crops lower the threshold at which
frost damage can occur.

There has been ample discussion to the role bioaerosols may play in influencing the global
climate. Hoose, Kristjánsson and Burrows. [32] created a model in which bacteria, fun-
gal spores and pollen emissions were parameterised based on recent literature, alongside
immersion freezing based on nucleation theory and laboratory measurements. Their sim-
ulation found that primary biological aerosol particles (PBAP’s) accounted for an average
global nucleation rate of just 10-5%, with a highest estimate of 0.6%. On the other hand,
Christner et al. [33] observed that ice nucleation active bacteria are ubiquitous in precipita-
tion on different continents; Pratt et al. [34] identified 33% of the ice crystal residual parti-
cles sampled in a wave cloud over Wyoming as biogenic; and Prenni et al. [35] found that
chamber-measured INs in the Amazon basin were composed to a significant fraction of bio-
logical carbonaceous particles. The main argument against biological particle’s importance
as ice nucleators is their low concentrations at high altitude. However, Murray et al. [36]
investigated the role that secondary biogenic particles may play. They hypothesise that bi-
ological, nano-meter scaled IN’s which are bound to other atmospheric particulates could
play a more significant role in cloud glaciation. An example would be birch pollen, which
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contains tens of thousands of particulates, each capable of acting as an ice-nucleating site.
They propose that similar nano-scale particulates are unlikely to be emitted directly into the
atmosphere, but could indirectly be transported on aerosolised soil or dust particles.

Fungi are also a potential source of IN. This is demonstrated by Huffman et al. [37] and
Crawford et al. [38], who found that concentrations of bioaerosols increased during rain
events, and were closely correlated with concentrations of atmospheric ice nuclei. This cor-
relation was greatest in particles with a size range of 2-6 µm, which are indicative of either
bacterial aggregates or fungal spores. Further DNA analysis found “high diversities of air-
borne bacteria and fungi”.

2.4 Dust

As has been alluded to earlier, there is growing evidence that dust and soil particles may
play a key role in transporting biological matter. As such, it is useful to look at what factors
can drive the uplifting and transportation of dust itself. Dust events are global phenomena
in which significant quantities of dust become suspended in the air for prolonged periods of
time, and are consequently often transported great distances. They are capable of continent-
wide, transoceanic, and global dispersion [39]. Some occur on a seasonal basis, such as the
Harmattan wind in Africa, while others occur more irregularly, as a consequence of strong
winds. Often covering large areas for months at a time, they have been implicated in com-
promising human health, particularly through pulmonary disease.

Large deserts such as the Saharan and Sahelian regions of Africa or the Gobi in Asia, are
the primary sources of desert top soils, driving dust events on a global scale. Perkins et
al. [40] estimates annual quantities of 0.5 – 5 billion tons are uplifted into the atmosphere.
Dust clouds may also contain significant concentrations of micro-organisms [41], and pick
up other bioaerosols as the clouds move downwind over terrestrial environments. Many
studies have looked at the bacterial diversity found within desert topsoils [42], [43]. Con-
centrations of prokaryotes can vary from ∼107 to 109 in forest or arid soil types, respec-
tively [44]. Once airborne, the stresses posed to micro-organisms are similar to those found
in the soil. They can become dessicated, exposed to UV damage, or made vulnerable to at-
mospheric chemistry and nutrient deprivation. Their viability is likely enhanced when pass-
ing over aquatic environments, due to tolerable humidity levels and attenuation of UV by
the particle load of dust clouds [45]. By comparison, fungal spores are typically adapted
to be much more resilient to environmental stresses. The spores are coated in hydrophobic
proteins that can prevent desiccation and offer UV protection. Viable spores have been re-
covered from extreme altitudes in the atmosphere [46]. Concentrations are also much lower
than for bacteria, especially when sampled above desert regions. In such instances concen-
trations are as low as 400 spores m−3, but can be as high as 106 spores m−3 in tropical or
temperate regions [47]. Regardless of their relative concentrations however, they are fre-
quently positively correlated with concentrations of desert dust in the atmosphere.
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Where biological particles are concerned, it is not necessarily the concentration that is the
most important for human health, but instead what the species or genera that are present.
There is little research into the movement of prokaryotes and their link to the occurrence
rates of certain diseases. However, there is a known association between dust storms and
meningitis. Outbreaks typically occur in the Sahel region of North Africa between Febru-
ary and May, affecting as many as 200,000 individuals annually [48]. It is during this pe-
riod that conditions are usually dry, with frequent dust storms. Once the wet season begins,
outbreaks begin to cease [49]. Interestingly, it is not believed that an increased concentra-
tion of pathogens present in dust storms is the primary driver of infection rates, but rather
the consequences of inhaling dust. It is thought dust particles can cause abrasions of the na-
sopharyngeal mucosa, which provides an opportunity for the Neisseria meningitides cells
residing in the mucosa to access the underlying tissue and blood [50]. That being said, it is
also true that the dust can serve as a carrier for pathogens, as demonstrated by Yamaguchi
et al. [51]. Many infectious pathogens have been identified during dust events, including
Staphylococcus aureus, Bacillus circulans, Bacillus licheniformis, Pantoea agglomerans,
Ralstonia paucula, and Cryptococcus albidus [52]–[57].

Dust events can also act as a major source of nutrient deposition for oceans on a global
scale. Although the exact chemical content of what is deposited depends on the source of
the dust, most dust particles originate from arid or semi-arid regions. In particular, the con-
tinental crust contains large amounts of biogeochemically significant elements [58]. In-
creased bioavailability of elements such as Phosphorus or Iron can promote biological growth.
Although this is often considered a net benefit effect, due in part to ocean life acting as an
important carbon sink, it can also have detrimental, localised impacts. For example, the de-
cline in Caribbean coral reefs has been partially attributed to transatlantic dust events. As-
pergillus sydowii is a fungal spore implicated in a Caribbean-wide seafan disease, that has
been cultured from Caribbean air samples [59]. It is believed that dust is acting as a sub-
strate for said spores.

Rather than being freely suspended in the air, bacteria can utilise mineral dust to act as a
vector for their transport. Yamaguchi et al. [51] analysed the bacterial community structure
for Asian dust particles, and compared them to samples from other regions. It was found
that more than 20 bacterial classes were present, with Actinobacteria, Bacilli and Sphingob-
acteria dominating in particular. These findings are similar to previous studies on African
dust [45], suggesting that the diversity of such communities is largely similar across arid re-
gions. Furthermore, Yamaguchi et al. [51] investigated the bacteria’s ability to grow and re-
produce when attached to dust, and found many to remain physiologically active. However,
they also conclude that the implications this may have for human health are limited. Acti-
nobacteria are known to inhabit extreme environments such as hypersaline lakes, Bacilli
are a spore-forming bacterial genera and Sphingobacteria are commonly found in soil and
aquatic environments. None of these have been identified as hazardous to humans, although
their potential to act as allergens or a source of opportunistic infection does still exist. What
is more consequential is their effect on ecosystems. When introduced to new ecosystems, a
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bacterium may introduce new genes to the indigenous population. In this way, genetic di-
versity can be increased within bacterial communities, or community structures themselves
can change to either accommodate or be out-competed by new species.

2.5 Transport

Bacteria can be emitted into the atmosphere from almost any surface, including plants, soil,
and water [60]. They can be actively released, such as through their host sneezing, or pas-
sively released, for example through wind causing sea spray or uplifting soil particles. Fun-
gal spores can be ejected into the air as a response to particular humidity levels. Given that
meteorological factors often drive passive emissions, it is useful to identify what effect each
specific factor can have on bioaerosol concentrations. Temperature affects the rate of bacte-
rial metabolism and reproduction, as well as culturability. It also impacts atmospheric fac-
tors such as boundary layer turbulence. Consequently, Lighthart et al. [61] and Harrison
et al. [62] found temperature was positively correlated with bacterial concentrations. Fur-
thermore, drying can reduce the bonding forces between surface particles, and contribute to
their susceptibility of being uplifted.

Two studies address the effects of both rain and soil wetness on bacterial flux [63], [64].
They found rain events dramatically increased bacterial concentrations in the air above crops,
while also finding a strong net deposition flux. There is also evidence that rain can remove
bacteria from leaf surfaces, with concentrations increasing as the rain passed through a
canopy.

Deposition rates of viruses from above the atmospheric boundary layer were 9-461 times
greater than for bacteria, even in pristine environments [65]. The highest rates for viruses
were associated with atmospheric transport from marine rather than terrestrial environ-
ments, likely released through sea spray in aggregates. Environmental drivers of deposi-
tion were also not equal between types of aerosol. For example, rainfall events and Saharan
dust intrusions were positively correlated with bacterial deposition, but not for viral. Mean-
while, viruses were positively correlated with organic aerosols <0.7 µm, while bacteria
were positively correlated with organic aerosols >0.7 µm. The paper states that this could
be an indication of longer residence time for viruses, and consequently a greater potential to
be transported further. This is supported by the identification of similar genetic sequences
in viruses across disparate regions. The residence time of bacteria may be shorter for bac-
teria emitted from the ocean than for bacteria emitted from land surfaces, because of more
rapid removal by precipitation [66].

2.6 Aircraft Measurements

The first attempt to take high altitude samples of bioaerosols was in the Arctic [67], using
a collection device designed by Colonel Lindbergh. For this, oiled glass slides were ex-
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posed during flight, and acted as a trap upon impaction. These slides could then be sealed
into cartridges to prevent contamination. Pollen and fungal spores were found, alongside
unicellular algae and fragments of insect wings. These micro-organisms are the first of their
kind to provide concrete evidence of the role played by air currents in the distribution of
fungi across the Northern Hemisphere. This experiment was followed years later by Hirst
[68]. He was interested in investigating the potential spores have for long-range transport.
This was measured using suction impactors, whereby the spores are retained on an adhesive
surface. More modern attempts have utilised UV-LIF technology, with any required off-line
analysis acting as a secondary and complementary approach to the real-time measurements
made during the flight.

A WIBS-4A has been used to make measurements from the boundary layer to the upper
troposphere over the United States Great Plains region [69]. Flights were carried out over
undeveloped grassland / cropland, with one flight also occurring over a forested region, and
temperatures ranged from 220 to 280K. These are thought to be some of the first flights
demonstrating the vertical profile of bioaerosol concentrations over a wide range of tem-
peratures including where ice is known to form. The concentrations of ice-nucleating par-
ticles estimated from the WIBS-4A were compared to typical concentrations of ice crystals
at mixed-phase cloud temperatures. The authors do note however that there were some un-
certainties with such a method. For example, only fluorescent particles were counted, but it
may be that non-fluorescent biological particles existed that can also act as ice-nucleators.
Furthermore, the equipment can only record particles from 0.8 to 12 µm, meaning larger
particles such as intact pollen grains will go unrecorded. The authors claim this should not
be significant however, since pollen occurrence is orders of magnitude less than bacteria
at the surface [70]. What they concluded from their results is that primary fluorescent bi-
ological particles are likely important for ice formation in mixed-phase clouds under cer-
tain conditions. This is particularly true when there is a strong lifting effect, that both ex-
poses the particles to sub-zero temperatures, and counteracts the natural loss of such par-
ticles through sedimentation. They propose that this could be an important feature where
deep convection is present, since vertical velocities are strong. In areas impacted by long-
range transport [34] or orographic and front uplift, it may be more sporadic. Only two of
five flights targeting orographic flights over the Rocky Mountains found any bioaerosols
[71].

The flights clearly demonstrated a changing vertical profile for biological particles, if only
for the US Great Plains. Concentrations were 10-100 L−1 at temperatures warmer than
270K in the atmospheric boundary layer, while in the mid to upper free troposphere, where
temperatures were less than 255K, concentrations were just 0-1 L−1. Concentrations were
considerably more variable in the 2-5 km altitudinal range. Interestingly, this is the range in
which dust and mineral particles are less active INP’s, suggesting that bioaerosols may play
a significant role in forming mixed-phase clouds.

Bioaerosol measurements in the free and upper troposphere are scarce. Four recent studies
used an aircraft to measure in altitudes greater than 4000 m [69], [72]–[74]. Two of these
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used a WIBS [69], [72], while the other two collected aerosols on filters and analysed them
off-line. Twohy et al. [69] found no clear trend between bioaerosol concentrations and alti-
tude.

Zawadowicz et al. [75] have proposed using single-particle mass spectrometry (SPMS) to
measure bioaerosols. The technique has been used successfully to characterise the chemi-
cal composition of aerosol particles in situ and in real time [76]. They argue that because
the method can characterise both volatile and refractory aerosol components, that it is an at-
tractive tool for looking at cloud formation [77]. SPMS works through the use of a pulsed
UV laser for the ablation and ionisation of single aerosol particles. Ions are then acceler-
ated into a time of flight mass spectrometer. Previous studies have used the SPMS to in-
vestigate bioaerosols [78]. A property of bioaerosol spectra that has been exploited for their
detection is the presence of phosphate (PO−, PO−2, PO−3) and organic nitrogen ions (CN−,
CNO−) [78]. However, such ions have also previously been associated with certain nonbio-
logical particles, for example those present in vehicular exhausts [79].

2.7 Molecular Analysis

Using molecular and isotopic markers to distinguish between specific types of bioaerosols
is a technique that has developed rapidly over the last decade. Many micro-organisms are
not culturable, and this can contribute to underestimates in the diversity found in samples.
By using quantifiable markers, this problem can be mitigated. These techniques also have
high specificity, rapidity, and sensitivity. The exact method used can depend on the bioaerosols
being investigated. Bacteria can be quantified using the conserved 16S rRNA prokaryotic
gene, utilising PCR. Moulds are not so simple. They cannot be efficiently recovered from
liquid air samples that used centrifugation techniques similar to what is done for bacteria,
and it is difficult to determine what, if any, genomic region should be targeted that will ap-
propriately establish bioaerosol content. There are three organic molecules that have been
established as suitable tracers for fungal spores: ergosterol, mannitol and arabitol. Most
fungal spores are actively released via wet discharge processes, often during times of high
relative humidity [80]. This process involves the secretion of fluid containing hygroscopic
compounds, including arabitol and mannitol [81]. Some of this fluid attaches to the spores
and becomes aerosolised. Viruses do not possess universal markers, making blinded molec-
ular approaches unsuitable. They also cannot be filtered from air samples very effectively.

It is criticised by some because although the detection of certain markers can attest to the
presence of a particular particle, it says nothing of its viability. Not all micro-organisms
have known unique and identifiable regions either, meaning not all can be detected in the
same way. This makes most protocols unique to a given project and different between stud-
ies. However, some recent studies have attempted to address the first issue. Bonifait et al.
[82] used Propidium monoazide staining so that only genes from intact cells could be ex-
tracted.
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Chapter 3

Research

3.1 Quantifying Bioaerosol Concentrations in Dust Clouds through Online

UV-LIF and Mass Spectrometry Measurements at the Cape Verde At-

mospheric Observatory

Based at the Cape Verde Atmospheric Observatory (CVAO), the aim of this project was to
quantify the concentrations of bioaerosols associated with outflow from the African conti-
nent. Dust events are a common occurrence within this region and particles are often trans-
ported significant distances across the Atlantic Ocean. Climate Modellers should benefit
from this quantification as it allows for fluctuations relative to dust and other inorganic par-
ticles to be observed. This is important as bioaerosols are excellent ice nucleating particles
and their presence has implications for the local climate. Our observations help characterise
seasonal changes, with a notable peak in concentrations seen during February. This is at-
tributed to the Harmattan wind, for which back trajectory analysis highlights the role of the
Sahara desert as a notable source region. For this project we used a three channel UV-LIF
spectrometer known as a WIBS-4M. An inter-comparison was made with Laser Ablation
Aerosol Particle Time of Flight mass spectrometer (LAAP-ToF) measurements and the two
instruments show good agreement. With the WIBS-4M continuously sampling over an 11-
month period, this is one of the longest term experiments to use UV-LIF spectrometry tech-
niques. The following paper was published in Atmospheric Chemistry & Physics.
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Abstract. Observations of the long-range transport of bi-
ological particles in the tropics via dust vectors are now
seen as fundamental to the understanding of many global
atmosphere–ocean biogeochemical cycles, changes in air
quality, human health, ecosystem impacts, and climate. How-
ever, there is a lack of long-term measurements quantify-
ing their presence in such conditions. Here, we present an-
nual observations of bioaerosol concentrations based on on-
line ultraviolet laser-induced fluorescence (UV-LIF) spec-
trometry from the World Meteorological Organization –
Global Atmospheric Watch (WMO-GAW) Cape Verde At-
mospheric Observatory on São Vicente. We observe the ex-
pected strong seasonal changes in absolute concentrations
of bioaerosols with significant enhancements during winter
due to the strong island inflow of air mass, originating from
the African continent. Monthly median bioaerosol concen-
trations as high as 45 L−1 were found with 95th percentile
values exceeding 130 L−1 during strong dust events. How-
ever, in contrast, the relative fraction of bioaerosol numbers
compared to total dust number concentration shows little
seasonal variation. Mean bioaerosol contributions accounted
for 0.4± 0.2 % of total coarse aerosol concentrations, only
rarely exceeding 1 % during particularly strong events under
appropriate conditions. Although enhancements in the me-
dian bioaerosol fraction do occur in winter, they also occur
at other times of the year, likely due to the enhanced Aeo-
lian activity driving dust events at this time from different

sources. We hypothesise that this indicates the relative con-
tribution of bioaerosol material in dust transported across the
tropical Atlantic throughout the year is relatively uniform,
comprised mainly of mixtures of dust and bacteria and/or
bacterial fragments. We argue that this hypothesis is sup-
ported from analysis of measurements also at Cabo Verde
just prior to the long-term monitoring experiment where
UV-LIF single particle measurements were compared with
laser ablation aerosol particle time-of-flight mass spectrome-
ter (LAAP-ToF) measurements. These clearly show a very
high correlation between particles with mixed biosilicate
mass spectral signatures and UV-LIF biofluorescent signa-
tures suggesting the bioaerosol concentrations are dominated
by these mixtures. These observations should assist with con-
straining bioaerosol concentrations for tropical global cli-
mate model (GCM) simulations. Note that here we use the
term “bioaerosol” to include mixtures of dust and bacterial
material.

1 Introduction

Aerosols play a key role in the global climate. Their sus-
pension in the air can scatter incoming solar radiation, re-
ducing the warming effect of the Sun. Rather than scatter
light directly, aerosols can also serve as nuclei for cloud
droplets, ice crystals and precipitation. This can promote fur-
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ther changes in the climate, with cloud cover increasing lo-
cal albedo effects. Although most cloud condensation nuclei
(CCN) are inorganic, there has been increasing evidence to
suggest that biological particles play an important role too.
This is because despite existing in relatively low concen-
trations, bioaerosols are more effective CCN than alterna-
tive particle types. Bacteria such as Pseudomonas syringae
are thought to promote rainfall (Sands et al., 1982), while
strains such as Erwinia carotovora carotovora and Erwinia
carotovora atroseptica have been shown to be CCN active,
with 25 %–30 % activable at supersaturations larger than 1 %
(Franc and DeMott, 1998). Bauer et al. (2003) collected cul-
tivable bacteria from cloud water samples in Austria and
found all samples to be activable at supersaturations where
insoluble wettable particles of comparable size would not
have been. Other biogenic aerosols such as pollen have also
been shown to have CCN properties (Pope, 2010). This is
also true for fragmented pollen grains, significantly raising
the number of potential activation sites (Steiner et al., 2015).

Homogeneous ice nucleation occurs in liquid particles at
temperatures of −36 ◦C and below. However, heterogeneous
ice nucleation can occur at significantly warmer tempera-
tures, with ice nuclei (IN) reducing the energy required for
crystallisation to begin. The effectiveness of IN in this re-
gard depends on their composition, size, surface area and
more (Hoose and Möhler, 2012). They also encompass a
broad range of particles, including mineral dust, metals, soot,
and biological particles. Of these particle types, mineral dust
has been one of the most closely investigated, with multiple
studies observing a range of conditions at which it can act
as effective nuclei. Over the dust belt as outlined by Liu et
al. (2008), Zhang et al. (2012) found dust to initiate freezing
in midlevel supercooled stratiform clouds (MSSCs) at tem-
peratures of −10 ◦C and below. This is warmer than findings
from Ansmann et al. (2008), who did not find evidence of
ice formation in supercooled stratiform clouds with cloud-
top temperatures warmer than −18 ◦C, but colder than find-
ings by Sassen et al. (2003), who attributed African dust to
the glaciation of altocumulus clouds at −5 ◦C.

More recent focus has been placed on biological parti-
cles, with many identified as more efficient IN. For exam-
ple, strains of Pseudomonas syringae have been found to ini-
tiate freezing at temperatures as high as −2 ◦C (Yankofsky
et al., 1981). They are also capable of influencing clouds
across a range of altitudes, with fungal spores as large as
15 µm reaching altitudes of 30 km in a matter of days (Haga
et al., 2013). Dispute over bioaerosol’s contributions to these
meteorological processes focus on their low concentrations,
with bioaerosols often accounting for less than 1 % of total
particle concentrations. Some estimates are even lower, with
Bauer et al. (2002) finding bacterial average mass concen-
trations accounted for just 0.01 % of organic carbon (OC)
in cloud water and precipitation samples. However, in pris-
tine environments, bioaerosol concentrations can be signifi-
cantly amplified. For example, bioaerosols have been shown

to account for 46 % of total coarse aerosol mass concentra-
tion in the central Amazon rainforest (Huffman et al., 2012).
In these instances, it is thought that bioaerosols are part of
a self-sustaining cycle, promoting rainfall that in turn drives
vegetative growth (Fröhlich-Nowoisky et al., 2016). Further-
more, Pratt et al. (2009) identified 33 % of the ice crystal
residual particles sampled in a wave cloud over Wyoming as
biogenic.

Bioaerosols are also capable of global dispersion (Mc-
Tainsh, 1996). This is because although some are freely sus-
pended in the air, others can utilise mineral dust to act as
a vector for their transport. It is perhaps because of this
that dust clouds often contain significant concentrations of
micro-organisms (Griffin et al., 2001). Furthermore, Yam-
aguchi et al. (2012) investigated the bacteria’s ability to grow
and reproduce when attached to dust and found many to re-
main physiologically active. This can have important impli-
cations for cloud formation but also ecological and health im-
pacts too. Asian dust particles and their corresponding micro-
bial concentrations have been found to positively correlate
with levels of ice nucleation in snow samples atop Tateyama
(Maki et al., 2018). Meanwhile, there is a known association
between dust storms and meningitis. Outbreaks often occur
in the Sahelian region of northern Africa between February
and May, affecting as many as 200 000 individuals annually
(Sultan et al., 2005). During this period, conditions are usu-
ally dry and dust storms are frequent. Meningitis outbreaks
persist up until the wet season begins, when dust events cease
(Molesworth et al., 2003).

Trade winds are an important aspect of Aeolian events in
Africa, with the point of their convergence known as the In-
tertropical Convergence Zone (ITCZ). Within this zone, air is
made to rise, forming the ascending part of the Hadley cell.
The ITCZ is also subject to latitudinal movement, following
the progression of the annual solar maximum (Folland et al.,
1991). This results in a cycle of atmospheric loading, with
dust readily taken to high altitudes during summer. This ma-
terial is consequently often transported significant distances
across the Atlantic, where it is deposited in the ocean along
the way. As such, trade winds and dust events can act as ma-
jor contributors for nutrient deposition. Although the chemi-
cal content of what is deposited depends on the source of the
dust, most dust particles originate from arid or semi-arid re-
gions and contain large amounts of biogeochemically signif-
icant elements. The role of organic components in affecting
ocean life is coming under increased scrutiny.

For example, the decline in Caribbean coral reefs has
been partially attributed to transatlantic dust events (Ryp-
ien, 2008). Aspergillus sydowii is a fungal spore implicated
in a Caribbean-wide sea-fan disease that has been cultured
from Caribbean air samples. It is believed that dust is acting
as a substrate for said spores. With Yamaguchi et al. (2012)
having analysed the bacterial community structure for Asian
dust particles, it was found that more than 20 bacterial classes
were present, with Actinobacteria, Bacilli and Sphingobacte-
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ria dominating. These findings are similar to previous stud-
ies on African dust (Griffin et al., 2001), suggesting that the
diversity of such communities is largely similar across arid
regions.

Research has shown how bioaerosols can influence the
world around them and has also observed their presence dur-
ing dust events. However, their concentrations have not been
readily quantified in such conditions. This study aimed to
capture long-term trends in bioaerosol concentrations within
a region of the world where dust events are both common and
pronounced.

To do this, online measurements using a wideband in-
tegrated bioaerosol sensor (WIBS-4M) were taken for 11
months off the west coast of continental Africa. This was
preceded by an intensive campaign that paired another ul-
traviolet laser-induced fluorescence (UV-LIF) spectrometer
known as a WIBS-4A (e.g. Gabey et al., 2010; Savage et
al., 2017), with a laser ablation aerosol particle time-of-flight
mass spectrometer (LAAP-ToF-MS) (Marsden et al., 2018).
The latter was used to provide detailed contemporary par-
ticle composition analysis and to identify biosilicate parti-
cle classes. This biosilicate classification was then used to
validate the WIBS-4A biofluorescent classification schemes,
e.g. Ruske et al. (2017), to subsequently interpret the long-
term ambient datasets collected by a WIBS-4M at the CVAO
site. With an estimated 50 % of global annual dust originating
from northern Africa (Engelstaedter et al., 2006), the African
continent is a high-priority region that is often overlooked for
such studies.

2 Methodology

2.1 Site and long-term sampling details

From September 2015 to August 2016, a WIBS-4M was
continuously sampling at the Cape Verde Atmospheric Ob-
servatory (CVAO), off the west coast of continental Africa
(16◦51′49′′ N, 24◦52′02′′W). The observatory is located
50 m from the coastline and is subject to persistent north-
easterly trade winds. During this period, the observatory
recorded a mean temperature of 23.3 ◦C and median wind
speeds of 6.2 ms−1, which are similar to the long-term trends
reported by Carpenter et al. (2010). Given the placement of
the observatory on the island, as well as the lack of major
coastal features, this site is well suited for observations of
unpolluted marine air. Air was drawn vertically down a 10 m
stainless steel pipe with an inner diameter of 1 in at a rate
of 16.7 L min−1, from which an isokinetic inlet was used to
draw a subsample of air at a rate of 0.3 L min−1. The sam-
ple line was heated to minimise condensation build up, and
a Thermo PM10 inlet was used at the top of the pipe. Mete-
orological data were recorded atop a 30 m tower located at
the observatory, with dominant wind direction recorded as
one of 16 compass points. This was funded as part of the

Ice in Cloud Experiment – Dust (ICE-D) campaign, which
had the aim of taking measurements of Saharan dust concen-
trations to better understand aerosol–cloud interactions and
reduce uncertainty in numerical models. Details of the ICE-
D surface experiments and accompanying aircraft sampling
campaigns are described by Liu et al. (2018). The WIBS-4M
was used to observe long-term trends in bioaerosol concen-
trations and was regularly calibrated using National Institute
of Standards and Technology (NIST) calibration polystyrene
latex (PSL) spheres.

2.1.1 Intensive campaign and dust samples

The monitoring component of the project was prefaced by a
shorter-term but highly intensive campaign, the results from
which are used to inform the interpretation of the long-
term data. During the shorter campaign, a WIBS-4A was
used alongside a LAAP-ToF (Marsden et al., 2018). Ground-
based measurements using the LAAP-ToF and WIBS-4A
were conducted over a 20 d period in August 2015 located
near Praia International Airport, Cabo Verde (14◦570′ N,
23◦290′W; 100 m a.s.l.). A full description of the site and
experimental setup is provided by Liu et al. (2018) and Mars-
den et al. (2019), but a brief summary is now given. Ground-
based ambient aerosol measurements were made by the
LAAP-ToF and WIBS-4A which were installed in the mobile
Manchester Aerosol Laboratory, located 1500 m from the air-
port. Aerosols were sampled via a pumped inlet mounted on
a 10 m tower. The total flow down the inlet was 1000 L min−1

and a series of aerosol instruments subsampled isokinetically
downstream of a common manifold, which subsampled at
186 L min−1 from the main inlet. The inlet characterisation
and losses are described in Liu et al. (2018) and in the as-
sociated references. The LAAP-ToF measured aerosol in the
size range of 0.5–2.5 µm, whilst the WIBS-4A measured par-
ticles in the size range of 0.5–20 µm; however, the nominal
cut-off of the inlet system was approximately 10 µm. When
considering size measurements, it should be noted that the
LAAP-ToF measures a particle’s vacuum aerodynamic diam-
eter (Dva), while the WIBS-4A measures a particle’s optical
diameter (Do). A more detailed description of the WIBS and
LAAP-ToF instruments is provided in Sect. 2.2. The sam-
pling tower was located upwind of the main airport termi-
nal and the city of Praia (400 m and 2.5 km, respectively)
in the prevailing northeasterly winds so potential contami-
nation sources were minimal. A full analysis and classifica-
tion of the back-trajectory wind fields during this intensive
experiment period was performed by Liu et al. (2018). They
reported that dust plumes from the Sahara and Sub-Saharan
Africa were more frequently observed after a synoptic shift
on 15 August, when winds became more easterly. They also
noted that more efficient transport of dust via stronger east-
erly winds led to larger advected dust loadings with shorter
dust transport times. These different dust advection pathways
were reflected in different size and compositions of mineral
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dust recorded by the LAAP-ToF during the intensive experi-
ment (Marsden et al., 2016).

Calibration of the LAAP-ToF was performed with pure
hematite samples (Liu et al., 2018), whilst both the WIBS-
4A and WIBS-4M were calibrated using NIST latex cali-
bration beads and fluorescent glass beads, e.g. Crawford et
al. (2015). It should be emphasised here that the WIBS-4A
and 4M are almost identical instruments, with the only dif-
ferences being the trigger levels and flow rates used. A de-
tailed description of the WIBS-4A can be found in Savage
et al. (2017) and of the WIBS-4M in Forde et al. (2019).
As such, the fluorescence data for each instrument are com-
parable, although we acknowledge there can be issues even
when comparing measurements from two identical models.
An intercomparison of the fluorescent responses between in-
struments when using the NIST calibration particles help af-
firm the instrument’s similarities. This is the same methodol-
ogy as has been described by Forde et al. (2019), Savage et
al. (2017) and Crawford et al. (2014).

In addition, subsequent to the ambient experiments, Mo-
roccan dust samples, hereby referred to as Moroccan dust,
were provided that were collected in the M’Hamid region
(29◦51′43′′ N, 6◦09′24′′W), which is thought to be represen-
tative of the dust material often observed in the continental
outflow sampled here. These samples were dispersed through
the WIBS-4M in a controlled laboratory experiment along-
side additional collected samples of illite. Subsets of these
samples were gamma irradiated to remove potential storage
and transport contaminants. The UV-LIF response of the pure
and irradiated samples were intercompared and are described
in the results section. Their respective fluorescent properties,
as well as size and shape factors were also compared to the
intensive and long-term ambient observations. The negative
ion spectra of the pure samples were also analysed using the
LAAP-ToF in the laboratory for comparison. These sample
properties were used to help contextualise the campaign re-
sults and the classification scheme used to identify biosilicate
particle concentrations.

2.2 Instrumentation

2.2.1 WIBS

Recent developments in UV-LIF technology have allowed
real-time detection of bioaerosols, whereby spectral patterns
correlate with specific particle characteristics (Huffman et
al., 2019). This technology utilises the intrinsic fluorescent
properties found within organic molecules, including pro-
teins, co-enzymes, cell wall compounds and certain pigments
to differentiate between biological and non-biological parti-
cles. Each organic molecule has its own fluorescent emis-
sions that are dependent on the incoming wavelength of the
light that excites it. As such, it is possible for UV-LIF tech-
nology to discriminate between organic molecules and help
to identify the types of aerosols being observed. The WIBS-

4M is a three-channel UV-LIF spectrometer that uses Xenon
flash lamps to excite particles with either 280 nm (Xe1) or
370 nm (Xe2) light. The resulting emissions from excited
fluorophores are then recorded by one of the instrument’s
two detection channels (De1 and De2), creating a 2× 2 ma-
trix. However, with the Xe1 /De1 channel becoming super-
saturated from elastically scattered UV light, only the other
three resulting channels are considered. These are called Fl
1, 2 and 3, and are the product of Xe1 /De2, Xe2 /De1 and
Xe2 /De2, respectively. De1 is sensitive to 310–400 nm UV
light, while De2 covers a broader range from 420 to 650 nm.

Common fluorophores considered in particle analysis in-
clude the amino acid tryptophan, the co-enzyme NAD(P)H
and the vitamin riboflavin. Each fluorophore excites at
280 nm, 270–400 and 450 nm, respectively, and fluoresces
at 300–400, 400–600 and 520–565 nm (Hill et al., 2009),
(Lakowicz, 2013). The specificity of a biological com-
pound’s fluorescent properties enables particles to be clas-
sified into one of seven types, depending on whether they
exhibit fluorescence in one, two or three channels (Perring
et al., 2015). Particle shape and symmetry is also measured
through the use of a 635 nm diode laser that is initially in-
volved in triggering the Xenon flash lamps to fire. The for-
ward scattering light from a particle that passes through the
laser hits a quadrant scattering detector. By applying a Mie
scattering model, the distribution of the light on each quad-
rant can be used to estimate diameter, as well as an asym-
metry factor between 0 and 100 (Gabey et al., 2010). This
has been discussed in detail by Kaye et al. (2007), with val-
ues of 0 representing perfectly spherical particles and higher
asymmetry factors describing more fibrous and linear shapes.
When applying this range in the context of our observations,
asymmetry factor (AF) values of 10–20 reflect fairly spheri-
cal particles, with values of 30 or more beginning to represent
ellipsoidal shapes.

2.2.2 LAAP-ToF

In single particle mass spectrometry (SPMS), an online mea-
surement of aerodynamic size and composition is obtained
with high temporal resolution. Several instrument designs
have been described (Murphy, 2007), but a typical instrument
features an aerodynamic lens inlet for particle beam creation
and a high-powered UV pulsed laser for laser desorption ion-
isation (LDI) of single particles arriving in the ion source.
Particle composition is analysed by time-of-flight mass spec-
trometry (ToF-MS).

Optical particle detection is used for the effective temporal
alignment of the UV laser pulse with the arrival of a particle
in the LDI source region, and the determination of aerody-
namic particle diameter by laser velocimetry.

The LAAP-ToF instrument (AeroMegt GmbH) used for
this study featured a PM2.5 aerodynamic lens and continuous
wave (CW) fibre-coupled optical detection lasers at 532 nm,
and LDI was performed by an argon fluoride (ArF) excimer
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laser (model EX5, GAM Laser Inc.), set to deliver 3–5 mJ per
pulse of 193 nm radiation. Bipolar ToF-MS (TofWerks AG)
was implemented for compositional analysis of positive and
negative ions. As a technique, SPMS is considered qualita-
tive or semi-quantitative. The ablation and ionisation process
of particles is incomplete so that competitive ionisation and
charge transfer in the vapour plume results in a strong matrix
effect (Reinard and Johnston, 2008). In addition, the reported
particle number concentration is affected by optical particle
detection efficiency and the frequency of particles “missed”
by the pulsed UV laser. A full description of how these is-
sues affected the instrument performance in this study can be
found in Marsden et al. (2016), which estimates that the in-
strument was obtaining composition for 1 % of dust particles
in the size range of 0.5–2.5 µm.

Despite the limitations in quantitative analysis, the SPMS
has proven useful for the online identification of particle
composition types, internal mixing state and their temporal
trends in terms of particle number concentrations (Pratt and
Prather, 2012). This typically proceeds using cluster analysis
to differentiate particles classes and peak marker analysis to
track changes in internal mixing state. In recent work, Shen
et al. (2018) demonstrated the capability of the LAAP-ToF
instrument to differentiate particle composition in a conti-
nental environment by a combination of cluster analysis and
peak marker analysis.

2.3 Data analysis methods

A 9σ threshold was applied when setting fluorescent base-
lines for each WIBS model to remove weakly fluorescent
inorganic particles that could otherwise act as interferents.
This is a substantial increase in the threshold used from pre-
viously published work but has been shown to significantly
reduce the interference from mineral dust while maintain-
ing the concentration of biological content (Savage et al.,
2017). As such, all fluorescent particles observed should con-
tain significant amounts of biological material and are subse-
quently considered to be a bioaerosol. It should be noted that
these are not likely to all be single particles but could instead
be agglomerates, including biological particles attached to
non-biological ones. The minimum cut-off diameter at 50 %
detection efficiency (Dp50) for this particular WIBS-4M is
0.8 µm. As such, only particles between 0.8 and 10 µm have
been included in the analysis.

Agglomerative hierarchical cluster analysis was per-
formed using Ward linkage with Euclidean distance for the
fluorescent particles, using the method described in Crawford
et al. (2015). This has been successfully tested in the past
when applying a controlled set of fluorescent PSL spheres
through the same instrument model (Crawford et al., 2015;
Robinson et al., 2013) and has also been shown to accurately
capture bioaerosol mixtures within a semi-arid forest (Gos-
selin et al., 2016). This process begins with individual data
points being treated as their own cluster, which are sequen-

tially combined into larger clusters based on the “distance”
between data point values. Ward linkage identifies which pair
of clusters would yield the minimum increase in total within-
cluster variance after merging and consequently merges them
next. A Calinski–Harabasz score is then calculated, suggest-
ing an optimum number of clusters. This cluster analysis was
performed separately for both the WIBS-4A and WIBS-4M
datasets. The transmission efficiency of the inlet as a func-
tion of size has also been accounted when considering size
distributions for particles up to 10 µm. Inlet penetration as a
function of size has also been considered based on the An-
dersen 321A PM10 inlet (McFarland, 1984).

Analysis of the LAAP-ToF data acquired during the ICE-
D intensive campaign has been presented by Marsden et
al. (2019), in which the mineralogy and mixing state of north
African dust transported to the Cabo Verde islands is de-
scribed in detail with reference to dust samples collected on
the ground from potential source areas in northern Africa.
Using a combination of cluster analysis and subcomposi-
tional analysis, that work showed that differences in miner-
alogical composition of ground samples can be detected on
a regional scale, whilst variations in internal mixing state are
much more localised. In transported dust, however, the mix-
ing state was much less varied, suggesting that local sources
become well mixed during transport.

In the present study, we used the compositional classes al-
ready identified in the above work by cluster analysis and
compared the temporal trends in particle number concen-
trations with that of the biological particles detected by the
WIBS. In addition, we used mass spectra of the previously
identified mineral dust class to examine internal mixing of
dust with biological material using peak marker analysis.
More specifically, biological markers CN- (m/z 26) and
CNO- (m/z 42) were used to identify those mineral dust par-
ticles which had a significant marker of internal mixing with
biological material and also compared the temporal trends in
those particle number concentrations to the biological parti-
cles detected by WIBS.

This approach is similar to that used by Zawadowicz et
al. (2019), who examined the biological content of dust par-
ticles in North America by comparing temporal trends in par-
ticle number of a WIBS with SPMS, in that case the PALMS
instrument. However, in our study, we have used different
criteria for biomarkers in the mass spectra, using chlorine
to normalise the biomarker signals rather than phosphorous.
Chlorine is a ubiquitous signal in transported mineral dust
and is easily ionised because of its high electro affinity. This
reduces the temporal incoherence in biomarker ion signals
caused by the matrix effect.
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3 Results

3.1 Long-term observations

A clear seasonal trend for fluorescent and total particle con-
centrations can be seen in Fig. 1a, with both being high-
est during winter and lowest in summer. Monthly median
bioaerosol concentrations as high as 45 L−1 were found with
95th percentile values exceeding 130 L−1 during strong dust
events. Such peaks in concentrations are short lived and regu-
lar. Figure 1b suggests that bioaerosols are a minority particle
type, with non-fluorescent concentrations consistently domi-
nating particle contributions. The fraction of fluorescent par-
ticles compared to total particle concentrations was a mean
value of 0.4± 0.2 %. The 99th percentile value was a fraction
of 1.1 %, with some high-fraction events exceeding 1.5 % in
October and May. These will be discussed in greater detail
further on. Figure 1c highlights how larger particles are ob-
served during winter. Note that there is no relationship be-
tween the total particle concentration and fraction of fluo-
rescent particles (r2

= 0.02), but a strong correlation exists
between fluorescent and non-fluorescent particle concentra-
tions (r2

= 0.79).

3.2 Cluster products

Agglomerative hierarchical cluster analysis was performed
using Ward linkage with Euclidean distance for all fluores-
cent particles. A four-cluster solution produced the greatest
Calinski–Harabasz score, with information regarding their
fluorescence in each channel, size and asymmetry shown in
Table 1.

All fluorescent particles seen across the long-term cam-
paign were included in Fig. 2. Fluorescence generally in-
creases with size, but this trend is not equal across all chan-
nels and clusters. It is strongest for Clusters 1 and 4, which
are also more fluorescent across most size ranges. Figure 2e
shows the small size of observed particles, with Clusters 3
and 4 being much smaller than Clusters 1 and 2. Figure 2f
shows the median fluorescence in each channel across all flu-
orescent particles combined.

The relative proportion that each cluster contributes to the
total fluorescent concentration shows some variability but no
clear trend. This would suggest that Cabo Verde is generally
exposed to the same particles year round. Clusters 2 and 3 are
clearly the two dominant clusters, accounting for a combined
total of approximately 90 % of fluorescent particles. When
compared to the average fluorescence values in Fig. 2, these
two clusters notably have the weakest fluorescence.

3.3 Back-trajectory analysis

The 120 h back trajectories using National Oceanic and At-
mospheric Administration (NOAA)’s Hybrid Single-Particle
Lagrangian Integrated Trajectory (HYSPLIT) merged with
the Openair package (Carslaw, 2012) were calculated from

the observatory, with a starting height set at 10 m. These tra-
jectories were run every 3 h for all 11 months of the cam-
paign, using monthly meteorological data files downloaded
from NOAA. Figure 4 captures the enhanced fluorescent par-
ticle concentrations seen during periods of continental out-
flow as compared to Atlantic or coastal back trajectories.
Furthermore, it appears that continental trajectories predom-
inantly occur during the same months that the increase in flu-
orescent and total particles is seen (October–February). Back
trajectories were also calculated for periods where the fluo-
rescent fraction was greatest. Particularly high ratio events
can be identified during October, May and August in Fig. 1b.
These events all show coastal back trajectories, suggesting
coastal sites have higher relative biological content.

Fluorescent particle properties were investigated as a func-
tion of trajectory direction. Three week-long periods were
chosen, where the trajectories were consistently coming from
a specific region. These regions were oceanic, coastal and
continental. Oceanic regions were defined by trajectories
that spent the previous 120 h passing across the Atlantic
Ocean, never passing landmass. Coastal regions were defined
by northeasterly trajectories passing along the edge of the
African continent, and continental regions were described
by more easterly trajectories passing through the Sahara.
As it was important to have an entire week of trajectories
coming from one source, each of these regions was picked
out at different times of the year. The continental period
took place from 25/01/2016 to 31/01/2016, the coastal from
20/06/2016 to 27/06/2016 and the marine from 20/04/2016
to 26/04/2016. Average fluorescence across the four clusters
and three channels has been compared for particles from each
region, as shown in Fig. 5. It does not appear that there are
significant differences in the fluorescent properties of parti-
cles depending on their source region.

3.4 Comparison to laboratory samples

It can be seen in Fig. 6 that all of the dust samples dis-
persed through the WIBS-4M show relatively weak fluores-
cence across all three channels but are on average more flu-
orescent than Clusters 2 and 3. This is particularly true for
Moroccan dust in Fl 1. Exposing these samples to gamma ir-
radiation produced little effect, marginally reducing the fluo-
rescent properties of Moroccan dust while increasing the flu-
orescence of the illite sample. The size and asymmetry values
are quite similar across all samples and compare most closely
with those of Cluster 2.

3.5 Comparison to ICE-D LAAP-ToF measurements

Analysis of the negative ion spectra revealed that sea-spray
aerosol was the dominant aerosol detected at the site by
the LAAP-ToF, accounting for approximately 87 % by num-
ber. The remainder was comprised of silicate mineral dust
(∼ 5 %), calcium chloride (∼ 3 %) and secondary material
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Figure 1. Panel (a) represents a box-and-whisker plot of both average fluorescent (red) and total (blue) particle concentrations from 0.8 to
10 µm. Whiskers represent the 5th and 95th percentile values. Boxes represent 14 d average values, with the mean shown as a black dot.
Grey dots indicate 15 min data. Panel (b) shows the ratio of fluorescent particle concentrations relative to total particle observations, while
panel (c) shows the trend for the effective diameter (Deff) of fluorescent particles.

(∼ 4 %). Cluster analysis of the WIBS-4A data produced
a four-cluster solution which was similar to the long-term
CVAO cluster solution, featuring two weakly fluorescent
dominant clusters and two highly fluorescent, likely primary
biological aerosol particle (PBAP) clusters. A number con-
centration time series of select LAAP-ToF and WIBS-4A
data products are shown in Fig. 7, where similarities in the
trends of silicate dust and WIBS-4A Cluster 3 can be ob-
served during a dust event (10/08 onwards), suggesting that
this cluster may represent a biodust mixture which will now
be examined further.

Deeper analysis of the LAAP-ToF silicate dust class was
performed to screen for potential biomarkers. Figure 8 shows
example negative ion spectra from laboratory samples of
bacteria (top panel) and c-means fuzzy cluster products
from ICE-D representative of pure dust and dust containing
biomarkers (middle and bottom panels, respectively). It can
be seen that the biosilicate spectrogram contains silicatem/z
peaks (e.g. SiO2–SiO3) and also bacterial biomarkers (e.g.
CN−CNO−) which are not present in the pure dust spectra,
suggesting that a subset of the observed dust is mixed with
biological material.

The LAAP-ToF silicate dust is then filtered for biomarkers
using the ratio of biomarkers to chlorine (CN+CNO /Cl).

A time series of the LAAP-ToF biosilicate and WIBS-4A
Cluster 3 products are shown in Fig. 9. Here, it can be seen
that the general trends are in good agreement (r2

= 0.63).

This suggests that the WIBS is sensitive to dust particles
which are mixed with bacteria, and that these particles can be
segregated from the general fluorescent aerosol population
and classified using the cluster analysis method described
in Sect. 2.3. There is also a moderate correlation between
the WIBS-4A Cluster 3 and pure silicate (r2

= 0.49) as ex-
pected, since the biosilicate will be a subset of the pure sili-
cate. The correlation between Cluster 3 and sea spray is poor
(r2
= 0.20), affirming that our observations of fluorescent

particles are genuine and are not being skewed by known
interferents.

4 Discussion

4.1 Long-range transport and trade winds

The identified peaks in particle concentration are consistent
with back-trajectory analysis showing the sources to be Sa-
haran. Strong Aeolian generating mechanisms mean that po-
tentially significant concentrations of soil bacteria could have
attached themselves to dust particles, which are acting as an
agent for their distribution and transport. More specifically, it
is likely to be the Harmattan wind that is driving these events.
This is a north-easterly trade wind that blows across Africa
from approximately November to March, although high con-
centrations of dust are already present almost all year round
(Prospero, 1999). Source regions in Tunisia and northern Al-
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Figure 2. Solid lines represent the median fluorescence of particles as a function of size, instrument channel and cluster. Dotted lines represent
95th percentile values. The 2.5 µm bins have been used for all fluorescence traces. Panels (a–d) represent Clusters 1–4, respectively, while
panel (e) represents the normalised size distribution of fluorescent particles across all clusters, using 0.5 µm bins. Panel (f) represents the
average across all fluorescent particles.

Figure 3. The proportion of the total fluorescent material that each cluster contributes over the 11-month monitoring campaign. Values are
taken using 1 d integrations of cluster concentrations between 0.8 and 10 µm. Any gaps reflect missing data.
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Figure 4. The 120 h back-trajectory analysis for fluorescent particle concentrations using HYSPLIT integrated with the Openair package.
Note that autumn is using 2015 data, as is the month of December during winter. Spring and summer are using 2016 data. The colour scale
has been capped at 100 L−1 for visual purposes and only particles between 0.8 and 10 µm have been included.

Figure 5. Mean fluorescence and size properties for each cluster, depending on the pathway of the previous 120 h trajectory. Each region (ma-
rine, coastal and continental) have taken 1 week’s worth of data, from 20/04/2016 to 26/04/2016, 20/06/2016 to 27/06/2016 and 25/01/2016
to 31/01/2016, respectively. Columns represent Fl channels 1–3, with the final column representing size in µm.

https://doi.org/10.5194/acp-20-14473-2020 Atmos. Chem. Phys., 20, 14473–14490, 2020



14482 D. Morrison et al.: Bioaerosols in dust clouds

Table 1. Characteristics of individual clusters when using a four-cluster solution for exclusively fluorescent particles± represents 1 standard
deviation, calculated using raw, non-zero particle data. AF represents asymmetry factor as given by the WIBS-4M and % reflects the contri-
bution each cluster makes to the total fluorescent particle observations. The “no.” column represents the number of particles classified within
a given cluster.

Fl 1 (a.u.)

0–5 µm 5–10 µm 10–20 µm All

Cluster 1 1219.7± 497.0 1033.1± 372.8 1114.4± 361.6 1169.3± 469.3
Cluster 2 25. 2± 64.1 34.5± 70.7 34.9± 85.7 27.9± 66.5
Cluster 3 8.0± 26.1 49.9± 63.7 69.8± 0 8.0± 26.1
Cluster 4 15.7± 52.4 64.7± 110.9 79.2± 133.5 25.4± 72.2

Fl 2 (a.u.)

0–5 µm 5–10 µm 10–20 µm All

Cluster 1 22.9± 82.7 132.9± 221.9 453.8± 453.3 80.1± 215.5
Cluster 2 24.0± 44.1 43.9± 61.1 68.7± 72.9 30.3± 51.0
Cluster 3 39.7± 57.0 27.0± 36.0 64.3± 0 39.7± 57.0
Cluster 4 309.0± 299.0 495.1± 276.1 618.2± 373.1 348.5± 313.9

Fl 3 (a.u.)

0–5 µm 5–10 µm 10–20 µm All

Cluster 1 10.5± 56.0 99.5± 231.2 366.8± 413.8 57.8± 195.1
Cluster 2 16.1± 48.9 22.6± 51.0 47.2± 70.9 18.5± 50.3
Cluster 3 25.3± 54.4 23.5± 64.7 – 25.3± 54.4
Cluster 4 247.5± 319.7 478.4± 314.7 611.5± 407.3 296.0± 342.2

Size (µm) AF % No.

Cluster 1 4.9± 3.2 19.7± 16.3 0.4± 1.3 7297
Cluster 2 4.4± 2.1 23.4± 14.8 58.8± 17.7 893 241
Cluster 3 1.6± 0.5 7.0± 4.9 34.7± 15.9 547 711
Cluster 4 3.4± 3.4 16.5± 16.2 6.2± 5.5 121 455

Figure 6. Mean fluorescence, size and shape properties of the four
dust samples put through the WIBS-4M in a laboratory environment
and their comparison to the two dominant long-term campaign clus-
ters – Clusters 2 and 3.

geria have been identified before, as well as dust that has
been transported from the Chad Basin in the Bodélé Depres-
sion (Herrmann et al., 1999). Such Harmattan dust clouds
have often been found to affect the coastal regions of the
Gulf of Guinea. These clouds are a major annual event, noted
for exacerbating cardiovascular health issues and increasing
daily mortality by 8.4 % (Perez et al., 2008). Previous studies
by Enete et al. (2012) found this dust to contain high quanti-
ties of silicon, which is consistent with the LAAP-ToF results
presented here.

It is interesting that continental back trajectories during
summer do not contain similar concentrations of fluorescent
material, despite a similar fluorescent ratio and wind speeds
to those seen in winter. This is likely due to the seasonal
shift in the ITCZ, as outlined by Chiapello et al. (1995). Dur-
ing summer, the ITCZ is located between 6 and 10◦ N, and
dust gets transported into the Saharan Air Layer (SAL) at a
maximum altitude of 7000 m. At this height, there is little
opportunity for the dust to mix with trade winds, and it is
instead transported significant distances across the Atlantic.
However, during winter, the ITCZ shifts south and the dust
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Figure 7. Time series of sea spray aerosol and silicate dust particle numbers concentrations determined by LAAP-ToF and WIBS-4A Clusters
3 and 4; 20 min averages have been used here.

Figure 8. Average negative ion spectra of laboratory-generated bacteria and the ICE-D silicate dust products.

is no longer able to get taken into the SAL. This constrains
the dust into lower altitudes, where they are subject to mix-
ing with trade winds, including the Harmattan wind. Dust
consequently gets deposited much sooner and often blan-
kets Cabo Verde. The ecological consequences of this have
been investigated by Korte et al. (2017), who placed sedi-
ment traps across the Atlantic to measure fluxes in biogenic
constituents, including biogenic silica. They observed higher
biogenic fluxes during winter, due to Saharan dust getting
deposited during the previously discussed trade wind events.
They also observed a seasonal maxima of biogenic silica to-
wards the west, suggesting that the bioaerosols we observe
are not as readily deposited into the ocean as some other par-
ticle types.

It is also interesting to consider potential differences in
dust from the various source regions. This has been inves-
tigated by Patey et al. (2015), who also monitored dust con-
centrations at the CVAO. By looking at specific elemental
ratios within dust samples, they were able to identify where

the dust was thought to have come from, as well as what it
was comprised of. They found during summer months that
92.5 % of samples contained a contribution from the Sahel,
compared to just 52.3 % of samples collected during win-
ter. These observations are supported by previous work from
Prospero and Lamb (2003), who found that it was Sahelian
dust that was predominantly transported across the Atlantic
via the SAL during summer.

4.2 Identification of fluorescent material

The relative contributions of each cluster in Fig. 3 high-
light the importance of Clusters 2 and 3. Furthermore, it
shows that the mixture of bioaerosols have no clear pat-
tern, with each cluster present all year round. The intensive
measurements from the LAAP-ToF and WIBS-4A have pro-
vided supporting evidence to suggest that most of the flu-
orescent particles observed are mixtures of biological and
non-biological material, i.e. bacteria attached to dust. It is
likely because of this that fluorescence intensity is correlated
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Figure 9. Time series of WIBS Cluster 3 and silicate dust filtered for biomarkers using 20 min averaged number counts normalised by the
maximum observed concentration for each instrument. Values for the inset plot are also normalised to the maximum observed concentration.

with particle size. Larger particles may carry greater num-
bers of bacteria due to increased surface area and as a result
should carry more fluorophores for detection by the instru-
ment. The relationship between fluorescence and particle size
has been investigated extensively by Hill et al. (2015), who
have shown a generally positive correlation.

Concluding that Clusters 2 and 3 are at least partially
bacterial in nature is in contrast to findings by Savage et
al. (2017), whose laboratory tests on Bacillus atrophaeus,
Escherichia coli and Pseudomonas stutzeri have produced
different fluorescent spectra to those observed here. In their
tests, bacteria have been shown to fluoresce strongly in Fl 1
and weakly in Fl 2 and 3, while our results show little in-
crease in Fl 1 concentrations during winter but substantial
increases in Fl 2 and 3. However, it must be emphasised that
they used “pure” bacterial samples, potentially unrepresenta-
tive of the mixed aggregates we observed.

Furthermore, they outline previous work by Agranovski et
al. (2004), who found that an ultraviolet aerodynamic parti-
cle sizer (UV-APS) was effective in identifying fluorophores
at similar wavelengths that a WIBS-4A was unsuccessful in
doing so. They hypothesise reasons for this, including po-
tential differences in gain voltages applied in the instrument,
and weaker excitation intensity in Xe2 with respect to Xe1.
With that considered, it must also be noted that there are high
levels of agreement between the WIBS-4A used in the in-
tensive measurements and the WIBS-4M for 11 months. As
such, the more likely explanation may simply be differences
between the samples used in the laboratory and those mea-
sured at the observatory. Without proper characterisation of
a bacteria–dust aggregate in a controlled setting it is difficult
to interpret how this could impact the emissions spectra. In-
ternal reabsorption of fluorescence is known to occur when
emitted fluorescent wavelengths overlap with a particle’s ab-

sorption spectrum. In this instance, it is possible that the dust
absorbs certain wavelengths emitted from the bacteria, skew-
ing what is detected by the instrument. It must be emphasised
that applying a 9σ threshold to the fluorescent baseline of the
WIBS-4M means that our observations are unlikely to be in-
terferents.

Clusters 1 and 4 are interesting because of their high fluo-
rescence intensity. It is possible that these clusters represent
“pure” bioaerosols, that have not mixed with non-fluorescent
material or are relatively more exposed due to, for example,
larger bacterial aggregates present. Cluster 1’s spectral pro-
file matches closely with laboratory experiments using bac-
teria (Savage et al., 2017), with a strong fluorescence in Fl 1
seen across all size ranges. However, Cluster 4 remains diffi-
cult to identify. It shows similarly high-intensity fluorescence
to Cluster 1 but only in Fl 2 and 3. Its relative contribution to
the total bioaerosol count is significant, yet given the location
of the observatory seems unlikely to be other common terres-
trial bioaerosols such as pollen fragments. Although it may
therefore seem likely to have a marine source, its concen-
trations follow similar seasonal trends to the other clusters
which are more easily explained by Aeolian events. With po-
tential differences in their capacity to act as ice nucleators
when compared to bacteria and dust aggregates, it is useful
to quantify their concentrations.

The dust samples dispersed into the WIBS-4M also sup-
port our argument that bacteria–dust aggregates are our dom-
inant bioaerosol type. Many of the sampled particles shared
similar spectral profiles to those for Clusters 2 and 3, being
weakly fluorescent in all three channels. Each sample also
predominantly consisted of non-fluorescent particles, shar-
ing a similarly low fluorescent particle ratio to our campaign
observations.
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Although the 9σ threshold we have used should eliminate
weakly fluorescent non-biological particles, the potential for
more highly fluorescent particles to act as interferents should
be discussed. Soot is one example, with previous studies hav-
ing observed higher fluorescence than is typically seen for
non-biological particles. Despite this, there are multiple rea-
sons that we do not believe interferents are contributing to
particle concentrations. Firstly, studies that found soot to flu-
oresce above their thresholds had usually only done so when
using 3σ thresholding. Toprak and Schnaiter (2013) found
propane flame soot to only weakly fluoresce in Fl1 at this
threshold, and so we would not expect it to be fluorescent at
a more conservative 9σ thresholding. Secondly, the sizes of
the observed fluorescent particles are larger than we would
expect for soot. Toprak and Schnaiter (2013) found gener-
ated soot to only be 0.8 µm after significant coagulation time
in the NAUA chamber, while Savage et al. (2017) used a me-
chanically dispersed dry diesel soot powder to investigate po-
tential interferent aerosol fluorescence. They noted that this
powder fluoresced above a conservative 9σ threshold, but
this sample aerosol was much larger than soot typically ob-
served in the atmosphere when aerosolised (∼ 1.1 µm). Sav-
age et al. (2017) also acknowledged that fluorescence in-
tensity is a strong function of particle size due to surface
area/volume effects and that this test soot was likely to be
significantly more fluorescent than ambient diesel soot as a
result. Furthermore, Savage and Huffman (2018) acknowl-
edge that more highly fluorescent soot is representative of
freshly generated soot close to source and is not representa-
tive of aged or processed soot. Ambient soot at CVAO should
not be fluorescent at 9σ . While it is possible that soot could
have internally mixed with dust and therefore become larger,
this would still represent aged soot and would be less fluo-
rescent.

We also acknowledge the fraction identified as biologi-
cal is small (< 1 %) and that concentrations would conse-
quently be significantly affected by even minor errors in the
classification of particle types. However, if a fraction of non-
biological particles were “bleeding” through and influencing
our concentrations, their mass spectral signatures would dif-
fer from our “biosilicate” class. As there is a close correla-
tion between the biosilicate particle counts and our fluores-
cent fraction, we do not believe that bleeding is significantly
changing our observations. More studies comparing such a
technique may elucidate the degree to which bleeding oc-
curs, but we believe our study provides a good first estimate
of bioaerosol concentrations in this region. As discussed by
Savage et al. (2017), UV-LIF results should be considered
uniquely in all situations with appreciation of possible influ-
ences. We are confident that many common interferent parti-
cles such as soot can be further discounted when evaluating
properties such as particle size, as well as an appreciation for
modelled back trajectories and identified source regions.

4.3 Comparison to previous studies

The results presented here are broadly consistent with pre-
vious studies demonstrating that mineral dust is often ob-
served to be mixed with biological material, e.g. Yamaguchi
et al. (2012), Griffin et al. (2001) and Maki et al. (2018). Sim-
ilar to the approach used here, a recent study by Zawadowicz
et al. (2019) assessed the prevalence of biological material
over the continental United States using single particle mass
spectrometry and UV-LIF, finding that 30 % to 80 % of bio-
logical particles were mixed with mineral dust. While they
provide evidence for biomineral mixtures in their study, the
fluorescent number concentration derived from the WIBS is
likely an overestimate of the true bioaerosol concentration
due to the choice of 3σ thresholding including pure mineral
dust interferents in their assumed bioaerosol population, as
a small but significant subset of mineral dust naturally ex-
hibits weak fluorescence (Huffman et al., 2019; Savage et
al., 2017; Crawford et al., 2016; Pöhlker et al., 2012). The
conservative 9σ threshold used in our study excludes these
non-biological interferents from the presented PBAP classes
(Savage et al., 2017). Furthermore, the use of only negative
ion spectra makes resolving biominerals from pure minerals
challenging. The use of both positive and negative ion spectra
in our study provides greater particle information and conse-
quently improves our ability to classify biological and pure
minerals as distinct groups (Shen et al., 2018).

5 Summary and conclusions

This study has utilised UV-LIF technology to provide long-
term measurements of bioaerosol concentrations within an
important but often overlooked region of the world. Seasonal
variations in both fluorescent and total particle concentra-
tions are clearly observed, likely as a result of the annual pat-
terns of the ITCZ and subsequent mixing with trade winds.
This can be readily seen from the HYSPLIT back trajecto-
ries, with the highest particle concentrations coming from
mainland Africa during winter months.

When considering the source regions in the Sahara
and significant correlation between fluorescent and non-
fluorescent particle concentrations, it is presumed we are ob-
serving high mineral dust concentrations with some associ-
ated bacteria. This is supported through the LAAP-ToF and
WIBS-4A intensive measurements, with a significant corre-
lation between the LAAP-ToF’s biosilicate counts and the
concentrations of a clustered subset from the WIBS-4A.

Cluster analysis results from the WIBS-4A compare
favourably with those from the WIBS-4M, with both sug-
gesting four-cluster solutions that share similar fluorescent
profiles. For the long-term campaign, Clusters 2 and 3 dom-
inate fluorescent particle contributions, accounting for ap-
proximately 90 % of all bioaerosols. Both are weakly fluores-
cent, but with a 9σ threshold having been applied they are un-
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likely to be interferents. A laboratory experiment using rep-
resentative dust samples has shown similar fluorescent prop-
erties to these clusters, helping to contextualise our observa-
tions. These presumed bacteria and dust aggregates are still
a minority particle type, accounting for a mean 0.4± 0.2 %
of total coarse aerosol concentrations. Although this ratio
is relatively low, it should be noted that the raw number of
bioaerosols present is still quite high, with monthly median
concentrations as high as 45 L−1 and 95th percentile values
exceeding 130 L−1. Highly fluorescent and likely primary
bioaerosols have also been identified in Clusters 1 and 4, ac-
counting for an average 6.6 % of total fluorescent particles.
These have not been conclusively identified, but it should be
stated that Cluster 1 most closely resembles the spectral pro-
file of pure bacteria outlined by Savage et al. (2017), while
Cluster 4 remains unidentified.

Our long-term measurements are consistent with the ob-
servations of Korte et al. (2017), who made an association
between the deposition of biogenic silica along the Atlantic
and high levels of dust from the African continent. It would
be interesting for future work to determine whether there
are microbial differences within this dust when compared
to other regions, following the approach described by Maki
et al. (2018). Either the presence of more efficiently ice-
nucleating bacteria strains or simply greater concentrations
could potentially explain why Sassen et al. (2003) found dust
in African outflow to ice nucleate at significantly warmer
temperatures than similar studies by Ansmann et al. (2008)
and Zhang et al. (2012). Such work would have the capacity
to improve global climate model (GCM) simulations.
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Appendix A

Figure A1. Summary of the average fluorescence, size and AF of each cluster from the long-term campaign.
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3.2 The Observation and Characterisation of Fluorescent Bioaerosols us-

ing Real-Time UV-LIF Spectrometry in Hong Kong from June to Novem-

ber, 2018

Hong Kong’s monsoon-influenced climate has consequences for subsequent aerosol mix-
tures. Previous literature has shown an enhancement in anthropogenic aerosols during win-
ter, as northerly trajectories carry these pollutants from the mainland. The objective of our
campaign was to broaden the discussion by including the consequences this shift in wind
patterns has for bioaeorsols. To do this, we deployed a WIBS-NEO, MBS and PLAIR Rapid-
E to each provide quantitative estimates of fluorescent particles from June to November,
2018. We observed two significant enhancement events during October, which have been
attributed to dry-weather fungal spore release. This conclusion is reinforced with previous
laboratory studies that demonstrate fluorescence spectra similar to those we observe. Our
conclusions are also supported by previous off-line research suggesting a high abundance of
spores in the region, and a close correlation between the enhancements we observe and sig-
nificant drops in the relative humidity. This suggests changes in meteorological conditions
can have strong effects on bioaerosol concentrations, with implications for human exposure.
The following paper was published in MDPI Atmosphere.
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Abstract: Hong Kong is an area of complex topography, with mixtures of urban and greenbelt spaces.
Local bioaerosol concentrations are multifaceted, depending on seasonal variations of meteorological
conditions and emission sources. This study is the first known attempt at both quantitatively
measuring and identifying airborne bioaerosol contributions, by utilising multiple single particle
ultraviolet light-induced fluorescence spectrometers. Based in the Hong Kong University of Science
and Technology’s super-site, a WIBS-NEO and PLAIR Rapid-E were operated from June to November,
2018. The purpose of this long-term campaign was to observe the shift in wind patterns and
meteorological conditions as the seasons changed, and to investigate how, or if, this impacted on
the dispersion and concentrations of bioaerosols in the area. Bioaerosol concentrations based on the
particle auto-fluorescence spectra remained low through the summer and autumn months, averaging
4.2 L−1 between June and October. Concentrations were greatest in October, peaking up to 23 L−1.
We argued that these concentrations were dominated by dry-weather fungal spores, as evidenced by
their spectral profile and relationship with meteorological variables. We discuss potential bioaerosol
source regions based on wind-sector cluster analysis and believe that this study paints a picture of
bioaerosol emissions in an important region of the world.

Keywords: bioaerosol; UV-LIF spectrometry; fungal spores
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1. Introduction

Hong Kong is a complex mixture of urban and greenbelt spaces. Although approximately 75%
of the region is uninhabited rural land, Hong Kong is the 8th most densely packed city in the world,
with a population of over 7 million people and an average of 6700 people per square kilometre
(https://www.gov.hk/en/about/abouthk/factsheets/docs/population.pdf). Many studies focussed on
poor air quality, with asthma rates and respiratory allergies increasing each year [1,2]. Pollutants linked
to anthropogenic activities dominated these studies, as the region becomes both increasingly urbanised
and subject to pollutants released from the Chinese mainland [3]. However, other particle types
such as bioaerosols were disregarded in their relative importance. These are defined as biological
particles emitted from a variety of biogenic sources, including soil, oceans, plants and animals [4].
Although they encompass a large number of potential particles, dominant bioaerosols in outdoor
environments are often bacteria, pollen and fungal spores [5].

Hong Kong has a monsoon-influenced climate with a clear annual cycle. During winter, there is a
prevailing Northeasterly wind that blows from across mainland China [6]. This period is associated
with high levels of pollution and aerosol loading [7], significantly raising the rates of daily mortality [8,9].
During summer, the summer monsoon prevails, bringing warmer and more humid winds from across
the South China Sea. These winds are cleaner relative to the winds from the north, and so pollution
levels lower accordingly. This cycle also has implications for bioaerosol concentrations. Woo et al. [10]
used filter collection methods at four meteorological stations across Hong Kong to examine the
microbial mixture. They observed seasonal differences in air-mass trajectories as an important factor,
with greater quantities of marine-derived phylotypes present during summer and betaproteobacterial
phylotypes—typically found in soil—present during winter. Interestingly, they found no significant
effect of urbanisation and population growth on airborne microbial communities. This is in contrast to
Yan et al. [11], who examined the composition of fungal spores in Beijing during haze and non-haze
days. They found positive correlations between certain fungal groups, PM2.5 and PM10, as well as
meteorological factors like relative humidity. These findings were previously supported elsewhere,
for example by Liu et al. [12].

Bioaerosol exposure is important to understand because of the potential ramifications it has
for both human and ecological health. Common fungal genera such as Aspergillus act as known
carcinogens and allergens, and are implicated in various respiratory illnesses [13]. High concentrations
exacerbate asthma attacks, with one study inferring that Alternaria spore counts of 1000/m3 more than
doubled asthma deaths in Chicago [14]. Sensitivity to pollen is also a growing problem, with rates of
physician-diagnosed hay fever amongst Chinese school children increasing from 2.9% to 4.1% in just
seven years [15]. Whole pollen grains ranging in size from approximately 15–90 µm are the main driver
of this condition, as they become deposited in the upper airways of the lungs. However, smaller pollen
fragments are able to penetrate deeper, where they can act as a trigger for asthma. The fragmentation of
pollen grains is driven in part by meteorological factors, with relative humidity being amongst the most
influential. One study on Chinese elm by Miguel et al. [16] observed 70% of pollen grains rupturing
after just 30 min of immersion in water. Pollen fragments are commonplace in the atmosphere, yet are
not readily identifiable as pollen during microscopic analysis. Consequently, estimates of pollen
concentrations and any subsequent respiratory issues are likely to be underestimates. Bioaerosols also
affect the world’s flora. Hymenoscyphus fraxineus is a fungus originating from East Asia that is now
responsible for Ash dieback disease in Europe and presents a significant threat to forest health [17].
Caribbean coral reefs are thought to be adversely affected by the spores of Aspergillus sydowii [18],
and many major crop yields are reduced from low level yet persistent crop diseases [19].

Ultraviolet light-induced fluorescence (UV-LIF) spectrometry is an emerging technology that
enables real-time online sampling of bioaerosols. It is founded on the principle that biological
particles fluoresce when excited with ultraviolet light, resulting from the presence of biofluorophores.
UV-LIF spectrometers are designed to detect emitted light at wavelengths associated with specific
biofluorophores, thus, enabling particle identification. This technique was used to provide
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measurements in a range of environments, including a high altitude Alpine site, rainforests, Antarctica,
Beijing, and more [20–23]. These studies were predominantly conducted using various models of
the Wideband Integrated Bioaerosol Sensor (WIBS), which has three fluorescent channels to aid in
particle identification. However, as the technology develops, advancements were made in the number
of channels available, with the PLAIR Rapid-E offering 32 channels. While such an instrument is
capable of offering significant amounts of particle information, it is relatively untested in real-world
conditions. A detailed review on the status of UV-LIF spectrometry and bioaerosol research was
previously written by Huffman et al. [24]. Our study aimed to utilise both the well-characterised
WIBS and the highly advanced PLAIR Rapid-E to better understand Hong Kong’s aerosol mixture and
provide a comparison between their observations.

2. Materials and Methods

2.1. Site Description and Sampling Details

From June to November 2018, two UV-LIF instruments were continuously sampled inside the
Hong Kong University of Science and Technology’s (HKUST)’ supersite, located on the eastern side of
their campus (Latitude 22◦19′56.8416” N, Longitude 114◦16′1.1316” E). This site was built on a cliff
facing Port Shelter and Silver Strand Bay, which is a suburban area with little residential or commercial
development. The facility is composed of a weather-proof air-conditioned modular house of 80 m2,
which contains 10 sample inlets and an optical window for instrumentation, a 10 m high automatic
weather station and an outdoor plinth area for 8 samplers. Sample inlets were approximately 1.5 m
above the roof, with the inner diameters of pipes being approximately 2.8 cm. Humidity control
systems including insulation tubing and a heating system were installed to the sampling lines, to avoid
condensation. The air temperature inside the sampling lines was controlled within 34 to 36 ◦C through
the heating system. The facility is used for a number of air quality monitoring projects, including
those in collaboration with other institutions as well as the Hong Kong Environmental Protection
Department (HKEPD).

The two bioaerosol instruments used in this study were the PLAIR Rapid-E and the WIBS-NEO,
with each instrument connected to its own sample line. The PLAIR Rapid-E used a top hat type inlet
with no upper particle size selection limit, while the WIBS-NEO sampled through a PM10 head. Details
for each instrument can be found in Section 2.2. Both sample lines ran with additional flow to reduce
the inlet transit time and to operate the PM10 head at the correct flow rate. Each instrument was
calibrated approximately every two weeks, using NIST traceable glass beads and fluorescent glass
particles of varying sizes (1, 2, and 4 µm) with the flow rates also monitored and maintained. The total
flow of the sampling lines and flows of the two bioaerosol sensors were monitored and calibrated by
the Brooks SHO-RATE Flowmeter and Gilibrator, respectively. Relative humidity and temperature
were also recorded every minute at the same sampling site for the length of the campaign.

2.2. Instrumentation

The PLAIR Rapid-E could detect particles in a size range of 0.5–100 µm, allowing it to more
effectively detect larger pollen grains and plant fragments than previous UV-LIF instrument designs [25].
Another advantage of the PLAIR Rapid-E was its high sample volume, sampling at ∼3 L min−1 to
improve counting statistics for coarse particle sizes. It utilised a 337 nm gas laser to excite particles
and offered 32 resolution channels that were able to detect emitted wavelengths from 350–800 nm.
The PLAIR Rapid-E also measured the light scattered by a particle from 24 angles, in real time to
approximate its shape. The rate of fluorescence decay was also recorded, further enabling identification
of the protein-bearing particles. Particles between 0.5–5 µm were only detected during activation of
the instrument’s ‘high-intensity mode’. Given the long-term nature of our monitoring campaign and a
wish to preserve the strength of the laser, this mode was not employed. The results presented below
were consequently only used for particles 5 µm and above.



Atmosphere 2020, 11, 944 4 of 15

The WIBS-NEO is a three channel UV-LIF spectrometer similar in design to various models of the
WIBS-4 [24,26]. Each particle entering the instrument scattered light from a red 635 nm laser diode.
The side-scattered light was collected by two high numerical-aperture chamber mirrors, passed through
an aperture in one of the mirrors and onto a dichroic beam-splitter, before being detected by the FL2
(second fluorescence) channel photomultiplier tube (PMT). The scattered intensity was used to size the
particles (in the range 0.5 to nominally 30 µm optical diameter) and subsequently trigger two filtered
UV excitation flash lamps at 280 nm (Xe1) and 370 nm (Xe2), in succession. The scattering intensity was
also recorded across a quadrature PMT and the standard deviation of the 4 scattering intensities were
used to provide a measure of the particle asphericity (Asphericity Factor, AF). The detector system
was timed to detect the 310–400 nm emission response (De1), followed by the 420–650 nm emission
response (De2), following each respective excitation. In this study, we only focused on data from the
Xe2/De1 bands, due to detector saturation.

2.3. Data Analysis

Some non-biological particles such as sea salt and mineral dust are capable of weakly fluorescing,
potentially being recorded by UV-LIF instruments as false positives and skewing our observations.
As such, a conservative 9 sigma threshold was used when setting the baseline for each channel of the
WIBS-NEO. This was derived by the instrument recording the average background fluorescence in the
absence of any particles, during what is known as the ’Forced Trigger’ mode. A particle’s fluorescence
must exceed 9 standard deviations of this value to be classified as fluorescent [27]. This was an
effective way of removing interferents from our observations, while preserving the majority of ‘true’
bioaerosols [28]. The mechanisms of the WIBS-NEO was described in detail by Forde et al. [27]. For the
PLAIR Rapid-E, a fluorescence baseline of 1500 arbitrary units (a.u.) was applied to each channel
with the negative values capped at zero. This represented an arbitrary but conservative threshold.
When applied, concentrations of fluorescent particles showed good agreement with those detected
by the WIBS-NEO. As such, all fluorescent particles observed should contain biological material.
De1 and De2 detector baseline shifts were carefully monitored and corrected for, but as such shifts
might have adversely affected Fl1 and Fl3 data consistency, we focused on the Fl2 channel for this
study. Single-channel instruments such as the UV-APS were successfully used in the past to detect
fluorophores indicative of bacteria and other bioaerosols [29]. Deeper analysis was performed using
data from the PLAIR Rapid-E, the results of which are described further below.

Particle concentrations were also considered as a function of back trajectory. One hundred and
twenty hour-long back trajectories with a starting height of 10 m above ground level (approximately
20 m above sea level), using NOAA’s Hysplit merged with the Openair package [30] were calculated
from the sampling site for the length of the monitoring campaign. These trajectories were run every 3 h
across the whole campaign, using monthly meteorological data files downloaded from NOAA. The back
trajectories were averaged into a number of distinct pathways known as ’wind clusters’. A 6-cluster
solution was used, revealing a range of sources with a mixture of terrestrial and marine influences.

3. Results

3.1. Campaign Observations

Particle concentrations across the length of the campaign are shown in Figure 1. They were lowest
in August, began to increase in September and peaked at the start of October. This level was not
sustained during the month, however, with concentrations falling before rising sharply again around
the start of November. Concentrations were therefore highly variable, but generally highest from
October onwards. From 5th July to 1st October, the mean concentration of particles greater than 5 µm
recorded by the PLAIR Rapid-E was 4.2 ± 3.4 L−1. The periods of enhancement observed during
October peaked as high as 23 L−1.
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The average relative humidity was lower from 1st October onwards than for the previous months, 
as shown in Figure 2. Two exceptionally low periods at the beginning and end of October were 
responsible for these averages. Both dry periods were sustained across multiple days with hourly 
average values as low as 9%. For both temperature and relative humidity, there was also a greater 
degree of diurnal variability from October onwards. From 5th July–1st October, diurnal temperatures 
ranged from 26–29 °C, while for the period from October 1st, values ranged from 22–28 °C. The 
diurnal pattern for relative humidity was similar across both periods, with the daily minimum 
occurred at approximately 12:00. However, the minimum diurnal value from 5th July–1st October 
was higher than the maximum diurnal value seen from October 1st onwards. 

Figure 1. Time-series of the concentration of biofluorescent particles (L−1) from 5th July to 14th
November, as measured by the PLAIR Rapid-E and WIBS-NEO, shown in panels (c,d) respectively.
Particles ≥ 5 µm were included for the PLAIR Rapid-E, while the WIBS-NEO recorded particles of
0.5–30 µm. Temperature and relative humidity from 5th July to 1st November are also shown in panels
(a,b) respectively, recorded at the same sampling site. Whiskers represent 5th and 95th percentile values
and the width of each box represents one day. Median values are denoted by a horizontal line and
mean values by the black dot. Grey dots represent hourly averages.

Similar trends were recorded by the WIBS-NEO. Peaks in biofluorescent concentrations at the
beginning and end of October were observed again, although these periods of enhancement were
less pronounced when compared to the PLAIR Rapid-E. It was a consequence of the WIBS-NEO
recording down to a smaller size range that was responsible for the significantly higher concentrations
of biofluorescent particles, when compared to the PLAIR Rapid-E. For the WIBS-NEO, the mean
concentration from 5th July to 1st October was 20.6 ± 9.1 L−1. Two peaks were seen at the start of
October and November, both exceeding 60 L−1.

The average relative humidity was lower from 1st October onwards than for the previous months,
as shown in Figure 2. Two exceptionally low periods at the beginning and end of October were
responsible for these averages. Both dry periods were sustained across multiple days with hourly
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average values as low as 9%. For both temperature and relative humidity, there was also a greater
degree of diurnal variability from October onwards. From 5th July–1st October, diurnal temperatures
ranged from 26–29 ◦C, while for the period from 1st October, values ranged from 22–28 ◦C. The diurnal
pattern for relative humidity was similar across both periods, with the daily minimum occurred at
approximately 12:00. However, the minimum diurnal value from 5th July–1st October was higher than
the maximum diurnal value seen from 1st October onwards.Atmosphere 2020, 11, x FOR PEER REVIEW 6 of 15 
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Figure 2. Average diurnal patterns for relative humidity (a) and temperature (b) recorded at the
sampling site. Averages are taken for two periods, with 5th July–1st October shown in blue and 1st
October onwards shown in red.

3.2. Biofluorescent Particle Properties

Differences appeared in the sizing of particles between instruments, with the PLAIR Rapid-E
skewing towards larger particles. This trend also appeared in the calibration data, suggesting it
is a consequence of differences in the method through which the size information was derived
by each instrument (see Supplementary Materials). The WIBS-NEO uses standard Mie scattering
approximations for sizing, and these were consistent with routine calibrations performed using NIST
traceable calibration particles. The PLAIR Rapid-E utilises geometrical optics for particles above 5 µm,
while using Mie scattering for particles 0.5–5 µm.

When comparing the size distribution of biofluorescent particles from 1st October (where significant
enhancements in concentrations were observed) to the preceding summer months, some differences
could be seen. Figure 3 shows that from 1st October onwards, the PLAIR Rapid-E detected a relative
increase in particles ~8 µm and up. The WIBS-NEO also captured this trend, but the inclusion of
sub-5 µm highlighted an interesting pattern. For the period beginning 1st October, the WIBS-NEO
observed a peak in the size distribution at a smaller size than in the previous months (~3 µm from 1st
October compared to 4 µm, previously). As such, the period associated with enhanced concentrations
displayed a greater range in the size distribution for biofluorescent particles.

The spectral profile of particles excited by the PLAIR Rapid-E was largely consistent across the
entire campaign. It can be seen in Figure 4 that fluorescent activity was predominantly recorded in
channels five and six, which covered the emission band 406–434 nm and reflected a narrow peak with
little to no shoulder. Fluorescence intensity in either channel was not correlated with particle size
(R2 = 0.15 and 0.16).
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Figure 3. Biofluorescent particle size distribution (dN/dlogDp (L−1) for the WIBS-NEO (a) and PLAIR
Rapid-E (b) for two periods (see text). Blue line—average for the period of 4th July–1st October; red
line—average for the period 1st October–14th November. x-axis values represent the average size of
the bins used. Shaded areas represent ± 1 standard deviation.
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Figure 4. Fluorescence intensity recorded across the PLAIR Rapid-E’s first 10 detection channels for all
biofluorescent particles. The x-axis shows the peak wavelength (nm) associated with each channel,
with the width of each box reflecting the 14 nm range of the associated channel. Each red line represents
the median value with the mean denoted by a dot. Whiskers represent 5th and 95th percentile values.

3.3. Back Trajectory Analysis

As discussed in Section 2.3, a 6 cluster solution was used to calculate back trajectories that
dominated during the length of our campaign. These different clusters can be seen in Figure 5, with a
mixture of terrestrial and oceanic influences.

Wind cluster 1 had the most influence from the mainland and was also associated with the highest
fluorescent particle concentrations, as shown in Figure 6. Both instruments broadly captured similar
diurnal patterns (as shown in Figure 7), although this was more pronounced for the PLAIR Rapid-E,
with cluster 1 typically showing higher concentrations during the day. For the WIBS-NEO in October,
peak concentrations in cluster 1 appeared from 09:00 and maintained a high level throughout the day,
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falling slightly in the evening, before rising again at 21:00. It could be seen that not every wind cluster
was present each month, with cluster 1 only appearing from September and cluster 2 also being absent
during August. Clusters 3–6 regularly appeared from July-September (with the exception of cluster 5
in July), but all were absent during October and November. The effective diameter (also known as
the weighted mean diameter) of biofluorescent particles detected by both UV-LIF instruments also
changed as a function of wind cluster. As such, wind cluster 1 was not only associated with higher
bioaerosol concentrations, but also with larger particles. This change was particularly pronounced for
the WIBS-NEO.Atmosphere 2020, 11, x FOR PEER REVIEW 8 of 15 
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Figure 6. Average daily concentrations (L−1) and effective diameter (µm) of particles detected by both
the PLAIR Rapid-E and WIBS-NEO, as a function of wind cluster. Panels (a) and (b) represent PLAIR
Rapid-E and WIBS-NEO concentrations, respectively. Panels (c) and (d) represent PLAIR Rapid-E
and WIBS-NEO Effective Diameter, respectively. Concentrations recorded by the WIBS-NEO are for
particles across the instrument’s entire size range (0.5–30 µm).
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Figure 7. Mean concentrations (L−1) of biofluorescent particles as a function of wind cluster, split by
month and hour of day. Concentrations are for particles ≥5 µm for the PLAIR Rapid-E and ≥0.5 µm for
the WIBS-NEO. Concentrations as a function of cluster are calculated in three-hour intervals. Panel (a)
represents the PLAIR Rapid-E and panel (b) represents the WIBS-NEO.

It can be seen in Figure 8 that periods of exceptionally low relative humidity were almost
exclusively associated with wind cluster 1 and typically contained much higher particle concentrations.
For biofluorescent particles recorded by the PLAIR Rapid-E, we noted an R2 value of 0.40 (p ≤ 0.001)
with relative humidity from July to October. This negative relationship was strengthened to 0.60
from 1st October onwards, with both peaks coinciding with the lowest relative humidity observed
(see Supplementary Materials).
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Figure 8. PLAIR Rapid-E particle concentrations (L−1) as a function of relative humidity. The colourbar
represents the wind cluster that was dominant at the time of recording. Data points represent three-hour
averages across the entire campaign.

4. Discussion

The biofluorescent particle concentrations we observed appeared to be low, when compared to
previous studies for other major cities. Yue et al. [23], used a WIBS-4 in Beijing and observed more
than an order of magnitude increase in biofluorescent particles greater than 0.8 µm, with an average
concentration across their sampling period of 642 ± 297 L−1. The lower level at HKUST could be
explained by dominant marine air masses at this coastal suburban site.

The specificity of a fluorophore’s excitation and emission bands helped to inform particle
identification. Our model of the PLAIR Rapid-E used a gas laser that excited at 337 nm, and we
observed the greatest fluorescent response in channels five and six (406–434 nm). Channel 2 of the
WIBS-NEO excited particles with 370 nm light and used a detection plate sensitive to 310–400 nm.
Although there was no perfect overlap between these instruments, they were both close to the
excitation/emission bands commonly associated with NADH [31]. Other possible fluorophores at these
wavelengths included sporopollenin (a biopolymer found in the outer coating of pollen grains and
plant spores), DNA, phenols, and terpenoids [32,33].

Previous literature attempted to characterise bioaerosols in Hong Kong, but there were some
instrumental limitations in our ability to replicate their findings. For example, Woo et al. [10]
found many marine-derived phylotypes during summer, with Chlorophyta dominating their samples.
These are a taxon of green algae, for which previous literature suggests Chlorophyll-∝ as the dominant
fluorophore [34]. Neither the PLAIR Rapid-E nor the WIBS-NEO are suited to algal identification
because Chlorophyll-∝ has a much higher excitation wavelength of 400–485 nm [35]. Although Xe2 of
the WIBS-Neo was close to the lower end of this excitation band, the emitted wavelengths were higher
than the instrument’s detection range, at 685 nm. As such, our instruments would register any airborne
concentrations of Chlorophyta as non-fluorescent particles and would overlook them during analysis.

There is strong evidence to suggest that the bioaerosol concentrations we observe are predominantly
fungal spores. Turner et al. [36] previously made detailed observations of the fungal genera in Hong
Kong and how they vary by season, with manual off-line microscopical analysis. Dominant genera
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include Cladosporium, Aspergillus, Penicillium, and Aureobasidium, which together accounted for 65.7%
of isolates seen across an entire year. Among these, Cladosporium was the most prevalent. Although a
hugely variable and broad genus, many Cladosporium spp. are ‘dry-weather spores’, noted for their
negative correlation with relative humidity [37,38] and therefore demonstrate a good agreement
with our observations. The observed diurnal pattern in concentrations also support this conclusion,
with previous studies finding peaks in Cladosporium counts, at similar times [39], although this
appeared to be highly variable, possibly depending on the region [40,41]. Cladosporium spores were
previously shown to fluoresce at similar wavelengths to the channels in which we observed activity.
O’Connor et al. [42] excited two Cladosporium spp. with 370 nm light and observed clear peaks
at ~415 nm. Furthermore, exciting the spores with 350 nm light produced almost identical results,
suggesting that the 337 nm laser used in the PLAIR Rapid-E might be sufficient. They observed similar
spectral profiles in other fungal spores, including Alternaria, Penicillium, and Aspergillus.

Pollen was considered, but did not sufficiently explain our observations. This was despite our
instruments detecting fluorescent activity that is potentially indicative of sporopollenin. Hong Kong has
two pollen seasons occurring in spring and autumn, neither of which coincide with the enhancements
we observed. Furthermore, the spectral signal of pollen is expected to be broader as more channels
becoming activated. O’Connor et al. [42] observed three peaks at 420 nm, 465 nm, and 560 nm in
Betulaceae samples, while grass pollen had an additional peak at 675 nm. It was surprising that we did
not see evidence of pollen’s presence during our campaign. Concentrations of particles greater than
5 µm remained very low during the summer months, averaging ~3 L−1. It was possible our sampling
site was not suitable for capturing pollen, given the close proximity to the sea. As the back trajectories all
cross the South China Sea during the months when the pollen levels are expected to be greatest, there is
little opportunity for the collection and transport of pollen grains before reaching our sampling site.
Fragmentation of pollen grains also remains an issue for detection, with previous studies suggesting
an association between biofluorescent fragment concentrations and rain or thunderstorms [16,43].

Bacteria are not thought to be the dominant bioaerosol, despite the fluorophore we likely
observed—NADH—being prevalent in bacteria (hence, it is usually used as an indicator of bacterial
metabolic activity) [44]. NADH is ubiquitous amongst other bioaerosols, however, its presence
alone is not enough for the identification of bacteria. Our conclusions were also in contrast to the
observations made by Woo et al. [10], who highlight increased concentrations of soil bacteria during
winter, with northerly trajectories carrying soil particles through Aeolian processes. However, the
northerly wind clusters associated with higher particle concentrations only show this trend when
other conditions are met. When relative humidity is moderate or high, particle concentrations from
wind clusters one and two are no different from the concentrations seen in clusters 3–6. As our
observations clearly capture the importance of dry periods in driving particle enhancements, and as
previous studies found no correlation between bacterial concentrations and relative humidity [45],
it is likely that we are observing something else. As previously discussed, past studies confirmed the
presence of fungal spores in the region, for which many species are ’dry-weather’. We would expect
these fungal spores to also fluoresce in the channels we see activity in. We also argue that because
the dry periods are associated with northerly trajectories, this artificially inflates the importance of
wind trajectory. We find little evidence that northerly trajectories are carrying particles from new
source regions, and it is instead possible that associated meteorological conditions drive bioaerosol
release from more local sources. It should be noted here that the two driest periods we observed
were exceptional, even for northerly winds. Hong Kong’s dry period typically began in November
and extended through to February. As such, the first dry period we observed at the beginning of
October was unusually early. Furthermore, values for relative humidity did not normally fall as low
as we recorded. From 1981–2010, Hong Kong’s mean relative humidity during October was 73%
(https://www.hko.gov.hk/en/cis/normal/1981_2010/normals.htm), while in 2018 it was 51%. As such,
although these conditions clearly enhanced the concentrations of certain bioaerosols, we believe
enhancement events such as these would be relatively infrequent.
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We acknowledge that the average size of particles detected by the PLAIR Rapid-E was large for
fungal spores. Previous studies suggest that Cladosporium herbarum spores average around 3 µm [27].
However, these studies were done using different UV-LIF spectrometers to the PLAIR Rapid-E,
for which our calibration data suggest that there is a difference in its particle sizing. As such, it is
possible many of the fungal spores recorded by the PLAIR Rapid-E would register as smaller if
sampled by a different instrument. When looking at particle concentrations across the entire size range
of the WIBS-NEO, a peak could be seen for sizes similar to previous studies on fungal spores [27].
Furthermore, Cladosporium spp. were highly variable and data on the exact species present in Hong
Kong is limited. Consequently, it is also possible that the spores in this region were larger than those
used in previous laboratory experiments.

5. Conclusions

This was the first study to quantify bioaerosol concentrations in Hong Kong using the UV-LIF
technology. The long-term nature of this campaign enabled us to observe how these concentrations
might also change, depending on the season. From 5th July to 1st October, the PLAIR Rapid-E recorded
average concentrations of particles greater than 5 µm equal to 4.2 ± 3.4 L−1, while the WIBS-NEO
detected 20.6 ± 9.1 L−1 for particles greater than 0.5 µm. Two significant peaks were seen during
October by both instruments, exceeding 23 L−1 in the PLAIR Rapid-E and 60 L−1 in the WIBS-NEO.
Previous literature suggest that wind trajectories are the dominant influence on bioaerosols in Hong
Kong. Southerly winds were attributed with enhanced levels of algae, while northerly trajectories
were argued to transport soil bacteria from the mainland. By contrast, we observed relative humidity
as the most influential factor, with low levels likely initiating spore release from dry-weather fungi,
such as Cladosporium.

Such fungi were shown to share similar spectral profiles to the particles we observed and
dominated Hong Kong spore counts in previous studies. Spore release for such genera was shown to
occur during the day, showing further agreement with our observations. Two prolonged periods of
low relative humidity were associated with exceptionally high bioaerosol concentrations, which were
possibly indicative of spore showers. Both dry periods were also associated with northerly trajectories,
potentially inflating the importance of wind trajectory. We did not find strong evidence that northerly
trajectories carry fungal spores from new source regions, but rather the associated meteorological
conditions might drive spore release from more local sources. Future work should attempt to use
UV-LIF spectrometers of higher excitation wavelengths, with the aim of capturing a different subsection
of the bioaerosols present in the region. Since the current measurement site has a close proximity to
the South China Sea, the observations in our study during summer months when marine air masses
dominate, probably reflect a relatively lower range of bioaerosol concentrations in Hong Kong. It would
also be interesting to investigate the long-term variations of bioaerosol concentration and composition
in different terrain and land-use situations, to further elucidate the spatio-temporal characteristics of
fluorescent bioaerosols in Hong Kong.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4433/11/9/944/s1,
Figure S1: Time series of the thresholding applied to the three channels of the WIBS-NEO over the course
of the campaign. Due to drift in channels 1 and 3, only particles that fluoresced in channel 2 were included
in the analysis. Figure S2: Size distribution of NIST traceable calibration particles as recorded by the PLAIR
Rapid-E. As 4 µm particles were predominantly used it is clear the instrument is oversizing when compared to the
WIBS-NEO. Figure S3: Size distribution of NIST traceable calibration particles as recorded by the WIBS-NEO.
As 4 µm particles were predominantly used it is clear the instrument is accurately sizing the calibration particles.
Figure S4: WIBS-NEO particle concentrations (L-1) as a function of relative humidity. The colourbar represents
which wind cluster was dominant at the time of recording. Data points represent three-hour averages across the
entire campaign.
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3.3 UV-LIF Spectrometry Observations of Transatlantic Bioaerosols on the

Coast of Barbados

Acting as a continuation of the CVAO project, this project took place as part of the EU-
REC4A-UK on the eastern coast of Barbados at Ragged Point. We repeat the methodology
used at Cape Verde to contrast the concentrations of bioaerosols observed on either side
of the Atlantic ocean. As bioaerosols are typically some of the largest particles suspended
within an aerosol mixture, we would expect them to become deposited sooner and comprise
a smaller fraction of the total particle count at Barbados than they do at Cape Verde. Our
results confirm this, with bioaerosols peaking at just 0.2% of all particles. The concentra-
tions are once again closely correlated with the arrival of sporadic dust events, suggesting
the nature of the bioaerosols we observe is the same as was found at CVAO. The following
paper is a draft written in the MPDI Atmosphere template and has not been submitted.
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Abstract: The African continent is a significant s ource o f d ust e vents, w ith c ontinental outflow 
regularly transporting particles across the Atlantic ocean. A previous study at Cape Verde in 2015-2016 
used UV-LIF spectrometry techniques to provide quantitative estimates of the bioaerosol fraction 
also present within the aerosol mixture. The seasonality of dust events was observed, with a notable 
peak in particle concentrations from December to February. Here we present results from a follow-on 
study based at Ragged Point, Barbados. Conducted from January to February 2020 and positioned 
on the other side of the Atlantic Ocean, this study repeats the UV-LIF spectrometry methods to 
quantify the bioaerosol concentrations reaching the American continent. Averaging approximately 
10 L−1, bioaerosol concentrations at Ragged Point are considerably lower, but correlate closely with 
sporadic dust events, suggesting the bioaersol mixture is once again predominantly bacterial/dust 
agglomerates. However, the ratio of fluorescent particle concentrations relative to total particle counts 
is also much lower, peaking at just 0.2%. This has important implications for climate modellers, who 
must account for the ice nucleating properties of bioaerosols. Incorporating this change in relative 
concentrations should improve the accuracy of their models.

Keywords: Bioaerosol, UV-LIF Spectrometry, Transatlantic15

1. Introduction16

Bioaerosols are increasingly recognised for their influence on atmospheric processes. Once17

emitted from forests and other natural landscapes, bacteria, fungal spores, pollen fragments and more18

can all become suspended several kilometers into the atmosphere [1]. Once suspended, bioaerosols act19

as extremely efficient ice nuclei by lowering the energy required for ice crystallisation to begin [2].20

They can have significant consequences for cloud cover, leading to changes in both local albedo effects21

and precipitation.22

23

Many bioaerosols become inactivated once suspended in the atmosphere, having been exposed to24

dry conditions, UV rays and nutrient deprivation [3]. However, some species have adapted to remain25

viable even in such hostile conditions. One such adaptation is the formation of a dormant endospore26

[4]. Analagous to hibernation, this process shuts down metabolic activity and creates a thicker cell27

wall to provide protection from the outside. Other species such as some non-spore forming bacteria28

can utilise other techniques. For example, it is now clear that dust events are significant drivers of the29

long-range transport of bioaerosols [5], and can have important implications for human health [6]. It30

is believed dust can act as a substrate for a diverse number of bacterial species [7], enabling them31

to remain physiologically active. As such, dust events enable bioaerosols to potentially reach novel32
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environments, where they can can have deleterious effects on species that have not evolved resistances33

towards them [8].34

35

Considering the number of effects bioaerosols can have, understanding the scale and variability36

of their concentrations is clearly important. Quantitative estimates of continental outflow were37

previously recorded at the Cape Verde Atmospheric Observatory (CVAO) using a WIBS-4M [9].38

Lasting for 11 months, this represented one of the longest continuous sampling campaigns to39

use UV-LIF spectrometry methods. This enabled discrete dust events to be observed, as well as40

seasonal effects on continental outflow. A 9-sigma threshold had been used to remove weakly41

fluorescent non-biological particles. This led to approximately 0.5% of the total particle count42

to be considered ’fluorescent’ and subsequently be assumed to contain biological material. This43

assumption was verified by an inter-comparison with the Laser Ablation Aerosol Particle Time44

of Flight (LAAP-ToF) mass spectrometer. Analysis of this instrument focused on a bio-silicate45

class, defined as particles containing markers found in bacteria as well as markers found in dust.46

This class provides good evidence of bacteria attached to dust particles, and the particle counts47

between this class and those of fluorescent particles in the WIBS-4M showed good agreement (r2 = 0.63).48

49

Continental outflow peaked in February with westerly winds transporting dust from the Sahara50

and across the Atlantic ocean. However, with the Cape Verde archipelago based 563 km off the western51

coast of the African continent, fewer suspended dust particles will have been deposited on the ground52

during transport. Although this study was one of the first to quantify bioaerosol concentrations53

within this region, it is not clear what the particle concentrations being received on the American54

continent would be. A follow-up study quantifying this change would be useful for several reasons.55

For example, dust events can be hazardous for human health, with the Harmattan wind estimated to56

increase daily mortality rates by more than 8% [10]. Furthermore, bioaerosols have a known impact57

on climate and environments, with dust clouds containing many efficient ice-nucleating particles.58

It is also not just consequences for air quality that make this subject worth re-visiting, but for also59

better understanding the dust event’s impact on marine life. This is because dust events can lead to60

nutrient deposition in the ocean. Korte et al. [11] observed significant quantities of biogenic silica61

being deposited in the Atlantic ocean with African origin. By observing the decrease in airborne62

concentrations of both fluorescent and non-fluorescent particles, the feedback loop this creates in the63

environment can be better understood.64

65

2. Materials and Methods66

2.1. Site Description and Sampling Details67

The ground-based sampling site utilised the mobile Manchester Aerosol Laboratory to68

continuously sample from January 17th to February 22nd, 2020. It was located close to the Barbados69

AGAGE station, on the eastern coast of Ragged Point (13.1638° N, 59.4329° W). This site has direct70

exposure to the Atlantic Ocean and experiences regular easterly winds. Aerosols were sampled via a71

pumped inlet mounted on a 10 m tower. The total flow down the inlet was 1000 L min−1 and a series72

of aerosol instruments sub-sampled isokinetically downstream of a common manifold. A suite of73

instruments were deployed, including a LAAP-ToF, Aerosol Mass Spectrometer, Scanning Mobility74

Particle Sizer, Condensation Particle Counter and WIBS-4M. Meteorological data was recorded with75

the use of a Metpack for temperature, relative humidity, pressure and precipitation, as well as a Sonic76

Anemometer for wind speed and direction. The results presented here are for the WIBS-4M data,77

which is capable of detecting particles in the size range 0.5-20 µm. Note the nominal cut-off of the inlet78

system was approximately 10 µm.79

80
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2.2. Data Analysis81

It is now well established that using a 9-sigma threshold when defining a fluorescent class is82

an effective way of removing interferents such as sea salt or soot. This is derived by the instrument83

recording average background fluorescence in the absence of any particles, during what is known as84

’Forced Trigger’ mode. A particle is defined as fluorescent when their emission intensity exceeds 985

standard deviations of the background value [12]. As interferents typically have a weaker fluorescence86

than ‘true’ bioaerosols, this is a reliable method of removing them from the data [13].87

88

Analysis of the resulting fluorescent spectra primarily focus on a few distinct fluorophores.89

These include the amino acid Tryptophan, the co-enzyme NAD(P)H and the vitamin Riboflavin.90

Each fluorophore excites at 280 nm, 270-400 nm and 450 nm respectively; and fluoresces from91

300-400, 400-600 and 520-565 nm [14], [15]. The specificity of a biological compound’s fluorescent92

properties enables particles to be classified into one of seven types, depending on whether they exhibit93

fluorescence in one, two, or three channels [16]. Particle shape and symmetry is also measured through94

the use of a 635 nm diode laser that is initially involved in triggering the Xenon flash lamps to fire.95

The forward scattering light from a particle that passes through the laser hits a quadrant scattering96

detector. By applying a Mie scattering model, the distribution of the light on each quadrant can be97

used to estimate diameter, as well as an Asymmetry Factor between 0 and 100 [17]. This has been98

discussed in detail by Kaye et al. [18], with values of 0 representing perfectly spherical particles and99

higher asymmetry factors describing more fibrous and linear shapes. When applying this range in the100

context of our observations, AF values of 10-20 reflect fairly spherical particles, with values of 30 or101

more beginning to represent ellipsoidal shapes.102

103
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Figure 1. Daily average concentrations per litre of fluorescent (blue) and non-fluorescent particles.

Figure 2. The percentage contribution of fluorescent particles to the total particle count, using a 3-hour
average. Each data point is coloured by the average non-fluorescent particle concentration (L−1).

3. Results104

Fluorescent particle concentrations averaged ∼ 10L−1 but showed some fluctuation. It can105

be seen in Figure 1 that these concentrations were closely correlated with non-fluorescent particle106

concentrations. Two peaks in particle concentrations were observed during the campaign. The first107

began on January 31st and plateaued for several days before concentrations fell towards the end of the108

first week of February. The second event was briefer, lasting from approximately February 10-13th.109

During these peaks the non-biological particle concentrations exceeded 10,000 L−1 and the presumed110

biological fraction exceeded 20 L−1.111

112

It can also be seen in Figure 2 that a greater relative increase in fluorescent particles is observed113

during the aforementioned peak events. Prior to these peak events the bioaerosol fraction often114

accounted for less than 0.05% of the total particles, but rose to as much as 0.2% during peak events.115

Figures 3 and 4 capture a shift in the asymmetry factor of both fluorescent and non-fluorescent particles116

during peak events, despite no significant changes in their averages sizes. The observed increases in117

asymmetry factor are typical for dust events [19].118
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Figure 3. The top panel represents Asymmetry Factor recorded by the WIBS-4M for fluorescent
particles using 3-hour averages. The bottom panel represents 3-hour average fluorescent particle size
(µm). Each data point is coloured by the average fluorescent particle concentration (L−1).
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Figure 4. The top panel represents Asymmetry Factor recorded by the WIBS-4M for non-fluorescent
particles using 3-hour averages. The bottom panel represents 3-hour average non-fluorescent particle
size (µm). Each data point is coloured by the average non-fluorescent particle concentration (L−1).
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120 hour-long back trajectories were calculated using NOAA’s Hysplit merged with the Openair119

package. These were calculated in 3-hour intervals for the length of the campaign and used a starting120

height of 10m above ground level. Particle concentrations were subsequently calculated for each121

trajectory, the results for which are shown in Figure 5. Trajectories consistently crossed the Atlantic,122

but originate from at least two source regions. The southernmost source region contained higher123

fluorescent particle concentrations alongside a greater proportion of fluorescent particles within the124

entire aerosol mixture.125

126
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Figure 5. 120 Hour back trajectory analysis for fluorescent particles using Hysplit integrated with the
Openair package. Panel (a) represents the contribution of fluorescent particles to the total particle count
and panel (b) represents the fluorescent particle concentrations (L −1).
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Figure 6. Mean fluorescence, size and shape properties of the two cluster products resulting from
hierarchical agglomerative cluster Analysis.

Agglomerative hierarchical cluster analysis was performed using Ward linkage with Euclidean127

distance for all fluorescent particles. A two cluster solution produced the greatest Calinski-Harabasz128

score, with information regarding their fluorescence in each channel, size, and asymmetry shown129

in Figure 5. Although every fluorescent particle has exceeded a conservative 9-sigma threshold130

and is therefore likely biological in nature, the raw fluorescence values are still relatively low131

when compared to previous studies. The 2015 study produced a four cluster solution across the132

campaign, for which two clusters were broadly considered ’pure’ biological products on account133

of high fluorescence in one or more channel. For one of these clusters, average Fl1 fluorescence134

exceeded 1000 a.u. The other two clusters accounted for the majority of observed fluorescent particles135

(∼ 90%), and compare most closely with the two cluster products presented here. Interestingly,136

when cluster analysis is repeated on the 2015 data, but only for the same period in the year137

that we present results for here, a two-cluster solution is also created. This suggests that the138

continental outflow follows consistent annual patterns, as would be expected if attributed to known139

trade winds, but also that the aeorsol mixture arriving at Ragged Point is similar to the original outflow.140

141

EUREC4A

Fl 1 (a.u.) Fl 2 (a.u.) Fl 3 (a.u.) D µm AF (a.u.) %

Cluster 1 6.5 ± 18.2 54.5 ± 125.2 33.2 ± 72.7 1.4 ± 0.9 8.6 ± 6.0 77.1

Cluster 2 8.6 ± 73.4 92.5 ± 156.1 185.8 ± 292.2 5.2 ± 3.4 32.3 ± 15.7 22.9

CVAO

Cluster 1 4.2 ± 12.2 69.0 ± 146.1 58.0 ± 147.2 1.6 ± 0.6 6.1 ± 5.0 33.3

Cluster 2 34.7 ± 106.7 46.7 ± 106.4 28.4 ± 100.6 3.9 ± 2.1 24.3 ± 15.6 66.7

142



10 of 13

4. Discussion143

As would be expected, the concentrations of fluorescent particles recorded at Ragged Point144

are lower than those observed at CVAO during the same time of year. Many particles will have145

deposited into the Atlantic ocean during transport, or will have become increasingly dispersed into the146

atmosphere. The average size of fluorescent particles is smaller at Ragged Point, with a mean of 2.29 ±147

2.41 µm compared to 3.11 ± 2.07 µm at CVAO. This reduction in particle size is likely due to larger148

particles being preferentially deposited, and evidence of this is shown in the relative abundances of the149

cluster products. The smaller sized cluster identified at Cape Verde accounted for 33.3% of fluorescent150

particles, while the similar cluster observed at Ragged Point accounts for 77.1% of fluorescent particles.151

152

There is a clear divide in the fluorescent to non-fluorescent ratio as a function of back trajectory.153

Based on our understanding of wind trajectories in this region and by comparing with the back154

trajectory analysis from the 2015-2016 study, it can be reasonably assumed the southernmost trajectory155

extends back to the Sahara. The northernmost split appears to run along the northwestern coast of156

Africa, carrying fewer dust particles as a result. This is reflected in Figure 2, with the northernmost157

split having significantly lower particle concentrations of all types.158

159

When using a two-cluster solution, the cluster products share a lot of similarities between Ragged160

Point and CVAO. In each campaign both clusters are weakly fluorescent and are likely separated by161

differences in their morphology. In both campaigns there is one cluster that is significantly smaller, on162

average between 1-2 µm. The weak fluorescence in each cluster is interesting because it appears there163

may be competing explanations as to the nature of the aerosols. Bacteria/dust agglomerates have164

been convincingly shown to exist in large concentrations, with the 2015-2016 study showing good165

agreement in an inter-comparison between the LAAP-ToF and WIBS-4M particle concentrations, when166

looking for both mineral dust and biological markers. As such, we fully expect the presence of bacteria167

in a significant capacity. However, optical and chemical analysis of the aerosols also indicate mineral168

dust was mixed to varying degrees with biomass burning smoke. MicroDop lidar observations169

indicate a layer of dust/biomass burning mixtures not well-mixed into the boundary layer between170

January 29th to February 3rd, with a similar observation made again on February 9th. These periods171

correspond closely with our observed peak events.172

173

Unfortunately, the specification of the WIBS-4M and its three detection channels does not provide174

us the ability to effectively discriminate between dust/bacteria agglomerates and biomass burning175

particles on their fluorescence spectra alone. However, we do not believe aerosols originating from176

biomass burning are affecting the presumed bioaerosol concentrations we observe in the WIBS-4M.177

This is despite some evidence that such particles are capable of acting as interferents [20]. This is178

because a 9-sigma threshold was applied when classifying particles, removing all weakly fluorescent179

particles. Toprak and Schnaiter [21] found propane flame soot to only weakly fluoresce in FL1 when180

using 3-sigma thresholding, suggesting it would not exceed 9 standard deviations of the background181

fluorescence here. Furthermore, Savage and Huffman et al [22] acknowledge that more highly182

fluorescent soot is representative of freshly generated soot close to source, and is not representative183

of aged or processed soot. As all fluorescent particles recorded at Ragged Point will have spent184

significant time in suspension, any such soot would be significantly aged.185

186

We can confidently rule out bioaerosols associated with oceanic source regions, for example187

algae that become airborne through sea spray. This is because algae contain fluorophores with a188

different excitation/emission matrix than the WIBS-4M is sensitive to. Chlorophyll-α is the dominant189

fluorophore in such particles, and has a much higher emission wavelength of over 700 nm [23].190

191
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We acknowledge a shortcoming of ground-based measurements is that only the concentrations192

at that altitude will be recorded. In 2015 an intensive campaign preceded the long-term sampling,193

enabling us to observe bioaerosol concentrations along an altitudinal gradient. This is useful as the194

continental outflow we observed is driven by the Saharan Air Layer, which involves the uplifting195

of dust particles to 7000 m [24]. It would be useful in climate models to know how these particle196

concentrations change at different altitudes, as this will have consequences for the height of certain197

clouds. As such, any future study that is able to identify the altitudinal gradient of bioaerosols at198

Ragged Point would be providing valuable information.199

200

5. Conclusions201

Analysis of the fluorescent fraction at Ragged Point suggests a similar mixture of particle types to202

those observed at Cape Verde. The key difference between the two regions is the relative abundances203

of the different particle types, with fluorescent particles often accounting for just 0.05% of all particles204

and peaking at 0.2% during dust events. Overall concentrations are also much lower than we observed205

at CVAO, with fluorescent particles averaging just 10 L−1. These lower concentrations are easily206

explained by the larger size of bioaerosols causing them to deposit more readily into the Atlantic207

Ocean. When considering the bioaerosols sampled at Ragged Point are smaller than those observed at208

CVAO, such an explanation appears more likely. Back trajectory analysis once again suggests Saharan209

and sub-Saharan regions are associated with increased particle concentrations.210

211

Interestingly, although these regions are associated with both fluorescent and non-fluorescent212

particle types, Saharan back trajectories appear to enhance the fluorescent fraction disproportionately213

so. This suggests the nature of the aerosols found within these source regions could be distinct from214

those found in Northern Africa, rather than simply being more numerous. Further study contrasting215

the mineralogical and biological nature of particles from northern and southern regions could provide216

interesting information in this regard.217

218

Given the important role bioaerosols play as cloud condensation and ice nuclei, climate modellers219

should benefit from more accurately factoring in the reduction in bioaerosol concentrations as the220

African outflow travels to the American continent. We suggest future studies deploy a range of UV-LIF221

spectrometers so that a wider array of bioaerosols can be detected. Future studies should also attempt222

to describe the altitudinal profile of the bioaerosols at Ragged Point, as the altitude at which particles223

are suspended is an important factor when considering their ice nucleation capabilities.224
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3.4 The Application of Gradient Boosting Techniques in the Identification

of Pollen Species Present in UK Farmland

During the summer of 2019 a PLAIR Rapid-E and FAB were deployed at the Chilbolton
Observatory, located in the south of England. This site is largely rural and is surrounded
by agricultural land. The objectives of the project were two-fold. First, we wanted to inves-
tigate ambient bioaerosol concentrations during the summer, when pollen levels would be
at their maximum. Secondly, we wanted to test each instruments ability to identify specific
species of pollen. If successful, a database of each native species’ unique signature could
be developed and made freely available. This could provide a greater depth of information
and expedite bioaerosol analysis in future studies. Particle identification is currently labour
intensive and slow, but the application of accurate machine learning techniques could help
automate the process. Ultimately, this project encountered a number of issues and it was
decided that any potential publications could not be pursued in time. The following section
discusses the analysis that led to this decision.
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Site Description and Sampling Details

The Chilbolton Observatory (51◦ 8` 58.6212`` N, 1◦ 26` 17.6208`` W) is located in the
south of England, approximately 300 m from Chilbolton village. As demonstrated in Figure
3.1, this site is surrounded by arable farmland. This site is regularly used for pollutant mon-
itoring, and from May - June 2019 a PLAIR Rapid-E and FAB were used to provide online
measurements of bioaerosols. These instruments were placed inside a specialist protective
container, sub-sampling from an inlet located at the top of it. At the start of the project each
instrument was calibrated using fluorescent polystyrene latex spheres (PSLs) and flowering
plants obtained from the neighbouring fields were rubbed around each instrument’s own in-
let. The flowering plants were sampled with the intention being that each instrument would
make a record of their pollen’s fluorescence spectra and morphology.

Figure 3.1: Satellite photo of Chilbolton Observatory, taken from Google Maps 2021 .

Sampling Issues

High concentrations of pollen quickly created a blockage in the sampling inlet that both in-
struments were sub-sampling from. This impacted the quality of the data, with a gradual
decline in concentrations shown in Figure 3.2. As such, it was not possible to observe ac-
curate quantitative changes in particle concentrations. Indeed, there are only a few weeks
from 14/05/2019 – 07/06/2019 that any particle data exists.

A further problem was that the methodology used to apply the pollen samples may not have
been appropriate. As is demonstrated by Figure 3.3, the size of the particles we see for each
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Figure 3.2: Fluorescent particle concentrations (L−1) recorded by the FAB using daily
averages. Whiskers represent 5th and 95th percentile values.

species is very small, averaging less than 2 µm. This is too small to be whole pollen grains,
which often exceed 100 µm [1]. The particles detected by the instrument will have either
been pollen fragments or other plant debris. This problem likely arose for two reasons. Firstly,
many plants such as rapeseed - which was a dominant crop in the surrounding areas - are
known to have ’sticky’ pollen [2]. They depend on insect pollination rather than wind dis-
persal and as such, may not be easily dislodged by mechanical shaking and rubbing. Sec-
ondly, such a mechanical process is imprecise, with the opportunity for other parts of plant
debris to be removed instead. Such debris will have been incorrectly classified and will
skew the data.

Figure 3.3: The average fluorescence in each of the FAB’s three channels, alongside size
and asymmetry factor for the seven sampled pollen species.

These factors compounded on one another to create an inaccurate dataset. However, there
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were still some interesting details to be discussed. For example, just 2.5 km southwest of
the sampling site is a commercial mushroom farm. Large outdoor composting sites are
readily seen from satellite data. When fluorescent particle concentrations were integrated
with meteorological data using the Openair package in R, potential source regions can be
identified. It can be seen in Figure 3.4 that a hotspot is located southwest of our sampling
site, and could potentially be attributed to the commercial site. If so, the exact nature of the
bioaerosols being released into the atmosphere could have implications for residents in the
surrounding area. Fungal spores and thermophilic bacteria are both likely to exist in such a
mixture, and in high enough concentrations can create a number of health issues for people
[3].

3.4.1 Comparison to a Previous Study

A WIBS-3 has previously been used at the same sampling site from January to March, 2009
[4]. After performing Hierarchical Agglomerative Cluster (HAC) analysis, the authors ob-
served four distinct clusters. They found two clusters shared similar properties and collec-
tively accounted for 81.8% of all fluorescent particles. Their shape, size and fluorescent
properties lead to them being identified as fungal spores. The remaining clusters, account-
ing for 5.6% and 12.6% of fluorescent particles, were identified as bacteria and pollen frag-
ments respectively. Although this study is a helpful measure of the bioaerosol mixture at
Chilbolton, it should be noted there are some significant differences in their findings. For
example, as shown in Figure 3.5, they observed much higher concentrations to the south-
west, while we found an association between high concentrations and the northeast. As
their data collection was conducted from January to March 2009, seasonal differences in
the crops grown in the surrounding fields could be responsible.
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Figure 3.4: Fluorescent particle concentrations as a function of wind speed and direction,
using the Openair package in R.

Laboratory-Based Pollen Samples

The project at Chilbolton re-focussed on laboratory-based experiments once it was decided
the outdoor environmental data collected by the FAB and PLAIR Rapid-E contained too
many inaccuracies to be the focal point. Using pure pollen samples of various species sourced
online, they were dispersed into the two instruments using the Swisens Poleno Atomiser.
This provided a training dataset for the supervised machine learning method ’Gradient Boost-
ing’, to see whether each species had a distinctive enough fluorescence spectra to be accu-
rately classified. Gradient boosting has previously been tested on UV-LIF spectrometers by
Ruske et al., [5], who used PSLs to observe classifications with >90% accuracy. The train-
ing dataset was created by inputting the average size, asymmetry and fluorescence values
of each pollen species into the Python Scikit package. By iteratively weighting these vari-
ables to different degrees, a prediction model was created that had the ability to distinguish
between each species. Although not demonstrated here, such prediction models can then be
applied to other datasets, with the aim of identifying the previously learned species.

Preliminary results were encouraging, as can be seen in Figure 3.4. The training dataset
suggests each pollen species was accurately classified, with values ranging from 80 - 93%.
However, this training dataset needs to applied to ambient data so that it can tested in its
usefulness. It is thought the inclusion of spectral decay rates, as recorded by the PLAIR
Rapid-E, would further increase its accuracy. However, including this data requires infor-
mation from the instrument manufacturers on how to interpret the data output from the in-
strument, and ultimately was not able to be done in time.
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Figure 3.5: Fluorescent particle concentrations as a function of wind speed and direction,
taken from Forde at al., [4].

Summary

Machine learning techniques have significant potential to improve bioaerosol identification.
However, development of these methods depend on accurate training data that is represen-
tative of ambient aerosols. Although modern atomisers offer improved control over pollen
dispersal, the samples themselves must also represent the types of pollen that dominate out-
door concentrations. This includes the aged nature of ambient aerosols, as well as using
plant species that depend on wind dispersal rather than insect pollination.

Chilbolton offers an interesting location to measure pollen levels in the UK, with the block-
age of our sampling inlet clearly demonstrating the high concentrations that can accumu-
late. Furthermore, the southwestern ’hotspot’ that is potentially attributable to the commer-
cial mushroom farm emphasises the wide effects such industries can have for their environ-
ment. With composting sites often enabling rare, thermophilic micro-organisms the condi-
tions necessary for them to thrive, active monitoring of bioaerosols released from such sites
is important for public health.

89



Figure 3.6: Accuracy of pollen species classification using gradient boosting techniques.
Panel (a) uses raw fluorescence intensity values recorded by the FAB and panel (b) uses

fluorescence intensity values normalised by the sum of values across all 32 channels of the
PLAIR Rapid-E.
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Chapter 4

Synthesis and Overall Discussion

UV-LIF Spectrometry continues to be an effective method of bioaerosol detection. The re-
search presented in this document demonstrates the diversity of environments and particle
types that such a technique can be used for. We provided good evidence that bacteria dom-
inated in Cape Verde, fungal spores dominated in Hong Kong and that a complex mixture
was present in Chilbolton. These studies were also some of the longest sampling campaigns
to date that used UV-LIF spectrometry, affirming the reliability of the instruments and their
ability to capture seasonal influences. The environments that the aforementioned research
projects took place in were also extremely complex. Hong Kong encompassed not a only
a mixture of urban and greenbelt spaces; but also significant oceanic influence, changing
wind patterns, and varied topography. Chilbolton represented the complexity of rural UK
landscapes, with a mixture of pollen species, fungal spores, and anthropogenic influences.
The success of each project in light of these factors, as well as the difficulties associated
with the operational conditions and long timescales, further emphasises the usefulness of
UV-LIF spectrometry.

A number of different instrument models have been used, each with their own advantages
and disadvantages. The WIBS continues to provide robust measurements of well charac-
terised fluorophores, enabling clear comparisons to previous literature. However, with UV-
LIF spectrometers becoming increasingly advanced, having just three detection channels
that each cover a narrow range of emitted wavelengths can be a limiting factor in particle
identification. By comparison, the PLAIR Rapid-E uses 32 channels and is sensitive to
particles associated with a broader range of wavelengths than any model of WIBS. By ob-
serving the distribution of fluorescence intensities across each of these channels, we were
able to closely match the spectral profile of the sampled bioaerosols in Hong Kong with
the previous work by O’Connor [1]. However, the higher range of the PLAIR Rapid-E is
a product of it using a UV-pulsed laser, which in itself comes with a trade-off. This is be-
cause each model of the WIBS uses two Xenon flash lamps, enabling a greater range of ex-
citation wavelengths when flashed at sampled particles. As each instrument’s spectrometry
techniques are situationally advantageous, it is also useful to consider their other function-
alities. For example, the PLAIR Rapid-E is able to measure spectral decay rates. Although
this data was not used in the research projects presented here, once fluorophore decay rates
have been well characterised, this will likely become an important aspect in particle identi-
fication. The PLAIR Rapid-E also has a significantly larger size range, measuring up to 100
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µm. This makes it much better suited to sampling pollen grains, which typically exceed the
upper limits of the WIBS [2]. However, as measuring below 5 µm requires a high-intensity
mode to be toggled on the laser, which is known to dramatically shorten the laser’s lifespan,
it is perhaps less well suited to the long-term detection of smaller sized bioaerosols than
the WIBS. Evidence of this is demonstrated in the Hong Kong project, with significantly
lower bioaerosol concentrations having been detected by the PLAIR Rapid-E. As such, the
research goals of future projects should be well understood before deciding which UV-LIF
spectrometer is the appropriate choice.

Despite the many advantages of UV-LIF spectrometry, there are still a number of issues
needing to be addressed if future research is to be maximally benefited. First, despite the
rapidity of bioaerosol collection afforded by on-line methods, identifying the nature of the
fluorescent particles still demands significant time and expertise. The excitation/emission
bands associated with specific fluorophores are good indicators of what the presumed bioaerosols
are likely to be, but are not definitive. This is because some fluorpohores such as NAD(P)H
are ubiquitous in many bioaeorosls. Furthermore, studies often provide seemingly contra-
dictory results when evaluating the fluorescent response of particles. For example, Savage
et al., [3] reported strong Fl 1 fluorescence from bacteria, while we report a relatively low
Fl 1 response in our observations of bacteria/dust aggregates at CVAO. Although this con-
trast can potentially be explained by differences between instruments, as well as laboratory
samples compared to atmospheric aerosols, such contrasting results highlight some of the
difficulties associated with particle identification. As such, it is not sufficient to rely on the
fluorescence spectra alone. Instead, it must be compared alongside other data to more accu-
rately classify particles. Useful data includes the size and shape of the particles, meteoro-
logical data for the sampling site and a common sense understanding of the region. A good
example of this is the campaign in Hong Kong, with the correlation between low relative
humidity and particle concentrations leading us to identify the bioaerosols as fungal spores.

4.1 Technological Limitations

A current limitation of UV-LIF spectrometry is that the wavelength specificity of detection
plates and excitation lasers/flash lamps mean not every bioaeorsol is likely to be detected by
the instrument. For example, the primary fluorophore in algae is Chlorophyll-α, which has
an excitation/emission band higher than is found for Tryptophan, NAD(P)H and Riboflavin
[4]. As such, studies with marine influences, as was the case at Cape Verde, Ragged Point
and Hong Kong, would benefit greatly from having instruments sensitive to a larger range
of fluorophores. Projects quantifying bioaerosol concentrations with instruments currently
available are likely to provide underestimates of the true bioaerosol concentrations. Al-
though the technology continues to develop and such an issue is likely to be minimised in
the future, it is advised that any projects in the immediate future aim to deploy a number
of instruments simultaneously, so that a broader range of wavelengths are captured. This
is labour intensive and expensive, but an effective way of overcoming such a limitation. It
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is also true that UV-LIF spectrometry should not entirely replace offline techniques, but is
better suited to complement them. The instrument manufacturers recognise the value of
utilising multiple methods, and newer instruments offer some capacity for filter samples to
be taken simultaneously.

It is not easy to capture the full size-range of naturally occurring bioaerosols. UV-LIF spec-
trometers depend on appropriate sampling configurations and flow rates, where accurate
inlet characterisation is essential when accounting for sampling losses. This is because
bioaerosols are often some of the largest coarse aerosols present within a mixture, result-
ing in higher losses for any configuration that involves bends in the sampling line. High al-
titude filter sampling, for example when using FAAM’s BAe-146 research aircraft, is par-
ticularly susceptible to line losses because of the high sample flows and greater inertia as-
sociated with larger particles. Sampling angles are estimated to as much as halve the inlet
efficiency for 20 µm particles, while gravitational settling can further halve particle counts
for particles greater than 35 µm. Inlet inertial deposition and turbulent inertial deposition
also reduce the efficiency of particle collection. Exact reductions depend on the size of the
particle and sample flow being used, with estimates presented by Sanchez et al., (2019) [5].

Other issues can occur when measuring sub-micron bioearosols. Although the WIBS-4M
is capable of recording down to 0.5 µm, it is estimated half of particles are missed at such a
size. Furthermore, as viruses are significantly smaller than bacteria, pollen or fungal spores,
often occurring at just 200 nm [2], it is not yet possible for UV-LIF spectrometers to detect
their presence. This is because as discussed previously, the intensity of fluorescence de-
pends strongly on a particle’s physical cross-section, with larger particles fluorescing more
strongly. If a particle is too small, it is unlikely to contain enough bio-fluorescent material
to initiate detection by the instrument.

4.2 Future Research Needs

As 9-sigma thresholds become standard procedure in bioaerosol research, it is how to iden-
tify and remove highly fluorescent non-biological particles that poses a greater challenge.
Soot particles are often identified as a potential issue during analysis, as they are capable
of fluorescing strongly and are commonplace in the atmosphere. It is further complicated
with different studies observing different fluorescent spectra for soot particles, possibly as
a product of atmospheric aging. Current analysis requires an appreciation for the changes
such particles undergo, and knowledge of their size, subsequent deposition rates and prob-
able source regions. The difficulties in eliminating soot as a dominant fluorescent particle
are well represented by the Cape Verde study. As African biomass burning regularly occurs
on a large scale, it seems very likely that significant quantities of soot will be released into
the atmosphere. We concluded they could not be responsible for elevated bioaerosol con-
centrations through an inter-comparison with the LAAP-ToF, sensitive to bacterial markers.
If UV-LIF spectrometers were the sole instruments to be deployed, it would have been sig-
nificantly harder to discount the impact of soot. That being said, it should be emphasised
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that laboratory studies aimed at demonstrating the interfering role that soot particles may
play, have so far allowed for significant coagulation time. This creates larger soot aggre-
gates that more closely reach the size range seen in bioaerosols. However, this is not repre-
sentative of real-world conditions, and soot particles are often much smaller, existing at less
than a micron in size.

Future particle classification is likely to benefit from the development of open-source datasets
that collate the various properties of reliably classified particles. Machine learning tech-
niques are one of the most promising developments in bioaerosol research, with a number
of techniques including cluster analysis, gradient boosting, neural networks and more all
suggesting accurate results in preliminary studies [6]. The usefulness of these techniques
depend on training data that is representative of the bioaerosols observed in real world con-
ditions. This includes accurate representation of aged particles, appropriate morphologies
where coagulation and deposition rates are relevant factors, as well as choosing sample
species known to be present in ambient aerosol mixtures.

References

[1] D. J. O’Connor, D. Iacopino, D. A. Healy, D. O’Sullivan, and J. R. Sodeau, “The intrinsic fluorescence spectra of

selected pollen and fungal spores,” Atmospheric Environment, vol. 45, no. 35, pp. 6451–6458, 2011.

[2] W. C. Hinds, Aerosol technology: properties, behavior, and measurement of airborne particles. John Wiley &

Sons, 1999.

[3] N. J. Savage, C. E. Krentz, T. Könemann, T. T. Han, G. Mainelis, C. Pöhlker, and J. A. Huffman, “Systematic char-

acterization and fluorescence threshold strategies for the wideband integrated bioaerosol sensor (wibs) using size-

resolved biological and interfering particles.,” Atmospheric Measurement Techniques, vol. 10, no. 11, 2017.

[4] J. J. Lamb, G. Røkke, and M. F. Hohmann-Marriott, “Chlorophyll fluorescence emission spectroscopy of oxygenic

organisms at 77 k,” Photosynthetica, vol. 56, no. 1, pp. 105–124, 2018.

[5] A. Sanchez-Marroquin, D. H. Hedges, M. Hiscock, S. T. Parker, P. D. Rosenberg, J. Trembath, R. Walshaw, I. T.

Burke, J. B. McQuaid, and B. J. Murray, “Characterisation of the filter inlet system on the faam bae-146 research

aircraft and its use for size-resolved aerosol composition measurements,” Atmospheric Measurement Techniques,

vol. 12, no. 11, pp. 5741–5763, 2019.

[6] S. Ruske, D. O. Topping, V. E. Foot, A. P. Morse, and M. W. Gallagher, “Machine learning for improved data anal-

ysis of biological aerosol using the wibs,” Atmospheric Measurement Techniques, vol. 11, no. 11, pp. 6203–6230,

2018.

95



Chapter 5

Conclusions

The key findings of each research project are presented below, with implications for air
quality, ocean-atmosphere biogeochemical cycles, human health and machine learning tech-
niques. As such, these projects may provide useful information for climate modellers, pub-
lic health officials, environmental scientists, data scientists, and more. Each project offers
unique insight into bioaerosol emission and dispersion patterns, with a range of particle
types, concentrations, source regions and external factors identified. The enhancement in
bacterial concentrations at Cape Verde, driven by annual trade winds, is in sharp contrast
to the sporadic and irregular spore showers seen at Hong Kong. Furthermore, the capacity
for bacterial aggregates to travel such significant distances as to cross the Atlantic ocean,
while the fungal spores in Hong Kong are presumed to have been locally ejected, highlights
the complexity of bioaerosol exposure. Fluctuating alongside meteorological, seasonal, en-
vironmental and ecological factors, they can be locally released, or subject to long-range
transport. Models of exposure depend upon studies such as those presented here, so that the
various competing factors can accurately accounted for. There is still work to be done, for
example better understanding bioaerosol’s altitudinal profiles, but these research projects
help close the knowledge gap.

5.1 CVAO and Ragged Point

Seasonal bioaerosol concentrations have been quantified at Cape Verde for the first time,
with monthly median values as high as 45 L−1. HAC analysis was performed on the flu-
orescent fraction of coarse aerosols, defined as such when their fluorescence intensity ex-
ceeded nine standard deviations of the background value. This is a marked increase from
previous studies, that typically used just three standard deviations. The HAC analysis pro-
duced a four cluster solution, for which two weakly fluorescent clusters dominated particle
concentrations after collectively accounting for over 90% of total fluorescent particles. An
inter-comparison made with the LAAP-ToF provided good evidence that the nature of these
clusters were bacteria/dust agglomerates, with back trajectory analysis suggesting a Saharan
origin. Accounting for a mean 0.4% of total coarse aerosols, the ice-nucleating capabilities
of such particles carry important implications for cloud formation and albedo.

The follow-up study at Ragged Point acts as both a useful confirmation of the CVAO ob-
servations, but also enables a contrast to be made regarding particle concentrations on ei-
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ther side of the Atlantic. Averaging just 10 L−1, it is clear many bioaerosols deposit into the
ocean during transport, or increasingly disperse into the atmosphere. Either way, climate
modellers should once again benefit by accounting for this reduction in concentrations.
HAC analysis of the Ragged Point dataset suggests just a two cluster solution is optimal,
both of which share similar spectral and morphological properties of the bacteria/dust ag-
glomerate clusters identified at CVAO. When the CVAO dataset was retrospectively anal-
ysed for the same calendar months as the Ragged Point study, a two cluster solution was
once again optimal. This is interesting because if the two clusters in each study are pre-
sumed to be the same in nature, there is once again a clear contrast between findings. The
larger average sized cluster at CVAO accounted for 67% of all fluorescent particles, but
only accounted for 23% at Ragged Point. This suggests many of the larger particles will
have deposited into the Atlantic ocean during transport, with implications for subsequent
nutrient deposition. The morphologies of the clusters between each study are not identical
however, obfuscating any direct comparisons.

5.2 Hong Kong

The project in Hong Kong was intended to observe how a monsoon-influenced climate might
affect bioaerosol concentrations. This is because anthropogenic pollutants are known to in-
crease during winter, when southerly winds transport them from the Chinese mainland. Ob-
served bioaerosol concentrations were generally low during the summer months, averaging
just 20.6 ± 9.1 L−1 in the WIBS-NEO. However, two periods of significant enhancement
were observed at the beginning and end of October that exceeded 60 L−1. Interestingly, due
to these events coinciding with exceptionally low levels of relative humidity, it is thought
climatic factors were responsible for driving these enhancements rather than specific wind
trajectories. This is despite these concentrations also coinciding with southerly trajectories,
as was rightly expected to be prevalent at that time of year. We conclude it is the climatic
factors that are primarily responsible, as when relative humidity levels are average or high,
we see no significant increase in bioaerosol concentrations compared to previous months.
We conclude the bioaerosols are predominantly dry-weather fungal spores due to the asso-
ciation with low relative humidity, their fluorescent emission spectra, and previous litera-
ture that recorded significant quantities of fungal spores through offline microscopical tech-
niques. As many fungal spores are easily inhaled into human lungs, and can often act as
opportunistic infectious agents, public health officials should benefit from our quantification
of peak concentrations during enhancement periods.

5.3 Chilbolton

Finally, it is regrettable the project in Chilbolton could not overcome the challenges that oc-
curred. It remains an interesting sampling location that can potentially identify bioaerosols
associated with commercial food production. Machine learning techniques remain a promis-
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ing avenue for improving bioaerosol identification. The Gradient Boosting training dataset,
developed with the application of pollen samples through the Poleno Swisens Atomiser,
suggested pollen species could be identified with 90% accuracy. This can likely be improved
even further with the addition of spectral decay rates, as recorded by the PLAIR Rapid-
E. However, the training dataset developed in this project still needs to be tested against
real-world datasets collected in outdoor environments. It remains to be seen what effect
including more sample species has on the accuracy of particle identification, but as out-
door environments will have far more complex aerosol mixtures, it seems likely that more
information regarding particle properties must be extracted by the instruments. Once ma-
chine learning techniques are more fully developed, particle identification may become an
automated process. This will significantly reduce the time and difficulty associated with
analysing environmental datasets, and is therefore a worthwhile pursuit.
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