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Abstract— Identification of test scenarios for Automated 

Driving Systems (ADSs) remains a key challenge for the 

Verification & Validation of ADSs. Various approaches 

including data based approaches and knowledge based 

approaches have been proposed for scenario generation. 

Identifying the conditions that lead to high severity traffic 

accidents can help us not only identify test scenarios for 

ADSs, but also implement measures to save lives and 

infrastructure resources. Taking a data based approach, 

in this paper, we introduce a novel accident data analysis 

method for generating test scenarios where we analyze 

UK’s Stats19 accident data to identify trends in high 

severity accidents for test scenario generation. This paper 

first focuses on the severity of the accidents with the goal 

of relating it to static and time-dependent internal and 

external factors in a comprehensive way taking into 

account Operational Design Domain (ODD) properties, 

e.g. road, environmental conditions, and vehicle 

properties and driver characteristics. For this purpose, 

the paper utilizes a data grouping strategy (coarse-

graining) and builds a logistic regression approach, 

derived from conventional regression models, in which 

emerging features become more pronounced, while 

uninteresting features and noise weaken. The approach 

makes the relationship between the factors and outcome 

variable more visible and hence well suited for the severity 

analysis. The method shows superior performance as 

compared to ordinary logistic models measured by 

goodness of fit and accounting for model variance 

(R2=0.05 for the ordinary model, R2=0.85 for the current 

model). The model is then used to solve the inverse 

problem of constructing high-risk pre-crash conditions as 

test scenarios for simulation based testing of ADSs. 

I. INTRODUCTION 

Over the past five years, more than a half million traffic 
accidents have been reported in the UK [1]. Despite the traffic-
safety measures taken by the UK government, there has been 
a steady figure of over 1700 on-road fatalities annually. 
Globally, 1.35 million people die due to road accidents every 
year [2]. 90% of these accidents have been attributed to driver 
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error [3]. Automated Driving Systems (ADSs) have a potential 
of reducing the number of on-road fatalities by assisting or 
removing the driver from the driving task [4], [5]. Along with 
the potentially huge safety benefits, ADSs can provide various 
other benefits like improving traffic throughput, lowering 
emissions, increased productivity. However, in order to reap 
these immense benefits, it is essential to develop user trust and 
their acceptance of ADSs [6]. One of the key factors 
influencing user trust is the safety or perceived safety of the 
ADSs. However, due to increased complexity of ADSs with 
over 100 million lines of code [7], ensuring and evaluating the 
safety of ADSs remains a challenge [8]. It is suggested that in 
order to prove ADSs are safer than human drivers, they need 
to be driven for over 11 billion miles [9]. While this might 
seem like an unreasonable proposition, it is also important to 
highlight driving 11 billion miles on a deserted road on in 
sunny weather is of limited value if we want to deploy the 
ADSs in central London. Therefore, a gradual shift from 
vehicle miles travelled (VMT) to scenarios experiences in 
those miles (quality of miles) is becoming a more widely 
accepted view for evaluating safety of ADSs [10]. 

While scenario based testing as a verification and 
validation (V&V) methodology has gained traction, a key 
challenge of “identifying scenarios” remains for the research 
community and industry. The unbounded scenarios an ADS 
may experience in its lifecycle, and with the occurrence of 
emergent behaviour due to the complexity of the system and 
its interactions with the system, leads to the occurrence of 
“unknown unknowns” or “black swan” scenarios [11]. An 
approach to uncover the black swan scenarios or the “unknown 
known” scenarios for ADSs, an alternate approach of Hazard 
Based Testing (HBT) has been proposed [12]. HBT focuses on 
the quality of miles and suggests testing for “how a system 
fails” as compared to “how a system works”. Understanding 
how a system may fail can be either done in a proactive manner 
(e.g. via safety assessments involving hazard identification) 
[13], or in a reactive manner (e.g. by analyzing road accident 
databases). While the former would be intrinsic to the system, 
the latter would yield extrinsic factors, which may lead to 
hazards. HBT has three steps: 1) identification of hazards; 2) 
creating test scenarios for the hazards, and 3) pass criteria for 
the created scenarios. In order to identify hazards and 
corresponding scenarios, one could take two types of 
approaches: 1) knowledge based approach; 2) data based 
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approach [14]. Knowledge based approach include a system 
analysis using methods like STPA, FTA etc. where the ADS 
architecture and its interaction with external elements 
(vehicles, pedestrians etc.) is analyzed for failures. The data 
based approach can identify extrinsic factors, but requires a 
deep understanding of their relationship to the outcomes (e.g. 
frequency or severity of accidents). In a data based approach, 
one can use data from real-world accident databases, or from 
insurance claim records, or from naturalistic driving data to 
analyze and identify parameters (or contexts) that contribute to 
accidents or near-miss events. Once these “interesting 
parameters/context” are identified, they can then be used as 
part of the scenario-based testing approach as scenario 
parameters that are fuzzed during a test suite.  

In this paper, we discuss the test scenario generation for 
ADSs using accident analysis of the UK’s accident database 
(STATS19), which helped identify parameters and context 
contributing to high severity (including fatal) accidents. 
Subsequently, the test scenarios were formatted in a scenario 
definition language [15], and store them in the UK’s National 
Scenario Database. 

This paper is organized in six sections. Section 2 provides 
a brief review of scenarios and simulation based testing, along 
with the mathematical literature of the accident data analysis 
concentrating on regression methods, its drawbacks with a 
focus on severity analysis. Section 3 gives an overview of the 
methodology including the data format and how the data were 
processed into the form that was used in the analysis. Section 
4 introduces our modified logistic models and discusses how 
they were derived from the earlier models and adapted for the 
severity analysis. In section 5, we discuss our findings, while 
section 6 discusses them in the context of scenario generation 
which are then utilized to systematically develop risky pre-
crash scenarios. The paper ends with a conclusion in section 7. 

II. LITERATURE REVIEW 

A. Scenarios and simulation-based testing 

Over the years, various definitions have been proposed for 
the term “scenario”. In an ADS context, Ulbrich et al. defined 
scenario as [16]:  

“A scenario describes the temporal development between 
several scenes in a sequence of scenes. Every scenario starts 
with an initial scene. Action & events as well as goals & values 
may be specified to characterise this temporal development in 
a scenario. Other than a scene, a scenario spans a certain 
amount of time.” 

Based on this scenario definition, three different 
abstraction levels for scenarios have been proposed: function 
scenarios, logical scenarios and concrete scenarios [10]. 
Functional scenarios are abstract representation and include a 
description of various entities and their relations. Logical 
scenarios defines a functional scenario using state space 
variable ranges by using parameters for each entity in the 
scenario. Concrete scenario defines a concrete value for each 
parameter in the logical scenario.  

The scenario abstraction hierarchy is especially useful 
when put in the context of the simulation based testing 
approach and the wider V&V framework. It is widely accepted 

that simulation will play a key role in V&V of ADSs. 
However, simulation will need to be completed by other test 
environments like test track testing and public-road testing in 
order to have confidence in the safety of the ADS. Thus, an 
“evaluation continuum” is required (ranging from simulation 
to real-world testing) for an ADS V&V framework. While one 
can run a large number of iterations of the scenarios in 
simulation, test track and public road testing offer limited 
flexibility. As a result, one can run a large number of concrete 
scenarios for the same logical or functional scenario in a 
simulation framework, to identify the parameter combination 
causing a failure [17], and subsequently use that combination 
for test track testing. As the scenarios generated as a result of 
the accident analysis are presumed to be high-severity accident 
scenarios (logical scenarios), it will be prudent to run multiple 
concrete scenarios (for the identified logical scenario) in 
simulation to gain confidence in ADS performance and its 
ability to deal with the scenario. 

B. Accident Severity Analysis 

Over the last forty years, extensive literature grew on the 
statistical analysis of traffic accidents investigating various 
issues pertaining to accident occurrences and their causes. 
While significant advances have been made, many of the 
studies, in order to address pressing safety issues, have 
preferred to concentrate on specific types of vehicular 
accidents (commercial vehicle accidents [18]; motor vehicles 
accidents, [19]; pedestrian accidents [20]; bicycle accidents 
and near misses [21]). Beginning in the 1980s, from a 
frequency analysis perspective, Poisson regression models 
began to be used [22]. One reason for this choice was that 
Poisson type regression models did not have the weakness of 
the linear models (incorrect distributional properties, inability 
to describe random, discrete, non-negative accident events 
etc.). Poisson models also provided clear linkage with the 
accident numbers and probability of accident occurrence. 

Despite out-performing the linear counterparts in 
predictions, Poisson regression models also had their 
limitations. In particular, the requirement that variance and 
mean being equal was not satisfied by count data. This is 
known as the over-dispersion (or under-dispersion) 
phenomenon.  The research efforts during the 1990s focused 
more on establishing the relation between road geometries and 
accident rates [23].  Gradually, to deal with the over-dispersion 
problem, variants of Poisson regression models, such as 
Poisson-lognormal regression [24] and Negative Binomial 
(NB)  regression [25], began to be used. 

Some of these later studies also aimed at measuring the 
contribution of other factors (such as exposure, weather and 
daylight) to the variation in the road accident counts. While 
analyzing special types of accidents are certainly important, 
development of comprehensive accident models with a focus 
on severity which can give detailed information on the 
accidents and the conditions of the site and other causal factors 
(e.g. vehicles and drivers [26]) are equally important and is one 
of the main aims of this paper.  

Following the 2000s, severity analysis has gained 
considerable attention [27]. In many of these studies the 
severity was treated as a categorical variable [28] and hence 
the use of logistic regression [29]; multinomial logistic 



  

regression [30], [31];  and probit models [32], became very 
popular. Also in the 2000s and 2010s, alternative methods such 
as Bayesian regression [26], and tree-based regression [33], 
appeared as new ways of analyzing the accidents. Alongside 
these developments unobserved heterogeneity also began to be 
taken into consideration in analyses [34]. 

While most of these methods were based on analysis of 
aggregated data points (frequency) or individual data points 
(for severity analysis) and are valuable, this paper takes an 
intermediate route emphasizing on an approach that is capable 
of extracting trends from (locally) grouped accident data 
(coarse-graining). This requires one to modify the classical 
regression methods, in this case the classical logistic 
regression model. 

III. METHODOLOGY 

A. Data Collection 

The raw data used in this paper is taken from the police 
reports in the UK (STATS19) and is publicly available [1]. 
There are a reported 389,238 accidents in this database during 
the years 2016-2018. The data are separated into different 
classes describing the different viewpoints, of the accidents 
(AccD) and of the vehicles (VehD). AccD mostly cover 
scenery elements while VehD provides information on the 
vehicle-driver characteristics. AccD of 2016 consists of 
136,621 registered accidents; AccD of 2017 contains 129,982 
accidents and AccD of 2018 reports 122,635 accidents. The 
number of entries in VehD and AccD differ as there may be 
more than one vehicle involved in one accident. In this paper, 
on the modelling perspective, one takes the view that accident 
severity is predominantly caused by local effects, i.e., only the 
factors that are immediately present at the time and location of 
the incident matter. The road properties, environmental 
conditions, vehicular factors and driver characteristics alone 
determine the result of the accidents. It was decided at the 
outset to describe the accidents from vehicles’ perspective and 
some of the categories from the AccD and VehD were not to 
be included in the analysis (e.g. Local Authority District, 
Police Officer Attendance etc. from the AccD; Vehicle Type, 
Towing and Articulation, Vehicle Location etc. from the 
VehD). We have also discounted the effect of societal culture 
on accidents [35]. 

Secondly, for the comparability of the data, one needed to 
combine the AccD and VehD in a consistent way, i.e., match 
the cardinalities of the AccD data (>100,000 entries each year) 
and VehD (>200,000 entries each year). The difference arose 
because, in general, there can be multiple vehicles involved in 
one accident. Hence, common variables from the AccD (e.g. 
weather conditions, light conditions) were duplicated for each 
of the vehicles involved matching the sizes of the two dataset. 
Furthermore, of all accidents, only those involving one vehicle 
or two vehicles were selected. It was assumed that each vehicle 
was an independent actor (sometimes called as the vehicular 
chaos assumption [36]). Such an assumption is valid for dilute 
enough traffic and is widely used in most traffic flow models. 

B. Dependent and Independent Variables 

Overall, 19 traffic variables were identified. One of the 19 
was regarded as dependent, and 18 variables were treated as 

independent. The dependent variable was accident severity. 
Furthermore, as an additional explanatory variable, annual 
average daily flow (AADF) was included in the analysis. The 
AADF values were extracted from the UK Department of 
Transport website (DfT). The data obtained were based on the 
averaged traffic load over the local district where the accidents 
happened. Therefore, the AADF values used in the analysis do 
not represent the ADDF of the particular road segments. Some 
of the dependent and independent variables that were included 
in the models are illustrated in Table I.  

As noted earlier, in STATS 19, severity level is regarded 
as a local (in time) outcome of the accident. It has three degrees 
of severity as slight = 1, serious = 2 and fatal = 3. Slight 
severity refers to those accidents in which at least one person 
was slightly injured as judged by the officer. Serious accidents 
are those where at least one person was detained in hospital as 
in-patient (or equivalent level of injury). Fatal accidents refer 
to those in which at least one person was killed. As our analysis 
considers only the accidents involving one or two vehicles in 
which both are impacted, it is assumed that severity levels are 
shared by both vehicles. Also, for the purposes of this analysis, 
we are interested in conditions which leads to severe (serious 
and fatal) accidents. Thus, the two categories, “serious” and 
“fatal” were merged. 

C. Form of the Data and Preprocessing 

All of the data recorded (except AADF) was essentially 
categorical in form and were originally labelled somewhat 
subjectively (though according to the same rule throughout) 
with many superfluous categories. Therefore, one had to re-
categorize all variables in a more ordered way as necessary. 
This involved merging, within the same attribute, of the 
categorical values which are alike or removing those that have 
not been attained or not interesting (e.g. non-impact accidents).  

Furthermore, there were rarely instances where some 
attribute values were missing or unrecorded. In the raw 
accident data, these unknown categorical values were 
randomly distributed among the existing values (of the 
corresponding category). The glossary for the data, i.e., the 
categorical values corresponding to each of the 
aforementioned variables, are presented in Table I. The 
original glossary for the raw data can be found in STATS19 
accident database [37]. 

IV. MODIFIED LOGISTIC MODEL 

As the dependent variable has discrete level outcomes, a 
logistic regression method is well suited for the analysis. As 
the independent variables are almost entirely non-numerical, 
for the analysis one defines dummy variables corresponding to 
the categorical options of the original variables. This increases 
the number of explanatory variables from 19 to 60. To predict 
the odds of severe accidents (against non-severe accidents) we 
propose and use a modified version of the standard multiple 
logistic regression. 

A. Ordinary Logistic Regression Models and Challenges 

In this subsection, we provide the elements of bare logistic 
regression analysis of the accident data. The goal is to identify 
the factors that increase the odds of having severe accidents 
(defined as serious or fatal accidents) against slight accidents.   



  

TABLE I.   

List of Model Variables and their Values 

Severity Slight, Severe 

Time 
12am-3am, 3am-6am, 6am-9am, 9am-12pm, 
12pm-3pm, 3pm-6pm, 6pm-9pm, 9pm-12am 

1st Road Class Motorway, A road, B road, C/Unclassified 

Carriageway Hazards 

Nothing on the road, 

Object on the road/Prev. accident, 
Animal/Pedestrian in carriageway 

2nd Road Class: 
None, Motorway, A road, B road, 

C/Unclassified 

Speed Limit 
20 mph, 30 mph, 40 mph, 50 mph, 60 mph, 
70 mph 

Junction Detail 

Not a junction, Private dr./Slip road, 

T or staggered junction, Crossroads 
Roundabout, More than 5 arms 

Junction Location 
Not a junction, Approaching junction 

Cleared junction, Mid junction 

Light Conditions 

 

Daylight, Darkness-lights lit 

Darkness - no light/lights unlit 

Weather Conditions 
Fine, Wind, Rain (w/o winds), Snow, 

Fog/Mist 

Rural or Urban Area? Urban area, Rural area 

Was Vehicle Left 

Hand Drive? 

Not left hand drive 

Left hand drive vehicle 

Vehicle Type 
Cars/Taxis, Bikes (including motorcycles) 
Buses/Minibuses/Trams, Horses/Agricultural 

vehicles, Goods  

Vehicle Maneuver 

Reversing, Parked/Waiting, Moving 
off/Going ahead, Slowing, Turning left, 

Turning right or U 

Changing lane left, Changing lane right 
Overtaking (nearside), Overtaking (offside) 

Point of Impact Back, Nearside, Front, Offside 

Did Vehicle Leave the 

Carriageway 

Did not leave the carriageway, 

Nearside, Offside 

Sex of the Driver Male, Female 

Age Band of the 

Driver 

Very young (0-20 years old) 
Young (21-35 years old) 

Mid aged (36-65 years old), Old (Over 66 

years old) 

 

Let 𝑞(𝒙𝒊) represent the conditional probability of 

occurrence of 𝑖𝑡ℎ accident given the predictor variables 𝒙𝒊. 
Then, in the logistic regression model the log-odds of the 
outcome variables is given by  

log(
𝑞(𝒙𝒊)

1−𝑞(𝒙𝒊)
) = 𝒙𝒊 ∙ 𝒃      

(1), 
where 𝒃 is the vector of regression coefficients. To 

calculate 𝒃 one uses the maximum likelihood estimation.  

Next we discuss some of the stumbling blocks that has 
initiated a shift in the use of the traditional analysis methods in 
the field (e.g. ordinary logistic or probit models.).  One of the 
issues is the unobserved heterogeneity in the accidents which 
influence regression coefficients [34]. There is also a strong 
element of noise, so the factors that may lead one driver to an 
accident will not necessarily work the same way for other 
drivers. In addition, the conditions recorded in the data (police 
reports) are subjective and can only represent the reality 
crudely (e.g. weather conditions fine or windy?) These 
unknown or partially known aspects of the accidents are 
substantial, and contribute to the variability in the coefficients 
and badly influence the predictions. Nonetheless, intuition and 
reason cannot deny that patterns do exist in the accidents (e.g. 

accidents that happen at higher speeds are more likely to cause 
severe outcomes). To overcome these issues a modified 
version of the ordinary logistic regression model is proposed 
below. 

B. Coarse-grained Regression Model 

The main proposed modification to the ordinary logistic 
regression of accident data is that instead of trying to fit a 
microscopic model, which tries to make predictions for single 
incidents, one zooms out, and try developing an effective 
model which can explain the patterns or trends in accidents. 
Such approaches are commonly used in statistical physics [36] 
to account for collective properties of the matter under interest.  
To this end, we first start by ordering the data with respect to 
the outcome variable (the severity) in descending order 
(severe=1, non-severe=0). This is an important step and the 
reasons for it will become clear later. Next, the data are divided 
into bundles of chosen size(s). Each bundle is to represent a 
single point in the “coarse-grained data”. Then a rule will be 
needed to assign the new data their respective new values. As 
the rule, we set, the average value of the variable (in the 

bundle) as its value, i.e., 𝒛𝒊 = ∑ 𝒙𝒊,𝒌
𝑙

𝑘=0
/𝑙 where ‘𝑙’ is the 

chosen bundle size and ‘𝑖’ is the bundle index.  

  Once the rule for value assignment to the bundles is set, 
the modified regression equation for the bundles can be written 
as  

log(
𝑄(𝒛𝒊)

1−𝑄(𝒛𝒊)
) = 𝒛𝒊 ∙ 𝒂      

(2), 

where 𝑄(𝒛𝒊) represents the probability of accident 
occurrence for the bundle. It should be noted that the form (2) 
is a first order approximation and can be improved by using a 
more appropriate nonlinear forms on the right hand side. 

Given a training set, the process of computing the 
regression coefficients was done via logistic lasso regression 
algorithm. By introducing an additional term ∑ λ|𝒛𝒊|

𝑛
𝑘=0  to the 

cost function (λ being a free parameter), 

𝐶(𝑎) = ∑ 𝑦𝑖
𝑐𝑙𝑜𝑔(𝑄(𝒛𝒊)) +

𝑁
𝑖=1 ∑ (1 − 𝑦𝑖

𝑐)(1 − 𝑙𝑜𝑔(𝑄(𝒛𝒊))
𝑁
𝑖=1 +

∑ λ|𝒛𝒊|
𝑁
𝑘=1                    

(3), 
where 𝑦𝑖

𝑐  are the averaged values (over the bundle) for the 
dependent variable. This algorithm penalizes for the high 
variance and hence particularly suits models, like ours, with 
high number of attributes which usually suffer from 
overfitting. Another reason for this choice is that, due to the 
large number of explanatory attributes, when coarse graining 
is applied, certain attributes will have reduced influence while 
others will be more pronounced (hence an effective  model). 
Lasso regression can serve to systematically remove the less 
important attributes from the model. In our problem, the free 
parameter λ was set to the value (λ𝑚𝑖𝑛) which minimized. 

 To implement the method (after ordering the data with 
respect to the severity outcome) one needs to decide on a 
reasonable bundle size for the coarse-graining procedure. In a 
way this is an optimization task. If a too small bundle size is 
chosen the data noise will not be removed sufficiently.  
Conversely if a very large bundle size is chosen much of the 



  

information in the original data will be lost and there will be 
too few (coarse-grained) “data points” to carry out the 
statistical analysis. Experiments with very large bundle sizes 
also exhibit an increased fluctuation for the predicted values, 
which is a sign of instability. By varying bundle size from 10 
to 100, we determined a sweet region where model performs 
well. The appropriate bundles sizes range around 20 to 60 
individual data points. While a bundle size of 20-60 might be 
specific to this dataset, in principle, if the original data size was 
larger, it would be possible to choose bigger bundle sizes. In 
the numerical analysis below the chosen bundle size for the 
modified logistic models were set as 40. 

V. RESULTS AND DISCUSSION  

In this section, we show that the proposed model eliminates 
the previously noted drawbacks (Section IV) of the ordinary 
logistic regression model and has a much higher predictive 
power due to the incorporation of the novel modifications via 
coarse graining and implementation of lasso regression. For 
the purposes of this article we are interested in the comparison 
of slight versus non-slight (or severe) accidents.  

A. Analyses 

Of the three years of accident data recorded in the years 
2016-2018 randomly chosen ~350,000 points were made as 
the training set from which the regression coefficients were 
calculated. To determine the standard errors in the computed 
coefficients we used bootstrap method and formed samples 
(100) of training set by random sampling with replacement and 
then averaged them. The computations were carried out using 
the MATLAB software (MATLAB, 2019). 

For the ordinary logistic model, the log-likelihood was 
found as 𝐿𝐿 = 1.75 × 105 showing that ordinary model was 

significantly different from the null model 𝐿𝐿0 = 1.85105 
(𝑝 < 0.01). Also, the regression coefficients were found to be 
significant (𝑝 < 0.01). However, the predictive power of the 
model is quite poor (as can be seen from Figure 1).   

For the goodness of fit of the regression model, the sum of 

Pearson residual squares, i.e., ∑
(𝑦𝑖−𝑞(𝑥𝑖))

2

𝑞(𝑥𝑖)(1−𝑞(𝑥𝑖))

𝑁
𝑖=1  was 

computed.  Under the null hypothesis that model fits well 
Pearson test shows that model does not fit well (𝑝 < 0.01). 
Furthermore, Hosmer-Lemeshow (HL) goodness of fit tests 
was also conducted (splitting the outcomes into 10 groups) 
also affirmed not good fit (𝑝 < 0.01).As an additional 
measure goodness of fit, the ratio of wrongly classified 
outcomes over the total number of cases was also calculated 

 𝑤 =
∑ [|𝑞(𝒙𝒊)−𝑦𝑖|]
𝑵
𝒊=𝟏

𝑁
          (2), 

where [.] represents the nearest integer value. For the 
ordinary model it was found that 𝑤 = 0.27, a large fraction of 
misclassified outcomes. Finally, the model is also weak in 
accounting for data variation, which can be seen from 
computing (Mc Fadden) pseudo R-squared value (𝑅2 = 0.05). 

With the coarse-graining procedure, the model is 
substantially improved. Of the 60 regression coefficients 
computed only the variable 3am-6am was found to be not 
statistically significant (𝑝 > 0.05) while all other coefficients 
were statistically significant (𝑝 < 0.01). The log-likelihood of 
the model (after removing 3am-6am from the model was found 
to be 𝐿𝐿 = 603 which shows that model is significant 
compared to the null model 𝐿𝐿0 = 4618 (𝑝 < 0.01). The table 
showing the full results (the frequencies, coefficients, standard 
errors and p values) is provided in the supplementary 
materials. The variables with the most contributing 
coefficients are listed below in Table II. 

For the model’s goodness of fit (not including the non-
significant variable (3am-6am) one finds that both Pearson test 
and HL test show that there is no evidence of bad fitting (𝑝 =
1.00). This can also be seen from the substantial reduction in 
the number of wrongly classified outcomes (𝑤 = 0.04) and 
the plot of predicted and observed outcomes (Figure 2). 
Furthermore, the modified model also accounts for the data 
variation much better than the ordinary model (𝑅2 = 0.85). 

B. Discussion 

As we emphasized in the introduction, the main 
motivations of this paper is the identification of the test 
scenarios (temporal/spatial conditions) for ADSs that are 
correlated with high-severity accident outcomes. In this 
section, we demonstrate systematic generation of test 
scenarios for ADSs. 

Before the generation of the scenarios for ADSs, we first 
discuss, qualitatively, the findings as summarized in Table II. 
Concerning road related variables, of all 1st Road Class 
categories, the accidents on type B roads seem to increase the 
odds of a severe accident most. This might be because while 
vehicles generally drive faster on Motorways or A roads, 
possibly more accidents take place on B roads (due total length 
of B roads being longer). Secondly, contrary to the expectation 
the objects on the road seem to have a negative effect on the 
severity compared to empty road. This might be because an 
object can serve as a sign and make the drivers more alert. For 
the speed limit, roads with 60 mph limit seem to cause the 
higher severity accidents. For junctions, on the other hand, 
roundabouts seem to be the safest type. 

 

Figure 2. Accident outcome predictions with coarse-grained logistic 
regression analysis 

 

Figure 1. Accident outcome predictions with ordinary logistic regression 
analysis 



  

For the environmental effects, one can infer that absence 
of light negatively contributes to the severity likelihood of 
accidents. This is understandably due to the reduced visibility. 
On the other hand, among the Weather Conditions elements, 
snowy weather seems to cause the accident to be less severe 
compared to other conditions. This might be because snowy 
weather leads to drivers’ lowering their speeds. 

Concerning vehicle characteristics, the results suggest that 
left hand vehicles are safer. This may be because the drivers of 
these vehicles likely to pay extra attention to the traffic due to 
opposite positioning of the driver with respect to traffic flow. 
This can also be due to considerably low frequency of left hand 
vehicles in the UK traffic. Secondly, among the vehicle types, 
bikes (including motored and non-motored) are more likely to 
experience more severe accidents, which can be attributed to 
the inherent vulnerability of bikes. 

For the driver behavior and characteristics, one can also 
make several interesting conclusions. Concerning the 
manoeuvre taken by the drivers, the highest severity 
probability increasing maneuvers are right turns (including U-
turns) while least concerning manoeuvre is changing lane left. 
As a natural result of such manoeuvres, the most severity 
causing impact types are seen to be frontal and offside. 
Expectedly, if vehicle leaves the carriageway at offside, then 
such accidents, contribute to higher severity. From a vehicle 
behaviour perspective, this is an interesting finding for test 
scenario generation suggesting that test scenarios should focus 
more on right turn manouvres. Furthermore, concerning the 
driver profile, female drivers distinct themselves to be more 
careful drivers as their influence to severity was negative. For 
the age band of the drivers, old drivers are at increased risk of 
experiencing more severe accidents.  

C. Systematic Test-scenario Generation 

A systematic way of generating “interesting” test 
scenarios based on the accident data analysis is as follows. 
Instead of finding/determining the outcome (i.e., the severity 
class) of a particular accident, we ask the inverse question: for 
a given accident which resulted in a severe outcome, what 
were the possible combination of pre-crash conditions that 
lead to it? 

Additionally, what are the conditions that lead to increased 
probability of severe accidents? These questions are inverse 
problems, which, in our context, have many answers. To be 
more precise, for the logistic model the aforementioned 
question corresponds to finding solutions of the equation 

 log(
𝑸

1−𝑸
) = 𝒛 ∙ 𝒂           (5) 

where 𝑄 is a value of choice above a threshold probability. 

For consistency with the model, we need to restrict the 
values of 𝒛 to lie in the hyper-cube [0,1] × …× [0,1] keeping 
in mind that numerical closeness each component 𝑧𝑘 to 0 
implies the absence of the particular pre-crash condition that it 
represents. Similarly, numerical closeness of each 𝑧𝑘 
(𝑘ϵ1, … , p)to 1 is interpreted as that particular condition is 
present at the time of the accident. Then the remaining 
question is to find the distinct solutions that Equation 5 has. 

 

TABLE II.   

Key Regression Coefficients, Errors and Significance Levels 

Attributes 

Most 

contributing 

variables 

Freq 

Coeff. 

(a/40), 

(with SE) 

P 

value 

Intercept   -0.63 (0.02) < 0.001 

Time 9am-12pm 0.14 -0.42 (0.01) < 0.001 

1st Road 

Class 
B road 0.12 0.52 (0.01) < 0.001 

Carriageway 

Hazards 

Animal/Ped. in 

carriageway 
0.01 -0.42 (0.02) < 0.001 

Speed Limit 60 mph 0.12 0.64 (0.01) < 0.001 

Junction 

Detail 
Roundabout 0.11 -0.49 (0.02) < 0.001 

Junction 

Location 

Cleared 

junction 
0.10 0.35 (0.01) < 0.001 

Light 

Conditions 
Darkness - no 
light/lights unlit 

0.06 0.20 (0.01) < 0.001 

Weather 

Conditions 
Snow 0.02 -0.41 (0.01) < 0.001 

Was Vehicle 

Left Hand 

Drive? 

Left hand drive 
vehicle 

0.02 -0.61 (0.01) < 0.001 

Vehicle Type Bikes 0.18 0.81  < 0.001 

Vehicle 

Maneuver 

Turning right / 

U 
0.12 0.09 (0.01) < 0.001 

Change lane left 0.01 -0.59 (0.01) < 0.001 

Point of 

Impact 
Front 0.54 0.54 (0.01) < 0.001 

Did Vehicle 

Leave the 

Carriageway 

Offside 0.05 0.33 (0.01) < 0.001 

Sex of the 

Driver 
Female 0.31 -0.19 < 0.001 

Age Band of 

the Driver 

Old (Over 66 

years old) 
0.10 0.45 (0.01) < 0.001 

Log-likelihood = 603, Mc Fadden 𝑅2 = 0.85 

λ𝑚𝑖𝑛 = 3.28 × 10−6 

a. The table summarizes the analysis output for the more important variables. 

  
For practical purposes, we restrict ourselves to integer 
solutions which are finitely many and more indicative of the 
pre-crash conditions (existing condition = 1, non-existing 
conditions = 0), which directly correspond to real distinct 
world scenarios for a given accident. Below are two such 
examples scenarios. 

More likely severe outcome test-scenario 1 (𝑄 > 0.9):  
On a morning around 9:00am-12:00pm in daylight, a 

young male had an accident while he was driving a goods 
vehicle on a B road in an urban area with speed limit 40. He 
was at a T-junction and was turning right. While entering 
junction, he was hit from offside. The weather at the time was 
fine with no winds. 

More likely severe outcome test-scenario 2 (𝑄 > 0.9):  
On an evening around 6:00pm-9:00pm, a mid aged male 

driver had an accident while he was driving a bus on a 
Motorway in rural area with speed limit 60. He was not near 
a junction and there was an object on the road. It was dark but 
road lights were lit. He was overtaking on the nearside and hit 
another vehicle by its front. As a result of the collision the 
vehicle left the carriageway from nearside. The weather at the 
time was snowy. 



  

At first sight, the above scenarios might seem common and 
not give enough insights to detail the specific dangerous 
situations that are to be avoided. However, as discussed earlier 
in this section, a scenario, which is categorized as severe, does 
not imply that every accident under those conditions will be 
severe. Rather, it tells us that on average such conditions 
generate severe outcomes. This is especially powerful in a 
simulation-based testing framework where multiple instances 
of a scenario are executed with different parameter values for 
the scenario parameters. Furthermore, it is important to note 
that our analysis is limited by the coverage and details of the 
recorded information. Since the police records do not contain 
all the fine details of the accidents (adding to the possibility of 
incomplete records) [38], the conclusions that can be drawn 
from them are also limited. However, future studies will 
involve applying the method in a more general setting with 
more finely recorded data (e.g. telematics data recorded on 
vehicles or insurance claim records). 

D. Scenario based testing and safety evaluation 

Scenario generation based on accident data is an extrinsic 
method which focuses on the influence of external factors on 
the severity of the accidents. This is especially useful when put 
in the context of an Operational Design Domain (ODD) [39]. 
An ODD of an ADS describes the operating environment of 
an ADS and include scenery (geostationary attributes), 
environment (weather, connectivity etc.) and dynamic 
elements (pedestrians, other vehicles etc.). In general, 
explanatory variables in the scenario generated as result of the 
accident data analysis involving scenery, environment, 
dynamic and other elements can be more than the ones 
presented in the earlier section. Therefore, it is desirable to 
extract the relevant scenarios from the rest which can be 
considered as a focussed set of scenarios for ADS simulations. 
This can be done by further exploiting the lasso regression to 
yield the most important features of the scenarios. 
Additionally, one can map the ODD defined for an ADS on to 
the attributes of the scenarios generated from the analysis to 
identify an overlap, which will further filter the set of relevant 
scenarios. From a safety validation perspective, it is essential 
to that the ADS is tested in the scenarios it will encounter either 
inside its ODD or that the boundaries of the ODD. Therefore, 
using an extrinsic method like the method proposed in this 
paper enables for an efficient selection of scenarios, even post 
the analysis of the accident data. 

From a simulation-based testing perspective, suppose one 
desires to incorporate into a real time simulation package a 
predetermined number of attributes, say 𝑝𝑚𝑎𝑥 , from the 
severity models developed in this paper. By increasing the 
value of the free parameter λ in the developed coarse-grained 
lasso regression models (logistic) one can select the most 
important features. For instance, of the nearly 60 attributes 
considered in this paper, 𝑝𝑚𝑎𝑥  most important features are to 
be used in a simulation run. Then, by letting λ increase in the 
model, one reaches to a point where only 𝑝𝑚𝑎𝑥  attributes 
remain positive. This means the remaining attributes represent 
the conditions that can be used in the simulation run. 
Additionally, in order to identify concrete scenarios, i.e., 
values for the scenarios parameters which cause the ADS to 
fail, one could use algorithms like Bayesian Optimization for 
concretization [17]. 

Using the proposed scenario generation approach together 
with simulation based testing, one can help establish the true 
capabilities and limitations of an ADS, which can then be 
imparted to the user and help create a state of “informed 
safety” [6]. Informed safety is key for ensuring safe use and 
appropriate trust in ADSs, and help prevent any misuse or 
disuse of the system, ultimately leading to the society reaping 
the benefits of automation. 

VI. CONCLUSION 

Scenario based testing has been widely accepted as a key 
enabler in the safety assurance of ADSs. However, generation 
relevant scenarios remains a key challenge for the industry and 
the research community. Various approaches to scenario 
generation include: 1) knowledge based approach (identifying 
hazards and failure modes of a system); 2) data based approach 
(analyzing accident data, insurance claim records or 
naturalistic driving data. In this paper, we analyzed the police 
reports in the UK accident database (STATS19) for the years 
2017, 2018 to identify the causal relationship between the pre-
crash accident conditions and accident severity in a way that 
takes into account the major factors leading to the severe and 
risky outcomes. Our main motivation was to develop an 
effective accident model which is able to capture time 
dependent effects on ODD parameters such as (weather 
conditions, light conditions, traffic exposure etc.) thereby 
complementing the existing studies which generally focus on 
trends over a long time. We developed a modified logistic 
regression model which was capable of analysing the 
categorically recorded data. This required, after appropriately 
pre-processing (cleaning, reformatting), developing and 
interpreting coarse-grained versions of the standard regression 
models in order to extract the useful information from the 
noise. The calculated severity values and conditional 
probabilities of the major accidents were found to be in good 
agreement with the test data.  

The second main goal of this paper was the development 
of a systematic way to generate pre-crash scenarios that pose 
high risk. For this purpose, the logistic regression equations 
were used in a similar spirit to solving an inverse problem, to 
produce the pre-crash conditions that lead to fatal (or serious) 
accidents. Application of the procedure demonstrated that 
many scenarios can be generated in an automated fashion 
which can potentially provide useful test cases for ADSs and 
can be compared easily with a defined ODD to identify 
relevant scenarios for any ADS with a defined ODD. In 
summary, the method can serve as a useful tool for 
development of realistic test scenarios and in the wider 
simulation based V&V framework. While the data used in this 
paper (police records) had intrinsic limitations due to the lack 
of precision measurement, the proposed methods are robust 
and can be applied to more finely recorded data to extract more 
detailed conclusions about accidents and pre-crash scenarios. 
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