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ABSTRACT 

Over the past two decades, the demand for online adaptive educational technology has been 
rising due to the promise that learning can be tailored to students’ needs. To tailor and 
optimise adaptivity to individual differences in learning effectively, we need to investigate 
what predicts students’ performance. This thesis includes experiments conducted in an online 
adaptive learning environment, called Learn, played daily by 180,000 primary school 
children. Adaptive learning is fun and challenging for children because, by definition, it adapts 
the difficulty of mathematical and language problems to their ability, preventing boredom or 
frustration. This adaptivity can be optimised in two ways: (1) by using theories and insights 
from cognitive research on executive function, strategy use and error monitoring to identify 
key individual cognitive differences when learning; (2) by inferring the involvement of specific 
cognitive processes or thought patterns using online measures. In Chapter 2, two online 
measures – eye and mouse tracking - are discussed and compared. These measures were used 
in two of the three studies described in this dissertation, both in a small sample in the lab and 
a large study in the Learn platform. Chapter 3 reports a lab study with primary school 
children assessing whether individual differences in cognitive abilities (working memory and 
inhibitory control) predict arithmetic performance. This study showed that children’s 
cognitive profile does have an impact on arithmetic performance, and interacts with features 
of the gamified environment, namely the visibility of time pressure, a key aspect of many 
online educational tasks. Eye fixations revealed differences in children’s attention towards the 
question and distracting errors between when time pressure was visible and when it was not. 
Both eye and mouse tracking gave some insight into children’s thinking and strategy use 
during their performance of the arithmetic task. Chapter 4 presents the analysis of mouse 
movements of children playing in a learning environment. The mouse movements reflected 
children’s arithmetic difficulties during problem-solving. This introduced a promising way to 
predict false associations children might have without the need for them to make errors, which 
are typically maintained at a low level in an online learning environment. Children do make 
mistakes while learning, and a key element of learning is for children to notice their errors and 
adjust their strategies to improve their performance. Chapter 5 shows evidence of adaptive 
behaviour in the form of post-error slowing (PES), the finding that humans slow down their 
performance after an error. PES was observed in a range of online mathematical and language 
tasks. Individual and task-related factors influencing the presence or magnitude of PES were 
identified. Overall, the studies identify key predictors of student’s performance as well as 
suggest new online measures to infer individual differences in these predictors, which is 
needed to fulfil the promise of tailoring the learning experience to individual children.
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1 BRIDGING ADVANCED COGNITIVE 
SCIENCE AND 21ST CENTURY 
LEARNING ENVIRONMENTS 

 

1.1 Introduction 

Learning is a complex system that is challenging to capture, as many elements interact with 
each other (van der Maas et al., 2014). To create a meaningful learning experience for children, 
it is essential to understand how, when and why a person learns. However, every child has a 
unique trajectory of cognitive development and learning, which makes it difficult for 
educational systems to optimise learning for everyone. The cognitive differences between 
children are considerable as early as pre-school (Bjorklund & Causey, 2017). Education aims 
to reduce differences due to inequality. At the same time, good education should also adapt to 
children’s differences in cognitive abilities. A focus on individualised learning, i.e., learning 
tailored to the preferences and requirements of the individual student, requires great effort 
using traditional approaches when one teacher faces 30 children with varied prior knowledge 
and cognitive abilities (Corno & Snow, 1986). With the recent advancements in educational 
technology and particularly online computer-based systems, computerised learning activities 
can be carried out individually rather than as a whole classroom.  
 
School closings, caused by the COVID-19 pandemic, have led to a significant demand for 
online learning software.  Consequently, high-quality online education is more important than 
ever. Even before the start of the pandemic, there was a lot of growth and development in 
education technology, with global investments reaching $18.66 billion in 2019 (Adkins, 2020). 
This rising demand for technological solutions also brings new research opportunities, as 
technological innovations allow access to new methods of learning but also influence the 
child’s response to a learning intervention.  
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Developmental and cognitive sciences have delivered theories of what benefits learning. This 
is essential to consider when designing the 21st-century learning environment. An online 
learning environment is a great experimental platform to test cognitive theories and methods, 
providing the opportunity for individualised interventions in the learning experience. 
 

1.2 Aims and objectives 

In this thesis, the aim is to integrate certain developmental psychological methods and 
theories, to uncover how and when to effectively adapt online practice systems to individual 
learners. In a conventional classroom setting with 30 children, it is difficult to get a good sense 
of the learner’s individual needs. When children are tutored one-on-one this is much easier 
and therefore more effective for performance, with an effect size of d = 2.0 relative to 
classroom teaching without tutoring (Bloom, 1984). The advantage of an online learning 
context is that individual differences can be monitored through one-on-one tutoring. Once the 
key parameters of interest have been identified, the system can be customised automatically 
for large numbers. To accomplish this customisation, we need to identify key parameters for 
individual differences. During my PhD, I collected data (small samples) in the lab, where the 
conditions could be tightly controlled. I also conducted applied research with large samples in 
an online adaptive learning environment. The ultimate aim of collecting from both resources 
is to answer the question of what can predict children’s performance. Many learning systems 
nowadays already adapt exercises and instruction to the general ability level of the student. By 
extending this approach with the focus on other individual differences in learning, we can 
optimise the adaptivity of the system. On the other hand, it is also a way to investigate if 
findings in learning theories can be generalised to a ‘real-world’ setting.  
 
To summarise, this PhD work explores how cognitive research can inform optimisation of the 
design of an online learning environment and conversely how large online environments can 
be used to test cognitive theories. 
 
This first chapter gives an overview of the relevant literature. I will first provide evidence that 
learning is different for each child and discuss the specificities of learning through an online 
platform (section 1.3). Next, I will focus on the development of arithmetic skills, the main skill 
that I investigated in my experimental studies (section 1.4). Individual differences in executive 
functions are discussed (section 1.5), as well as how these differences relate to mathematics 
performance (section 1.6). In section 1.7, the role of cognitive control and strategy use is 
emphasised in the development of executive function and mathematics skills. Finally, an 
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outline is given of how the framework of adaptive environments is set up to tailor to individual 
differences (section 1.8). In this section, I showcase the first results of the online learning 
environment of Math Garden (more details in Chapter 2), which is the platform I used for the 
experiments in my PhD.  
 
It should be noted that this review includes correlational studies and that some studies in this 
thesis included data from a single time point. Therefore, these studies will not inform our 
understanding of how individual differences and task features affect learning per se, i.e., 
changes over time. However, a better understanding of how performance in online tasks may 
be affected by these factors could allow tailoring of the environment to individual learners, 
making sure that the task challenges, and therefore trains their skills optimally. 
 

1.3 Learning (in virtual environments)  

‘The illiterate of the 21st century will not be those who cannot read and write, but those who 
cannot learn, unlearn, and relearn’’ (Alvin Toffler, Future Shock, 1970).  
 
According to learning theories, learning is an enduring change in behaviour, or in the capacity 
to behave in a given fashion, resulting from practise or other forms of experience (Schunk, 
2012). One of the main tenets of learning theories is constructivism. Constructivism is based 
on the idea that a learner creates its vision of the world, shaped by its individual experiences 
and knowledge (Bruning et al., 2004, pp. 194–195). Therefore, the best way to learn is to 
actively construct one’s own understanding and skills. Two ground-breaking researchers in 
constructivism that focused on cognitive development, were Piaget (1964) and Vygotsky 
(1978). A key component in Piaget’s work was the idea that children’s cognitive development 
progresses through stages, where each stage builds on the accomplishments of preceding 
stages. In his view, it is important to monitor a child’s stage and adjust the learning materials 
to their developmental level accordingly, but that children should also discover on their own. 
According to Vygotsky, a learner needs to be challenged as well as be encouraged in their so-
called “zone of proximal development” to advantage their skills and knowledge. He also 
believed that interacting with knowledgeable others (e.g., teachers), helps to progress. 

 Unique learning experience 

Despite their differences, Piaget and Vygotsky agreed that a person’s acquired knowledge and 
learning experience are unique because we all interpret information in a different way 
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(Ormrod, 2014). The individual experience is affected by various features of the learner that 
interact with the particular task that needs to be learned (Park & Lee, 2003). A first feature to 
consider is the intelligence of a child. Intelligence interacts with how effective instruction can 
be (Sternberg & Kaufman, 2013, Chapter 6). For example, students with low intellectual ability 
are known to be more supported by structure and less complex instruction, whereas children 
with high intellectual ability thrive with less structure and can handle more complex 
instruction, also known as discovery learning (Snow & Lohman, 1984). Also, the prior 
knowledge of the child predicts their immediate learning success.  Children with a higher level 
of prior knowledge seem to require less instructional support to accomplish the task (e.g. 
Hailikari et al., 2008; Koedinger & Corbett, 2012; Tobias, 1994). The difficulty of the learning 
materials should be adapted to their prior achievement and intelligence to make it challenging 
for any child.  
 
At the same time, the pace of practising should not only be challenging but also remain fun. 
Otherwise, children would stop practising their skills. Ideally, students experience a state of 
flow, where they are concentrated and absorbed in mastering skills that they are intrinsically 
interested in (Csikszentmihalyi, 1990). Many researchers emphasize the positive impact of 
motivation on learning (for a review, see: Gopalan et al., 2017). Especially intrinsically 
motivated students achieve higher performance, not necessarily students that are extrinsically 
motivated through rewards (Larson & Rusk, 2011). However, a lack of motivation, translated 
to boredom or frustration, is detrimental to a child’s productivity and their will to practice 
(D’Mello & Graesser, 2012).  
 
A child’s motivation to work on their academic achievements can be impacted by their 
personality characteristics, such as self-perceived competence and level of test anxiety (Elliot 
& Dweck, 2013; Ferla et al., 2010). Students with high test anxiety tend to perform poorly on 
tests in comparison to children with low test anxiety, although it is not always clear whether 
this difference is due to learning (Sieber et al., 1977, Chapter 5). The circumstances of how 
tests are administered can make an impact on the learning experience (Sorvo et al., 2019).  For 
example, where a test has time limit or not, as well as whether tasks are adapted to the 
performance level to minimise failure. Here, the impact of the child’s cognitive ability on 
learning needs to be also considered, which will be discussed in section 1.5. All these factors 
contribute to individual variance in mathematical skills, the main focus in this thesis, but also 
in reading and science (Ackerman, 1990).  
 
Moreover, the context in which students learn, such as their culture, school, and teacher’s 
style, contribute to their unique experience (Cormier & Hagman, 1987). Culture can explain 
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differences in learning styles, such as the preference for abstract learning in high-in-group 
collectivism cultures, as well as avoidance of uncertainty (Joy & Kolb, 2009; Lim, 2004; 
Nisbett, 2004). Evidently, the school setting and teachers play an important role in students’ 
involvement and engagement, which in turn contribute to learning (Klem & Connell, 2004; 
Skinner et al., 1993, 2008). This will be discussed in more detail in section 1.4.3. Since the rise 
of online learning platforms, there is a new context to consider and that is whether the 
materials are presented online.  
 

 Online learning setting 

The new generation of students, the so-called “Net generation”, are radically different from 
those of the past because they grew up with digital technology (Prensky, 2001). Children and 
adolescents spend an increasing time behind a screen, and this caused a discussion about its 
impact on student’s learning (Thompson, 2013). In the UK in 2019, 5-15 year-olds spent 
around 2 hours 11 minutes per day online and 1 hour 52 minutes watching TV (Ofcom, 2020). 
Some worry that being surrounded by and immersed in technology makes the new generation 
incapable of productive work or deep learning and that they are less keen on exploring new 
information and knowledge (e.g. Bauerlein, 2008). Others are more optimistic and claim that 
the new generation is much more able to respond fast, be creative, multitask and be involved 
in their learning when given appropriate instruction (Palfrey et al., 2009; Rosen, 2010). In 
truth, there is not enough evidence to favour either of these views. Furthermore, as Lai and 
Hong (2015) pointed out, it cannot be claimed that a whole generation has homogeneous 
characteristics simply due to their technology use.  
 
Nonetheless, more education takes place online nowadays. Numerous studies have looked at 
differences between learning in a classroom and online, mostly using serious games. Serious 
games are games that engage users and contribute to the achievement of a defined purpose 
other than pure entertainment (Susi et al., 2007). These studies focus mainly on the question 
of whether serious games are effective tools for learning and are motivating. Meta-analyses 
(Cheung & Slavin, 2013; Wouters et al., 2013) have shown that game-based learning has a 
positive effect on learning and retention compared to traditional teaching methods. More 
recently, Castellar et al. (2015; 2014) compared online maths games and traditional paper 
exercises in second graders (7-8 year-olds). Results showed an enhancement in terms of speed 
and accuracy performance through playing educational games, and that children rated 
learning in an educational game as more enjoyable. One of the rare large-scale longitudinal 
experiments had a similar setup by comparing online vs. paper maths games from grade 1 to 
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grade 3 (Bakker et al., 2015). They also found that online game-based tasks positively affected 
children’s mathematical skills and insights, but that it is most effective when supplemented 
with other instructional methods, for example a classroom discussion about strategy use (see 
also, Wouters et al., 2013). So far, a large majority of the serious games literature have focused 
on the learning potential of mathematics skills.  

 

1.4 Mathematics skills development in children 

Mathematics skills are arguably one of the most important skills for a child to master. It is also 
a subject in which children generally tend to underachieve. A large proportion of children (13% 
in the UK) does not reach the minimum required level at the end of primary school 
(Department for Education, 2016). A similar trend is reported in the US, where 12% of the 
children perform below the basic-proficiency level in mathematics (OECD, 2012). Examining 
the process of mathematics learning in more detail is essential for our understanding of what 
drives this large variation in performance and which factors may be limiting the children that 
are incapable of achieving basic maths proficiency. 
 

 Arithmetic abilities  

Mathematics learning is a complex process. It is a subject that contains a lot of different fields, 
such as geometry, algebra and arithmetic. Within each field, there is a range of skills that need 
to be learned and connected. The earliest skill to practice at primary school is arithmetic, i.e., 
the ability to add, subtract, multiply and divide numbers. In turn, there are numerous abilities 
to master in arithmetic for a child to become an expert. As Dowker (2005, Chapter 1) noted 
about arithmetic: “there is no such thing as arithmetical ability: only arithmetical abilities”. 
There are three main arithmetic abilities: (1) Factual knowledge, the knowledge about names 
for numbers and operations and arithmetic facts; (2) Procedural knowledge, the knowledge of 
the steps involved to carry out arithmetical operations; (3) Conceptual knowledge, which 
refers to knowledge of arithmetical principles, such as associativity, as well as word problems 
and approximate arithmetic (Dowker, 2005). These abilities can influence each other in a 
positive manner (Hofman, Kievit, et al., 2018). They are acquired with age through education 
and facilitated by the maturation of the brain and cognitive abilities. The mastering of 
mathematical skills requires motivation and many hours of practice, for example through 
repetition of arithmetical procedures (e.g., complex division) and rehearsal of arithmetical 
facts (e.g., multiplication tables). 
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 Development of arithmetic strategies  

How do children learn what strategy to use to solve a given problem, since there is such a 
variety to choose from? To acquire more arithmetic knowledge and skills, children need to 
know and use a lot of different strategies. During development, they gradually change their 
mix of strategies to calculate the answers to a problem (for reviews, see: Peters & de Smedt, 
2018; Siegler, 1996). Children usually start with counting simple sums on their fingers, but 
gradually, a child employs more developmentally mature strategies (Geary et al., 1993). So, 
instead of counting the entire set, they start to count from the first number to counting from 
the larger number (Geary & Brown, 1991). By repeating these steps, they start to store the 
answers, such that the answers become arithmetic facts. The development of direct retrieval 
of arithmetic facts from memory is important to make problem-solving more efficient and less 
error-prone than counting strategies.  
 
Different models of arithmetic fact retrieval exist (for an evaluation, see McCloskey et al. 1991), 
such as the well-known associations model introduced by Siegler & Shrager (1984). According 
to this associations model, when retrieving the answer from memory to a particular number 
problem (e.g., 3 + 6) associative links of related problems and potential answers are 
automatically activated, so not only 9 but also 8, 7, 3 and 18 (see also, Siegler, 1996).  
Depending on the associative strengths of these potential answers, so how differentiated the 
strengths are, it is more difficult for the child to retrieve the correct answer. Similarly, the 
network interference model of Campbell (1987, 1995) and the network retrieval model from 
Ashcraft & Battaglia (1978) postulate that children develop an arithmetic network of 
associations between arithmetic problems and potential answers, both correct and incorrect 
answers. During fact retrieval, these multiple associations compete, but through practice, the 
correct fact becomes most strongly activated.  
 
Another example of arithmetic development can be found in the context of how children 
enumerate small or large number of items. Studies have found that there are three kinds of 
strategies that become evident: subitising, counting, and estimating – or a combination of 
these processes (e.g. Schleifer & Landerl, 2011). Subitising refers to the rapid and accurate 
enumeration of a set of elements, typically between 1 and 3 or 4, using pattern recognition 
(Kaufman et al., 1949). Jansen et al. (2014) examined this in the online environment of Learn 
and found that children who subitised small sets of numbers, the more sophisticated strategy, 
had higher math performance than children who only counted or estimated.  
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Children’s strategy use is defined by its efficacy. Successful strategies, associated with correct 
solutions are more likely to be used in the future and become more strengthened in memory, 
whereas earlier arithmetic strategies are inhibited (Hui & Lee, 2009). Old strategies do remain 
available across development, even in adulthood (Lefevre et al., 1996). Important to note is 
that development in strategy use is not an abrupt shift from one strategy to another. Children 
tend to use a mix of strategies, rather than just one strategy. Following this, Siegler (1988) 
states that developmental changes can be seen as changes in the distribution of strategy use 
rather than plain substitutions of one strategy for another. In the “overlapping waves” model, 
Siegler (1996) posits that strategies are waves that rise and fall during development. Once a 
new strategy is discovered it does not simply replace the older one: Rather, children slowly 
change the frequency of using the old and new strategy. Strategy changes are also accompanied 
by changes in brain activity (Peters & de Smedt, 2018). A study by van der Ven et al. (2012) 
confirmed the overlapping waves model in Learn using a latent growth model in single-digit 
multiplication problems.  

 Individual differences in arithmetic 

The strategy trajectories contribute to the huge variance between children in factual, 
procedural and conceptual knowledge, as well as the relative strengths between arithmetic 
abilities within children (Dowker, 2005). The individual differences are such that a 7-year-old 
can perform at the same level as the ‘average’ 11-year-old, and at a higher level than some 14-
year-olds (Cockcroft, 1982). In the Learn environment these differences in math abilities are 
can be found in all primary school years (Straatemeier, 2014). Fig. 1.1 is an example of large 
individual differences in solving multiplication problems. The graph shows the proportion of 
times a child was presented with easy problems on the left (e.g., 6 x 1) and more difficult 
problems on the right (e.g., 19 x 50), separated for each school Year. The width of the 
distributions illustrates that within each Year group children’s abilities vary considerably, and 
the overlap between year groups further highlights large individual differences in the learning 
trajectories of maths. The large individual differences also illustrate how difficult it is for 
teachers to teach mathematics in a large classroom with varying abilities.  
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Figure 1.1. Distribution of the difficulty of problems presented to children in the adaptive e-learning 
environment called Learn (Straatemeier, 2014) as a function of school Year. The horizontal axis 
displays the difficulty of certain multiplication items (e.g., ‘8 x 7’), calculated based on the performance 
of the whole sample. The distributions represent the proportion of times this item is presented to 
children per school Year to maintain the accuracy of around 75% for each child. 

 
 
Studies have pointed out different sources responsible for the individual differences in 
arithmetic performance. Children from low socio-economic status (SES) backgrounds start 
school behind their peers in the early grades, mostly in the verbal aspects of mathematics 
(Cheadle, 2008; Demir-lira et al., 2016; Duncan & Magnuson, 2011; L. Elliott & Bachman, 
2018). Duncan and Magnuson (2011) found that low-SES children scored 1.4 standard 
deviations lower in their math skills than high-SES children when entering preschool and that 
this gap persists through childhood. Similarly, the effectiveness of the teacher can make a 
difference. Already in pre-school, children with less effective teachers in promoting academic 
achievement, score 0.2-0.48 standard deviation lower than children with more effective 
teachers (Clotfelter et al., 2006; Nye et al., 2004; Rockoff, 2004). In addition, Nye et al. (2004) 
showed that these teacher effects are much larger in low-SES schools, suggesting that in low-
SES schools it weighs heavier which teacher is giving the lessons than in high-SES schools.  
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In addition to the effects of the quality of teaching and social background, 3-7% of the school-
aged children have some form of cognitive impairment interfering with their ability to learn 
knowledge and procedures in the mathematics domains (Fletcher et al., 2007; Geary, 2004). 
Children with dysfunctions in their mathematical learning broadly fall under the term 
mathematical disability (MD), for a review see Soares et al. (2018). A more specific 
neuropsychological deficit in MD is also known as developmental dyscalculia (DD), caused by 
deficient processing of basic numerical concepts (Manor & Gross-tsur, 2000; Moeller et al., 
2012). Both genetic and environmental factors contribute to the development of learning 
disabilities in children. For example, for siblings of children with DD the prevalence of a math 
disability is ten times higher than in the general population (Shalev et al., 1998).  
 
Both in typical and atypical development of mathematic abilities, executive function plays an 
important role (e.g., Bull & Lee, 2014; Raghubar et al., 2010; van der Ven, Kroesbergen, et al., 
2012), which will be outlined below.  
 

1.5 The development of executive function 

 Unity or diversity: Executive function 

Executive function (EF) is a broad term referring to various high-level cognitive processes 
necessary to regulate and control thoughts and actions (Friedman & Miyake, 2017). A key 
finding in most cognitive developmental studies is the consistent association between 
executive functions skills and learning outcomes, such as academic achievement (e.g., Best, 
Miller, & Naglieri, 2011). This link is found for various ages and in children with and without 
specific learning disabilities (for a review, see: Müller et al., 2008). Three subcomponents of 
EF are most commonly studied, namely working memory, shifting and inhibitory control 
(Miyake et al., 2000). These are thought to form the building blocks for more complex EF 
skills such as problem-solving, planning, error monitoring, and meta-cognition (Diamond, 
2013). The role of the executive system is to handle novel situations when there are no 
‘automatic’ psychological processes in place (Miyake et al., 2000; Shallice & Burgess, 1996).  
 
One of the major discussions in the EF literature is the unity and/or diversity of the underlying 
cognitive abilities (Friedman & Miyake, 2017). Some argue that EF is unitary, in the sense that 
it is domain-general with a common neural substrate, i.e., the frontal-parietal network 
(Niendam et al., 2012). Others argue that the low correlations between the tasks are a sign of 
fractionality of the EF tasks (Duncan et al., 1997; Miyake et al., 2000). Both unity and diversity 
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should be given a place in the study of executive function and the frontal functions (Collette et 
al., 2005; Duncan et al., 1997). The unity and diversity of EF tasks are also reflected in 
development: basic EF skills, such as inhibition and working memory, emerge already in 
infancy, from the age of 7 to 12 months (P. Anderson, 2002; V. Anderson et al., 2011). different 
With age, EF components all seem to have different developmental trajectories that continue 
to mature throughout childhood and in some cases into adolescence (Huizinga et al., 2006). 
Therefore, some researchers also argue that the structure (i.e., unity or diversity) of the EF 
model changes with age, such that there is a common factor underlying EF in early childhood, 
and becomes more differentiated with age (Bardikoff & Sabbagh, 2017; Brydges et al., 2014; 
Wiebe et al., 2011). 
 
Another discussion related to the unity of the function is whether EF can be reduced to a few 
components that support other developmental processes (Doebel, 2020). One argument that 
Doebel (2020) gives against defining EF as domain-general components is that far transfer 
through cognitive training has been limited so far. Numerous studies have tried to improve 
skills in other related domains through training EF skills with laboratory tasks, but there has 
not been much evidence of far transfer to date (for a meta-analysis, see: Kassai et al., 2019). 
Importantly, Karr et al. (2019) argue that there may not be only three components to consider 
as core executive functions. Miyake et al. (2000) that introduced the most dominant model in 
the literature, decided to focus on working memory, inhibitory control and shifting for 
practical reasons. If other tasks had been added, such as tasks of planning, or prospective 
memory, there is a big chance other results would have been found, resulting in different latent 
variables/components. Often, three-factor models of EF are rejected as a good model fit (Karr 
et al., 2019). It is therefore essential for developmental research studying EF to consider the 
specific goals and context that were asked in the study to make supporting claims for the 
development of specific cognitive abilities. 
 
Therefore, the three core functions of EF, namely working memory, inhibitory control and 
shifting will be discussed in more detail. In section 1.6, the relationship between these core 
components and mathematics performance is discussed. 
 

  Working memory 

Working memory (WM) is the ability to control, regulate, and actively maintain relevant 
information in mind over short periods without relying on external aids; it is essential for 
complex cognitive tasks (A. D. Baddeley, 1992; Best & Miller, 2010). WM can be assessed by a 
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variety of tasks. The most commonly used instrument for WM is span tasks, such as the digit 
or word span task (for a review, see: Conway et al., 2005). Here, a participant hears or sees a 
sequence of digits or words and is asked to recall the sequence. This can be either forwards or 
backwards, meaning that the participant is asked to either recall the sequence in normal or in 
reverse order (which is considered to be more difficult). The task requires both remembering 
and manipulating the information.  
 
It is widely recognised that working memory is closely linked to learning and school 
performance. A rudimentary form of WM emerges as early as infancy (Diamond & Goldman-
Rakic, 1989). Throughout childhood, WM capacity increases and it continues to do so into 
adolescence (Crone et al., 2006; Gathercole et al., 2004; Montez et al., 2017). 
 

 Inhibitory control 

Inhibitory control (IC) is the ability to prevent a response that is not relevant to the current 
task or situation (i.e., distracting stimuli or thoughts) and to control one’s attention, focusing 
on what we choose and resist interference (Diamond, 2013; Miyake et al., 2000).  
 
In its most basic form, inhibition is already present in the first year of life, including the 
inhibition of neonatal reflexes (Diamond, 1989). Inhibitory control continues to develop 
mostly throughout childhood and into adolescence (Durston et al., 2002; Garon et al., 2008; 
Welsh et al., 2006; Williams et al., 1999).  
 
The most common tasks used to measure inhibitory control are tests such as the Stroop task 
(MacLeod, 1992), the go/no-go task (Donders, 1969), and the stop-signal task (Lappin & 
Eriksen, 1966). These all test the ability of a person to suppress the dominant response to a 
stimulus to achieve more adaptive goal-oriented behaviours. For a measure of interference 
conflict, i.e., the ability to suppress task-irrelevant information, the Flanker Task (Eriksen & 
Eriksen, 1974) and Simon task (Simon, 1969) are often used. Most studies make use of one 
task to measure IC. What is concerning is that these IC measures often show poor validity (for 
a meta-analysis, see: Duckworth & Kern, 2011) and reliability (Gärtner & Strobel, 2019; Hedge 
et al., 2018). Moreover, when studies do examine more tasks, there is often low or non-
significant correlations between the commonly used inhibitory control tests (Enge et al., 2014; 
Gärtner & Strobel, 2019). For example, Paap and Greenberg (2013) observed only a correlation 
of r = -0.01 between the Simon and Flanker effect. The lack of converging validity can also 
explain why some associations cannot be found. For example, de Bruin and Sala (2018) did 
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find effects of age on inhibition for the Simon task, but not for two flanker tasks. Effects can 
be very task-specific and an experimenter should consider the tasks carefully.  
 

 Shifting 

Shifting, also known as task or set-switching, is the cognitive flexibility to shift attention 
between tasks and mental states (Miyake et al., 2000). Shifting involves two phases. In the 
first phase, a participant forms a representation of a task rule (e.g., press on the side of where 
the dot appears) and this rule is maintained in WM. In the second phase, the task rule changes 
(e.g., press on the opposite side of where the dot appears) and the participant has to shift to 
maintaining this rule in WM. These two rules can be more or less in conflict with each other, 
depending on the amount of conflict that the participant has to overcome (Garon et al., 2008). 
A common measure of shifting is the Wisconsin Card Sort Task (WCST), or the Dimensional 
Change Card Sort (DCCS) for younger children (Blair et al., 2010; Garon et al., 2008; Kirkham 
et al., 2003). 
 
In the next section is discussed how these specific EF skills relate to children’s performance in 
mathematics. 
 

1.6 Individual differences in executive function and 

mathematics performance 

 The role of WM load 

Previous studies have described the role of WM in children’s abilities for reading (Gathercole 
& Pickering, 2000) as well as mathematics (for a review, see: Raghubar et al., 2010). In the 
particular for mathematics, numerous studies have shown that individual differences in WM 
capacity in various domains (verbal, numerical and visuospatial) are important predictors of 
mathematics achievement with age (Bull & Lee, 2014; Dumontheil & Klingberg, 2012; Friso-
van den Bos et al., 2013; Peng et al., 2015; Raghubar et al., 2010). In addition, longitudinal 
studies showed that working memory predicts later mathematics achievement (de Smedt et 
al., 2009; Mazzocco & Kover, 2007; van der Ven, Kroesbergen, et al., 2012). Further evidence 
for the role of WM stems from children with WM deficits.  A meta-analysis showed that 
children with WM deficits also display poor mathematics performance (David, 2012).  
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WM capacity can place an important constraint on both the acquisition of reasoning skills and 
the acquisition of knowledge (Baddeley, 1992; Eylon & Linn, 1988). This constraint is also 
known as the working memory overload hypothesis (Niaz & Logie, 1993), posing that too much 
information processing takes up working memory capacity and can overload the system. WM 
load is usually studied with a dual-task method, in which children have to solve a primary task, 
such as addition problems, while their WM is (over)loaded with a secondary task (Huang & 
Mercer, 2001). Children, in particular those with low WM capacity, are hindered by WM 
overload in their learning activities (Gathercole & Alloway, 2008). In online game-based 
learning environments, the dual-processing system is required when there are too many visual 
or noise distractions through multimedia elements (Huang, 2011; Kiili, 2005; Moreno & 
Mayer, 2003). For example, a dual system is created when there is both visual and verbal 
information that the learner needs to process. It becomes very difficult to keep both 
information streams in their working memory at the same time (Mayer & Moreno, 1998). Such 
a split-attention effect could create a cognitive overload on the WM capacity constraining their 
performance (A. D. Baddeley, 1992; Eylon & Linn, 1988)  
 

 Associations with inhibitory control and mathematics performance  

Fewer studies have also looked at the role of IC in mathematics performance. The majority of 
these studies have found that IC skills predict mathematics performance in typically 
developing children, particularly in pre-school and primary school children (Bull, Johnston, 
& Roy, 1999; Bull & Scerif, 2001; Espy et al., 2004; St Clair-Thompson & Gathercole, 
2006).  Recent literature suggests that IC is the common mechanism through which you can 
suppress prior knowledge (misconceptions) and learn new theories or concepts (Brookman-
Byrne, Mareschal, Tolmie, & Dumontheil, 2018). When faced with misconceptions, children 
need to suppress conflicting information on their knowledge to acquire new concepts 
(Mareschal, 2016). Inhibition is also involved in suppressing inappropriate strategies, such as 
addition when multiplication is required.  
 
Due to these positive associations, researchers thought that improving EF skills will contribute 
to better academic performance. Therefore, studies started to investigate training inhibition 
skills (and EF skills in general), but little evidence has been found so far that IC training 
transfers to academic skills (Wass, Scerif, & Johnson, 2012). Bull and Scerif (2001) have also 
argued that inhibition can be domain-specific, so for example only number-related inhibition 
would be relevant for mathematics performance. Encouraging children to use their inhibitory 
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control by delaying a response during problem-solving could still potentially benefit their 
performance (Roy et al., 2019; Wilkinson et al., 2020). 
 

  Shifting costs with age 

In comparison to WM and IC, shifting has not been consistently related to academic 
achievement (Espy et al., 2004). A meta-analysis of Yeniad et al. (2013) does link shifting 
ability to arithmetic performance, as well as reading performance. Some studies also find that 
general mixing costs tend to improve in school-age children, but that specific switch costs 
remain relatively stable with age (Kray et al., 2004; Reimers & Maylor, 2005). For a more 
recent study of the same finding, see Peng, Kirkham & Mareschal (2018). Other studies did 
find that task-switching improved during childhood (Cragg & Nation, 2009; Huizinga & van 
der Molen, 2011). It is not yet clear whether shifting is an independent predictor of 
mathematics, or whether intelligence moderates the association (Yeniad et al., 2013) 
 
In sum, the three most often studied “core” executive functions show development during 
childhood and their individual differences associated with arithmetic performance to a certain 
extent. These functions are also implicated in cognitive control functions, for adapting 
behaviour in changing task demands and environmental circumstances (Botvinick et al., 2001; 
Ridderinkhof et al., 2004). One of these situations occurs when children are monitoring their 
errors.  

 Error Monitoring 

Children develop error monitoring abilities, i.e., the ability to detect and evaluate errors as 
well as adjust their performance accordingly, between 6 and 11 years of age (for reviews, see: 
Ferdinand & Kray, 2014; Tamnes et al., 2013). The ability to adapt behaviour to errors is one 
of the key elements of cognitive control, by alerting the cognitive system to increase control to 
achieve appropriate performance (Mcguire & Botvinick, 2010). The common neural marker 
for the error monitoring system is error-related negativity or ERN, which is automatically 
generated after all errors. This can be followed by an amplitude of error-related positivity (PE) 
typically after 500 ms post-response (Lyons & Zelazo, 2011). The amplitude of the PE is 
thought to be indicative of a person recognising and evaluating the error (Ficarella et al., 2019; 
Grützmann et al., 2014; Nieuwenhuis et al., 2001). A common behavioural metric for the 
ability to monitor the error and adjust their behaviour is the slowing down of the response 
following errors, also called post-error slowing (Rabbitt & Rodgers, 1977). This metric is the 
focus of the study in Chapter 5. 
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1.7 Cognitive control and strategy use 

 Problem-solving strategies 

To understand the cognitive processes behind learning and to adapt feedback and instruction 
to individual needs, studies have looked at what kind of problem-solving strategies children 
use in a variety of different learning domains. And what is striking is that children know and 
use multiple strategies depending on the task characteristics (for an overview, see: Siegler, 
1996). For example, to solve an arithmetic problem such as 8 + 5 children could use their 
memory to retrieve that the answer is 13; use a transformation, e.g., 8 + 2 + 3 = 13; or just 
count: 8 + 5 = 8..9..10..11). This variability in strategy choice allows them to be flexible in 
facing the challenge. The choice of strategy is adaptive, where people aim to choose the most 
efficient strategy, in terms of speed and accuracy, to solve each problem (Geary et al., 1993; 
Siegler, 1988).  
 
The individual’s choice for a strategy use is affected by task- and context related variables as 
well as personal features (Payne et al., 1988). An important determinant for strategy selection 
is the difficulty of the problem. In general, increasing the difficulty of problems promotes the 
use of more sophisticated and complex strategies, in order to increase efficiency while 
maintaining accuracy (Siegler, 1996). Rather than accuracy, someone can also decide to focus 
more on speed, for example due to time pressure. When only limited time is available, people 
tend to use more rapid heuristic strategies that require fewer operations (Payne et al., 1988; 
Rieskamp & Hoffrage, 2008). Even though heuristics use less information from the 
environment, they can still be efficient for certain problems and perform very well, sometimes 
even better than complex strategies (Bobadilla-suarez & Love, 2018; Gigerenzer & Gaissmaier, 
2011) 
 

  Cognitive control 

How strategies are chosen and how cognitive self-regulatory mechanisms in general function 
are some of the bigger questions in cognitive development. The cognitive capacity of the solver 
can be a limitation. In general, EF plays a role in deciding which strategy to use and to allocate 
the attentional resources. Especially when cognitive processes are not automated yet and 
effort is required (Imbo & Vandierendonck, 2007; Wu et al., 2008). We know that WM 
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influences maths achievement by helping to keep track of relevant information during 
problem-solving, but WM is also involved in selecting and switching to the most efficient 
arithmetic strategy (Barrouillet & Lépine, 2005; Cragg & Gilmore, 2014; Siegler & Lemaire, 
1997; Wu et al., 2008). Increasing the difficulty of a problem, e.g., more digits in a sum, often 
results in greater WM demands. For example, Barrouillet and Lépine (2005) have found that 
children with higher WM capacities solve addition problems more efficient in terms of speed, 
and had a higher percentage of retrieval use than children with low WM capacity. This 
difference in performance between children with low and high WM became more pronounced 
with a larger minimum addend. Further evidence of an association between individual 
differences in WM and optimal strategy use was provided by van der Ven et al. (2012). They 
showed that children with poor WM tend to choose immature strategies that require a high 
load on WM resources and are therefore more error-prone. 
 

 Measures of strategy use 

A difficulty with studying strategy use is how to measure it. One method is to ask participants 
what kind of strategy they used to solve the problem (Carpenter & Moser, 1984). This is quite 
successful with adults but becomes more problematic with children since it relies on their 
ability to express themselves verbally as well as their metacognitive skills. Another approach 
is to observe the child during problem-solving, e.g., looking at signs of counting through lip 
movement and use of fingers. This becomes less useful with increasing age since children’s 
behaviour during problem-solving becomes more internalised. A more quantitative approach 
is to use the reaction time (RT) needed to solve a problem. Mental processes differ in the 
amount of time they need. For instance, research has shown that adding 7 + 6 is significantly 
slower than adding 4 + 3 (Ashcraft, 1982), and these time differences can reveal information 
on mental operations. But this also assumes that children always use the same strategy on 
particular problems, which is not the case (Siegler, 1989). More promising ways to look at 
strategy use is through eye tracking and mouse tracking, which are discussed in Chapter 2 
(section 2.2 and 2.3).  
 

 Error processing 

A related process to strategy use is error processing. When solving problems, the students’ 
error responses are thought to reflect their cognitive process and/or applied strategies (Ben-
Zeev, 1998; Buwalda et al., 2016; Savi et al., 2018). In other words, a wrong type of strategy 
use can lead to errors. At the same time, making an error can influence strategy use since 
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switching to different strategies after an error can lead to better performance (Borght et al., 
2016). An understanding of someone’s errors can allow the provision of better feedback 
adapted to the learner’s needs. It is therefore essential to understand whether there is a pattern 
in someone’s errors. An error can be categorised as systematic or unsystematic. An 
unsystematic error is a mistake or slip, defined to be an action that was not intended (Norman, 
1981). This could be the result of being inattentive, sloppy or careless. The more interesting 
errors are the systematic ones, also known as rational errors. These are errors that are logically 
consistent and rule-based rather than being random (Ben-Zeev, 1998). Rational errors reflect 
the student consistently applying an incorrect procedure (J. S. Brown & Burton, 1978). 
Rational errors can be due to misconceptions a child has, for example related to a poor 
understanding of fractions. Rational errors can also be due to incorrect knowledge, such as a 

multiplication incorrectly remembered, 6 � 8 = 46. Being able to diagnose misconceptions or 

incorrect knowledge by analysing systematic difficulties can ultimately help in individualizing 
education to students' state of knowledge. 
 
In a learning system, it is interesting to examine error patterns for adaptive feedback and 
instruction. Computerised adaptive learning environments may be used to identify patterns 
of errors at an individual level.  

 

1.8 Adaptive learning environments  

 Two sigma problem 

What is unique about adaptive learning is that the focus is on the use of technology to 
personalise learning. The technology is based on expertise in various fields of study such as 
computer science, psychology, education and neuroscience. Adaptive learning is a branch of 
the wider area called personalised learning. The computer adapts the educational material 
according to the student’s learning needs, by monitoring their responses. A computerised 
system creates the chance to optimise learning gains at a large scale, in a flexible and dynamic 
way, based on the generated high-frequency response data. Adaptive learning is therefore 
sometimes boldly called a way to solve the 2 sigma problem: the educational phenomenon that 
learners who are tutored one-on-one perform two full standard deviations higher than 
learners taught via conventional instructional methods (Bloom, 1984), see Fig. 1.2. The 
thought was that “if a human tutor can improve the performance so drastically, then an 
automated system might be able to also deliver some (but not all) benefits of tutoring” (Savi 
et al., 2017). Numerous e-learning applications have tried to deliver this promise. Some of the 
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more well-known intelligent tutoring systems that adapt materials to mathematical abilities 
are ALEKS (Canfield, 2001; Yilmaz, 2017), Knewton (Wilson & Nichols, 2015), i-Ready 
(Curriculum Associates, 2020) and Learn (Straatemeier, 2014). These systems differ in which 
algorithm they use to predict the knowledge state of the learner and adapt the learning 
environment accordingly. For instance, ALEKS is built on the psychometric engine of 
Knowledge Space Theory; Knewton on Item Response Theory; and i-Ready on Computer 
Adaptive Testing. Although the algorithms are different, they rely on knowing the difficulty of 
the problems beforehand. Learn makes use of an on-the-fly Elo-algorithm, which makes the 
process of pretesting not necessary. For more details on this algorithm, see section 2.1.5.  
 

 
Figure 1.2. The performance distribution for students under conventional, master learning, and one-
on-one tutorial instruction. 

 

  Idiographic approach to development 

E-learning applications allow studying high quality and highly frequent measurements of 
maths abilities. Rich intraindividual time series are needed to study individual development 
and to adapt the item difficulty optimally. The importance of frequent sampling to collect 
longitudinal data was stressed by Siegler (1991). Indeed, Siegler’s (1991) microgenetic method 
shares many ideas with the idiographic approach (Molenaar, 2004), although the latter has 
more focus on intra-individual data. Both of these approaches suggest that (1) observations 
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should span the whole period of the developmental process; (2) observations should be 
collected at a high density; (3) and analysis should focus on inferring the process of 
quantitative and qualitative changes in development. Focussing on developmental changes is 
important because developmental processes can be quite sudden (Case, 2013) and are easily 
missed when there are not enough observations.  
 
I contributed to the writing of the publication by Hofman et al. (2018), which reports intra-
individual analyses of the development of mathematical skills in Math Garden. The data 
consisted of a large set of individual participants’ time series of responses to single addition 
and multiplication items, see Fig. 1.3 for three examples. When we look at these time series 
it is clear that the trajectories of mastery differ a lot, where some problems are mastered as 
expected, with a clear increase in the probability of correct response (Fig. 1.3A). Other 
problems are already mastered (Fig. 1.3B) or are not learned at all (Fig. 1.3C). For some 
problems, the extent of learning remains unclear since a student consistently switches 
between giving a correct and incorrect response.  
 

 
Figure 1.3. Three examples of response patterns over time of the same student for different 
multiplication problems.  

 
In a first study of Hofman et al. (2018), learning patterns were investigated by fitting learning 
curves with logistic regression models. We found that these patterns were irregular, with both 
relapses to lower ability and sudden changes to improved ability. Only a minority of the 
learning curves showed a positive learning curve, so an increase in mastery. The variation in 
learning curves can be explained by the adaptive nature of the system since the child is always 
presented with problems tailored to their ability. The adaptivity removes the tails of the 
learning curve, i.e., the part when the item is still too difficult or becomes too easy. But it is 
also due to the variation in strategy use that children exhibit, where they sometimes simply 
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learning curves show an increase in mastery. Yet, the slope parameters for multiplication were higher
(average b1 = 0.25) than the slope parameters for addition (average b1 = 0.08), see also the left panel
of Figure 5. Furthermore, for both data sets the time-series length was negatively correlated with
slopes and learning probability in the transition matrix, indicating that learning speed was negatively
related to the number of times a child spent solving an item. This negative effect can be explained by
the adaptivity of the learning program. If children learn and their ability estimates increase accordingly,
more difficult items will be selected. Hence, long time-series can only be collected if children do not
show large changes in their ability.

Figure 3. The distribution of the transition probabilities of switching from incorrect to correct responses
(top) and remaining at a correct response (bottom) for addition (left) and multiplication (right) for all
collected time-series. For, example, the transition (learning) probability (0 ! 1) of 0.7 indicates that 70%
of incorrect responses are immediately followed by a correct response. The bar at 0.7 in the upper-left
panel indicates that this is the case in about 10% of all the collected series in the addition game.
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Figure 4. An example of three different developmental patterns of responses to different items by the
same player. The left panel shows a time-series with a clear increase in the probability of a correct
response. The middle and right panel respectively show a series of a previously learned item and a
series that indicates no learning.

For a better understanding of these learning curves, we investigated differences between children’s
estimated learning speeds (i.e., slopes). First, a positive correlation was found between the average
learning speed of the addition and multiplication domains (r(826) = 0.345, p < 0.001; only players
with more than five time-series in both domains were included). Second, we investigated the
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forget the learned strategy or switch to less optimal strategies (Lemaire, 2010; Siegler & 
Crowley, 1991). 
 
In a second study, we looked at the dimensionality or clustering of the mathematical problems. 
In other words, is there a general skill to master (i.e., multiplication skill) that enables a child 
to solve all the multiplication problems or are these skills more local to a particular problem 
(e.g., 3 x 4?) What the results showed was that for instance multiplication table problems and 
x 100 problems are not clustered and represent two different skills. In general, mathematical 
skills can be global or local, and learning one local maths skill is not necessarily linked to 
learning another local skill. 
 
In sum, these studies demonstrated considerable differences within and between children 
with regards to improvement in the resolution of specific problems. This exemplifies the 

multidimensionality of arithmetic development. For example, similar items such as 4 × 6 and 

12 × 3 are expected to be unidimensional (same strategy use, underlying the global skill of 
multiplication) but this not the case. The results of these two studies are a useful reminder 
that learning is a challenging complex system to capture and that individual differences are 
considerable.  

1.9 Thesis overview  

In this project, I will use the findings of the previously mentioned literature to investigate how 
individual differences in cognition (e.g., strategy choice, executive function skills, adaptivity) 
predict children’s performance in an online learning environment and how we can tailor 
individuals’ learning environment based on these differences. To personalise learning in an e-
learning application, we also need to infer the cognitive process involved with online measures 
above and beyond response data. Therefore, I have used online measures such as eye and 
mouse tracking to investigate how online measure map onto strategy use, task-specific errors 
and level of executive functioning. These methods will be discussed and compared in Chapter 
2. In this chapter, I also provide details on the specific online learning environment that was 
used in the experiments. 
 
This thesis described three studies. The first study, discussed in Chapter 3, was a lab study 
testing primary-school children aged between 8 and 11 years, conducted at the Centre for Brain 
and Cognitive Development in London. I discuss our finding that individual differences in 
cognitive abilities (i.e., working memory and inhibitory control) impact arithmetic 
performance and the number of eye fixations. I show that the associations depended on 
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whether time pressure was visible, a key aspect in most gamified educational settings. In this 
study, I also explored how eye and mouse movements co-occur during arithmetic problem-
solving. These findings were used to develop strategies for the next study that was conducted 
in the online learning environment of Learn. This second study aimed to get a better 
understanding of children’s uncertainties and strategy use when facing mathematical 
problems even in the absence of making errors. To examine this, I collected data over 6 weeks 
from 1,500 children (aged between 5 and 13 years) in Learn on an arithmetic task similar to 
the task used in the first study. We found that mouse movements indeed related to children’s 
difficulties underlying false associations (Chapter 4).  
 
In the third study, I collected response data in Learn from 150,000 children aged 5 to 13 years 
old over the course of six months. The aim was to investigate whether the behavioural metric 
for the ability to monitor the error and behaviour adjustment, also called post-error slowing, 
can be used in a learning environment to predict performance. In Chapter 5, I show evidence 
of post-error slowing, the finding that humans slow down their performance after an error. 
This was in 21 different learning activities related to mathematical and language skills. Here, 
I also describe factors influencing the presence or magnitude of post-error slowing. 
 
Finally, the main findings will be summarised in Chapter 6 and discussed. I will discuss three 
insights that can be drawn, related to the role of executive function in online learning; how eye 
and mouse tracking can inform us on the underlying cognitive process; and how post-error 
slowing can be used as a measure of the zone of proximal development. Finally, limitations 
related to the used measures for learning, and more specifically the framework of an online 
learning environment, as well as future directions are addressed.  



 
 

2 METHODS 

 

2.1 Learn, an online learning platform 

Learn is an online adaptive learning environment for practising mathematics, (Dutch) 
language skills and learning English as a second language (www.oefenweb.com). The platform 
started as a research project called Math Garden at the University of Amsterdam in 2007, in a 
collaboration between the departments of developmental psychology and psychometrics. The 
initial idea of this project was to study the mathematical development of children with high-
frequency measurements by testing children daily in an educational context. This led to the 
development of an instrument that would meet both educational and scientific aims: Math 
Garden would be used to study the development of children and serve as an educational tool 
for children to play at their level. The platform quickly became so popular with schools that it 
was commercialised under the name of Oefenweb. Rapidly, other adaptive practice systems 
were added, such as practising the Dutch language (Language Sea) and learning the English 
language (Words & birds). Now, the platforms are owned by a bigger company, called Prowise, 
and is known as the Learn environment. The Learn platform has recently been made available 
in English and German (https://www.prowise.com/en/learn/). The data described in Chapter 
4 and 5 were collected in the Learn environment.  

 Users of the Learn environment 

The participants of the online learning environment are mainly pupils from primary schools 
that have bought accounts for their students. In this online learning environment, students 
can play at home and/or at school; they are also free to choose which games and how many 
problems of a particular game they want to play. There are currently, as of December 202o, 
200,412 active users (active meaning ‘logged in as a user in the past three months’) playing in 
Learn from across 5,000 schools in the Netherlands. Children can start to play from the age 
of 4 years and continue throughout their primary school, which is in the Netherlands until the 
age of 12 years. Fig. 2.1 shows a distribution of the age of pupils that play in Learn, with an 
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average age of 9.2 years. Since the data in Learn is privacy sensitive, most data are 
anonymised. The only information known about the users is their birthdate, gender and which 
school they go to. Children (their parents or schools) can opt out of being part of the research 
done in the learning environment, in which case they were not included in any of the studies 
described in this thesis. 

 
Figure 2.1. Distribution of the age of children that actively play in Learn. The dashed line is the 
average age, M = 9.2 years. 

 Engaging and rewarding activities 

The learning system is designed so that children practice their skills at school and home 
voluntarily, with playful and adaptive games. The engagement is managed by a few game 
principles. First, the homepage of Learn shows the student’s personal play environment. 
Depending on which platform, this is either a garden for practising mathematics (“Math 
Garden”), a sea for language (“Language Sea”) or a forest with birds for learning English 
(“Words & Birds”). For example, in Math Garden, each plant represents a game from a 
different domain, such as addition, multiplication or percentages (Fig. 2.2). The state of the 
play environment represents the persistence of student’s practice: When they practice a lot 
and their ability increases, their plants will flourish, but when a child is not practising enough, 
their plants will wither. The idea is to motivate children to visit the games regularly. Second, 
the problem difficulty matches the student’s proficiency, a key feature of the adaptivity of the 
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online learning environment, see section 2.1.5. Third, children receive direct feedback after 
every response and correct performance is rewarded with coins. These coins can be collected to 
buy virtual prizes such as trophies. Since the mean accuracy rate is controlled by adapting the 
difficulty of items, trophies and coins are independent of the child’s overall ability and only 
rely on the frequency of playing and their chosen difficulty level (section 2.1.6).  
 

 
Figure 2.2. The homepage of Math Garden. Each plant represents a game, such as subtraction or 
multiplication, and the score underneath the plant indicates the ability of the student (on a scale of 1 
to 1,000) in that domain. The student can select the difficulty level of the games by clicking on the right 
figure, with either one (easy level), two (medium level), or three (hard level) sweat drops. 

 Math Garden and Language Sea games 

During my PhD, I’ve collected data from various games that are played regularly by children 
in Math Garden (Chapter 3-5) but also Language Sea (Chapter 5). In the Appendix section A.1 
is a description of all the games that were used in the experiments.  
 
Language Sea offers more than 35,000 exercises in a total of 18 games to practise Dutch 
language skills such as vocabulary, spelling (Fig. 2.3), reading, proverbs and dictation. 
Language Sea is designed for children starting in Year 1 until the end of primary school. Math 
Garden has a total of 34 games with more than 25,000 exercises, intended for pre-schoolers 
and primary school children. Children can practice in Math Garden their basic arithmetic, but 
also the multiplication tables, telling time, counting money and fractions, etc.  
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Figure 2.3. The layout of the game “Dictee” is available in Language Sea for practising children’s 
spelling. The student hears a word and is asked to write down the word in the answer box. 

 

 Game procedure 

In each game session, a child is asked to solve a problem and either has answer options to 
choose from or is asked to type in the answer (Fig. 2.4). There is a question mark that children 
can use when they do not know the answer and a stop sign to end the game session. All games 
are done under time pressure. The remaining time to answer is visualised as virtual coins 
counting down in the bottom right corner of the screen. The student is rewarded with the coins 
that remain on the screen after giving a correct response; an incorrect response leads to the 
remaining coins being subtracted from their total points. No coins are gained or lost when 
failing to answer within the time limit. The rationale of this scoring rule is explained in section 
2.1.5. 
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Figure 2.4. An example of a mixed operations trial in Math Garden. Players have to use their 
keyboard or click on the numbers in this keypad to submit their answer. If they are unsure of what to 
answer, they can use the blue question mark button on the right. As a result, the right answer will be 
given, and no coins are lost or won. The coins at the bottom of the screen represent the remaining time 
to respond. After a correct response, the remaining coins are rewarded and subtracted after an 
incorrect response.  

 

 Computer Adaptive Practice  

In general, adaptive systems use a form of Computer Adaptive Testing (CAT), derived from 
item response theory (IRT). CAT is based on specifying the probability of a correct answer 
given the characteristics of the items and the person (e.g., van der Linden & Glas, 2000). The 
advantage of using CAT is that a person does not have to solve all items to determine their 
level, but that a more/less difficult item is chosen based on the person’s responses to previous 
items. This way, the test can be tailored to their ability, sparing them from having to solve 
uninformative (too easy, or too hard) items. In Learn, the CAT technique is extended to allow 
computer adaptive practise by (1) using both speed and accuracy to score the responses and 
(2) updating children’s scores and item difficulties in real-time using an Elo-algorithm.  
 
Integrating response time in this algorithm ensures additional information is used to estimate 
children’s ability. Especially for easy items, a correct answer is not informative, but the speed 
of responding is (van der Maas & Wagenmakers, 2005). Therefore, a scoring rule called the 
“High-Speed High Stakes” rule was developed where accuracy and speed are weighted, 
following the equation S = (2Xpi – 1)(d – Tpi) (adapted from Maris & van der Maas, 2012). This 
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rule imposes a speed-accuracy trade-off, where fast and correct responses result in a high score 
and incorrect responses result in a negative score to prevent fast guessing. Xpi is 1 for a correct 
response and 0 for an incorrect response for player p on trial i. Tpi is the response time in 
seconds before the imposed time limit d; and eventually a score S is calculated. To give an 
example: if the time limit of the game was set to 15 s and a correct response was given in 8 s, 
this scoring rule would result in a score of +7, whereas an error after 4 s would yield a score of 
-9. 
 
Students’ abilities and item difficulties are estimated with an on-the-fly Elo estimation 
algorithm based on the accuracy and speed of the students (Klinkenberg et al., 2011). This Elo 
algorithm is a self-organising system that updates the item difficulties and children’s abilities 
continuously. The advantage of this algorithm is that items do not have to be pre-tested to 
determine their difficulty, as is normal in CAT, which is very time-consuming when thousands 
of items are used. What is unique about the algorithm is that people play against items: a 
person’s ability rating increases when they solve the problem correctly and fast but decreases 
when the answer is incorrect or very slow. The same goes for the item difficulty ratings: items 
that tend to be answered fast and correct are scored as easier items, whereas items that are 
answered incorrect or slow are perceived as more difficult. For a more detailed mathematical 
explanation of this adaptation, see Maris & van der Maas (2012). 
 

 Difficulty Level 

Learn uses children’s ability estimates to present them with problems that will lead to a target 
correct response rate. The success rate is set high, by default at .75, to ensure students remain 
motivated (Jansen et al., 2013; Straatemeier, 2014). High success rates cause children to feel 
more competent and less anxious, which enhances the frequency of playing. In turn,  
practising on a challenging, but comfortable level enhances the performance (Jansen et al., 
2013). Players can choose to modify the success rate, by setting it to a probability of .90 (easy 
level), .75 (medium level), or .60 (hard level) of answering correctly. This set difficulty level 
can be chosen by the pupil and changed when preferred. To motivate students to choose a 
more difficult level, students only get half of the coins in the easy compared to the medium 
level. In the hard level, students receive twice the number of coins with a correct response. 
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 Research  

Due to the popularity of Learn, the platform has served as a rich source of information for 
research. Numerous experimental and methodological papers, as well as five dissertations, are 
the result of that. Roughly three research approaches have been used. First, many 
methodological papers have focused on validating the methods used in creating the adaptive 
platform. The topics range from looking at understanding differences in item and person 
parameters and/or compare these with mathematical models (Gierasimczuk et al., 2013; 
Hofman et al., 2020; Jansen et al., 2014; van der Ven et al., 2015). For example, it was shown 
that Math Garden performance measures correlate highly with traditional pen-and-paper 
arithmetic tests (Klinkenberg et al., 2011). The second line of research focuses on 
understanding the cognitive strategies used by children in Learn. Studies have, for example, 
looked at fast and slow arithmetic strategies (Hofman, Visser, et al., 2018) or misconceptions 
(Buwalda et al., 2016; Savi et al., 2018) in multiplication. The study of van der Ven et al. (2013) 
showed an association between the level of visuospatial working memory, measured in one of 
the games in Learn, and arithmetic skills, and found the strongest associations with solving 
addition and subtraction problems. The third category of research investigates developmental 
processes with longitudinal studies, among others the phenomenon mutualism. Mutualism 
theory posits that learning one process (skill) supports learning other skills, such that there is 
a positive manifold with beneficial relations between different abilities during development 
(van der Maas et al., 2006). Evidence of mutualism was found in the arithmetic abilities 
practised in Math Garden, such that learning to count and add positively influenced each other 
as well as multiplication and division skills (Hofman, Kievit, et al., 2018; Ou et al., 2019).  
 

2.2 Eye tracking 

In the experiment described in Chapter 3, human eye movements were recorded with an eye 
tracker. In the context of learning, eye movements offer a direct and high temporal precision 
measure of the learners’ attention (for reviews, see: M. Lai et al., 2013; Orquin & Loose, 2013). 
It is an often-used method to get a window into the ongoing dynamics of cognitive processing 
(Holmqvist & Nyström, 2011; Just & Carpenter, 1976). Studies typically analyse eye 
movements in terms of fixations (i.e., moments when the eyes are relatively stationary) or 
saccades (i.e., rapid movements between fixations). The aim is to reveal the extent to which 
attention is directed towards an object, and supposedly the extent to which this object has 
been processed.  
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In an educational context, the implementation of measuring eye movements started primarily 
in reading studies (for a review see Rayner, 1997), and was later applied to study various 
cognitive processes. For example, eye tracking can reveal information on individual 
differences in strategy use in mathematical learning (e.g., Bolden et al., 2015; Gomez et al., 
2017; van ’t Noordende et al., 2016). These studies investigated strategies with a number line 
estimation task. In this task, children are asked to estimate the position of numbers on a 
number line. The number of eye fixations on reference points children made to estimate the 
numbers on the line was found to reflect individual differences in how mature their strategies 
were. Eye tracking data can also be used to study how learners split their attention during 
multi-media learning (Hyönä, 2010; Schmidt-weigand et al., 2010; van Gog & Scheiter, 2010). 
By tracking eye movements, we can investigate how a student interacts with multiple stimuli 
and how the order and duration of their attention towards these stimuli affects learning 
(Guerra-Carrillo & Bunge, 2018; Stojić et al., 2020). Some e-learning applications, have 
tracked eye movements in an attempt to predict the behavioural state of the user in terms of 
the level of interest and attention (e.g., Asteriadis et al., 2009; Barrios et al., 2004). However, 
there is not enough research to suggest that this implementation has been successful and was 
mostly studied in small sample sizes. 
 
Most studies using eye tracking are conducted in the lab, but it is becoming popular to also 
use eye tracking in more naturalistic settings. Eye tracking devices can be categorised either 
as a static eye tracker, e.g., Tobii TX300 and Eye link 1000, which are mainly used in the lab, 
or head-mounted eye tracker for research, such as the Ergoneers Dikablis or Tobii Pro Glasses 
(for an overview, see: Cognolato et al., 2018). With head-mounted eye trackers, it is not 
required for the participant to sit still, making it more naturalistic. Eye-tracking devices can 
record eye movements as well as gaze allocation at sampling rates in a range of 30 to over 
1,000 frames per second (Holmqvist & Nyström, 2011). Most eye tracker manufacturers 
provide their own software packages to present stimuli and track eye movements (e.g., Tobii 
studio). However, researchers can also easily program the presentation and analyses of their 
experiments such as in MATLAB with Psychophysics Toolbox (PTB; Brainard, 1997) or Python 
with PsychoPy (Peirce, 2007). In my experiment, I used the static eye tracker Tobii TX300 in 
the lab and programmed the tasks and data collection in Psychophysics.  
 
Due to the costs of eye trackers, it remains difficult to use eye trackers on a large scale, in a 
school for example. Therefore, some researchers have looked at webcams to track gaze 
patterns (Valenti et al., 2009). Especially during COVID-19, people have become more 
interested in doing online research and webcam-based eye tracking would be an ideal research 
tool. Until recently, it was difficult to combine eye tracking and online research because there 
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were no libraries in JavaScript, the most commonly used language in online research. But now 
there are algorithms available, such as WebGazer (Papoutsaki & Laskey, 2016). What studies 
have found so far is that webcam-based eye tracking is an option when detailed spatial or 
temporal information on the fixations is not required (Semmelmann & Weigelt, 2018). As a 
minimum, webcam-based eye tracking allows categorising if someone is looking to the left or 
the right side of the screen. As the foundation of webcam-based studies grows, the accuracy of 
webcam-based eye tracking is likely to improve and can become an exciting method for online 
research and potentially online learning environments.  
 

2.3 Mouse tracking 

 The benefits of using mouse tracking 

In the experiments explained in Chapter 3 and 4, mouse movements were recorded. Mouse 
tracking is the recording and tracking of computer mouse movements made by participants. 
This method aims to provide a continuous stream of information during the decision-making 
process (Dale et al., 2007; Freeman, 2018; Freeman et al., 2011; Hehman et al., 2015; Song & 
Nakayama, 2009; Spivey & Dale, 2006; Stillman et al., 2018). Mouse tracking, as a research 
method, was first introduced by Spivey et al. (2005), who used it as a window into the internal 
cognitive process during language comprehension. Since the free-to-use standalone 
Mousetracker software was made available by Freeman and Ambady (2010), the software has 
become very popular in diverse domains of social sciences (for recent reviews, see Erb, 2018; 
Freeman, 2018; Stillman et al., 2018). More recent toolboxes to facilitate mouse tracking are: 
(1) as a feature in Gorilla, an online experimental testing platform (Anwyl-irvine et al., 2020), 
and (2) a MATLAB Toolbox called MatMouse (Krassanakis & Kesidis, 2020).  
 
Studies using mouse tracking are mainly interested in whether participants are deviating their 
mouse trajectory towards alternative options before arriving at the correct response. The 
deviation towards alternative options by the motor action of a mouse movement can reveal 
how multiple representations are competing with each other during the problem-solving 
process (Schulte-Mecklenbeck et al., 2019; Spivey, 2007; Spivey & Dale, 2006). In other 
words, mouse movements are thought to serve as a proxy of a person’s cognitive process. It is 
an attractive tool because mouse tracking has many practical advantages: it can be collected 
online, so it does not require a lab setting; it can be used in combination with other methods 
such as eye tracking and EEG; it is relatively inexpensive and can be conducted and analysed 
at a large scale. 
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 Design and analyses of previous mouse tracking studies 

Most previous mouse tracking studies have used a strict two-response options design. In this 
design, there is a correct response button in one corner of the screen and a distracting response 
button in the opposite corner. The participants always start with their mouse at the start 
button in the middle and move their mouse to select a response button. This mouse trajectory 
is recorded. The standard measures to analyse mouse movements are calculating the 
maximum deviation (MDev) away from the correct response and the Area under the Curve 
(AUC) between a straight trajectory towards the correct response and the deviated trajectory 
(Stillman et al., 2018, Fig. 2.5 A). Other measures focus more on the temporal information, 
i.e., the nature of movements at different time points (Hehman et al., 2015). For example, the 
velocity and acceleration of the mouse between time points or the angle of movement 

(!)	between time points (Fig. 2.5 B). These temporal measures are used to study at which 
point the participant was influenced by the two response boxes in the screen to move their 
mouse. Some studies have also used designs with four-response choices (see for example 
Cloutier et al., 2014; Koop & Johnson, 2013), but in the analyses, only the trajectories where 
there was deviation towards a single one of the alternative options, and not multiple options, 
were selected, similar to the analyses of a two response design.  
 

 
Figure 2.5. Example of a standard mouse tracking experiment design with two answer 
options. The participant starts the trajectory in the middle at the bottom of the screen and the 
mouse movements are recorded until one of the answer options (1 or 2) is clicked. Standard 
descriptive measures of the movement are (A) Maximum Deviation (MDev) between the 
optimal (black dashed line) and real mouse (red line) trajectory as well as the Area under the 

1 2

AUC

MDev

1 2

A B

t = 1
t = 2 !

Velocity
Acceleration
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Curve (AUC) between the two lines; (B) The angle !, velocity and acceleration between two 
time points of the mouse trajectory. 
 

2.4 Comparison of mouse and eye tracking 

 Literature review 

Previous studies have correlated eye and mouse movements in experiments (Demšar & 
Çöltekin, 2017; Franco-Watkins & Johnson, 2011; Spivey, 2007), with a large body of research 
in web searching (Guo & Agichtein, 2010; J. Huang & White, 2012; Milisavljevic et al., 2018). 
The main reason for this comparison is to determine whether mouse tracking could be a useful 
alternative to eye tracking as a measure of people’s attention (Cooke, 2006). Since mouse 
tracking can be applied at a large scale, is cheap and does not require much effort it would be 
an attractive method to deploy on any website or experimental platform if it proves to be 
useful. Some studies use mouse tracking as an additional tool to eye tracking, for example 
when there is poor gaze accuracy such as with webcam-based eye tracking (Franco-Watkins & 
Johnson, 2011; Papoutsaki & Laskey, 2016; Saboundji, 2020). The combination of the 
methods is also suitable for biometric authentication (Kasprowski & Harezlak, 2018; Rose & 
Awad, 2017) or to measure a person’s stress levels (J. Wang et al., 2017). Connecting the two 
types of movement is not easy, because they are quite different (Dodge et al., 2009). Eyes move 
with high speed, in discrete jumps (saccades) between longer stationary stops (fixations), and 
are ballistic, whereas mouse movements are usually smooth and continuous, and can be 
changed mid-movement. Another related difference is that mouse movements are thought to 
be under conscious control, whereas eye movements are in most cases considered to be 
controlled unconsciously - although, Henderson & Smith (2009) showed mixed eye movement 
control during scene viewing. However, the two types of movement also have similarities, in 
the sense that they can both be represented as time series of locations on the screen and are 
thought to underly the same cognitive process, namely solving the given task. 
 
Some studies have claimed that mouse trajectories can serve as a proxy of gaze trajectories 
(Demšar & Çöltekin, 2017; J. Huang & White, 2012) and that mouse movements are 
representative of eye movements (Cox & Silva, 2006; Freeman & Ambady, 2010). A general 
finding is that the gaze always precedes the hand/mouse movement unless the experimenter 
explicitly asks otherwise (Demšar & Çöltekin, 2017). This means there is usually a lag between 
the two time series. Other studies focused on the eye-mouse distance to see whether gaze and 
mouse aligned, and found that it varied from 0.1 to 1000 pixels depending on the task and the 
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strategy a person holds (Holmqvist & Nyström, 2011). During web browsing for example, 
Rodden and Fu (2008) found an average distance of 257 pixels between gaze and cursor. The 
eye-mouse distance can vary a lot depending on the strategy, for example: (1) when the person 
is reading while keeping the mouse still; (2) when the person is using the mouse as a reading 
aid (either vertical or horizontal) to guide the eye; (3) or when the person is using the mouse 
to mark areas that might be interesting to return to, possibly to reduce working memory load. 
Similar strategies were found in other studies as well (Buscher et al., 2012; Cox & Silva, 2006; 
J. Huang & White, 2012). 
 
Due to the large variation in the physical eye-mouse distance findings, studies have looked at 
dwell times in Areas of Interest (AOIs). An AOI is a pre-specified area the person visits with 
their mouse or eyes. During web browsing, studies have found around 70% chance that the 
eyes and mouse go to the same AOI on the screen (Chen et al., 2001; Cooke, 2006). Evidently, 
the height of this overlap depends on the number of AOIs that are specified, with more chance 
of overlap when defining big and few AOIs. Most of these studies were performed during web 
searching, but not with cognitive tasks. 
 
In the next section, I will show some exploratory comparisons between eye and mouse 
movements of 39 primary school-aged children performing two different tasks in a lab-based 
setting, which is explained in more detail in Chapter 3. Mouse movements were tracked using 
MATLAB, collecting the cursor’s x and y coordinates with a timestamp around 100 times per 
second. The collection of eye movements is explained in more detail in section 3.2.6.  

 Eye and mouse movement in Simon task  

The first task for examination is a Simon task (see section 3.2.5 and Fig. 3.1.B), where 
children were asked to move their mouse as quickly as possible to one of the answer options, 
either the top left or top right. This set-up is comparable to a standard mouse-study design. In 
congruent trials, the location of the target was congruent with the correct response and in the 
incongruent trials, the location of the target was on the opposite side. 
 
In a first analysis, the proportion of eye fixations and mouse points in the two answer option 
boxes were calculated across the trials per participant. Only the correct trials were used, which 
was in this case 99% of the trials. We expected that the proportion of eye fixations and mouse 
deviations towards the incorrect response would differ between the incongruent and 
congruent trials. Fig. 2.6 shows the gaze and mouse trajectories in the congruent and 
incongruent trials on the left, and the proportion of eye fixations and mouse points on the 



 50 

right. As expected, there were more eye fixations in the incorrect answer box for the 
incongruent trials than for the congruent trials, t (34) = -7.44, p < 0.001, on average a M=-
0.15 proportion difference. The proportion of mouse points towards the incorrect answer box 
also differed significantly between the congruent and incongruent trials, t (38) = -3.69, p = 
0.001, but the difference in proportion was smaller M = -0.049.  

 

 

Figure 2.6. (A) Mouse trajectories on the left and proportion mouse points in the incorrect answer 
box on the right for the congruent and incongruent trials. (B) Gaze trajectories on the left and 
proportion eye fixations in the incorrect answer box on the right for the congruent and incongruent 
trials. 

 

Second, the purpose of administering the Simon task was to have an individual measure of the 
interference effect for children, for which the difference in RT between congruent and 
incongruent trials was calculated (see section 3.2.5). To examine how predictive eye and 
mouse trajectories were for this RT interference effect, correlation tests were performed. The 
difference in eye fixations between the congruency of the trials significantly correlated with 
the RT difference, r = .61, t(30) = 4.17, p < 0.001. The difference in mouse points between 
congruent and incongruent trials also correlated highly with the RT difference, r = .65, t (37) 
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= 5.23, p < 0.001. The correlation between the eye and mouse congruency differences, was 
smaller, r = .47, but still significant, t(30) = 2.91, p < 0.007.  
 
In conclusion, both the eye and mouse trajectories showed more deviation towards the 
incorrect answer option in incongruent trials than in congruent trials. Both metrics can be 
used to get a measure of the interference control effect, compared to the commonly used RT 
difference. The low proportion of mouse points towards the incorrect response could result 
from the fact that children do not always move their mouse completely inside the answer box 
but only towards. 

 Eye and mouse movement in the arithmetic task  

The second task is much more complicated in design compared to the Simon Task with five 
incorrect answer options. The task is a multiple-choice arithmetic task, similar to the speedmix 
game in Learn, explained in detail in section 3.2.3, Fig. 3.1.A. Children had to click their 
mouse in the middle of the screen to start a trial in which an arithmetic problem appeared. 
They had to perform under time pressure, with only eight seconds to respond. The children 
had to choose between six answer options, appearing in a circle underneath the question. One 
of these answer options was correct, and the other ones reflected commonly made errors for 
the problems in Math Garden. For the analyses, we only looked at the trials that were answered 
correctly. In these trials, we expected children to make mouse movements and eye fixations to 
frequently made errors, apart from the correct answer. 
 
As a first step, individual trajectories of both eye and mouse movement were explored, with 
three examples shown in Fig. 2.7 of three different children that answer the same question. 
These trajectories gave some insight into the cognitive process and strategies. For example, in 
Fig. 2.7A, the participant seems to mentally calculate/memorise the answer by looking at the 
question and go straight towards the correct answer with the eyes and mouse. In Fig. 2.7B, 
the participant looks at some of the answer options such as 54 and 64, but only moves the 
mouse towards 64, the most commonly made error in Math Garden for 9 x 7/ 7 x9. Eventually, 
the participant moves their mouse and gaze towards the correct answer. In Fig. 2.7C, the 
participant looks and moves their mouse in an anti-clockwise movement towards all answer 
options and eventually ends at the correct response. Similar to the Simon task, this last 
example shows that the mouse movements are moving towards an answer option, but do not 
always end completely inside the answer option. Therefore, for the next analyses, the Areas of 
Interest, the answer options and the question box, were defined differently for the mouse than 
for the eye, shown in Fig. 2.8. 
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Figure 2.7. Three examples of children’s mouse (yellow line) and gaze trajectories (blue line) when 
solving the problem 9 x 7/7 x 9. The numbers next to the eye fixations reflect the order of the fixations, 
and the size of the point indicates the duration of the fixation. 

 

A B

C
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Figure 2.8. (A) Eye fixations and (B) mouse points, labelled when they were inside the AOIs (black 
lines). For the mouse points, the AOIs were defined differently, since most mouse trajectories do not 
reach the answer option completely. 

First, all eye fixations and mouse points were categorised as belonging to one of the AOIs. 
Depending on the problem, these AOIs were labelled as either the correct answer option, 
question or an error, labelled E1 to E5 where E1 is the most commonly made error. Fig. 2.9 
A shows the percentages of eye fixations and Fig. 2.9 B the mouse points in the AOIs. A big 
difference between the two metrics becomes obvious due to the percentage difference for the 
question box: participants look at the question but do not necessarily move their mouse 
towards the question. Both metrics have comparable movement towards the commonly made 
errors. There is not much difference in the percentage of mouse movement from E1 to E5, 
where you would expect less movement towards the least made error E5 than towards E1.  
 
Finally, the average eye mouse distance was explored, through calculating the Euclidean 
distance between the x and y coordinates for each time point: Distance = 

&('!"! − '#$%&!)' +	(*!"! − *#$%&!)'. Only the trials across participants were used, where the 

number of different x and y coordinates of the eyes matched the number of new mouse points, 
which was in this case 140 trials. These were selected to make a comparison between the two 
time series possible. In these trials, we found an average eye mouse distance of 141 pixels (SD 
= 20.2), which is relatively small in comparison to the average distance during web searching, 
which was around 257 pixels (Rodden et al., 2008). The selection of trials may have biased the 
size of the eye-mouse distance because these are the trials where there is the same amount of 
mouse and eye movement. This means that trials, where there was little mouse movement and 
a lot of eye movement or vice versa, were not considered. 
 

A B
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To summarise, although the eye and mouse distance in general was not large for the selected 
trials, the mouse and eye movement were not always the same during the arithmetic task. 
Children use their eyes to look at the question, but do not move their mouse often to the 
question; they also explore a lot of answer options with their eyes apart from the correct 
response. The mouse movement can vary a lot depending on the strategy used, from either 
moving straight towards the clicked answer; first towards an alternative; or following the eyes 
along with the answer options. We analysed the mouse movements in terms of whether they 
were inside an AOI or not, similar to eye fixations. This may not be the best method, since 
mouse movements can be directed towards an object, but depending on the location they 
started, do not always end up inside an AOI. Therefore, in Chapter 4 a more dynamic method, 
irrelevant of the start location of the mouse, is investigated to quantify mouse movement.  
 
First, in Chapter 3 eye tracking was used to infer whether the visibility of time pressure 
impacts arithmetic performance depending on children’s individual cognitive profile. 
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Figure 2.9. Percentages of (A) eye fixations and (B) mouse points in the different AOIs. These 
percentages are not directly comparable since the AOI size was specified differently for the eye and 
mouse metrics. E1 to E5 are the most frequently made errors in Learn, where E1 is the most frequent 
error and E5 the least frequent. 
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3 THE IMPACT OF VISIBLE TIME 
PRESSURE AND INDIVIDUAL 
COGNITIVE ABILITIES ON MATHS 
PERFORMANCE 

 

ABSTRACT 

This study investigated whether learning environments should consider the differential 
impact of cognitive load on children’s maths’ performance, depending on their individual 
verbal WM and IC capacity. An experiment was conducted with 39 children (8-11 years old) 
performing a multiple-choice computerised arithmetic game. Participants were randomly 
assigned to two conditions where the visibility of time pressure, a key feature in most gamified 
learning environments, was manipulated. Results showed that verbal WM was positively 
associated with arithmetical performance in general, but that higher IC only predicted better 
performance when the time pressure was not visible. This effect was mostly driven by the 
younger children. With the use of eye tracking, we showed that when time pressure was visible 

children attended more often to the question (e.g., 6 × 8). In addition, when time pressure 
was visible, children with lower IC, in particular younger children, attended more often to 

answer options representing operant confusion (e.g., 9 × 4 = 13) and visited more answer 
options before responding. These findings suggest that tailoring the visibility of time pressure, 
based on a child’s individual cognitive profile, could improve arithmetic performance and may 
in turn improve learning. 
 
The study of this Chapter has been published in the article: 
de Mooij, S. M.M., Kirkham, N. Z., Raijmakers, M. E., van der Maas, H. L., & Dumontheil, 
I. (2020). Should online math learning environments be tailored to individuals’ cognitive 
profiles? Journal of Experimental Child Psychology, 191, 104730. 



 57 

3.1 INTRODUCTION 

Extensive individual differences in learning trajectories, described in Chapter 1, show that in 
education there is no such thing as a one-size-fits-all approach. Emerging e-learning 
platforms, such as Learn, allow the tailoring of the learning environment to individual 
students on a larger scale. However, the environmental context in online game-based learning 
environments, with its interruptions and distractions, poses a risk for the user in terms of 
sustained attention, engagement, and concentration (Terras & Ramsay, 2012). To maximise 
the learning potential offered by adaptive e-learning platforms we also need to consider 
individual differences in the capacities to attend to, process, learn and remember information 
when designing these technologies (Ramsay & Terras, 2015).  

 Cognitive overload on working memory 

Individual differences in WM are known to be associated with arithmetic performance (Bull & 
Lee, 2014; Dumontheil & Klingberg, 2012; Friso-van den Bos et al., 2013; Peng et al., 2015; 
Raghubar et al., 2010, as is reviewed in section 1.6.1). When solving mathematical problems, 
the overall load on an individual’s cognitive system, referred to as cognitive load, can limit 
and interfere with performance (Sweller, 1988). This relates particularly to attention and WM. 
In online game-based learning environments, there is a great risk of overloading a player’s 
WM with the rich number of multimedia elements and gamified features, causing limited 
capacity for the main task of problem-solving (W. H. Huang, 2011; Kiili, 2005; Moreno & 
Mayer, 2003). A cognitive overload on WM capacity may constrain both the acquisition of 
reasoning skills and the acquisition of knowledge (A. D. Baddeley, 1992; Eylon & Linn, 1988).  

 Inhibitory control skills and attention in a gamified environment 

The IC level, the ability to selectively attend to relevant stimuli and, therefore, inhibit their 
attention to irrelevant stimuli (i.e., distracting stimuli or thoughts) and resist interference, is 
equally important to consider in a gamified environment (Diamond, 2013, see section 1.5.3). 
IC skills have been found to associate with mathematical performance (Bull, Johnston, & Roy, 
1999; Bull & Scerif, 2001; Espy et al., 2004; St Clair-Thompson & Gathercole, 2006, see 
section 1.6.2). Studies have also looked at the impact of varying cognitive load on maths 
performance and found that this depends in part on the individual IC level (Avgerinou & 
Tolmie, 2020). In online game-based learning environments, task-irrelevant distracting 
stimuli, such as gamified sounds, flashing objects and alternative answer options, can trigger 
errors. In a laboratory setting, a similar effect occurs in the Simon task (Simon, 1969), where 
irrelevant information impacts the performance (see also section 1.5.3) Interestingly, 
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individual differences in IC seem to moderate the impact on accuracy and reaction time 
(Mandich et al., 2003; Tsai et al., 2009). A similar Simon effect needs to be tested in a gamified 
environment. Furthermore, Bull et al. (1999) and Rourke (1993) suggest that a lack of IC is 
reflected in the type of errors children tend to make, for example the inability to switch away 
from addition when multiplication is required (i.e., operant-related error).  

 Individual differences in attention and WM and performance under 
pressure 

Interference and cognitive overload in a learning environment do not always stem from 
external stimuli, but can also be internal in the form of worries about individual performance 
or about perceived time pressure (Ashcraft & Kirk, 2001; Mendl, 1999). These stressors can 
either drive people to use more efficient strategies (i.e., the best speed-accuracy trade-off 
within the constraints of the new situation) or compete with the attention that is normally 
allocated to the execution of the task (Caviola et al., 2017; Starcke & Brand, 2012). The latter 
is also known as the adverse effect of ‘choking under pressure’, where individuals perform 
worse than if there were no pressure (Baumeister, 1984; Beilock & DeCaro, 2007; Lewis & 
Linder, 1997). Critically, studies have found that people with high WM capacity are more 
affected by such a dual-task environment and suffer more under pressure than those with low 
WM capacity (Beilock & Carr, 2005; Sattizahn et al., 2016; Z. Wang & Shah, 2014). In addition, 
Sattizahn et al. (2016) found that individuals’ variability in attentional control processes 
influenced the effect of pressure. Only those with poor attentional processing, measured with 
a flanker task, suffered decreased performance under pressure. This finding reflects that some 
individuals can limit the interfering effect of pressure on their performance, whereas others 
with poorer attentional control cannot. So, although increased WM and IC are generally 
associated with better maths performance and efficient strategy use, research has shown that 
it also depends on the stressors in the environment. The purpose of this study was to 
investigate the impact of stressors in the relatively new context of an online learning 
environment. 

 Particular stressor: Visibility time pressure 

One particular stressor, typical to a lot of online game-based learning environments, is time 
pressure, usually presented in the form of a gamified visual stimulus. For example, in Learn 
there is visual time pressure in the form of coins counting down every second which is also 
incorporated in the game’s scoring rule for maths performance (see section 2.1.5). The 
advantage of using time pressure is that it provides the opportunity to relate the speed of 
processing to the ability of the child, which is most valuable with easy problems (Klinkenberg 



 59 

et al., 2011; van der Maas & Wagenmakers, 2005). Also, in the case of games (similar to 
sports), the challenge of acting within a time limit can make the activity more enjoyable 
(Freedman & Edwards, 1988). Because time pressure itself is invaluable for most game-based 
learning environments, the current study addresses a different question: should the visibility 
of the time pressure (in the form of a countdown) be adapted for individuals depending on 
whether it negatively affects maths performance? Following the interference and overload 
theory, time pressure in the form of animated visual stimuli could be a distracting component 
that negatively interferes with solving maths problems, depending on the child’s level of IC 
and WM. However, the alternative situation with no visible reminder of time passing by 
requires attention to be allocated to time perception. This capacity reduction could result in 
suboptimal strategies in the speed-accuracy trade-off for the main task (S. W. Brown & 
Perreault, 2017; Grondin, 2010; Matthews & Meck, 2016; Zakay, 1993)  

 The current study 

The purpose of this study was threefold. First, we wanted to replicate the association of 
individual differences in verbal WM and IC with arithmetic performance of simple addition 
and multiplication problems in blocks of single or mixed operations in a game-based 
environment for primary school children (see section 1.6). We expected that both verbal WM 
and IC would positively associate with arithmetic performance overall. The mixed blocks were 
added to examine,  whether the level of IC associated especially with an inability to switch 
between the operations, as previous studies have found (Bull et al., 1999; Rourke, 1993). If this 
is true, it would mean that the impact of the individual cognitive profile in a gamified 
environment depends on the task required, e.g., single or mixed operation arithmetic task. In 
line with the previous studies, we expected that higher IC would be associated with a reduced 
cost of switching between multiplication and addition. Second, we explored whether a 
particular feature of cognitive load, the visibility of time pressure, would affect arithmetic 
performance in general. More importantly, we were interested in whether the impact depends 
on the child’s WM and IC skills. We did not have a hypothesis regarding whether visibility or 
invisibility of time pressure associated with worse arithmetic performance since both features 
create a dual-task condition. Any effect on arithmetic performance was expected to interact 
with individual differences in WM and/or IC.  
Finally, whether the learner is attending to or actively inhibiting their attention to 
irrelevant/distracting stimuli was studied through the eye fixations using eye tracking (Duprez 
et al., 2016; Wijnen & Ridderinkhof, 2007). In general, WM load is thought to increase the 
number of fixations (Just & Carpenter, 1976). More specific, other studies have found that 
looking back and forth at the question is positively associated with attentional and WM load 
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(Droll & Hayhoe, 2007; Orquin & Loose, 2013). With the use of eye tracking, we explored 
differences in order and duration of gaze to various elements of the display during the 
arithmetic task, depending on whether time pressure was visible or not and the children’s 
levels of WM and IC. 
 
This study included data from a single time point, and, therefore, and this cannot be stressed 
enough, will not inform our understanding of how individual differences and task features 
affect learning over time. However, a better understanding of how performance in online 
maths tasks may be affected by these factors could allow tailoring of the environment to 
individual learners, making sure that the task challenges, and therefore trains, their arithmetic 
skills rather than loading on other aspects of their cognitive capacity. 
 

3.2 METHODS 

 Participants   

A total of 42 primary school children aged 8 to 11 years were recruited through a local 
voluntary participant database and word of mouth. Three children were excluded from all 
analyses because testing sessions were interrupted due to distress or tiredness. The final 
sample consisted of 39 children (19 male; M = 9.60 years old; SD = 1.02; range = 8.00-11.50). 
With a sample size of 39, the study had 80%, 90%, and 95% power to detect large eta-square 
(η2) effect sizes of 0.18, 0.22 and 0.26 respectively when comparing two groups. Eta-square 
effect sizes have been classified as follows: small η2 = 0.02; medium η2 = 0.13; large η2 = 0.26 
(Cohen, 1988).For three children insufficient eye gaze data were collected, leaving 36 children 
(18 male; M = 9.67 years old; SD = 1.00; range = 8.00-11.50) for the eye tracking analyses. The 
study was approved by Birkbeck’s Department of Psychological Sciences ethics Board. 
Informed consent was given by caregivers, and verbal consent was given by the participants. 
 

 Procedure  

All stimuli were presented in MATLAB using the Psychophysics Toolbox (Brainard, 
1997). During the first task, participants performed an arithmetic task on a computer (see Fig. 
3.1A) similar in design to Math Garden (Straatemeier, 2014). The study took place in a lab 
setting, and all measures were completed in a single session lasting about 30 min in total. 
Before data collection started, condition assignment was randomised for a list of 40 
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participants using MATLAB. An additional two participants were tested to compensate for 
incomplete or withdrawn participants. Participants first completed the arithmetic task, then 
the verbal WM task (backward digit span task), and then the IC task (Simon task), which took 
~ 30 min. Eye tracking and mouse tracking data were collected during both the arithmetic and 
Simon task.  

 Arithmetic task  

The arithmetic task was divided into three blocks comprising 20 multiplication problems, 20 
addition problems, and 22 mixed multiplication and addition problems, respectively. The 
order of the blocks was counterbalanced across participants. The trials within the blocks were 
fully randomised. This arithmetic task was based on the speed mix game of Math Garden (see 
Appendix A.1 for details on this game) and all problems involving single-digit numbers 
between 1 and 9 stems from Math Garden. For each arithmetic problem, participants were 
asked to choose one of six answer options, which consisted of the correct answer and the five 
most frequent errors, made by children of similar age on that arithmetic problem. The 
frequency was based on Math Garden data previously collected from a large Dutch sample 
aged between 5 and 13 years old (Fig. 3.1A). Participants had a maximum of 8 seconds to 
click on one of the answers, after which the correct answer was highlighted. In a between-
participants manipulation, 19 children were assigned to the visible time pressure condition, 
where the time limit of 8 seconds was visible in the form of coins counting down at the bottom 
right of the screen, similarly to Math Garden (Fig. 3.1A). The other 20 children needed to 
respond within the same 8 seconds, but there were no coins on the screen (no visible time 
pressure condition). After every trial, direct feedback on performance was given; the correct 
answer was circled in green, and the incorrect answer was circled in red in the case of an 
incorrect response. The measure of arithmetic performance was calculated with a scoring rule 
following the equation S = (2Xpi – 1)(d – Tpi) (adapted from Maris & van der Maas, 2012, see 
also section 2.1.5). This rule imposes a speed-accuracy trade-off, where fast and correct 
responses result in a high score and incorrect responses result in a negative score. Xpi is 1 for 
correct and 0 for an incorrect response for player p on trial i. Tpi. is the response time in 
seconds; range = 0 to 8) before the imposed time limit d (set to 8 seconds in this study) and 
eventually, a score S is obtained (range -8 to 8). 
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Figure 3.1. Experimental Tasks. (A) Screenshot of the arithmetic task. Here the problem 6 × 8 is 
presented at the top of the display with the six answer options underneath. For half of the participants, 
a visible time pressure was implemented through coins counting down every second. The current total 
score is depicted in the right bottom corner. The dotted black lines are drawn to represent the areas 
of interest (AOIs) for the gaze data. (B) Setup of the Simon task. A cue indicating the correct colour–
response mapping remained on the screen at all times. In this example, the cue indicates that the left 
box should be clicked for blue target stimuli and that the right box should be clicked for orange target 
stimuli. Participants first moved their mouse to the centre of the display (small white square). After 
500 ms, a blue or orange target square stimulus was presented in either top corner of the display. 
Participants were asked to move their mouse toward and click into the box corresponding to the colour 
of the target stimulus. On congruent trials, the location of the target matched the response associated 
with the colour of the target (e.g., orange target on the right side). When colour and location did not 
match (e.g., orange target on the left side), the trial was incongruent and a conflict arose. 

A

B

Starting cue (500 ms)

Congruent trial

Incongruent trial

Please move the mouse to 
the centre
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 Backward digit span task  

Participants’ verbal WM was then assessed with a backward digit span task since this task 
measures verbal WM for numerical information. In this task, children were asked to repeat, 
backwards, lists of single-digit numbers pronounced by the experimenter. After practising 
with two numbers, the first level consisted of four lists of three numbers; the child moved one 
level up (with an additional number) when at least three of the four lists were repeated back 
successfully, otherwise testing stopped. The lists of numbers were fixed across participants. A 
WM score was computed as the total number of correct answers.  

 Simon task  

IC was assessed with a computerised spatial incompatibility Simon task (adapted from Duprez 
et al., 2016; see Fig. 3.1B). This task was used to measure how able children are in blocking 
irrelevant information. Children were asked to move their mouse to either the top left or top 
right box depending on the colour of the target square while ignoring its location. When the 
target was blue children needed to move and click their mouse into the left box. When it was 
orange, they needed to move their mouse toward and click into the right box. In half of the 
trials, the location of the target was congruent with the correct response, and in the other half 
the location was on the opposite side of the correct response (Fig. 3.1B). Participants 
completed 40 trials in a randomised order, which resulted in between 1 and 5 trials of the same 
type (congruent/incongruent) being repeated in a row. The measure of IC, referred to as the 
IC interference effect, was computed as the difference between incongruent and congruent 
trials mean RT divided by congruent trials mean RT, using correct trials only. A high score 
reflects slower RT on incongruent trials (i.e., difficulty in inhibiting attention to irrelevant 
information) than on congruent trials (i.e., baseline processing speed). 

 Eye tracking   

During the arithmetic and Simon task, children were seated at a distance of 60 cm in front of 
an eye tracker. The application use of an eye tracker is explained in more detail in section 2.2. 
Eye movements were recorded using a Tobii TX300 (Tobii, Danderyd, Sweden) at a sampling 
rate of 120 Hz. The raw data were classified into fixations and saccades using the gazepath 
package in R (Team, 2013; van Renswoude et al., 2017).  Gazepath uses an algorithm to 
categorise the data into fixations and saccades while accounting for individual differences and 
data quality. Fixations in the arithmetic task were labelled as one of the following three AOIs: 
(a) the question box, (b) one of the six answer options, or (c) the coins (i.e., the visible 
countdown of time) (Fig. 3.1A).  
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 Statistical analyses  

Data management and statistical analysis were performed using R Software (Team, 2013). For 
all independent variables, z scores were generated to standardise the scores for further 
analyses. In the first set of analyses, the arithmetic performance was averaged over the three 
blocks (addition, multiplication, and mixed addition and multiplication) and compared 
between the visible time pressure condition and the not visible time pressure condition. This 
was analysed using between-participants three-way analyses of covariance (ANCOVAs), 
covarying for age and WM score or IC interference effect. An additional analysis investigated 
associations between IC and the cost of needing to switch between operations. We subtracted 
the average performance of the mixed block trials from the average performance on the trials 
in the single operation blocks, for multiplication and addition problems separately. These cost 
measures were entered into ANCOVAs including the IC interference effect, visibility of time 
pressure, and age for multiplication and addition separately. Assumptions of the ANCOVAs 
were met, with analyses showing homoscedasticity and normality of the residuals. 
 
Eye tracking analyses (N = 17 in the visible time pressure condition; N = 19 in the not visible 
time pressure condition) focused on correct trials (excluding 12.7% of trials) and trials where 
there was at least more than one fixation to ensure high eye tracking data quality (excluding a 
further 1.2% of trials). The average number of fixations and the proportional duration of 
fixation on each AOI were calculated for each participant. An additional metric was the 
average number of answer option AOIs the participant attended to on a trial. We explored, in 
three-way ANCOVAs, whether these eye-tracking metrics differed according to the visibility of 
time pressure and whether this interacted with WM score, IC interference effect, or arithmetic 
performance.  
 
The data were checked for outliers using a criterion of |z score| > 3 for both the dependent and 
independent variables. No outliers were identified. In the regression analyses, Cook’s distance 
suggested one to three influential points for some behavioural and eye tracking results. 
Analyses were repeated excluding these data points, and the results were strengthened except 
in one case, which is discussed further below. 
 
In addition, Bayesian ANCOVAs were performed post hoc for the results with null effects or p 
values just under the threshold (p < .05) using JASP (JASP Team, 2019). To quantify 
uncertainty about effect size and to obtain evidence in favour of a null hypothesis 
(Wagenmakers et al., 2018), we distinguished between experimental insensitivity (Bayes 
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Factor [BF]10  and BF01 < 3) and robust support for the alternative hypothesis (BF10 > 3) or null 
hypothesis (BF01 > 3; Dienes, 2014)  

3.3 RESULTS 

 RT and accuracy 

I performed two one-sided equivalence tests with alpha = .05 and no assumption of equal 
variance. The analyses showed statistical equivalence between the visible and no visible time 
pressure groups for age, percentage female, verbal WM, and IC (Table 3.1).  
 

Table 3.1. Comparison of demographic and behavioural measures between the visible time pressure 
group and the no visible time pressure group. 

Note. TOST, two one-sided equivalence test; CI, confidence interval 
 
T-tests were run to test whether the visibility of time pressure was associated with arithmetic 
performance. We did not find any difference between the groups in mean RT, t (38) = 0.82, p 
= .42; nor for proportion of correct responses, t (38) = 0.45, p = .66; nor for proportion of no 
response within the time limit, t (38) = 0.15, p = .88; or for mean arithmetic score, t (38) = 
0.77, p = .45 (Table 3.1). These comparisons indicate that the visibility of time pressure did 
not affect arithmetic performance. The average overall arithmetic performance was 3.34 (SD 
= 1.34), meaning that on average responses were correct and answered within roughly half the 
time limit (see section 2.1.5 for the scoring rule). The overall arithmetic performance measure 

Variable Visible time 
pressure 
 (N = 19) 
[Mean (SD)] 

No visible time 
pressure 
(N = 20) 
[Mean (SD)] 

TOSTs of 
equivalence  
 (95% CI)   p 

Age 9.46 (0.97) 9.73 (1.08) -.28 .82 .020 
Proportion female .58 .40 -.09 .45 <.001 
WM digit score 8.68 (3.42) 8.75 (3.08) -.53 .57 .002 
IC interference effect 0.10 (0.08) 0.09 (0.12) -.63 .46 .004 
RT arithmetic task 4.08 (0.88) 3.85 (0.94) 
Proportion correct, 
arithmetic task 

0.81 (0.16) 0.83 (0.17) 

Proportion no response, 
arithmetic task  

0.09 (0.08) 0.08 (0.11)    

Arithmetic score 3.19 (1.34) 3.48 (1.35)    
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was used for further analyses. In addition, the mean accuracy in the Simon task was high (M 
= .99, SD = .05). As expected, RTs differed between congruent and incongruent trials, t (38) 
= 6.17, p < .001. Participants were on average 150 ms slower in incongruent trials (Fig. 3.2 
A). This individual average IC interference effect was used as a measure of IC for further 
analyses (Fig. 3.2 B). 
 
 

 
Figure 3.2. Interference effect on reaction time (RT) in the Simon task of inhibitory control (IC). (A) 
Box plots of individual mean RTs as a function of trial type (congruent vs. incongruent). (B) Box plot 
of the IC interference effect, calculated as the difference between the incongruent and congruent trials 
mean RT divided by congruent trials mean RT for correct trials only. 
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  Impact of time pressure on arithmetic performance depending on the 
level of IC and verbal WM 

The first analysis included only age and visibility of time pressure as predictors of arithmetic 
performance. The ANCOVA showed a positive association between age and arithmetic 
performance, F (1, 35) = 32.05, p < .001, ηp2 = 0.53 but not time pressure (p = .892, ηp2 = 0.00) 
nor was there an interaction between age and time pressure (p = .679, ηp2 = 0.01). The second 
analysis included WM score as a covariate (Table 3.2). WM score positively associated with 
arithmetic performance, F(1,31) = 13.15, p = .001, ηp2 = 0.24 (Fig. 3.3A). But there was no 
interaction with age or time pressure (all p’s > .50, ηp2 < 0.01). The Bayesian ANCOVA showed 
that a null model with merely main effects for WM score and age was 11.4 times more likely 
than including any of the above-mentioned interactions or the main effect of time pressure. 
The third analysis (Table 3.2) included the IC interference effect as a covariate. The 
individual differences in IC and WM correlated poorly with each other, r = -0.03. There was 
also no main effect of IC interference effect p = .62, ηp2 = 0.01 with arithmetic performance. 
The ANCOVA did show a significant two-way interaction between time pressure and IC 
interference effect, F (1,31) = 6.59, p = .015, ηp2 = 0.18, as well as a three-way interaction 
between time pressure, age and IC interference effect on arithmetic performance, F (1,31) = 
4.55, p = .041, ηp2 = 0.13. Significant evidence for both interaction effects was demonstrated 
through Bayesian analyses (Table 3.2).  
 
To examine the two- and three-way interactions, separate multiple regressions were 
performed in the visible and no visible time pressure groups. In the group with visible time 
pressure, the IC interference effect and Age x IC interference effect interaction terms did not 
significantly predict variance in arithmetic performance (BF01 = 0.57, i.e., no evidence for 
either hypothesis) (Fig. 3.3 B). In contrast, the group with no visible time pressure showed a 
negative association between arithmetic performance and IC interference effect, β = -0.42, t 
(16) = 2.77, p = .014 (BF10 = 6.47, i.e., substantial evidence for including this effect) (Fig. 
3.3B).  Also, a significant interaction between age and IC interference effect was found, β = 
0.43, t (16) = 2.629, p = .018 (BF10 = 8.84). The interaction effect showed that the association 
between arithmetic performance and IC interference effect was mostly driven by the younger 
children (Fig. 3.3C). However, this age IC effect could also be driven by the increased 
variability in math performance for the younger children, as Fig.3.3C shows. 
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Table 3.2. Summary of effects observed in analyses of covariance of behavioural and eye tracking data. 

Covariate: WM Age 
Time 
pressure 

WM 
Age x Time 
pressure 

WM x Time 
pressure 

WM x Time 
pressure x Age 

1. Behavioural dataa 
Arithmetic performance ηp2 = .53B NullB  ηp2 = .24B NullB NullB NullB 
 
2. Eye tracking data (number of fixations) b 
Question box - ηp2 = .15B - - - - 
 
Answer options 
 

NullB NullB  NullB NullB NullB NullB 

Covariate: IC  Age 
Time 
pressure 

IC 
Age x Time 
pressure 

IC x Time 
pressure 

IC x Time pressure x 
Age 

1. Behavioural dataa 
Arithmetic performance ηp2 = .53B NullB NullB NullB ηp2 = .18B ηp2 = .13B 
 
Operation switch cost on multiplication problems 

NullB NullB NullB NullB NullB NullB 

 
Operation switch cost on addition problems 

- - ηp2 = .13 - - NullB 
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Note. Effect sizes of significant effects (p’s < .05) are reported. Cases, where robust support (Bayes factor [BF] > 3) for the alternative or the null 
hypothesis was provided by the Bayesian analyses of covariance, are indicated with a superscript letter B. Dashes (–) indicate that the main effect 
or interaction was not significant but that there was no strong evidence in support of the null hypothesis. a df = 31. b df = 2

 
2. Eye tracking data (number of fixations) b 
Question box - ηp2 = .15B - - - - 
 
Operation errors on multiplication problems 

- NullB - - ηp2 = .16B - 

 
Operation errors on addition problems 

- NullB - - - - 

 
Answer options 
 

- - - - ηp2 = .13 - 
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Figure 3.3. Arithmetic performance (combined accuracy and reaction time score) as a function of 
verbal working memory (WM) score and inhibitory control (IC) interference effect. (A) WM score 
was positively associated with maths performance. (B) The association between maths performance 
and IC interference effect depended on the visibility of the time pressure. (C) Graph illustrating the 
Age x IC interference effect interaction on maths performance for the no visible time pressure group. 
A median split was performed for age showing two regression lines for younger (8.0 - 9.5 years) and 
older children (9.6-11.5 years), but note that age was treated as a continuous variable in the analyses. 
(D) The cost of mixing operations on performance of the addition problems (mixed operations block 
score – single operation block score) was positively predicted by the IC interference effect. 
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 Operation switch cost  

To investigate whether switching between operations led to a cost in performance, we 
compared the mean arithmetic scores of single operation versus mixed operation blocks, for 
multiplication and addition problems separately. Paired t-tests showed that children’s 
performance on multiplication problems did not differ between the mixed (M = 2.83) and 
single (M = 2.76) operation multiplication blocks, t (38) = 0.41, p = .341. For addition, children 
performed less well on the trials in the mixed block (M = 3.67) than on those in the single 
operation block (M = 4.00), t (38) = 2.51, p = .008. Therefore, children showed a cost of 
needing to switch between multiplication and addition on addition problems only. 
 
Because the ability to switch between arithmetic operations has been associated with IC in 
previous studies (Bull et al., 1999; Rourke, 1993), additional analyses explored whether IC 
predicted the ability to switch between addition and multiplication operations in the mixed 
operation blocks compared with the single operation blocks (Table 3.2). As no cost of mixing 
was found for multiplication problems, this analysis was performed for addition problems 
only. The IC interference effect predicted the performance difference between the mixed and 
single operation blocks, F (1, 31) = 5.06, p = .031, ηp2 = .13 (Fig. 3.3 D). The Bayesian 
ANCOVA revealed that a model including IC was 2.68 times more likely than the null model; 
no interaction with age (p = .302, ηp2 = 0.03) or time pressure (p = .153, ηp2 = 0.06) was shown.  

 Eye fixations and patterns 

Exploratory analyses investigated whether eye movements during the arithmetic task could 
give some insight into the behavioural findings. Analyses were performed using the mean 
number of fixations and proportion of total fixation duration on specific AOIs. The latter did 
not show any significant effect.  
 

The first analyses looked at the fixations on the question box AOI (e.g., 6 × 8 on Fig. 3.1 A). 
Previous studies have found that fixations on the question relate to attentional and working 
memory load (Droll & Hayhoe, 2007; Orquin & Loose, 2013), such that these studies found 
more and longer fixations on the question- used as an external memory space- to reduce 
working memory demands.  Based on these studies we expected an increase in the number of 
fixations when participants could experience more cognitive load, due to low IC and WM 
capacity or visibility of time pressure. ANCOVAs were run to test for associations with the 
visibility of time pressure in interaction with individual differences in IC and WM separately, 
while covarying for age and arithmetic performance (Table 3.2). The analysis was done 
separately for IC and WM, to minimise the number of predictors in the model considering the 
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limited sample size. A significant main effect for time pressure, F (1,28) = 12.02, p = .003, ηp2 
= 0.43 (BF10= 30.88, i.e., very strong evidence), showed that there were more fixations on the 
question box when time pressure was visible (M = 2.69) than when there was no visible time 
pressure (M = 2.02; Fig. 3.4A).  
 

 
Figure 3.4. Eye tracking metrics showing significant associations with the visibility of time pressure 
and the inhibitory control (IC) interference effect. (A) The average number of fixations on the question 
box was higher in the visible time pressure group compared with the no visible time pressure group. 
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(B) The mean number of fixations on addition-related errors was positively associated with the IC 
interference effect in the visible time pressure group only. (C) The mean number of attended answer 
options was positively associated with the IC interference effect when the time pressure was visible. 

 
Second, because operation-related errors were found to associate with the level of IC (Bull et 
al., 1999; Rourke, 1993), fixations on the operation-related error answer options were also 
investigated. Following these studies, we expected an increased number of fixations on this 
specific error answer for individuals with lower levels of IC. We explored whether the visibility 
of time pressure, age and maths performance covaried, similar to the other eye tracking 
analyses.  Again, separately for addition and multiplication collapsing the single and mixed 
blocks. ANCOVAs were run to test for associations with the visibility of time pressure and the 
IC interference effect, covarying for age and arithmetic performance. First, for the addition 
problems with multiplication-related errors as answer options, we found no significant 
predictors (p’s > .20; ηp2 < 0.05) (Table 3.2). For multiplication problems with addition-
related errors as answer options, a significant interaction was found between time pressure 
and IC interference effect, F (1,28) = 5.34, p = .018, ηp2 = 0.44 (BF10= 5.21, i.e., substantial 
evidence). Fig. 3.4.B shows this interaction, such that the mean number of fixations on the 
addition-related error increased with increasing IC interference effect (β = 0.56) only when 
time pressure was visible. 
 
Finally, analyses were performed to investigate the mean number of answer options 
participants looked at before giving their answer. The question was whether this was related 
to WM, IC, and the visibility of time pressure. In general, it was expected that participants who 
experienced high cognitive load, also showed more fixations (Just & Carpenter, 1976; Orquin 
& Loose, 2013). An ANCOVA was performed with the average number of answer options 
attended to as the dependent variable, visibility of time pressure and IC interference effect or 
WM as independent variables, and age and arithmetic performance as covariates. The analysis 
with WM as a predictor showed no main or interaction effects, only evidence that a null model 
was 11 times more likely than including any of the predictors. The analysis with IC as a 
predictor showed a significant interaction between visibility of time pressure and the IC 
interference effect, F (1,31) = 4.60, p = .039, ηp2 = 0.13. However, Cook’s distance highlighted 
that there was one influential point that drove this interaction. Consistent with this, only 
anecdotal evidence (BF10 = 2.90) for including this interaction to the null model was found in 
the Bayesian regression (Fig. 3.4C and Table 3.2). Follow-up regression analysis showed a 
trend for a positive association for IC interference effect when time pressure was visible, β = 
.54, t (13) = 2.03, p = .063, but little evidence (BF10 = 1.23) in the Bayesian regression. No 
association between the IC interference effect and the number of answer options visited, was 
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found when time pressure was not visible, β = -.21, t (16) = 0.82, p = .423; Bayesian regression 
showed anecdotal evidence for null hypothesis (BF01 = 2.00).  

 

3.4 DISCUSSION 

This study combined behavioural and eye tracking measures to test whether individual 
differences in verbal WM and IC in primary school children could predict their ability to solve 
arithmetic problems in different online learning environments, where visibility of time 
pressure was varied. The behavioural results showed that verbal WM was a positive predictor 
of arithmetic performance in general and that this association was independent of the visibility 
of time pressure. In contrast, individual differences in IC predicted arithmetic performance 
only when the same time pressure was not visibly illustrated by an animation. Also, we found 
that this association with IC was mostly driven by younger children. Eye tracking results 
showed that the children fixated on different parts of the stimuli during the arithmetic task 
depending on the visibility of time pressure, their IC level and age. 
 
As expected and in line with previous studies, WM related to mathematical performance in 
children, in this case verbal WM (see Raghubar et al., 2010 for a review). For the IC 
interference effect, a general association with maths performance was expected, but the 
association was found to depend on factors such as visibility of time pressure and age. 
Surprisingly, there was no strong relation between the IC interference effect and verbal WM, 
whereas you would expect these factors to covary, given the underlying model for EF 
(Friedman & Miyake, 2016, see section 1.5.1). In this study, only one task was administered to 
measure IC, but for future research it would be interesting to measure other related IC tasks 
such as the Stroop task (MacLeod, 1992) and Flanker task (Eriksen & Eriksen, 1974).  
 
The study was conducted investigating simple multiplication and addition problems, in blocks 
of single and mixed operands. This enabled us to investigate whether there was an overall cost 
of switching between operands and whether this was impacted by the individual cognitive 
profile and by the visibility of time pressure. Our results showed a switch cost for addition-
related problems between mixed and single blocks, but not for multiplication-related 
problems. During fact retrieval (see section 4.1.2) such as Campbell’s network interference 
theory (1995) suggests, operation-related associations are thought to be activated during fact 
retrieval, especially when the operation problems are mixed. Our finding for addition-related 
problems resembles this theory, such that in mixed blocks children make more errors and 
therefore achieve a lower performance due to the network interference of multiplication facts. 
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Since there was no switch-cost found for multiplication problems, it could be that the children 
from this study did not already use retrieval strategies for these problems but procedural 
strategies, where there is not yet or less interference from operation-related associations. 
What we also found is that the individual level in IC interference effect predicted the switch-
cost in operations for addition. This suggests that our IC interference effect is underlying more 
cognitive flexibility, another aspect of executive functions, measuring the skill to shift your 
attention, e.g., to a different operator (Dajani & Uddin, 2015).  
 
Overall, the findings point out that an animated countdown may affect the performance of 
certain individuals and that possible constraints of attentional control (i.e., the amount of 
interfering information compromising cognitive resources) should be considered. The 
presence or absence of a time pressure reminder in a task can both create dual-task 
environments, leading to less attention to the main task of solving math problems. When there 
is visible time pressure, the user has a constant physical reminder of timing (in this study in 
the form of an animated visual stimulus). Adding more visual stimuli and  time pressure is 
suggested by previous studies to contribute to loading on WM capacity, leading to suboptimal 
strategies and attention (Barrouillet et al., 2007; Caviola et al., 2017; Terras & Ramsay, 2012). 
The magnitude is thought to be influenced by other individual differences such as maths 
anxiety (Ashcraft & Krause, 2007; Caviola et al., 2017; Kellogg et al., 1999), engagement and 
attitude to learning (Barkatsas et al., 2009; Kebritchi et al., 2010). Although the visibility of 
time pressure did not interact with individual differences in verbal WM in terms of the impact 
of arithmetic performance, the notion of visible time pressure as an increasing demand on 
WM resources is reflected in our eye tracking results. Children made more fixations on the 
question in the visible time pressure condition than in the invisible time pressure condition, 
suggesting that children may have found it more difficult to keep the question in mind with 
time pressure present (Orquin & Loose, 2013). Although previous studies suggested that the 
impact of extra stressors on mathematic performance depends on the ability to resist 
distractions (i.e., IC; Sattizahn et al., 2016), we showed that the performance of children was 
not affected by their level of inhibition when time pressure was visible. The higher number of 
fixations on answer options and operation-related errors did suggest that for children with 
lower IC the task was more demanding in terms of decision difficulty and/or attentional 
resources (Orquin & Loose, 2013), but this did not result in lower arithmetic performance.  
 
Time perception is intensively studied (for an overview of recent reviews, see Block & Grondin, 
2014) and involves diverse perceptual, motor, cognitive and brain processes (Block & Gruber, 
2014). One line of investigation in time perception concerns its bidirectional interference with 
higher-level executive cognitive processes such as mental arithmetic but also with executive 
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functions (Block et al., 2010; S. W. Brown et al., 2013). Bidirectional interference occurs in a 
dual-task condition, where time perception competes for the same attentional resources as the 
other task, leading to cognitive load. Because the interference is bidirectional, studies have 
also shown that lower IC is associated with less accurate time perception (S. W. Brown & 
Perreault, 2017; Meaux & Chelonis, 2005). This bidirectionality finding closely aligns with our 
finding that children with low IC showed lower arithmetic performance when they also needed 
to estimate time without a reminder. There could be an impairment of time perception, such 
that the low IC children have trouble in deciding on an optimal speed-accuracy trade-off 
strategy. Therefore, a visible time countdown might reduce cognitive load for children with 
low IC, whereas children with high IC seem to be able to estimate time in parallel with solving 
arithmetic problems.  
 
One of the limitations of this study was the small sample size. This was due to the use of an 
eye tracker in a lab setting. The use of a participant volunteer database and testing in a lab 
setting also likely biased our recruitment toward children from higher socioeconomic 
backgrounds and with higher cognitive abilities. The next step would be to replicate our 
findings with a larger heterogeneous sample from online learning environments such as Learn 
to ensure that the behavioural findings are reliable. Also, we chose a between-participants 
design that minimises the effect of learning and testing time. A within-participants design 
would have had more power to detect interactions between the time pressure manipulation 
and individual differences in WM and IC. Future work should investigate whether learning, 
rather than performance at a single time point, can be improved based on an adapted 
environment, informed by the results of the current study. Although the purpose of this study 
was to implement these findings in an online adaptive environment, the arithmetic problems 
were standardised to ensure that we could compare arithmetic performance within the sample 
size. Due to our wide age range (8–11 years), certain arithmetic problems were inevitably less 
challenging for some children; therefore, all analyses were covaried for age. Note, however, 
that there are large individual differences within year groups on arithmetic tasks 
(Straatemeier, 2014), so a more homogeneous sample in terms of age may have still shown 
considerable variability in arithmetic performance. To further investigate whether the 
associations among IC, WM, time pressure and arithmetical outcome change with age, the 
difficulty level of the arithmetic problems should be adapted to the ability of the child. Finally, 
whereas we considered the coins countdown to reflect time pressure, it also indicated the 
potential reward to be gained when correctly solving the problem. Although the obtained 
reward was shown to both groups of participants when a trial was completed, the group with 
no visible coin countdown did not have a constant reminder of the potential reward. This 
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reward cue difference between the groups may have led to some of the differences observed 
between the conditions.  
 
In conclusion, we found that the (in)visibility of time pressure, a key feature in a lot of online 
game-based learning environments and psychological tasks in general, may create cognitive 
overload and affect the application of knowledge and skills. Specifically, we showed that this 
aspect of online game-based learning environments may differentially affect children’s 
arithmetic performance as a function of their cognitive abilities. Measuring the individual 
levels of cognitive functioning, in particular WM and IC, is essential to allow children to 
perform and practice tasks at their highest level. In addition, the use of an eye tracker in this 
context allowed an in-depth exploration of how learners interacted with the different elements 
in the environment above and beyond accuracy and RT. Future work should focus on 
developing a broader online adaptive framework for learning mathematical skills and 
knowledge that adapts not only to children’s mathematical skills but also to their more general 
cognitive strengths and weaknesses. 
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4 ERROR DETECTION THROUGH MOUSE 
MOVEMENT 

 

ABSTRACT 

While response time and accuracy are measures of overall performance, their value in 
uncovering the cognitive processes underlying problem-solving is limited. A promising online 
measure designed to track the problem-solving process is computer mouse tracking, where 
mouse attraction towards different locations may reflect the consideration of incorrect 
response options. Using a speedy arithmetic multiple-choice game in Learn, we examined 
whether mouse movements could reflect arithmetic difficulties when error rates are low. 
Results showed that mouse movements towards incorrect responses in correctly answered 
problems mapped onto the overall frequency of errors made in this online learning system. 
This mapping was stronger for the younger children, as well as for easy arithmetic problems. 
On an individual level, users showed more mouse movement towards their previously made 
response errors than towards other incorrect options. This finding opens the possibility of 
adapting feedback and instruction on an individual basis through mouse tracking.  
 
 
The study of this Chapter has been published in the article: 
de Mooij, S. M.M., Raijmakers, M. E., Dumontheil, I., Kirkham, N. Z., & van der Maas, H. 
L. (2020). Error detection through mouse movement in an online adaptive learning 
environment. Journal of Computer Assisted Learning, 191, 104730. 
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4.1 INTRODUCTION 

To create the optimal learning environment, tailoring the instruction and feedback to the 
needs of individual learners is necessary (Federico, 2000). However, to individualize learning 
materials (Bray & Mcclaskey, 2010), we need to understand the underlying thinking processes 
that drive particular behavioural responses during learning: we need to understand why a 
child may consistently have difficulties when faced with a particular type of problem. As was 
investigated in the previous lab study (Chapter 2 and 3), mouse and eye tracking are process-
tracing paradigms that serve as indirect measures (to varying degrees) of underlying cognitive 
processes such as attention, decision making and information processing. In the present 
study, mouse tracking was used to measure difficulties children might have during arithmetic 
problem-solving, on a larger scale in the online learning environment of Learn. 

 Individual differences in arithmetic difficulties 

Systematic difficulties in arithmetic differ between students because they all have different 
learning trajectories with a different set of strategies they use. Revealing these systematic 
difficulties can help diagnose incorrect understanding, sometimes called misconceptions (J. 
S. Brown & Burton, 1978). Students’ errors can be used to track individual systematic 
difficulties and to give insight into students’ state of knowledge (see section 1.7.4). The 
downside of this approach is that it requires students to make enough errors that a pattern 
can be identified.  
 
Computer adaptive testing has a big advantage that the item selection algorithm can create a 
challenging and yet motivating situation for students to practice their skills. T0 keep students 
motivated, adaptive learning systems usually choose a high success rate and, as a consequence, 
few errors are made (Eggen & Verschoor, 2006; Jansen et al., 2013). Having to rely on the 
limited number of incorrect responses recorded per student makes it almost impossible to 
rapidly detect underlying systematic difficulties in adaptive learning systems. 
 
However, there is another way to track down misconceptions, or systematic difficulties. 
Different fact retrieval models, such as the associations model, the network interference model 
and network retrieval model (see section 2.4.1) have shown that during the retrieval of 
information in mental arithmetic, in addition to the mental representation of the correct 

answer being activated (e.g., 3 × 2 = 6), mental representations of incorrect answers may also 
be activated and compete with the correct answer during the decision-making process and 
response selection (e.g. 3 × 2 = 5; Ashcraft & Battaglia, 1978; Campbell, 1987; Domahs et al., 

2006; Siegler & Shrager, 1984). Another example of such a wrong association is 8 × 4= 36, 
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where a multiplicand is added (8 × 5), or 8 × 4 = 33, with a small addition error of + 1 (Siegler, 
1988). In general, the fact retrieval models have argued that the more difficult problems have 
a greater distribution of associative strengths to wrong associations.  In conclusion, although 
a correct answer is eventually given, the student might still contemplate these incorrect 
answers, possibly associated with consistent misconceptions or consistent confusions.  

 Different ways to track arithmetic cognitive processes 

Measures of neural activity (e.g., electroencephalography) or eye movements (eye tracking) 
have provided insights into the dynamics of the learner’s cognitive processes in mathematics 
(see chapter 3; and i.e. Artemenko et al., 2019; Hinault & Lemaire, 2016; Huebner & LeFevre, 
2018; M. Lai et al., 2013; Spüler et al., 2016). However, these measures are also laborious and 
expensive and therefore difficult to scale to large samples outside research laboratories, such 
as an online learning environment. An emerging addition to these methods is mouse tracking, 
which is also thought to provide insight into the decision-making process (see section 2.3). 
Due to its many practical advantages (explained in section 2.3.1), mouse tracking is a great 
additional tool to record online mental processing in young children in their natural 
environment (S. E. Anderson et al., 2011).  
 
In section 2.3, mouse experiments in the social sciences in general were described. Studies 
have also employed hand or mouse trajectories during mental arithmetic to study numerical 
processing in a variety of ways (Dotan & Dehaene, 2013; Faulkenberry et al., 2018; Fischer & 
Hartmann, 2014; Marghetis et al., 2014; Santens et al., 2011). For example, Marghetis et al. 
(Marghetis et al., 2014) presented their participants with addition and subtraction problems 
(e.g., 6 +2) and asked them to move the mouse cursor from the lower centre to one of the top 
corners of the screen with an answer option (e.g., 8 and 9). The authors found a systematic 
leftward deflection of the mouse for subtraction problems and a rightward deflection for 
addition problems, irrespective of where the correct response was. Another example is a study 
by Faulkenberry et al. (2014; 2016), who examined mouse movements during a numerical 
comparison task. In this task, the numerical distance between two digits needed to be judged 
while ignoring the physical size of the digits. This study showed that in incongruent trials - 

when these two variables differed (e.g., 2 8) - the mouse path was curving more towards the 

incorrect response than in congruent trials (e.g., 2 8). The greater attraction towards the 

incorrect response due to size congruity interference is thought to reflect response competition 
(see section 2.3). In these studies, mouse-tracking allowed an examination of the strength of 
the attraction towards incorrect options, without the need for an error to be made.  
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 The current study 

In the current study, we implemented mouse tracking outside the laboratory. Specifically, 
mouse movements of primary school children were tracked while doing arithmetic exercises 
in the online adaptive practice environment of Learn (Straatemeier, 2014 section 2.1). 
Previous mouse tracking studies in mathematic tasks focused on the incongruency effect, 
either with the physical location on the screen or the size of the number, but this was not of 
interest in this study. The aim of this study was twofold. First, the study serves as a validation 
that mouse movements can reflect the competition, at the cognitive level, between multiple 
answers during the resolution of arithmetic problems, in an ecologically valid setting (e.g., 
sitting in their bedroom, or living room, working on their own computer). Critically, we 
hypothesized that the extent of mouse movements towards non-selected incorrect options 
would relate positively to how frequently these errors are made in a speedy arithmetic 
multiple-choice game. This hypothesis is based on the assumption that, if mouse movement 
underlies mental processing and deviates towards distracting options (see section 4.1.2 and 
2.3); and children are thinking of the representation of incorrect responses during retrieval of 
mental arithmetic (see section 4.1.1), mouse trajectories should deviate towards frequently 
made errors. Second, we examined whether we could detect systematic patterns of mouse 
attraction towards certain errors, that were made in the past, at the individual level. I will also 
explore whether mouse tracking may reflect common errors across age and difficulty levels. 
The ultimate aim of this study is to develop a measure of attraction towards errors that would 
reveal underlying systematic difficulties. 
 
For this measure of attraction, we developed a mouse tracking method to analyse mouse 
movement in complex multiple-choice tasks, such as the games in Learn. In the current study, 
we have designed a method with five incorrect response options (in contrast to previous 
studies, see section 2.3.2) where attraction towards multiple answer options is allowed. During 
the process of solving a mathematical problem, individual children can have different error-
related associations. Second, one child can also have multiple error-related associations. By 
presenting more than one incorrect option, we can track the whole problem-solving process, 
where a variation of error-related associations is possible.  
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4.2 METHODS 

 Participants 

For this study, 90,000 children, aged between 5 and 13 years old (M = 10.2 y), were randomly 
selected from a pool of users playing actively in Learn (N = 180,000 users). For this selection, 
participants had to have logged in to the environment in the last three months before data 
collection, to increase the chance that these children would play the game during the six weeks 
of data collection. Not all students were selected to be tracked through mouse movements to 
limit the load on the database. After recording data for a total of six weeks, 1,590 different 
users (M = 10.3 y; SD = 1.46; 46% female) had played the selected arithmetic problems in our 
task and their mouse trajectories were used for analyses. This seems like a small sample in 
comparison to the designated pool, but there are thousands of items to play in this game, and 
children are not obliged to play the particular game. As can be seen in Table 4.1, users were 
predominantly eight years of age and older, since the selected problems required basic 
knowledge of, and practice with, all mathematical operations. 
 
Table 4.1. Distribution of age and gender in the sample. 

Age Proportion of the sample (%) Female % 

5 - 7 years 3.3  43% 
8 years 10.8  43.1 
9 years 15.0 44.4 
10 years 23.1 44.8 
11 years 23.4 46.7 
12 years 20.7 48.4 
13 years 3.7 50.0 

 

 Arithmetic speed mix game 

Speed mix, one of the 24 games available in the Math Garden platform of Learn, was used for 
the current study. This is the same game as the one that was adapted for the lab study in 
Chapter 3. In each game session, ten problems with a mix of four different operations (i.e., 
addition, subtraction, multiplication and division) are presented. In the game, students are 
asked to click one of the six answer options within eight seconds, following the high-speed 
high stakes rule (see section 2.1.5). This task was chosen for this study because (1) the students 
practice core arithmetic skills, basic tools essential for solving more complex maths problems; 
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(2) it has a multiple-choice design instead of giving a response through a keypad so that the 
mouse trajectory towards the different multiple-choice response options can be investigated; 
(3) the students are under time pressure to answer (i.e., eight seconds), which promotes 
movement of the mouse before reaching a decision (Kieslich & Henninger, 2017; Scherbaum 
& Kieslich, 2018). 
 
The original speed mix game design was adapted for this mouse tracking study. At the start of 
each problem, a start screen was added, with a blue button in the middle that needed to be 
clicked before the arithmetic problem and answer options are shown. This ensured that every 
mouse trajectory started in the same position and at an equal distance from all the answer 
options (Fig. 4.1). The answer options for a given arithmetic problem were the same for every 
participant but were randomly placed across the six location boxes every time the problem was 
presented to a participant. A trial ended with the participant either clicking on one of the 
answer options, or on the question mark (Fig. 4.1) to skip the trial (i.e., when the student does 
not know the answer) or when the time limit was exceeded. 
 
The speed mix game contains over a thousand different problems. To reduce the server storage 
load and simplify the analyses, we selected 36 problems to be tracked. Nine problems were 
selected per operand use (i.e., addition, subtraction, multiplication and division). The 
problems were chosen based on the frequency of errors made for each problem and the 
problem difficulty, see Table 4.2. The problem difficulty stemmed from the Elo-rating, which 
was averaged over two years of data collection within the speed mix game before the start of 
this study. Similarly, the frequency of the errors was calculated as the proportion of times a 
particular incorrect response was given to a problem over the course of two years in the speed 
mix game before starting the study.  
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Figure 4.1. Design of the arithmetic speed mix task| Left: Start screen shown before every problem administration. Students needed to click the blue button 
in the middle to reveal the problem. Right: Example arithmetic problem: “99/9”. The students clicked one of six answer options (40 pixels) including one 
correct and five incorrect options. The answer options were placed randomly in one of six locations every time the problem was administered. The question 
mark on the bottom right can be clicked when the student does not know the answer to the problem. Also, three examples of mouse trajectories are shown. 
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Table 4.2. Description of a subset (12/36) of the arithmetic problems tracked in this study. These values were calculated using data from all the users that 
played the Speed Mix game in the last two years before the start of this study. Difficulty level, the overall number of errors and frequency of errors are 
provided for each problem, as well as the frequency of correct answers and the five most frequent errors. The arithmetic problems and the corresponding 
answer option choices are highlighted in bold. 

Arithmetic 
problems 

Difficulty 
level [-15 15] 

Number of errors  
% of trials 

Correct 
answer 
% of trials 

Error 1 
% of trials 

Error 2 
% of trials 

Error 3 
% of trials 

Error 4 
% of trials 

Error 5 
% of trials 

5 + 508  0.8 93406  513 512 503 515 523 558 
   28% 78.5% 13.5% 3.3% 2.7% 1.4% 0.6% 
7 + 80 -5.4 74775  87 78 88 807 150 15 
  26% 86.8% 10.3% 1.1% 0.9% 0.5% 0.4% 
55 + 66 4.6 33276  121 111 131 120 116 115 
  27% 64.9% 28.2% 3.1% 1.5% 1.3% 1% 
9 – 7 -5.9 89467  2 3 1 4 16 0 
   25% 84.5% 8.8% 2.6% 2.3% 1.2% 0.6% 
14 – 5 -5.2 90022  9 11 10 19 8 7 
  27% 83.4% 9.4% 2.3% 2% 1.8% 1.1% 
55 – 8 0.9 91703  47 46 57 17 53 50 
  26% 80.2% 10.9% 5.1% 1.3% 1.9% 0.6% 
5 x 5 -6.4 69766  25 10 35 20 30 24 
  25% 82.9% 6.8% 4.1% 3.6% 2% 0.6% 
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7 x 9 -1.0 76903  63 64 72 54 70 16 
  29% 76.5% 10.2% 6.7% 5.1% 0.9% 0.6% 
50 x 12 2.4 60520  600 550 580 60 500 58 
  26% 77.3% 9.6% 5% 4.1% 3.2% 0.8% 
18 / 2 -1.8 78647  9 6 8 7 10 20 
  28% 71.6% 17.4% 8.2% 1.6% 0.6% 0.6% 
36 / 4 -0.6 92387  9 8 7 32 40 10 
  27% 74.3% 16.3% 6.6% 1.2% 0.8% 0.8% 
99 / 9 -2.7 83306  11 10 9 90 12 108 
  29% 67.9% 14% 11.1% 4.8% 1.3% 0.9% 
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 Mouse tracking 

The Learn team built a mouse tracking tool in JavaScript for this study and adapted the design 
of the speed mix game in the learning platform. On every administered problem, the x- and y 
coordinates of the mouse, the timestamp and the locations of the answer options were 
recorded at a sample rate of approximately 35 Hz (35 measurements per second). This was 
stored on the data server of Learn. 

 Procedure 

For six weeks, participants were tracked when playing the speed mix game. Students played 
in their natural environment independently, either in- or outside school. No teachers or 
parents were involved in this study. Schools and families with accounts are informed that 
Learn collects diverse categories of data, such as mouse tracking data, for research purposes. 
Children (their parents or schools) can opt out of being part of the research done and are 
therefore not included in this study. All data were anonymized before analysis. This procedure 
was approved by the University of Amsterdam’s department's Ethics Review Board. Learn can 
be played on different types of devices, including touchscreens and tablets. Sessions tracked 
in this study that were played using touchscreen devices were excluded from analyses (11%). 
Since Learn is a child-directed setting, children could decide for themselves whether they 
would play the speed mix game and for how long they would play. This means that during our 
data collection, not every child has seen (or answered) all the possible problems; some 
children may have only seen one problem, and some children may have performed the same 
problem multiple times.  
 

 Measures 

4.2.5.1 Response Errors 

First, the frequency of the response errors was calculated. To determine in a stable and robust 
way which errors are made most often, the responses administered for the last two years by 
all users in Math Garden were examined for the chosen 36 problems (see Table 4.2). From 
the N = 607,125 collected responses in the speed mix game, 70% were answered correctly and 
less than 1% were not answered on time. In the remaining N = 128,000 the student chose one 
of the five incorrect responses. The proportion of trials where children selected one of the 
incorrect responses, was calculated across all users. For example, the incorrect answer 512 was 
given 13.5% of the time for the problem 5 + 508, which was the most frequent error children 
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made (Table 4.2). These response values were used to compute associations with mouse 
movement attraction. For the individual mapping analyses, the proportion of error occurrence 
per incorrect response was calculated for every individual participant instead of across 
participants. 
 

4.2.5.2 Mouse movements 

The number of trajectories collected per participant across all problems in this study varied 
from one to 48, including repetitions of the same administered problems (M = 2.89, SD = 
3.82). This average is low since the chance is also low that a participant comes across multiple 
problems of the 36 selected problems within six weeks, out of a pool of thousands of items. In 
six weeks, a total of 6,443 trajectories were collected. First, trajectories with more than three 
mouse locations (N = 5,653) were selected, to remove trajectories with minimal movement. 
Second, trajectories with uncontrolled movements, (i.e., mouse locations 150 pixels away from 
the answer options or question box) were excluded (remaining N = 5,269 trajectories). Third, 
only the mouse trajectories of the correctly answered problems were analysed, N = 3,906 
trajectories (of N = 1,590 users). The reason for this was twofold: (1) The correctly answered 
problems are in principle not informative of errors when only analysing reaction time and/or 
accuracy at a behavioural level; (2) incorrectly answered problems contain actual mouse clicks 
on the incorrect answer options and would therefore bias attraction towards incorrect answer 
options. 
 
The trajectories were first smoothed with a 10-point smoothing window using the Savitzky-
Golay filter from the “trajr” package (McLean & Skowron Volponi, 2018) in R (Team, 2013), 
which is particularly suitable to preserve the shape of the trajectory while removing high-
frequency squiggles.  
 
To analyse a complex design with five incorrect options, I combined for each trajectory two 
measures of mouse attraction. The first method is similar to what was done in chapter 2. Here,  
a static method was used, where the number of points inside each answer box (radius of 40 
pixels) was counted, in line with how eye movements are typically classified (Schulte-
Mecklenbeck et al., 2019), see Fig. 4.2 A (see Appendix section A.2 for more details). Since it 
was shown in Chapter 2 that mouse movement rarely end inside an AOI, another method was 
added. This is a dynamic method, where the mouse directions were classified as a movement 
towards an answer box, from one mouse location to the other, visualised in Fig. 4.2 B (see 
Appendix section A.2). The dynamic method is inspired from animal movement analyses (see 
for example Michelot et al., 2019; Patterson et al., 2009), where the movement of an animal 
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(in our case, the computer mouse) towards potential predators (in our case, the answer 
options) is analysed. The advantage of adding the dynamic method is that it detects movement 
towards an attractor, regardless of where the mouse is located at that point. For every 
trajectory, the findings of these methods were combined to ensure that the competition 
between the choices could be analysed from the start of the trajectory to the end. This was 
done by adding the number of movements from the dynamic method that were not inside an 
answer box, to the mouse locations obtained from the static method. The mouse locations and 
movements that could not be associated with any of the incorrect answer options were 
excluded from the analyses.  
 

 
Figure 4.2. Two measures of mouse attraction. In the static method (A) the mouse locations in the 
answer option boxes (40 pixels) are counted, e,g, three mouse locations in the answer box 15. The 
dynamic mouse method (B) counts the mouse movements towards the answer options, that is four 
mouse moves towards answer 15. 

 

 Analyses 

The main analysis focused on whether there were mouse movements towards incorrect answer 
options before the correct answer was chosen. More specifically, on a group level it was 
investigated whether the percentage of mouse movement towards errors correlated with the 
frequency of these error rates. Since these correlations were calculated per arithmetic 
problem, the next step was to calculate the correlation between the difficulty of the arithmetic 

3 mouse points in answer 15
5 mouse points in answer 16

15

16

4 mouse moves towards answer 15
4 mouse moves towards answer 16
2 mouse moves towards answer 14

15

16

A. Static mouse method B. Dynamic mouse method
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problem with the size of the mouse mapping correlation. In addition, the correlation between 
the average age of the participants and the size of the correlation was calculated. 
 
Apart from the group level, the individual mapping of mouse movements on false associations 
is of interest. Therefore, the correlation between mouse movement, averaged over all 
problems, and past error response rates of the individual was calculated.  

4.3 RESULTS 

 Response accuracy 

Of all responses, 74% were answered correctly. This meant that 26% of the trials and their 
mouse trajectories could not be examined, because only the trajectories with a final correct 
response were examined. The students answered correctly in 4.1 seconds on average (SD = 1.6 
s), where the maximum time to respond is eight seconds.  

 

 Mouse trajectories 

An average of 115.9 mouse points (SD = 107.6) were collected per mouse trajectory, at a 
frequency of 35 Hz. Of all mouse points, 22% were associated with the correct answer option, 
where 14% were inside the correct answer box and 7% were directed towards the correct 
answer. Of the mouse points, 47% could not be directly associated with any of the answer 
options and 31% were associated with one of the five incorrect answer options - 16% was inside 
and 15% towards the incorrect answer option boxes. Of this 31%, the proportion of mouse 
points associated with each incorrect answer option was averaged across the participants for 
each arithmetic problem. An example of three different types of trajectories from different 
children for the same problem can be found in Fig. 4.1: Movement straight towards the error 
response (green line); movement towards an incorrect option (blue line); a clockwise 
movement (red line). 

 Mouse attraction to incorrect responses at the group level 

For the main analysis, we investigated whether the frequency of the response errors (in the 
past two years by all users of Learn) would also attract the greatest number of mouse 
movements in correctly answered trials collected in this study. A Pearson correlation between 
the response error rate and the number of mouse movements was calculated for each 
arithmetic problem (Fig. 4.3 A). These Pearson r correlations were transformed using a 
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Fisher Z transformation (z = 0.5 x ln ((1 + r) / (1 - r))) for further analyses. Findings revealed 
that the correlations ranged across the arithmetic problems from .45 to .70 with an average of 

M = .66 (!̅ = 0.57), which was significantly different from zero, t (35) = 42.33, p < 0.001. These 
high correlations mean that there was more mouse movement towards the errors that are 
frequently made than towards less frequent errors, in line with what was hypothesized. A 
linear regression showed that these correlations varied as a function of the problem difficulty 
(based on the estimated Elo rating), where a higher correlation between the error rate and 

mouse movements was found when the problems were relatively easier, ! = -0.56, t (34) = 

3.54, p = 0.001 (Fig. 4.3 C). The average age of the users also associated positively with the 

size of the correlation, ! = -0.61, t (34) = 4.47, p < 0.001 (Fig. 4.3 B). The problem difficulty 

and average age of the user also correlated highly with each other, r = 0.94, causing 
multicollinearity when analysed in the same model. This seems to suggest that mouse 
movements mapped better on the underlying arithmetic difficulties of younger children, who 
on average play somewhat easier problems. 



 92 

 
Figure 4.3. Correlations between the proportion mouse movement towards the incorrect answer 
options in correctly answered trials and the corresponding error rate: (A) per arithmetic problem 
(ordered from high to low problem difficulty). The error bars show the 95% confidence interval of the 
correlation test. (B) Linear regression line showing that the average age of the players associated 
negatively with the size of the correlation; (C) Linear regression line showing that problem difficulty 
also associated negatively with the size of the correlation. The 95% confidence intervals are displayed 
as the shaded area around the mean for both lines. 

 

B
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 Individual mapping of mouse movement on errors made in the past 

In the analyses above, error response rates were calculated based on all users that previously 
played the speed mix game, to ensure reliable error rate rankings. Next, only the error 
response rates of a selection of the participant pool in this study were calculated. The aim was 
to test whether the participants who made certain response errors in the past would also show 
mouse trajectories towards these specific incorrect responses, even when the final response 
was correct.  
 
To investigate this, a Pearson correlation per participant, averaged over all problems, between 
their mouse movement and past error response rate was calculated. Correlations with missing 
values (either no history of previously made errors or mouse trajectories) were removed as 
well as participants that contained a correlation for only one arithmetic problem. This caused 
a big shrinkage in sample size for the next analyses, with a total of N = 101 participants. The 
Fisher Z transformed Pearson r correlations for these individuals were analysed with a t-test 
(Fig. 4.4). This test showed that the average correlation was significantly higher than zero, 

Fisher Z transformed M = .42 (!̅= 0.23), t (100) = 4.23, p < 0.001. This means that participants 
showed more mouse movement towards their previously made response errors than to other 
incorrect options. 
 
Furthermore, some checks were made to ensure that these findings were robust. Firstly, the 
average correlation per participant over all problems was weighted by how many errors the 
participant had made in their history of playing the speed mix game before data collection. It 
was assumed that problems with more error responses are more likely to reflect a consistent 
conceptual or procedural difficulty (e.g., a tendency to confuse multiplication and addition; 
see Appendix section A.3). The second check was to weigh the correlation by how many mouse 
trajectories were collected from the participant for a particular problem (Appendix section 
A.3). When a participant had not given an incorrect response to a particular problem within a 
year from when the mouse trajectory was registered, the data were excluded since the 
participant had presumably mastered the problem and would present no difficulty. The checks 
show stable correlations irrespective of how much data were collected and when the errors 
were made. 
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Figure 4.4. Histogram showing the individual correlations between mouse movement and response 
errors made in the past. The blue dashed line shows the average correlation (r = .23). The blue shaded 
area represents the distribution of the correlations.  

 

4.4 DISCUSSION 

The aim of this study was to investigate whether it is possible to detect difficulties children 
encounter when solving arithmetic problems, without relying on the errors themselves. This 
was done by tracking mouse movements, a method intended to measure the competition 
between responses during the process of problem-solving. This study is, to our knowledge, the 
first to implement mouse tracking outside the lab in an online adaptive learning system. We 
analysed the mouse movements towards multiple objects, which were in this case the incorrect 
response options of multiple-choice arithmetic problems. Our findings showed that, even 
when the final response was correct, the mouse trajectories revealed attraction towards the 
errors most frequently made by students playing in Learn. All ages and arithmetic problems 
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showed this high attraction, but the mapping of the mouse was stronger for younger children 
and easy arithmetic problems. Furthermore, we found that individuals who had made certain 
errors in the past (past two years before data collection) still showed more mouse movement 
towards these errors than to other errors.  
 
The results from this mouse tracking study show that children move towards wrong 
associations before the correct answer, which can be expected following the theory of retrieval 
of simple arithmetic facts, such as the network interference model (Campbell, 1995). The 
results also showed a stronger mapping of mouse movement to interfering answers for 
younger children and easy problems. Given that children are still developing their arithmetic 
network and facts, the associative strengths of the problem with wrong associations are 
thought to be stronger and more divided for younger children, who on average play the easier 
problems in the learning environment. 
 
Thus, implementing mouse tracking in an online learning environment allows us to study 
whether students have systematic reasoning problems in solving arithmetic problems. The 
information on systematic difficulties can enable us to give targeted feedback and instruction 
on the learning process, after both an incorrect and correct response. To give an example: if 
the method detects that a student is consistently attracted to an answer corresponding to 
mistaking addition for multiplication, it will greatly benefit the learning process to present a 
reminder to carefully check the operand, and a series of problems where the operations are 
constantly mixed, to practise switching between operations.  
 
The strength of investigating the use of mouse tracking in an online learning environment, 
instead of the lab study in Chapter 3, is that the sample size is both large and heterogeneous 
in terms of math abilities, age and SES background. Second, the students practice in their 
natural environment, either at school or at home. The limitless access to Learn for students in 
diverse circumstances ensures that our results are robust and would not only be reproducible 
in a lab-controlled experiment. This said, in a future implementation mouse tracking could be 
done daily for thousands of different maths problems at the same time, throughout the 
children’s primary school period. 
 
Looking for error patterns is not a new research line. Other studies have used the large scale 
Math Garden response database to categorise and detect systematic errors (Savi et al., 2018; 
Straatemeier, 2014), but they had to rely on the incorrect responses a child picked when they 
made an error. Since online adaptive environments require a high success rate for 
motivational reasons, errors are rare; in this study an incorrect response was given for 20% of 
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the N = 6,443 problems administered. Our findings show that mouse movement can also 
reveal information about these errors in the other 80% of the responses, which would help 
with the diagnosis of systematic difficulties at an individual level. 
 
There are also some limitations to this study. First, collecting data in such a naturalistic setting 
can cause the data to be noisy. There is no way to control the circumstances within which the 
child is performing the task. A general problem with doing a study remotely is that we can’t 
know for sure who is manifesting the behaviour we are basing the behavioural metric on. For 
example for this study, we might have included the mouse trajectory of a parent or teacher 
that is demonstrating how to solve the problem. Other circumstances that could have impacted 
our data quality, is that children are distracted while playing the game or have a bad internet 
connection. Equipment is not standardized since the mouse used is different for every school 
and home. It is therefore necessary to collect a large dataset, such as in this study, to be very 
strict in terms of removing noisy mouse trajectories and unfinished game sessions. Second, 
many children practice their skills in online learning environments on tablets and 
touchscreens. Mouse tracking cannot be used for such devices. A third limitation is that mouse 
tracking studies are bound to a specific design and do not apply to all games and experimental 
tasks. Ideally, every trial needs to have the same starting point and multiple-choice options 
located at an equal distance from the starting point.  
 
For further research, it would be interesting to also consider less known mouse metrics such 
as initiation time, to reflect difficulty with a certain problem. Initiation time stems from eye 
tracking studies but in the context of mouse tracking it reflects the time elapsed between 
clicking START and the first mouse movement (Freeman & Ambady, 2010; Incera & 
McLennan, 2016).  In the context of error processing, it would be interesting to investigate 
whether mouse initiation strategies differ depending on how much individuals are thinking 
about alternative answer options. Another line of research is to investigate individual cases 
with both eye and mouse tracking in a laboratory setting to see how these methods 
complement each other with regard to signalling the attractiveness towards alternative 
options in the context of mathematical problem-solving. In Chapter 2, I showed a comparison 
between eye fixations and mouse points inside an AOI. With the newly developed method 
presented in this chapter, it would be interesting to repeat the comparison with gaze 
trajectories in the lab study from chapter 2 and see whether the attraction towards error 
options is more similar. Moreover, in the study presented in chapter 3 we saw that the visibility 
of time pressure affected the number of eye fixations at the response options. A time 
countdown would be a valuable manipulation to look into when comparing eye and mouse 
tracking 
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5 ADAPT TO IMPROVE: POST-ERROR 
SLOWING 

 

ABSTRACT 

The ability to monitor and adjust our performance is crucial for adaptive behaviour, a key 
component of human cognitive control. One widely studied metric of this behaviour is post-
error slowing (PES), i.e., the finding that humans tend to slow down their performance after 
making an error (Rabbitt & Rodgers, 1977). This study aims to generalise the effect of PES to 
the online adaptive learning environment of Learn. Around eight million response patterns 
were collected from 150,000 users aged 5 to 13 years old over the course of six months, across 
23 different learning activities related to mathematical and language skills. The findings show 
that PES could be observed in most learning activities, but the extent of PES varied as a 
function of several variables. At the task level, PES was greater when there was less time 
pressure and slower errors and in learning activities focusing on mathematical skills rather 
than language skills. At the individual level, students that chose the most difficult level for the 
game also showed the greatest PES. This effect varied as a function of age and ability: 7 to 9-
year-old children, and more able children, showed a larger PES. This study is the first to show 
that PES not only occurs in simple repetitive reaction time tasks performed in a laboratory 
setting but also in educational tasks in an online learning environment. 
 
The study of this chapter is in press: 
Susanne M.M. de Mooij, Iroise Dumontheil, Natasha Z. Kirkham, Maartje E.J. Raijmakers, 
Han L.J. van der Maas (2021). Post-Error Slowing: Large scale study in an online learning 
environment for practicing mathematics and language, Developmental Science, 
https://osf.io/wjvms/ 
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5.1 INTRODUCTION 

Mistakes can be detrimental to the motivation of students. But, making mistakes is also part 
of the learning process, allowing a student to learn and improve (Moser et al., 2011). The 
capacity to detect errors through feedback was discussed in the previous chapter. But 
evaluating and adapting to these mistakes is equally important to the development of children 
and has been an active area of research in cognitive control literature (Regev & Meiran, 2014; 
Smulders, Soetens, & van der Molen, 2016; Tamnes, Walhovd, Torstveit, Sells, & Fjell, 2013; 
Ullsperger, Danielmeier, & Jocham, 2014, see section 1.7). One of the studied markers of 
adaptive behaviour is post-error slowing (PES). PES refers to the finding that humans slow 
down their performance after making an error, such that the RT after an error is greater than 
after a correct response (Laming, 1979; Rabbitt & Rodgers, 1977). Whilst prior studies have 
typically examined PES within experimental settings using executive function tasks, the 
present study examined PES outside the laboratory in a range of tasks in the online learning 
environment of Learn. 

 

 Theoretical accounts of PES 

Two main theoretical accounts of the functionality of PES have been proposed in the literature. 
The functional account argues that PES serves the purpose of taking more time to plan an 
action to prevent future errors and increase performance. This is supported by the conflict 
monitoring theory (Botvinick et al., 2001), which states that slowing down reflects the 
regulation of cognitive control mechanisms evoked by a conflict, i.e., an error. People monitor 
their performance and consequently adjust their response thresholds, leading to slower but 
more accurate responses. This was also shown by Dutilh et al. (2012)’s drift-diffusion model, 
where participants increased their boundary separation, the model parameter for response 
caution, after making an erroneous decision. An alternative explanation supporting the 
functional account is considering PES as the product of automatic inhibition of the next 
response after an error (Gupta et al., 2009; Marco-Pallarés et al., 2008), where inhibitory 
mechanisms increase response cautiousness after making an error.  
 
Other studies have suggested a non-functional account of PES, supposing that errors have a 
negative effect on subsequent performance. The orienting account argues that PES occurs 
especially with infrequent errors since the attention orients towards this surprise effect instead 
of the task (Houtman et al., 2012; Notebaert et al., 2009). This attention shift disrupts the 
information process, inducing slower response times and worse performance. Notably, 
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Danielmeier and Ullsperger (2011) point out in their review that there is evidence for both the 
functional and non-functional account and that they are not necessarily mutually exclusive, as 
multiple mechanisms may contribute to the slowing down of performance.  
 
Although PES effects have been presented as markers of adaptive behaviour, the majority of 
the studies are done with relatively simple and rapid tasks such as the flanker task (e.g., 
Schroder et al., 2019), or the Go-No/Go task (e.g., Jonker et al., 2013). These tasks are limited 
in terms of the adaptation strategies they allow and performance only be increased by paying 
more attention to the stimuli, in line with Notebaert’s (2009) conflict monitoring theory. Some 
studies asked university students to perform more complex academic tasks, such as mental 
arithmetic tasks, where multiple strategies are available (Borght et al., 2016; Desmet et al., 
2012; Lavro, Levin, et al., 2018; Núñez-peña et al., 2017). The findings of these studies indicate 
larger response times after an error than after a correct response. Interestingly, Borght et al. 
(2016) found that switching to a different strategy improved performance on subsequent trials 
in terms of accuracy and RT, therefore reducing PES.  

  Development of PES  

Education is a plausible naturalistic setting for studying the richness of adaptive behaviour to 
errors. The development of error monitoring as measured by PES has mostly been examined 
in combination with neuroscientific methods, e.g., the ERN with electroencephalography 
(section 1.6.4), with children between 5 and 12 years of age (for reviews, see Ferdinand & Kray, 
2014; Tamnes et al., 2013). Some behavioural studies such as Fairweather (1978) found that 
young children from the age of 5 slowed down after making errors during a two- to eight-
choice RT task. Ever since, PES in children has been repeatedly examined and observed 
(Berwid et al., 2014; Fairweather, 1978; Gupta et al., 2009; Jones et al., 2003; Schachar et al., 
2004; Smulders et al., 2016).  
 
Following the orienting account where errors lead to interference, children are thought to be 
more prone to interference than young adults and therefore also exhibit more PES (Smulders 
et al., 2016; van der Molen, 2000). Conflict arising from interference is also related to the still-
developing IC skills in children (see Chapter 3 and section 1.5.3). This indirect relation implies 
that improving inhibitory control skills would therefore lead to a reduction in PES magnitude. 
On the other hand, greater PES may also reflect a developmental increase in cognitive control, 
with greater performance monitoring and strategic adjustment of behaviour, in line with the 
functional account (Jones et al., 2003; Tamnes et al., 2013).  
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The directionality of changes in PES during development observed in the literature is 
heterogeneous. In recent research, Soetens and van der Molen (2016) used standard two-
choice RT tasks and found that post-error response slowing was present from 5 years to 
adulthood, which was the whole of their examined age range. They reported PES stability with 
age rather than developmental differences. However, Jones, Rothbart and Posner (2003) 
reported increasing PES from 3- to 4-year olds using a Simple Simon task, interpreted as a 
developmental increase in cognitive control. The results of Gupta, Kar and Srinivasan (2009) 
showed a non-gradual development of PES in 6-11-year-old children performing two task-
switching digit tasks, with a peak in the magnitude of PES at age 7. Schachar et al. (2004) also 
found a decreasing PES magnitude from 7 to 16 years of age in a stop-signal task. Due to the 
heterogeneity in these findings, the development of PES with age should be examined in more 
detail. 

 

 Factors influencing the presence or magnitude of PES 

Prior research has also shown that PES varies as a function of the type of task as well as the 
difficulty of the task. Although PES has been found in both easy tasks (i.e., flanker task, 
Schroder et al., 2019) and more complex tasks (i.e., mental arithmetic task, Desmet et al., 
2012), the non-functional account noted that response slowing after an error occurs mostly 
under conditions when errors are rather unexpected and infrequent events (Danielmeier & 
Ullsperger, 2011; Lavro, Ben-Shachar, et al., 2018; Notebaert et al., 2009).  
 
Another factor influencing PES is the type of error that preceded it. Errors can be found to be 
systematically faster or slower than correct responses, with a range of underlying causes 
(Ratcliff & Rouder, 1998). Slow errors typically occur when accuracy is emphasized and the 
task is relatively difficult, whereas fast errors occur when responding is rushed. Damaso et al. 
(2020) categorised fast and slow responses as the 50% slowest and fastest responses of each 
participant. Results showed that PES mostly occurred after fast errors (Damaso et al., 2020). 
This finding explains that PES represents an increased response caution as an effective means 
to reduce speedy errors. 

 The current study 

In the present study, we investigated students’ post error performance in Learn. The first aim 
of this study was to assess the presence of PES in the various learning activities relating to 
different mathematical and language skills. 
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The second aim was to investigate predictors of the magnitude of PES. At the task level, we 
investigated whether the type of skill practised (mathematics vs. language) was associated 
with the magnitude of PES. Children can choose not only between different types of games but 
also the difficulty level of the games (hard, medium, easy; see section 2.1.6). This allowed us 
to test the following prediction, based on previous research (section 5.1.1; Danielmeier & 
Ullsperger, 2011; Lavro, Ben-Shachar, et al., 2018; Notebaert et al., 2009): Children who 
choose the easy level, where there is less chance of making errors, were more likely to show 
PES after an error than children playing the medium and hard level, as the errors are more 
unexpected with a high success rate. 
 
Finally, we investigated the influence of the speed of responding on PES, based on Damaso’s 
research (2020). We first assessed the effect of time pressure (i.e., how much time children 
were given to respond in each task) on PES magnitude. Based on Damaso et al’s finding that 
PES mostly occurs with speed emphasized instruction, more PES was expected when there 
was more time pressure. Secondly, we distinguished fast and slow errors by categorising 
whether the RT was higher or lower than the median split of the correct trials before the error 
within a task, considering global fluctuations in skills and motivation of the participant. Based 
on Damaso’s research it was predicted that a task with fast errors would lead to greater PES. 
 
We also assessed individual differences between participants as potential predictors of PES. 
We first examined associations with age. As previous studies have shown regarding the 
development of PES, it was predicted that the PES magnitude would increase from the age of 
5 to 7 but decrease with older children. Second, we investigated whether individual differences 
in PES may associate with children’s ability to perform in the task, above and beyond age.  
 

5.2 METHODS 

 Participants 

The response data of 149,747 Dutch primary school children playing in the learning 
environment were collected. Their age was between 5 and 13 years old (M = 9.4 y, SD = 1.8 y, 
48.6% female).  
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 Materials  

Data were collected in the learning environment of Math Garden and Language Sea (see 
section 2.1). In this study, 23 different learning activities were analysed (see Appendix A.1 for 
a description). Ten learning activities are focused on practising language skills in Dutch, such 
as reading, spelling and grammar. The other 13 learning activities relate to mathematical 
skills, such as counting, fractions and telling time. These are learning activities that are actively 
played in Learn and will therefore generate a lot of data to analyse. We chose to not focus on 
one particular learning activity as in the previous chapters but to use a variety of activities to 
investigate the robustness of PES. And this allowed us to investigate potential predictors of 
PES that are characteristic for the tasks. 

 

 Procedure 

A total of 45 million trials were collected in a period of six months (June 2019 until November 
2019) from 23 different learning activities. Students decide themselves which learning activity 
they participate in, and the minimum age required to practise these learning activities varies. 
As a consequence, the number of participants and the average age is different for each activity 
(see Appendix A.1 for details). Trials with an RT faster than 200 ms were regarded as guess 
responses and were therefore excluded. Trials, where no response was made within the time 
limit, were labelled as missing.  
 
To ensure a reliable measure of post-error behaviour, RTs were selected from a specific pattern 
of response. In a game session, a sequence of four problems was selected when the accuracy 
pattern was 1-1-0-1 (1 = correct; 0 = incorrect), i.e., a minimum of two correct responses 
precedes an error and the trial after the error is correct. The additional correct pre-error 
response was added to the response sequences to ensure that a correct post-error response in 
a session could not at the same time be a correct pre-error response. In the collected 45 million 
trials, 8 million of such 1-1-0-1 sequences were found.  

 

 Measures: Post error slowing quantification 

The majority of previous studies quantify the magnitude of PES as the difference in mean RT 
between trials following an error and trials following a correct response. As Dutilh et al. (2012) 
pointed out, this method can be confounded by the global fluctuations in ability and 
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motivation during the task, since post-error responses are more likely to originate from the 
second half of a task where responses are inevitably slower due to motivation and tiredness. 
Dutilh’s solution is to quantify PES as the average, across the selected sequences, of the 

difference between the RT after the error (RTE+1) and the RT before the error (RTE-1) ($%&!"##): 
 

$%&$%&&""""""""" = )*+'+1 −	)*+'−1 

 
To ensure that our results do not fully depend on the choice of this absolute PES measure, we 
use two additional methods. First, we also report PES relative to the overall ability speed, 
calculated by dividing the RT difference with the average speed of the two trials, i.e., 
+
, 	()*+-.+ +	)*+-/+). This ensures that individual differences in PES magnitude can be 

compared regardless of the overall speed/ability of the student. So the second method to 
quantify PES is as follows: 
 

$%&012/ = )*+-.+ −	)*+-/+
1
2	()*+-.+ +	)*+-/+)

 

 
The third method is a robust way of measuring post-error behaviour overall, by quantifying 

PES as the number of sequences where the RT was larger after the error (*+-.+) than before 

the error (*+-/+), relative to the number of sequences (N). This is a measure that is not 
affected by the PES effect size in certain sequences, which can vary considerably in such a big 
dataset. The disadvantage of this robust method is its low power:  
 

	$%&034567/ =	2(*+-.+ > *+-/+)
4 	 

 

  Analyses 

The main analysis focused on whether PES could be found for different learning activities. To 
do this, a linear mixed model was performed in R (Team, 2013) using the package lme4 (Bates 
et al., 2015) and lmerTest (Kuznetsova et al., 2017) to calculate p-values. Participant was 
treated as a random effect because the number of sequences collected per participant differed. 
In this main analysis, learning activity was treated as a fixed effect. When a general PES effect 
was found in the main analysis, we added a variety of predictors to the basic linear mixed 
model where both learning activity and participant were treated as random effects. A chi-
square test was used to see if the added predictors explain PES better.  
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The first categorical predictor that was added was the type of learning activity, distinguishing 
between mathematical and language skills. The second task predictor was time pressure since 
tasks differed in the time limit given to participants to solve a problem, from 8 to 60 seconds 
(see Appendix A.1). The third categorical predictor, difficulty level (easy, medium, hard level), 
reflected the probability of answering correctly chosen by the child (see section 2.1.6). At the 
participant level, we also included age (5-13 years old) and child’s ability level (a continuous 
scale from -10 to 10; see section 2.1.5) as predictors of PES magnitude. Both predictors were 
analysed in a linear and quadratic fashion since the study of Gupta et al. (2009) also found a 
non-linear development of PES with age. Lastly, the type of error was investigated at the trial 
level, making a comparison in the magnitude of PES between a fast and slow type of error. All 
errors were either categorised as a fast error when the RT was lower than the median RT of 
the correct items before the error as a slow error when the RT was higher than the median RT.  
 

5.3 RESULTS 

 Overall PES effect 

To measure whether there was PES in the learning activities, a linear mixed model was fitted 
to the data with learning activity as a fixed effect and participant as a random effect. Using the 
absolute PESdiff measure we found that in 20 of the 23 learning activities participants showed 
a significantly larger RT after an error than before, with a mean difference across learning 
activities of 225 ms (Fig. 5.1 and Table 5.1 for details on the statistics). The average age of 
participants differed considerably between the learning activities (8.2 - 10.8 years), but this 

did not account for the variation in PES magnitude between the learning activities, !̅= -0.08, 
p= 0.70. For the PESrel measure we found the same pattern, such that the learning activities 
letterchaos and spelling did not show PES but post error speeding (Table 5.1). The learning 
activity practising grammar was not significantly different from zero in PESdiff. 
 
Since PESrobust is a proportion measure, we performed a separate proportion test for every 
learning activity. When there was a greater proportion than 0.5, it would mean that RT was in 
more than 50% of the time greater after an error than before. The results were in line with the 
linear mixed models (Table 5.1). The average proportion across learning activities was .52 
[range .48 - .55], meaning that in 52% of the sequences the RT after an error was greater than 
before the error.  
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Table 5.1. Statistical results of the linear mixed models for PESdiff and PESrel, Separate proportion tests were performed for PESrobust (prop > 0.50). 

 PESdiff PESrel PESrobuust 

Learning activity B SE t p B SE t p Proportion N 
RTpost > RTpre 

c2 p 

Addition  419.8 15.0 28.0 <0.001 0.05 0.002 28.4 <0.001 0.54 687.1 <0.001 
Counting  63.2 13.8 4.6 <0.001 0.01 0.001 5.0 <0.001 0.51 34.6 <0.001 
Dictation  190.3 29.8 6.4 <0.001 0.03 0.003 9.1 <0.001 0.52 39.7 <0.001 
Division 418.0 17.4 24.0 <0.001 0.07 0.002 38.6 <0.001 0.55 943.4 <0.001 
Flowercode  150.8 26.6 5.7 <0.001 0.02 0.003 5.7 <0.001 0.51 24.0 <0.001 
Fractions 461.9 55.6 8.3 <0.001 0.04 0.006 7.4 <0.001 0.53 33.0 <0.001 
Grammar  43.5 26.8 1.6 0.10 0.01 0.003 2.7 0.008 0.50 2.2 0.075 
LetterChaos  -41.1 25.5 -1.6 0.11 -0.01 0.002 2.4 0.02 0.50 2.2 0.930 
Money  299.7 9.0 33.1 <0.001 0.03 0.001 27.5 <0.001 054 450.9 <0.001 
Multiplication  385.6 18.7 20.6 <0.001 0.05 0.002 25.4 <0.001 0.54 451.0 <0.001 
Numbers  115.3 33.2 3.4 0.001 0.01 0.004 2.6 0.01 0.51 4.0 0.022 
Parsing words 81.5 29.8 2.7 0.006 0.01 0.003 3.3 <0.001 0.51 4.4 0.018 
Proverbs 109.7 42.8 2.6 0.01 0.01 0.005 2.3 0.04 0.51 7.8 0.003 
Reading 68.5 18.8 3.6 <0.001 0.01 0.002 4.8 <0.001 0.51 23.5 <0.001 
Series 428.1 35.4 12.1 <0.001 0.05 0.004 12.9 <0.001 0.55 163.5 <0.001 
Slow mix 611.9 21.2 28.9 <0.001 0.06 0.002 26.2 <0.001 0.55 403.4 <0.001 
Speed mix 154.9 21.7 7.2 <0.001 0.04 0.002 16.8 <0.001 0.54 250.5 <0.001 
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Spelling -87.4 16.9 -5.2 <0.001 -0.01 0.002 8.0 <0.001 0.49 49.3 1.000 
Subtraction 438.6 16.8 26.2 <0.001 0.05 0.002 29.5 <0.001 0.54 628.9 <0.001 
Telling time 150.4 20.7 7.3 <0.001 0.01 0.002 5.6 <0.001 0.51 16.9 <0.001 
Verbs 232.6 23.7 9.8 <0.001 0.03 0.003 10.9 <0.001 0.52 76.7 <0.001 
Vocabulary 175.4 18.0 9.8 <0.001 0.02 0.002 11.8 <0.001 0.52 92.4 <0.001 
Word forms 320.5 22.6 14.2 <0.001 0.05 0.002 18.6 <0.001 0.53 210.0 <0.001 
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Figure 5.1. Estimated absolute post-error slowing (PESdiff) in the 23 learning activities divided into 
practising language skills (red) and mathematical skills (blue). PES was observed for all activities, 
meaning coefficients above zero (dashed line), except for letterchaos and spelling (see Appendix A.1 
for the game details). The points are the regression coefficients estimated from the linear mixed 
model; the vertical lines represent the 95% confidence intervals.  

 

 Type of learning activity and time pressure  

Next, a variety of predictors were added and compared to a basic model with participant and 
learning activity as random effects to see whether these predictors could explain variance in 
the magnitude of PES. Since the different PES calculations showed comparable outcomes for 
the following analyses, we only discuss PESdiff. 

 

We first investigated task level predictors of PES, to understand why the learning activities 
differed in PES magnitude. We found that type of skill practised (mathematics vs language) 
significantly predicted PES magnitude. The Tukey comparison test showed that greater PES 
was shown in learning activities practising mathematical skills (M = 276 ms, SE = 12.4 ms) 
than language skills (M = 82.3 ms, SE = 11 ms), p = 0.02 (Fig. 5.1). As an addition to this 
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model, we found that how much time participants were given to respond on each trial (i.e., 

time pressure) predicted PES, such that greater PES associated with more time to respond, != 

142.8, t (2942) = 8.27, p < 0.001 (Fig. 5.2). The time to respond did not differ between the 
learning activities practising language (M = 26.0 s) and mathematical skills (M = 29.2 s), p = 
0.45. Time pressure also did not interact with the type of skill practised, p = 0.92. To ensure 
that the time pressure effect was not just driven for the reason being that PES magnitude is 
proportional to the time permitted, a follow-up analysis was done. In this follow-up analysis, 
both the time pressure metric was log-transformed as well as the pre-error RT and post error 
RT, before calculating PESdiff. Using these transformed variables in a linear mixed model, we 
replicated the finding that children showed greater PES when there was more time to respond, 

! = 0.026, t (2942) = 4.92, p < 0.001.  

 
While all learning activities showed on average slower RT on error trials than on correct trials, 
there was an association between time to respond and error RT, such that longer time to 

respond associated with slower error RTs, β = 0.46, t (1519124) = 422.8, p < 0.001. 

Furthermore, when there was more time to respond, participants also exhibited slower errors 

compared to the RTs of the correct trials, β = 0.15, t (1519124) = 189.1, p < 0.001.  

 
In addition, the trial level type of error (fast vs slow errors) was analysed and found to imply 

a better model to explain PES than the basic model, !! = 380.96, p < 0.001. Here, participants 
showed a greater PES effect after slow errors (M = 276 ms, SE = 11.6 ms) than after fast errors 
(M = 147 ms, SE = 12.4 ms), in line with what was found at the task level. 
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Figure 5.2. Positive association between PES effect (ms) and how much time participants were given 
to respond (s) in the learning activities. The individual points represent the average in each of the 23 
learning activities. The grey band around the linear function represents the 95% confidence interval. 

 Difficulty level (chosen by the participant) 

At the participant level, we examined whether including the difficulty level chosen by the 
student, which affects the error rate, would change the basic model (participant and learning 
activity as random effects) fit. As a check, there were no significant differences in age between 
the children choosing the difficulty levels. We found that adding difficulty level as a predictor 

significantly improved the model, !! = 205.08, p < 0.001. Fig. 5.3 shows that participants 
choosing the most difficult level in learning activities also had the greatest PES effect (M = 270 
ms, SE = 12.6 ms) compared to participants choosing the medium level (M = 208 ms, SE = 
11.8 ms) and easy level (M = 129 ms, SE = 10.8 ms). Follow up comparisons using a Tukey test 
showed that participants choosing the hard level had a significantly greater PES than 
participants choosing the medium and the easy levels, p’s < 0.001, and children choosing the 
medium level also showed significantly greater PES than children choosing the easy level, p = 
0.006.  
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Figure 5.3. PES magnitude as a function of the difficulty level chosen by the participants. The difficult 
level corresponds to the probability that participants will give a correct answer: 90% at the easy level, 
75% at the medium level and 60% at the hard level (60%). The grey vertical lines represent the 95% 
confidence intervals.  

 

 Age and ability  

To investigate the development of PES, we examined the association of PES magnitude with 

children’s age and ability level. We found that age predicted PES linearly (! = -50.6, p < 0.001) 

and quadratically (! = -26.5, p < 0.001), such that the magnitude of PES increased from 6 to 

9 years old and decreased from 9 to 13 (Fig. 5.4A). In the same model, the children’s ability 
level was found to predict the PES effect positively in a linear way (β = 156.6, p < 0.001), but 
not quadratically, p = 0.60 (Fig. 5.4B).  
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Figure 5.4. PES difference predicted by (A) a combination of the linear and quadratic function of 
age and (B) a linear function of ability rating. The grey bands around the functions represent the 95% 
confidence interval. 

 

5.4 DISCUSSION 

The purpose of this study was to investigate whether post error slowing, a marker of adaptive 
behaviour can also be found in an online learning environment for primary school children 
with complex tasks. In nearly all 23 mathematical and language-related learning activities we 
found post error slowing. To ensure a robust result, we used three different calculations of PES 
that take into account the impact of fatigue, general response speed and the magnitude of the 
RT difference. We found no difference in the main results between these calculations. Further 
analyses did reveal variability in the magnitude of PES as a function of task and individual 
differences. Learning activities that involved practising a mathematical skill and learning 
activities with longer time to respond showed greater PES effects. In line with this finding, we 
found that the PES effect was highest after making a slow error, in comparison to speeded 
errors. Looking at individual differences between children we found that children who chose 
the most difficult level had the greatest PES. With age, we found that from 6 to 9 years of age, 
PES effects increased and from 9 to 13 years of age declined and that greater ability on the 
learning activities independently (in addition to the age effect) predicted greater PES 
magnitude.  
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Overall, the study showed promising findings that PES is a behaviour that can be observed 
outside the laboratory. The findings relating to the mathematically focused learning activities 
are in line with prior research examining PES within the context of mental arithmetic tasks 
(Borght et al., 2016; Desmet et al., 2012; Lavro, Levin, et al., 2018; Núñez-peña et al., 2017). 
The current study supports the finding that children slow down their performance after an 
error in complex tasks in a range of mathematical tasks but more importantly, they also show 
this in an online practice system. No previous studies, to our knowledge, have addressed the 
PES effect in linguistic tasks. Although the effects were remarkably smaller, we did found PES 
in the linguistic domain. The substantial difference between the domains could be due to how 
the different learning platforms are designed to practice the particular skills. Further research 
is needed to support this finding using language-related tasks (such as spelling or reading), 
outside and inside the laboratory.  
 
Studying PES in an online learning environment has both advantages and limitations, as was 
also discussed in Chapter 4 (section 4.4). A big advantage for this particular study is that PES 
could be investigated in cognitively demanding tasks for all ages and ability levels. But the 
drawbacks of collecting data in such a setting, where there is no control over the circumstances 
in which children can play, as well as what and when they play, was also a challenge in this 
study. The freedom in play leads to a different number of responses made per student and 
task, creating a lot of missing data. We attempted to accommodate these complex data by 
using learning activity and student as random effects in a linear mixed model.  
 
Since we reliably observed post- error responses across tasks, the next question was why it 
occurs and in which conditions. Notebaert proposed that PES is the result of unexpected 
infrequent events, where the attention is shifted towards the errors, instead of performance 
(Notebaert et al., 2009). Our finding, that students choosing to practice in the highest 
probability level of making an error showed the greatest PES effect, is in contrast with 
Notebaert’s argument that PES diminishes as error frequency increases. It is debatable 
whether the impact of committing an error in this study is the same as for some of the previous 
studies. The orienting account was originally described for tasks where the errors represent 
impulsive incorrect response selection due to stimulus ambiguity, where errors are rare. 
Notably, in the tasks investigated here, the errors are more focused on learning, rather than 
performance, and problems become gradually more difficult for everyone instead of being 
simply repeated. Arguably, the type of error monitoring in a learning environment impacts the 
strategy use of students more. When children are learning, they typically try less sophisticated 
strategies first, and after direct feedback (i.e., an error) more sophisticated strategies that 
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might take longer to perform (Lemaire & Siegler, 1995; see section 1.7). Experimenting with 
strategies may lead to greater PES. Children choosing the most difficult levels are more 
challenged in terms of learning new skills, that require more sophisticated strategies, which 
may account for the larger PES magnitude they show. This is also in line with our finding that 
students who show greater PES and may therefore be more closely monitoring their errors and 
adjusting their strategies are the more able students who can solve more difficult problems. 
This argumentation line is more akin to the functional account of PES, where students will 
improve performance (become more able in the practised skills) by slowing down after an 
error (Botvinick et al., 2001; Dutilh, Ravenzwaaij, et al., 2012).  
 
In contrast to Damaso et al. (2020), we found that children show greater PES after slow errors 
than after fast errors. We also found that learning activities with longer time to respond and 
therefore less pressure to answer quickly, with less chance of speedy errors, showed bigger 
PES magnitude. This could again be in line with the use of more sophisticated strategies after 
an error, such that tasks with less pressure invite students to try out different strategies 
resulting in longer RTs. What is different from previous studies such as Damaso et al. (2020), 
is that in this learning environment there is an emphasis on both speed and accuracy for all 
learning activities, therefore the influence of putting greater emphasis on speed, or accuracy, 
could not be investigated. In Chapter 3, I also discussed the differential impact of time 
pressure on academic performance depending on their cognitive abilities. The results showed 
that with no visible time pressure the children with better IC skills also showed better 
arithmetic performance. The enhanced performance could be the result of better attention to 
error monitoring, as well as using more sophisticated strategies after an error. So, less focus 
on time pressure might lead to more adaptive behaviour, depending on the child’s cognitive 
abilities. 
 
The age-related differences in PES, in this study, showed that from 6 to 13 years of age PES 
does occur, in line with the study of Smulders et al. (2016). But contrary to this study, where 
they found stability with age, we found a non-gradual development, with increasing PES until 
the age of 9 followed by decline. Gupta et al. (2009) also observed developmental changes, but 
with an earlier peak at the age of 7. However, between the ages of 7 and 8, this decrease was 
not uniform, and the biggest reduction occurred between 9 and 10. Their explanation for the 
curve of the development in error monitoring is that children, also go through a major 
development in executive function, especially task switching (see section 1.5.4), and error 
processing. Inhibition, which is required to withhold and delay a response, is thought to be 
the mechanism underlying error processing (Grammer et al., 2014; Gupta et al., 2009; Marco-
Pallarés et al., 2008). Before the age of 7, children are still developing their ability to monitor 
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and process errors and might therefore show large reaction time differences after an error. 
After the age of 7, children are more able and faster to recover from prior error trials with 
fewer switch costs, causing a decrease in PES. Similar to Chapter 3, where visible time pressure 
played a role, it could be that individual differences in the development of IC skills also 
differentially impact how children adapt to errors. For further research, it would therefore be 
interesting to study the development of error processing longitudinally as well as its 
association with executive function development, such as task switching and inhibitory 
control.  
 
To conclude, we found that post-error slowing, a marker of adaptive behaviour, could be 
observed when children practised their skills in an online learning system. We also showed 
that the magnitude of post-error slowing depended on (1) the task, in terms of the amount of 
time pressure and the type of skill practised; (2) whether previous answers were given fast or 
slowly; (3) and characteristics of the learner, in terms of age, ability and their choice for 
difficulty level. The results of this study suggest that post-error slowing may be a good proxy 
for whether children monitor their errors and adapt their behaviour. In turn, this could be 
used to predict children’s performance and progress in the skills practised.



 
 

6 DISCUSSION 
 
“To be the most convincing advocate of learning analytics, you also need to be its biggest 
critic” (Ian dolphin at the Learning & Student Analytics Conference 2018) 

 

6.1 Summary of main findings 

In this dissertation, my aim was to find and develop possible markers that explain the large 
variance in children’s performance in online learning environments. Such markers could then 
help to optimise the adaptivity in such systems, which have the advantage to tailor to the 
learner’s needs. Previous cognitive research has provided insights into which markers such as 
individual differences in strategy use, executive function and error monitoring relate to 
learning, as reviewed in Chapter 1. To measure the contributions of these individual 
differences in an online learning environment, we need innovative methods, such as eye and 
mouse tracking. In Chapter 2, similarity and differences between eye and mouse data were 
assessed in a cognitive and arithmetic task. One aim was to investigate whether mouse 
tracking can give information about cognitive processing when eye tracking is not feasible. We 
found that both mouse and eye tracking can give a measure of one of the core abilities of 
executive function, namely IC. In the second task when solving arithmetic problems, children 
showed different patterns of strategies following their mouse and eye gaze movements and 
were not always in line with each other. Both mouse and eye trajectories did deviate towards 
errors before arriving at the correct answer. Eye and mouse tracking could therefore provide 
useful information on the cognitive process of the learner. 
 
Chapter 3 described how individual differences in executive function in terms of verbal WM 
and IC predicted arithmetic performance in a lab study. In an arithmetic task, the cognitive 
load was manipulated by the visibility of time pressure, a key aspect of most gamified learning 
environments. Children’s WM positively predicted arithmetic performance, irrespective of the 
countdown visibility. For IC there was a positive association with performance only when time 
pressure was visible, and this was particularly true for younger children. Finally, the number 
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of children’s eye fixations on the question and errors differed depending on the visibility of 
time pressure. Overall, this study showed that visibility of time pressure may create cognitive 
overload and affect attention control during arithmetic problem-solving, depending on the 
cognitive profile of the child.  
 
In this small lab study, mouse and eye movement provided useful information regarding the 
cognitive process during arithmetic problem-solving. In Chapter 4, mouse tracking was 
implemented in one of the games of Learn to do a larger scale study. This study aimed to 
expand on the results from Chapter 2 and test whether mouse movements could reflect 

children’s hesitations and incorrect associations (e.g., 7 × 8 = 52) during arithmetic problem-
solving. We found that mouse movement during the thinking process correlated with 
systematic difficulties that children encounter, even when the final response was correct. 
These mouse movements mapped especially on frequently made errors for easy problems and 
younger children. Moreover, children that previously made certain errors still showed some 
attraction of mouse movement towards the same errors. Being able to detect such systematic 
difficulties allows the provision of adapted feedback and instruction, without relying on the 
children making errors.  
 
At the same time, a child should monitor their errors. Chapter 5 describes a large study in 
Learn investigating PES, a behavioural metric thought to reflect children’s capacity to monitor 
and adapt to their errors (Rabbitt & Rodgers, 1977). The first aim of this study was to see 
whether PES could consistently be observed across tasks in a naturalistic setting. Results 
showed evidence of PES in most language and mathematical learning activities. However, 
there were also differences between the tasks. The PES effect was larger for mathematic tasks, 
as well as for tasks where children were given more time to respond. A second aim of the study 
was to investigate individual differences in PES. Individuals who chose more difficult 
problems showed larger PES effects; and more able children showed larger PES effects. These 
findings of larger PES were interpreted as reflecting more adaptive behaviour in maturing 
their strategies. Developmental differences in PES showed a non-linear pattern peaking at age 
9. The age effect suggests increasing awareness of errors and the ability to change behaviour 
with age. 



 
 

6.2 Contributions and considerations 

My inspiration to start this PhD was to create a bridge between what we know from lab-based 
cognitive research to applied research and implementations carried out through an online 
educational tool used on a larger scale. Certain insights can be drawn from bridging both 
worlds.  
 

1. The role of executive function for online adaptive learning.  
The impact of individual differences in EF for learning is well known and studied extensively. 
Therefore, high hopes were set in research and education on training EF to improve other 
skills such as arithmetic as well, but this far transfer has been limited so far (Kassai et al., 
2019). In the first study, we found that EF can be a limiting factor for arithmetic performance 
but that this also depends on the circumstances under which the task is conducted. Instead of 
focusing only on training EF to facilitate academic performance, we could also try to adapt 
learning systems to the EF limitations of the children. This would be consistent with the 
suggestion that in-class teachers should adapt their teaching to take into account the WM 
capacity limits of their pupils (J. G. Elliott et al., 2010; Gathercole et al., 2008). Online 
adaptive learning environments already adapt to the difficulty of the task to the learner’s 
ability to foster learning by placing children in their zone of proximal development (Murray & 
Arroyo, 2002). This could be extended by presenting information in a way that is tailored to a 
child and adapting a cognitively efficient design. Adaptation can be in the form of reducing the 
distractions in the design of a task, such as the visibility of coins counting down that I 
investigated. For other children, having external markers of time may be a way to reduce 
cognitive load, as it saves them from having to estimate time in parallel to solving a problem. 
A concrete solution for an online learning environment would be for children or teachers to 
choose their design setting themselves, for example whether they keep time pressure visible 
or not. Another way would be to individually test the impact of changes in design on 
performance. This can be done with for example a bandit algorithm, an algorithm that 
recommends and tries out different settings at the right time for a user or a group of users to 
increase learning progress (Intayoad et al., 2020).  
 
Dual-task environments can also arise in multimedia learning, for example when a child is 
given information out loud as well as in written text on the screen. The load on cognitive 
capacity can be reduced by presenting a single stream of presentation (e.g., narration) or by 
presenting the information at the same time in different formats (corresponding spoken and 
printed words) (Moreno & Mayer, 2003). In classrooms, a similar situation can occur where 
particularly young children, depending on their EF limitations, are cognitively overloaded by 
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the format of instruction (Gathercole et al., 2008), or by too many visual distractions (Fisher 
et al., 2014) or noise, in the classroom (Massonnié et al., 2019). Too many distractions or lines 
of information should be avoided in all intelligent systems.  
 

2. Eye and mouse tracking inform on the underlying cognitive process.  
The studies described in Chapters 2-4 showed that both eye and mouse tracking may be 
informative of the cognitive processes at play during arithmetic problem-solving. This 
information can be useful when inferring and reducing the cognitive load that a certain design 
bears upon a student. In the first study, children looked more at certain errors when the time 
pressure was visible, which could be an indication of cognitive overload. The findings also 
showed that the number of eye fixations on certain information during cognitive and 
arithmetic tasks were indicative of the performance of the child. Another useful 
implementation of eye and mouse tracking in educational tools is to infer the problem-solving 
strategies children use, to get an insight into their learning process and adapt the materials 
accordingly (see for example Causse et al., 2019). A combination of eye and mouse movements 
showed that children use their eyes to acquire information and can reveal whether children 
are mentally calculating a problem or are doubting between answer options for example. 
Notably, children did not always move their mouse to where their eyes went. But when there 
are attractive alternative options, children do tend to move their mouse towards the 
designated boxes.  
 
Since the use of eye tracking remains difficult to implement on a larger scale such as in Learn, 
mouse tracking was investigated as an alternative tool to use online. The results showed 
promising findings, predominantly that mouse tracking may facilitate the identification of 
error patterns and potential misconceptions. Employing mouse tracking to this aim is useful 
because, while a lot of information is typically needed to find systematic errors, errors are rare 
in online learning environments. Mouse movement data on the correct trials can therefore 
provide additional information. Mouse tracking can be implemented in online learning 
environments as well as in lab experiments as an additional tool for inferring cognitive 
processes. Some issues that first need to be solved are (1) developing analysis pipelines, 
preferably open-source, and (2) storing such a large dataset, with a minimum number of 35 
measures per second or more. For future educational research, sufficient webcam-based eye 
tracking or cheap smart glasses would also be a great benefit when available for larger-scale 
use.  
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More concretely, online learning environments can use mouse tracking or webcam-based eye 
tracking to map out children’s network interference in arithmetic fact retrieval, without the 
need for them to make mistakes or to make it too challenging. Based on how differentiated the 
strength of attraction towards incorrect associations are, a particular problem as well as 
associated problems could be offered more often to make fact retrieval more automatic. The 
aim is that children build the correct associative strengths with the correct answers.  
 

3. PES as a measure of the zone of proximal development for a child.  
Error monitoring and adapting behaviour accordingly are key components of the development 
of human cognitive control. In Chapter 5, it was shown that PES could be observed in a range 
of tasks and was sensitive to task format and individual differences in children’s ability and 
choice of difficulty level, suggesting that PES may be a useful marker of adaptive behaviour. 
Moreover, the PES measure showed a developmental trajectory with age and ability related 
differences. By tracking whether children are slowing down their performance after an error 
when practising their skills, we have an idea of which children are monitoring their errors and 
may be adapting their behaviour, whereas appropriate constructive feedback can be given to 
children who are not. In addition, we found that the development of PES is likely to depend 
on the development of executive function such as inhibition and task switching (e.g., Gupta et 
al., 2009). Therefore, it would be interesting to study individual differences in PES in 
conjunction with EF measures.  
 
In the Learn environment, children can choose between three thresholds of success to play in, 
but the standard of .75 is set such that the level is engaging as well as motivating. The idea 
behind adaptivity is that children should play in their zone of proximal development 
(Vygotsky, 1978). The high accuracy rate is chosen to minimise children’s anxiety and ensure 
they remain motivated to practise. At the same time, making errors allows reflecting and 
adapting behaviour. This is also shown in the PES study, where children in the most difficult 
level also showed the most PES. By monitoring errors and adapting their response, children 
develop more mature strategies. Therefore, some individuals might thrive under higher 
frequencies of errors to stay in their zone of proximal development.  
 
Constantly tracking the PES metric as an indication of the user’s error detection mechanism 
in an online learning environment can be useful for feedback and for selecting the next 
problems. Respectively, when children do not show a reaction to the feedback on errors, i.e., 
no PES, the algorithm can be programmed such that easier problems are selected. When 
repeating these particular problems, it might be good to provide clearer feedback (through 
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videos or tips for other strategies) so that children are more equipped to learn from their 
mistakes.  
Related to the discussion of this challenge versus motivation trade-off is the mindset 
framework, introduced by Dweck (2008). According to Dweck, there are two mindsets an 
individual can have, namely a fixed mindset or a growth mindset. Children with a fixed 
mindset have the belief that intelligence is predetermined and cannot be changed: you are 
either smart or not. Individuals with a fixed mindset tend to avoid challenge, due to the risk 
of failing. These students avoid the risk of making errors because they regard mistakes as 
indicators of their low ability (Boaler, 2013). On the other hand, students with a growth 
mindset believe that intelligence is malleable, where anything can be learned through effort. 
Mistakes are seen as a predictable outcome on the way to mastery. These students are shown 
to work and learn more effectively with a desire for a challenge (Dweck, 2008). Following this 
finding, numerous studies have examined the impact of growth mindset interventions on 
student’s achievement. A meta-analysis of Sarrasin et al. (2018) shows that inducing a growth 
mindset in participants from the age of 7 to adulthood has a positive impact on their 
motivation and achievement, especially mathematics achievement. Moreover, some studies 
have also linked a growth mindset to post-error performance (Moser et al., 2011; Sarrasin et 
al., 2018; Schroder et al., 2017). They found that children with a growth mindset allocated 
more attention towards the mistakes and showed great post error accuracy. These authors 
demonstrated that having a growth mindset leads to greater use of optimal strategies after 
mistakes, enhancing performance. A growth mindset might enhance adaptive behaviour and 
performance, and therefore mindset interventions should be encouraged. But also, when 
adapting the probability of making errors, the mindset of the child should be considered: a 
child with a fixed mindset is likely to give up more easily with a high frequency of errors, 
whereas a child with a growth mindset is more likely to thrive in the process of making 
mistakes. 

 

6.3 Limitations and future directions 

The studies that I conducted were both in the lab with a small sample and in the more natural 
setting of an online learning environment on a larger scale. Both settings have some 
limitations that should be mentioned. 
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 Lab experiments versus online environment  

One of the difficulties for cognitive science in general is finding participants, even more so 
when you want the participant pool to be somewhat heterogeneous in terms of demographics, 
intelligence, and cognitive ability. If children need to come to the lab, you need parents willing 
to bring them in, outside of school hours. Even if the study can be done in the classroom, it is 
still very difficult to find schools that want to participate because teachers have a high 
workload. Although not all platforms allow the use of data for research, there are some 
collaborations with science, such as in Learn, Knewton, and ALEKS. The big advantage of 
researching in such an environment is that there are enough participating schools and 
students and that it does not require extra time from the teachers, parents or students. Online 
learning environments also provide a unique way to measure children’s performance daily, 
longitudinally, which is not possible for an experimenter in the lab. The risk of having such a 
dataset, however, is that big data analyses are often exploratory and spurious associations are 
easy to find. In addition, the researcher often has to make many, and sometimes arbitrary, 
choices for the data selection and the handling of missing data. Another downside of this 
approach is that the assessment is much less controlled than when an experimenter is present 
because children can usually engage in online learning activities anywhere, at any time. 
Educational toolmakers and companies are also limited in terms of what can be measured, 
which is less of a problem in the lab: for example, a lab study can easily include additional 
questionnaires for parents or children or ask for sensitive information, such as any 
developmental diagnosis of the child or the parents’ socio-economic status. The combination 
of using both controlled experiments and large-scale data collection in online learning 
environments is probably the best way to expand our knowledge of children’s learning.  
 

 Testing 

The studies conducted in this PhD measured children’s performance at a current time point 
or for short periods, either six weeks or six months. Measuring performance is not the same 
as measuring learning, which is characterised by changes in performance over time. The idea 
of a learning environment is that repeated practice will lead to learning. Predictors of 
performance at a given time point are important proxies for this learning process. To measure 
the impact of the predictors for the learning and developmental trajectories for education, the 
predictors of performance measures should be repeated over the schoolyears during primary 
school. Longitudinal studies and student assessment surveys such as PISA 
(http://www.oecd.org/pisa/data/) and TIMSS (https://timssandpirls.bc.edu) do this by 
testing children’s cognitive or academic performance once per school Year. As explained in 
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Chapter 1, it is difficult to capture learning characteristics without regular longitudinal testing. 
In light of this trade-off, I would suggest a combination of high-frequency testing/tracking of 
the performance in short periods and repeating this over the school Years, which is possible 
in daily used learning environments. Instead of just characterising children’s thinking at 
certain time points we should investigate the changes in strategy use over time within 
individuals to understand variations in learning trajectories.  
 
At the same time, testing in such an environment as Learn is very different because it is a 
typical example of low stakes testing. How does this technology relate to exams or other tests 
that have consequences (i.e., high stakes testing)? Usually in the educational field, there is a 
clear distinction between practice and testing. In Learn, practice and testing are combined 
into one monitoring program. The disadvantage of low-stakes testing is that there is not a 
carefully executed standardisation that the child can be compared to. However, the advantage 
of low stakes testing is that children experience less performance anxiety. From previous 
research, we know that students with a low level of test anxiety tend to perform better on tests 
in comparison to high-level anxious children (Elliot & Dweck, 2013; Ferla et al., 2010). Second, 
a bad day or sickness does not matter for the profiling of performance over a long period. A 
combination of both a high frequency, low stakes monitoring system and infrequent high 
stakes testing seems like the best way to assess children’s learning. For the Learn environment 
in general, a comparison was made between the national maths test, administered twice a year 
throughout primary school, and the ability scores measured in Learn. The correlations 
between these two measures ranged from .78 to .8. Online low stakes practice tools should be 
linked more often to high stakes testing.  
 
For example, low stakes testing lends itself well to study the individual differences in learning 
through measuring repeated practice. During low stakes testing, students feel free to practice 
their skills and to experiment with certain strategies and online platforms are perfect for 
researchers to measure this progress. These practice stages are also a great platform to test 
different adaptive versions of the learning environment to optimise the adaptivity for the 
student. In a more formal high stakes test this progress can be standardised to see whether 
the optimisations in the learning environment leads to better performance.  

 

 Limited executive function measures 

From previous research and the study in Chapter 3, it can be concluded that it is important to 
have a picture of the cognitive profile of a child to optimise adaptivity. At least verbal WM and 
IC were marked as important predictors of arithmetic performance. In this study, we chose a 
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particular task to measure WM and IC, but there are many more to consider and to add if one 
wanted to build a more complete cognitive profile. In the data described in Chapter 3, there 
was also no association between the IC interference effect measured by a simon task and verbal 
WM measured by a backward digit span task, which you would expect given that both are 
underlying common EF. A combination of other measures of EF in these studies could have 
resulted in different findings. Multiple measures would then ideally be incorporated in a latent 
variable approach to remove task-specific variance (Huizinga et al., 2006; Miyake et al., 
2000). When designing a study, the time needed to collect multiple measures of each EF 
component needs to be weighed as well. In a lab study, you can’t hold the child engaged for 
too long. In an online learning environment, it is also difficult to motivate children for tedious 
EF tasks. The advantage of online learning environments is that it is not limited to 1 or 2 testing 
sessions such as in lab-based or school-based testing. In the future, it might be a possibility to 
alternate a range of short EF tasks weekly, to build the EF profile of a child. This EF profile 
could help to predict the performance and learning progress.  
 
EF is a broad term and commonly includes shifting as a core component of EF (A. Baddeley & 
Della Sala, 1996; Miyake et al., 2000). Especially when practising arithmetic skills with games 
such as speed mix, a child needs to shift between applying various rules, for example from 
addition to multiplication and vice versa. As mentioned in section 1.5.1, the building blocks 
underlying EF can change with age, where some are more important at certain critical stages 
of development than others (e.g., Bardikoff & Sabbagh, 2017). Age is an essential moderator 
to consider when investigating the association between EF and academic abilities, preferably 
in longitudinal studies. For example, in the study of Chapter 3, we did not find that age (8-11 
years) moderated the association between verbal WM and arithmetic performance, but that 
age did interact with the association between IC interference effect and arithmetic 
performance. To optimise the adaptivity in online learning environments, the algorithms 
should incorporate several EF measures such as working memory, inhibition and the ability 
to shift between mental states in these critical developmental stages. 
 

 Trade-off between fun and serious learning  

Adaptive learning is intended to captivate and engage children in learning new skills and 
knowledge with online games. The literature has shown that this approach has positive effects 
on motivation and learning (Cheung & Slavin, 2013; Wouters et al., 2013). In the Learn 
environment, children enjoy the games sufficiently for them to be motivated to play at home 
outside of school hours. The data shows that around 20% of the problems are solved at home 
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and 80% at school. The motivation stems from presenting the child with problems at the 
appropriate difficulty level, keeping the child in the zone of proximal development. Although 
the ‘ideal’ difficulty level to keep a child in the flow seems to depend on the system: For 
example, in Learn this is 75% and for Knewton (2012) this is set at 50%, in accordance with 
the IRT theorem. 
 
A big part of the appeal of these environments is the use of external motivations to keep 
children engaged. In Learn, the coins that children receive for the correct answer is a big 
external motivation. This is strengthened by digital trophies that can be bought with the coins, 
similar to the Knewton platform. However, one consequence of this design is that some 
children tend to play already mastered games to receive more reward, which is not desirable 
behaviour. With a variety of games at hand, children also choose the more enjoyable and 
interesting games instead of practising basic skills such as multiplication tables. New studies 
in the Learn environment are working on ‘governing’ games so that children are supervised in 
which games are important for them to practice (Brinkhuis et al., 2020).  
 
The challenge for educational toolmakers is to have rewards that also lead to intrinsic 
motivation for learning and to retain this for the long run. For some time, psychologists 
thought that the presentation of rewards reduces subsequent intrinsic motivation for the task, 
the alleged undermining effect (for a meta-analysis, see: Cameron et al., 2001). But a more 
recent meta-analysis (Cerasoli et al., 2014) showed that both intrinsic motivation and extrinsic 
incentives are critical for performance: intrinsic motivation matters more for the quality of 
performance (i.e., creativity, focus, being autonomous) and extrinsic incentives explain more 
of the variance in the quantity (i.e., productivity, drive, number of repetitions) of performance. 
They also positively interact with each other, such that the intrinsic motivation-performance 
link becomes stronger in the presence of incentives. These findings suggest that although it is 
always beneficial for people to be intrinsically motivated for the given task, rewards also 
influence performance.  

 

 Concerns with embracing educational technology  

Researchers, educators and parents have been debating the place technology should have in 
schools and at home (Facer, 2011; Selwyn, 2011). Digital technology defines and shapes 
modern childhood, and it is difficult to entangle which aspects are beneficial to them and 
which ones are not. Almost every school in western countries have interactive technology in 
the classrooms such as whiteboards. The use of personal laptops or tablets for every student 
is increasing significantly as well: A school survey in the EU in 2013 showed that between three 



 
 

125 

and seven EU students share one computer on average. And around 50% of the students in 
Year 7 use a device weekly during lessons at school (European Schoolnet, 2013). In the 
Netherlands, teachers spend around 8 hours a week on online lessons (European Schoolnet & 
Liege, 2013).  
 
One of the concerns is that the increase in screen time leaves less time for physical activities 
such as face-to-face connection, playing games at school and outdoor play. There is limited 
hard evidence to date on the impact of digital technology on children’s health. But so far, there 
has not been clear evidence of detrimental effects of technology use on children’s behaviour, 
health, or learning when there is no excessive use (Howard-Jones, 2011; OECD, 2020). These 
reports show that the impact on children’s well-being seems to be u-shaped, where no use or 
extensive use of technology can have a small negative impact, and moderate use a small 
positive impact (Kardefelt-Winther, 2017). Second, some studies have tried to link obesity to 
screen time, due to reduced physical activity and mindless eating, but there is no evidence for 
a causal relationship to suggest this (OECD, 2020). Overall, the literature argues for the 
‘goldilocks principle’, meaning that moderate use of technology is the most positive outcome 
for children’s development (Przybylski & Weinstein, 2017).  The challenge for educators is to 
guide children in developing awareness of technology, and how to use devices to gain 
knowledge, but also when to put devices away (Plowman & McPake, 2013).  
 
As pointed out by Michael Rosen’s poem below, some people have the misconception that 
adaptive learning algorithms will replace teachers (Cavanagh et al., 2020). But these learning 
algorithms would never be able to replace all instructional context. A simple argument for this 
is that it is difficult to incorporate the social context of the learner’s interactions with other 
learners and learning objectives (Selwyn, 2011). We know that from an early age the social 
environment is key to developing skills and knowledge (Frith & Frith, 2012; Leblanc & 
Ramirez, 2020). Educational tools therefore only work with good teachers that provide the 
structure and guidance to use online adaptive systems (Essa & Laster, 2017). Adaptive 
technology can facilitate student’s learning process by providing teachers with individualised 
materials and insights into student’s achievement, creating more time to focus on teaching. 
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A related limitation of online learning platforms is that they don’t allow children to manipulate 
physical objects, which are thought to improve the understanding of abstract concepts. For 
example, to understand the concept of the number six teachers can use a range of concrete 
manipulatives, such as a dice, a finger pattern, six o’clock on an analogue clock, or six dinosaur 
toys in a row. In a meta-analysis (Carbonneau et al., 2013), studies were compared between 
teaching mathematics using physical manipulatives and teaching with abstract mathematical 
symbols. Small to moderate effect sizes were found in favour of teaching with manipulatives 
compared to instruction that only use abstract symbols. Additionally, moderate to large effects 
were found on the outcome of retention. Students and teachers also find enjoyment in using 
manipulatives (Moyer, 2001). 
Very recently, the outbreak of COIVD-19 shed new light on another debate, namely inequality 
in learning opportunities due to a child’s SES background and ethnicity. E-learning is 
dependent on having access to a personal device and strong internet connection, which is not 
available for all families and schools. In the UK, Andrew (2020) found that three times as 
many of the poorest students had no device to access schoolwork than the richest students. In 
addition, pupils of higher-income parents spent much more time on home learning during 
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lockdown; had more access to individualised resources and felt they were better supported 
(Andrew et al., 2020). Similar results were found in the Netherlands (Bol, 2020). The 
inequality in access to learning tools such as adaptive learning tools will inevitably widen the 
education gap even more. Research is already suggesting that the lockdown will have far-
reaching educational consequences (Andrew et al., 2020; Bayrakdar & Guvely, 2020; Bol, 
2020). To minimise these inequalities, and if e-learning is to play a major role in education, 
governments will need to ensure that all children have the appropriate resources for e-
learning. 
 

 The end goal  

In a collaborative effort between education and research, adaptive learning could become 
available to all, with the aim to individually tailor the learning process on a massive scale. In 
this dissertation, several markers and measures were identified that may allow the 
optimisation of such an environment. The promise is that these data will help in observing 
patterns across children and over time, providing tools to enhance learning and allow children 
to reach their potential. 
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APPENDIX 
 

Table A.1. Description of Games 

 Name of the 
game 

Number of 
participants 

Number of accuracy 
response sequences 

Average age 
(y) (SD) 

Description Application Response 
mode asked 
for question 

Max time 
to respond 
(s) 

1 Addition 44949 104778 9.1 (1.9) Sums from 1 + 1 = …. to 
26900 + 4400 = …. 

Mathematics Mixed 20 

2 Chaos of 
letters 

13540 35278 9.4 (1.7) Putting the letters of a word in 
the right order. 

Language Open answer 30 

3 Counting 32395 67782 8.2 (1.9) Counting the number of fishes 
on the screen [2-100 fishes]. 

Mathematics Mixed 20 

4 Dictation 11949 25077 9.8 (1.7) Listening to a sentence, where 
a word is repeated afterwards. 
The repeated word needs to 
be written correctly. 

Language Open answer 30 

5 Division 29109 78670 10.1 (1.5) Divisions from 4 : 2 = … to 
4601 : 1000 = …. 

Mathematics Open answer 20 

6 Flowercode 12912 32770 9.4 (1.7) Logical reasoning game, 
similar to Mastermind, where 
the code needs to be cracked 

Mathematics Open answer 60 



 
 

164 

with limited but sufficient 
information. 

7 Fractions 4250 7136 10.9 (1.4) Variety of exercises of 
fractions, percentages and 
proportions. For example, 
which of the five fractions is 
the smallest. Or there is a 96% 
chance of rain today. What is 
the chance that it remains 
dry?  

Mathematics Mixed 30 

8 Grammar 11892 31995 10.5 (1.4) Naming the word class of a 
word in a sentence. For 
example, “I am giving the dog 
food. Is “the” a verb, article, 
noun or numeral?” 

Language Multiple 
Choice 

20 

9 Money 46421 124599 9.6 (1.6) Practice with coins and 
banknotes to estimate the 
price of a product. For 
example, what is the 
combined cost of a €1.50 ice 
cream and €2 fries? 

Mathematics Mixed 20/30/40 

10 Multiplication 30789 65168 9.9 (1.5) Multiplications from 1 x 0 = … 
to 6000 x 803 = ….. 

Mathematics Open answer 20 
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11 Numbers 7087 21292 9.6 (1.7) Obtain a target number by 
using a set of provided 
numbers and operations. For 
example, obtain 1 by using the 
numbers 2, 4 and 9 and the 
operations x and – (solution is 
2 x 4 = 8, 9-8=1). 

Mathematics Open answer 60 

12 Parsing words 9643 25549 10.9 (1.1) Parsing the function of a word 
in the sentence. For example, 
“I will become a pilot”. What 
is “I”? Direct/indirect object, 
the subject or the finite verb? 

Language Mixed 20 

13 Proverbs 5007 12186 10.6 (1.6) The right meaning of a 
proverb needs to be chosen 
out of 5 options. 

Language Multiple 
Choice 

30 

14 Reading 20547 70307 9.6 (1.7) Reading a text and clicking on 
the nonsense words. 

Language Open answer 30 

15 Series 9848 17490 9.0 (2) Exercises where multiple 
operations are combined, e.g. 
3 x 5 + 2 = … or very difficult, 
(8-2) x 10 : 5 x 4. 

Mathematics Mixed 20 
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16 Slow mix 29623 49447 9.2 (1.8) Mix of arithmetical operations 
sums, subtractions, 
multiplications and divisions) 
at a slow pace. 

Mathematics Open answer 40 

17 Speed mix 18176 50898 10.1 (1.7) Mix of arithmetical operations 
(sums, subtractions, 
multiplications and divisions) 
at a fast pace. 

Mathematics Multiple 
Choice 

8 

18 Spelling 27194 85865 10.0 (1.6) Six different spellings of a 
word are presented. Five of 
them are spelled incorrectly 
and 1 is spelled correctly. The 
right spelling needs to be 
clicked. 

Language Multiple 
Choice 

20 

19 Subtraction 38590 82293 9.1 (1.9) Subtractions from 8 – 8 = … 
to 85200 – 8870 = ….. 

Mathematics Mixed 20 

20 Telling time 23471 52975 9.4 (1.7) Telling time with analogue 
and digital clocks. 

Mathematics Open answer 30 

21 Verbs 14888 41235 10.7 (1.3) Conjugating verbs in different 
tenses (present/past tense 
etc). For example, “He 
[want]…an ice cream (present 
tense).” 

Language Open answer 30 
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22 Vocabulary 25718 74749 10.1 (1.5) The right meaning of a word 
needs to be chosen out of 5 
options. For example, courage 
= caring, bravery, cowardice, 
timid or honest. 

Language Multiple 
Choice 

20 

23 Word forms 18818 44609 10.3 (1.5) Practicing setting words in the 
right singular/plural form, 
such as: “One belt. Five ….” 

Language Open answer 30 
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A.2 Static and dynamic mouse method 

 
The classification of the attraction of mouse points and movement between two consecutive 
mouse points towards the answer options (A1:A6) was calculated by two methods. First, the 
static method is visualised as (1) in the Fig. A.2 below. The mouse locations were classified as 
one of A1:A6 when they were inside one of the green area circles (answer option circles of 40 
pixels). Mouse locations within the red area in the middle (30 pixels), corresponding to the 
starting button were excluded from the analyses.  
 
The dynamic method considered whether there was movement, i.e., attraction, towards an 
answer box. This method was used for the mouse locations that were not inside the box. This 
attraction was calculated from one time point to the next (see Fig. A.2 2-6 for the processing 
steps). The vector between consecutive mouse locations (n and n+1) was first computed (rm; 
step 2); then the vectors from the mouse location n to all the answer options (A1:A6) were 

calculated (rn_A1:A6; step 3). Thirdly, the angles (!m_A1:A6) between the mouse locations vector 
(rm) and the answer option vectors (rn_A1:A6) were computed (step 4). The smallest of these 
angles between the mouse locations vector and the answer options was classified as the answer 
option where the movement is drawn towards (i.e., towards answer option A1, in the case of 
the first vector), only when there was a small enough angle towards one of the answer options 
(i.e. smaller than 25 degrees, chosen based on pilot testing with similar trajectories; step 5). 
This pre-processing procedure was done for all consecutive mouse locations (step 6) for every 
trajectory individually and eventually combined per trajectory. 
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Figure A.2. Classification of the attraction of mouse points and movement between two consecutive 
mouse points towards the answer options (A1:A6). (1) Static method: The mouse locations were 
classified as one of A1:A6 when they were inside one of the green area circles (answer option circles 
of 40 px). Mouse locations within the red area in the middle (30 pixels), corresponding to the starting 
button were excluded from the analyses (2) Dynamic method: Vectors between two mouse locations 
(green arrow; rm) were computed, as well as (3) vectors towards each answer option (green arrows 

rn_A1-rn_A6). (4) The angles (θ) between rm and rn_A1-A6 were computed. (5) The smallest angle, if <25°, 
leads to a categorisation of the mouse's direction of attraction towards the corresponding answer 
option (here A1). (6) This process was repeated for every two consecutive mouse points in the 
trajectory. 
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A.3 Individual mapping of mouse movement to errors  

Fig. A.3 shows the weighted checks for individual correlations between mouse movements 
and errors made in the past. The first check was weighing the correlations with a combination 
of the number of mouse trajectories and response errors made in the past. Fig A.3 A shows 
that the correlations were variable when not many mouse trajectories or errors were found for 
that individual but become more stable and remain above zero on average when more data 
points were found. The second check was weighing the correlations with how long ago the 
response error was made. Fig A.3 B shows that the correlations with mouse movement did 
not depend on how long ago the response error was made. 
 
Figure A.3. (A) average correlation between individual response errors and mouse movements 
towards those errors plotted against the weighted sum of the number of mouse trajectories collected 
and errors made. (B) Average correlation plotted against how many days had passed since the last 
response error was registered before the individual made the first mouse trajectory with a correct 
response. The 95% confidence intervals are displayed as the shaded area around the mean for both 
lines.
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