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Humanized Recommender Systems: State-of-the-art

and Research Issues

THI NGOC TRANG TRAN and ALEXANDER FELFERNIG, Institute of Software Technology,

Graz University of Technology

NAVA TINTAREV, Faculty of Science and Engineering, Maastricht University

Psychological factors such as personality, emotions, social connections, and decision biases can significantly

affect the outcome of a decision process. These factors are also prevalent in the existing literature related

to the inclusion of psychological aspects in recommender system development. Personality and emotions of

users have strong connections with their interests and decision-making behavior. Hence, integrating these

factors into recommender systems can help to better predict users’ item preferences and increase the satis-

faction with recommended items. In scenarios where decisions are made by groups (e.g., selecting a tourism

destination to visit with friends), group composition and social connections among group members can affect

the outcome of a group decision. Decision biases often occur in a recommendation process, since users usually

apply heuristics when making a decision. These biases can result in low-quality decisions. In this article, we

provide a rigorous review of existing research on the influence of the mentioned psychological factors on

recommender systems. These factors are not only considered in single-user recommendation scenarios but,

importantly, also in group recommendation ones, where groups of users are involved in a decision-making

process. We include working examples to provide a deeper understanding of how to take into account these

factors in recommendation processes. The provided examples go beyond single-user recommendation sce-

narios by also considering specific aspects of group recommendation settings.

CCS Concepts: • Information systems → Collaborative filtering; Information retrieval; Recom-

mender systems; Social recommendation; • Human-centered computing → Human computer inter-

action (HCI); • Applied computing → Psychology;

Additional Key Words and Phrases: Recommender systems, group recommender systems, human decision

making, decision biases, psychological factors, group dynamics
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1 INTRODUCTION

Recommender systems are efficient tools that help to cope with information overload issues in
many application domains [22]. These systems support a user’s decision-making process and sug-
gest items that fit his/her individual wishes and needs [54]. More recent research has shown that
recommender systems do not only support decisions of single users but also group decisions. Ex-
ample scenarios are choosing a restaurant to have dinner with colleagues or choosing a tourism des-
tination for summer holidays with friends. For such activities, group recommender systems suggest
items by aggregating the preferences of individual group members [47, 101].

Extensive research has been carried out to understand how recommender systems influence
decision-making processes. Studies in this line of research have pointed out that the design and
evaluation of recommender systems should take into account psychological factors beyond recom-
mendation algorithms [36]. Inspired by this finding, psychology-enhanced recommender systems
have been recently developed to improve the quality of recommendations. In the literature, there
are four psychological factors that have been studied predominantly. These are personality (e.g.,
References [16, 55, 70, 93, 95, 171]), emotions (e.g., References [2, 90, 119, 137, 175]), social factors
(group dynamics) (e.g., References [28, 34, 60, 101, 102, 113, 116, 123, 165, 172, 173]), and decision
biases (e.g., References [4, 8, 46, 48, 98, 146–148, 166]). The sections of this article are organized in
line with these four factors.

Personality can be described as a set of characteristics of a person that influence his/her cog-
nition, emotion, and behavior in different situations [110]. In the recommendation context, per-
sonality can have an impact on item selection. For instance, in the music domain, Rentfrow and
Gosling [128] investigated how the music preferences of users are related to their personality. The
experimental results show that a reflective person with openness to experiences usually likes jazz
and blues, whereas an energetic person with high degree of extroversion and agreeableness likes
hip-hop and electronic music.

Besides personality, emotions have proven to be a relevant factor in recommender systems [161].
When interacting with a recommender system, a user tends to articulate his/her preferences com-
bined with emotions. If his/her emotional needs are satisfied, then the complete fulfillment of
his/her objective requirements is regarded as less important [61]. This aspect motivates the devel-
opment of new recommendation approaches that take into account a user’s emotions to improve
prediction quality and increase his/her satisfaction with recommended items. In this context, re-
searchers also investigate the relationship between personality and emotions. For instance, Tamir
[150] performed user studies to figure out if there exist correlations between personality dimen-
sions (e.g., neuroticism and extraversion) and emotional states. The results show that users with a
high level of neuroticism tend to increase their level of worry. Users with a low level of extraversion
are less inclined to have a high level of happiness.

In group recommendation scenarios, decision making can be influenced by group dynamics re-
flecting interactions among group members. Some examples thereof are social trust, where a group
member tends to follow the opinion of other group members whom he/she loves or trusts [123];
conformity, where a group member is implicitly forced to follow the opinion of other group mem-
bers [50]; fairness, where the preferences of group members are considered as far as possible [165];
and consensus, where group members try to agree on a solution [165]. Group dynamics also shows
connections to other psychological factors such as personality and emotions. For instance, in group
decisions where conflicts among group members’ preferences arise, group members with differ-
ent personality traits might behave differently when resolving conflicts. It could be the case that
assertive users vote for a solution that satisfies their preferences, whereas cooperative users search
for a solution that satisfies the preferences of others [123, 127]. Also, the emotional states of group
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members can affect how they deal with conflict situations. A user with positive emotions (e.g., hap-
piness, satisfaction, and amusement) tends to be cooperative and supportive. In contrast, a user
with negative emotions (e.g., fear, anger, and sadness) tends to be selfish or less cooperative (see also
Section 5.3). Besides, emotions also play a role in group decision scenarios where a group mem-
ber’s emotional state can affect the emotional state of other group members [50]. For instance,
a user may not feel good if he/she knows that his/her friend is not enjoying the movie they are
jointly watching (see also Section 5.2).

Finally, decision biases are triggered by decision heuristics (decision patterns) that can lead to
suboptimal decision outcomes. For instance, belief biases make users too dependent on prior knowl-
edge. Furthermore, omission biases make users omit information perceived as risky [143]. Decision
biases depend on the perception and experience of a user and thus, influence his/her decision-
making behavior. In the context of recommender systems, decision biases have been studied inde-
pendently of other psychological factors such as personality, emotions, and group dynamics. Up to
now, with a few exceptions, experimental results regarding the existence of relationships between
the mentioned psychological factors and decision biases are still missing. Ramos [126] pointed
out that personality plays a crucial role in determining the cognitive style of a user and hence
has a strong impact on his/her decision-making behavior. Furthermore, personality traits are also
responsible for the creation of cognitive biases.

Summarizing, if recommender systems are able to take into account psychological factors, then
human decision processes can be simulated in a more realistic fashion [123]. This also helps to
generate more accurate recommendations and increase users’ satisfaction with recommended
items. There exists research that provides an overview of the influence of decision-psychological
phenomena on decision-making processes (e.g., References [30, 74, 97, 98]). Some contributions
focus on decision biases and their potential impacts on preference construction [48, 98]. Others
target at decision-making models and their importance for recommender system development
[30]. In the mentioned studies, psychological factors are analyzed from the perspective of how
users make daily choices and how recommender systems can support choice processes [74].
Different from related work, our work brings a broader view of how psychological factors
affect recommender systems. We focus on factors that have recently attracted more attention in
recommender systems research. These are personality, emotion, social factors (group dynamics),
and decision biases. Knowledge about these factors is extremely important to further increase
the decision support quality of recommender systems. In this article, we discuss related work
and analyze potential applications of the mentioned factors in recommendation scenarios. The
contributions of this article are the following:

(1) We provide selective working examples to increase the understanding of the role of psy-
chological factors in recommender systems.

(2) Our discussions are not limited to single-user recommendation scenarios but also consider
psychological factors that are especially relevant to group recommender systems.

(3) We point out open research issues related to the analysis and inclusion of psychological
factors in recommender systems.

The remainder of the article is structured as follows: In Section 2, we present the methodology
used as a basis for this article. In Section 3 and Section 4, we present different approaches to
take into account users’ personality and emotions in recommendation processes. Impacts of group
dynamics on group decision making are discussed in Section 5. The influence of decision biases
on recommender systems is analyzed in Section 6. Finally, we summarize open issues for future
work in Section 7 and conclude the article with Section 8.
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2 RESEARCH METHOD

The basis of our analysis was a systematic bibliographic review of the existing literature on psy-
chological factors in recommender systems [117, 144]. We collected relevant references using key-
words such as “recommender systems,” “human decision making,” and “psychological factors.” For a
deeper look at psychological factors in recommender systems, we used additional keywords: “deci-
sion biases,” “personality-based recommendation,” “emotion-based recommendation,” “group dynam-
ics,” and “social factors” when collecting references. We searched for existing publications in digital
libraries such as ACM,1 Google Scholar,2 ResearchGate,3 Science Direct,4 and Springer.5 To en-
sure high-quality references, we first checked the title, abstract, keywords, conclusion, tables, and
figures of the collected publications. Thereafter, we used the following filtering criteria: (i) con-
ference/workshop proceedings, articles, and books/book chapters published by prestigious con-
ferences/workshops, journals, and publishers; (ii) presenting detailed discussions on our research
topic; and (iii) providing logical and reasonable findings related to the research topic. We excluded
irrelevant publications that did not meet the filtering criteria and were published as technical re-
ports or Master/Ph.D. dissertations. Based on the mentioned criteria, we identified 175 publications.
Thereof, 71 papers have been published in well-known conferences/workshops such as ACM Con-
ference on Recommender Systems (RecSys), User Modeling, Adaptation and Personalization (UMAP),
Intelligent User Interfaces (IUI), World Wide Web (WWW), IEEE Tools with Artificial Intelligence
(ICTAI), Intelligent Information and Database Systems, International Conference on Persuasive Tech-
nology, and International Conference on Social Informatics (SocInfo). We found 40 studies from var-
ious computer science journals such as ACM Transactions on Interactive Intelligent Systems (TIIS),
IEEE Transactions on Knowledge and Data Engineering, IEEE Transactions on Fuzzy Systems, AI Mag-
azine, Journal of Expert Systems with Applications, Journal of Applied Science, Journal of Intelligent
Information Systems (JIIS), and User Modeling and User-Adapted Interaction (UMUAI). Furthermore,
we found 38 studies published in journals on psychology, marketing, and economics, such as Hu-
man Performance, Psychological Reports, Psychological Science, Genetic Psychology, Personality and
Social Technology, Marketing, and Econometric and Society. Finally, we filtered out 26 books and
book chapters from well-known publishers such as Cambridge University Press, Consulting Psychol-
ogists Press, John Wiley & Sons, Oxford University Press, Plenum Press, Prentice-Hall, and Springer,
which have been regarded as suitable for our study.

The most relevant aspects discussed in the identified literature can be organized along the topics
of personality, emotions, group dynamics, and decision biases. The remainder of this article follows
this identified categorization.

3 THE INFLUENCE OF PERSONALITY ON RECOMMENDER SYSTEMS

Many studies in the existing literature show the existence of a strong connection between a user’s
personality and his/her interests [24, 69, 128]. Therefore, integrating personality-related aspects
into recommender systems can help to more precisely identify user preferences and thus enhance
recommendation quality [110]. In this section, we first introduce a definition of personality and
models to describe a user’s personality traits. Thereafter, to boost recommendation outcomes and
resolve open issues, we discuss some related recommendation approaches.

1https://dl.acm.org/.
2https://scholar.google.at/.
3https://www.researchgate.net/.
4https://www.sciencedirect.com/.
5https://link.springer.com/.
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3.1 Personality and Relevant Models

“Personality indicates a set of characteristics and qualities that forms a uniquely individual style
of users in thinking, feeling, and behaving in different situations” [23, 110, 133]. In recommender
systems, personality can be regarded as part of a user profile, which is domain-independent (i.e.,
does not change across different domains) and context-independent (i.e., does not change with
time and location) [159]. User personality can be detected explicitly or implicitly [41]. Explicitly,
the personality of a user can be detected by asking him/her to answer a list of personality-related
questions that are well-established in psychology. For instance, the Ten Item Personality In-

ventory (TIPI) [62] offers a 10-item (question) measure of the Big Five dimensions for situations
when simple measures are needed. The 44-item Big Five Inventory (BFI) questionnaire can be
used to detect a user’s personality traits according to the dimensions openness, conscientiousness,
extroversion, agreeableness, and neuroticism [79]. Such explicit strategies require significant efforts
of users to answer the related questionnaire. Besides, users might not tell the truth, or they are
not able to explicate their personality traits correctly. For these reasons, implicit strategies can
be applied to identify a user’s personality by observing his/her behavioral patterns (e.g., review
comments [70]). Alternatively, personality traits can also be predicted based on user information
logs (e.g., images, content postings, and item preferences) stemming from personal web sites [99],
music collections [128], and social networks [11, 45, 63, 87, 100, 107, 120, 121].

There exist various models that are commonly used in recommender systems to describe users’
personality traits. Examples thereof are the Riasec model [67], the Thomas-Kilman model [50,
122, 127, 155], and the Five-Factor model [124]. The Riasec model uses six vocational interests
to describe a user’s personality: realistic (indicating a do-er), investigative (indicating a thinker),
artistic (indicating a creator), social (indicating a helper), entrepreneurial (indicating a persuader),
and conventional (indicating an organizer). The Thomas-Kilman model identifies two dimensions
to characterize a user’s personality: assertiveness and cooperativeness. Assertiveness is the degree to
which a user tries to satisfy his/her own needs. Cooperativeness is the degree to which a user tries
to satisfy other users’ concerns. These two dimensions construct five conflict-handling modes:
avoiding, accommodating, compromising, competing, and collaborating. The Five-Factor model is
also called Big Five model, which helps to develop a better understanding of individual differences
in personality [103]. The model consists of the five factors Openness (O), Conscientiousness (C), Ex-
troversion (E), Agreeableness (A), and Neuroticism (N) [103, 160]. These factors are used to differen-
tiate individuals with regard to emotional, interpersonal, experiential, attitudinal, and motivational
styles [163]. Openness (O) describes the willingness of a user to try new activities. Conscientiousness
(C) describes how a user controls, regulates, and directs his/her impulses. A conscientious user is
more aware of his/her activities and better organized than an unconscientious user. Extraversion
(E) describes a user who is social, outgoing, and talkative. Agreeableness (A) describes a user who
is friendly and cooperative. Finally, Neuroticism (N) indicates a tendency of experiencing negative
feelings. A neurotic user is more likely to be anxious and over-scrutinized about his/her issues.

3.2 The Influence of Personality on Recommender Systems

3.2.1 Increasing Prediction Quality. Personality can help to explain why a user prefers one op-
tion over others. As a consequence, including personality in recommender systems can help users
to better understand the reasons for a suggestion [110]. Recently, to enhance recommendation
quality and user experience, some researchers have attempted to incorporate personality aspects
into the recommendation process [16, 55, 93]. Lin and McLeod [93] introduced a temperament-
based filtering approach that incorporates human temperament into the recommendation process.
A user’s temperaments are first explored and learned for the representation and segmentation of
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Table 1. Example 1 - Formal Definitions of Segments S1..S16 in the Information Space

Segment Definition Segment Definition

S1 DS J ∩ DSP ∩ DNT ∩ DN F S9 DNT ∩ DN F − DS J − DSP

S2 DS J ∩ DSP ∩ DNT − DN F S10 DS J ∩ DN F − DSP − DNT

S3 DS J ∩ DSP ∩ DN F − DNT S11 DSP ∩ DNT − DS J − DN F

S4 DS J ∩ DNT ∩ DN F − DSP S12 DS J − DSP − DNT − DN F

S5 DSP ∩ DNT ∩ DN F − DS J S13 DSP − DS J − DNT − DN F

S6 DS J ∩ DSP − DNT − DN F S14 DNT − DS J − DSP − DN F

S7 DS J ∩ DNT − DSP − DN F S15 DN F − DS J − DSP − DNT

S8 DN F ∩ DSP − DS J − DNT S16 ∅

an information space. Thereafter, the learned temperament concept is employed to identify the
most relevant information units to be presented as recommendations. Bologna et al. [16] proposed
a context-aware recommendation approach that enables the adaptation of suggested e-commerce
services based on a user’s personality and the current interaction context. The proposed system
allows the user to interact with e-commerce services in different contexts (e.g., while traveling or
in a shopping mall). The system uses a neural network whose input is the user’s personality pro-
file described by the RIASEC model [67]. The network’s output is the weights indicating matching
scores between the current context and the e-commerce service that may be of interest to the
user. Fernández-Tobías et al. [55] proposed a personality-based matrix factorization algorithm that
exploits a user’s personality as auxiliary information for the recommendation process (see also
Section 3.2.2). The personality of a user is collected implicitly using a behavior-oriented approach
that analyzes his/her positive feedback inferred from click-through data, browsing history, and
item consumption counts. Although the experimental results of the mentioned approaches show
specific improvements in terms of recommendation accuracy, more tests with real-life datasets are
still needed also to increase the robustness of the proposed systems. Moreover, existing approaches
often do not discuss how user personality information is collected. However, this information plays
a crucial role in personality-aware recommendations.

Example 1. We choose the approach proposed by Lin and McLeod [93] to develop a working
example that clearly shows how the personality of a user can be included in the recommenda-
tion process. As mentioned above, this approach proposes a two-phase recommendation process
(learning phase and recommendation phase) to suggest information units to a user.

Learning phase: Given an information space of segments (S1..S16) and the personality of users
classified into the four temperaments S J (Sensing and Judging), SP (Sensing and Perceiving), NT
(Intuiting and Thinking), and NF (Intuiting and Feeling). Each segment includes sets of informa-
tion units liked and disliked by users depending on their temperaments (see Table 1). For instance,
segment S7 = DS J ∩ DNT − DSP − DN F consists of information units liked by users with the tem-
peraments S J and NT , and disliked by users with the temperaments SP and NF . In this context,
an information unit is represented as a term vector in an n-dimensional space (n is the number
of terms contained in an information unit). The weight of each term is computed by the TF-IDF
(Term Frequency and Inverse Document Frequency) method [131].

Assume we have a list of four information units (da ,db ,dc ,dd ) with temperament interest dis-
tributions as shown in Table 2. Each information unit can be clustered into segments based on
its popularity. The popularity of an information unit d within a temperament type t is the condi-
tional probability P (liked |t ). The information unit d is classified into segments Si (i ∈ [1..16]) if its
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Table 2. Example 1 - Information Units da ,db ,dc ,dd and Corresponding Numbers of Users Who

Liked/Disliked Each Information Unit According to a Specific Temperament Out of

{SJ, SP, NT, NF} [93]

Information unit
SJ SP NT NF

like dislike like dislike like dislike like dislike

da 0 467 0 214 0 161 0 158
db 102 365 17 197 59 102 0 158
dc 160 307 8 206 71 90 0 158
dd 84 383 50 164 101 60 55 103

Table 3. Example 1 - Popularity of the Given Information Units

Information unit Popularity

da

P (likeda |S J ) = 0/(0+467) = 0
P (likeda |SP )= 0/(0+214) = 0
P (likeda |NT ) = 0/(0+161) = 0
P (likeda |N F ) = 0/(0+158) = 0

db

P (likedb |S J ) = 102/(102+365) = 0.22
√

P (likedb |SP ) = 17/(17+197) = 0.08
P (likedb |NT ) = 59/(59+102) = 0.37

√

P (likedb |N F ) = 0/(0+158) = 0

dc

P (likedc |S J ) = 160/(160+307) = 0.34
√

P (likedc |SP ) = 8/(8+206) = 0.04
P (likedc |NT ) = 71/(71+90) = 0.44

√

P (likedc |N F ) = 0/(0+158) = 0

dd

P (likedd |S J ) = 84/(84+383) = 0.18
√

P (likedd |SP ) = 50/(50+164) = 0.23
√

P (likedd |NT ) = 101/(101+60) = 0.63
√

P (likedd |N F ) = 55/(55+103) = 0.35
√

An information unit is only classified into a segment with a specific temperament if

its popularity value is above the threshold θ = 0.10. The numbers with
√

represent

popularity values passing θ .

popularity is greater than a pre-defined threshold θ . This threshold is usually fixed to achieve a
certain confidence level for the segment [93] (in this example, the threshold θ = 0.10). The infor-
mation units’ popularity values are calculated as shown in Table 3. Based on these results, we can
specify a set of pairs (information unit, segment) showing segments where the information units
belong to: (da , S16), (db , S7), (dc , S7), and (dd , S1).

Recommendation phase: Based on the outcomes of the learning phase, examples of recom-
mendation scenarios are the following:

Scenario 1 - Recommending information units according to a user’s temperaments:
Given a user with the temperaments S J and NT, information units in the segments that match the
user’s temperaments will be chosen. For instance, db and dc in the segment S7 are recommended
to the user, since this segment is liked by users with the temperaments S J and NT (see Table 1).

Scenario 2 - Recommending information units according to a user’s interest key terms:
Given a userU with interest key terms as shown in Table 4 and corresponding (TF*IDF) weights as
shown in Table 5, the similarity between userU and an information unitV is calculated using the
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Table 4. Example 1 - Key Terms of the Information Units da , db , dc , dd and

Interest Key Terms of the User

Information units Key terms

da recommender, evaluation, social
db practical, recommender, algorithms
dc statistics, recommender, methods
dd recommendation, automated, algorithms

interest key terms of the user recommender, algorithms, evaluation

Table 5. Example 1 - Key Terms of the Information Units

(Presented in Table 4) and Corresponding Weight Values

Computed Using TF-IDF [131]

Key Weight (TF*IDF)

terms da db dc dd user
algorithms 0 0.74 0 0.74 0.74
automated 0 0 0 2.32 0
evaluation 1.32 0 0 0 1.32
methods 0 0 2.32 0 0
practical 0 2.32 0 0 0

recommender 0.32 0.32 0.32 0 0.32
recommendation 0 0 0 2.32 0

social 2.32 0 0 0 0
statistics 0 0 2.32 0 0

Cosine similarity (see Formula (1)). Similar to an information unit, a user vector is also represented
as an n-dimensional vector, where n is the number of interest key terms.

sim(U ,V ) =

∑n
i=1 (Ui ×Vi )√∑n

i=1U
2
i ×

√∑n
i=1V

2
i

(1)

In the example, the similarity between the user U and each information unit d is calculated
as follows: sim(U ,da ) = 0.44

√
, sim(U ,db ) = 0.17, sim(U ,dc ) = 0.02, sim(U ,dd ) = 0.1. The infor-

mation unit da is recommended to the user, since it achieves the highest similarity with the user
interests.

Obviously, the approach mentioned in Scenario 2 is not a personality-aware recommendation.
However, it can be applied in the context of the following scenario:

Scenario 3 - Recommending information units according to a user’s temperaments

and interest key terms: Given a user U with the temperaments S J and NT and his/her inter-
est key terms as mentioned in Table 4, the recommendation can be generated using the results
in Scenarios 1 and 2. According to the user’s temperaments, the segment S7 is chosen for the
recommendation (see Scenario 1). Besides, S7 consists of two information units db and dc , where
sim(U ,db ) > sim(U ,dc ) (see Scenario 2). Therefore, the information unit db of segment S7 is rec-
ommended to the user.

3.2.2 Resolving Cold-start Problems. A collaborative filtering recommender system might face a
new user cold-start problem where it cannot generate personalized recommendations for a new user
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Table 6. Example 2 - Four Users {u1,u2,u3,u}Whose Personality Traits Are Represented According

to the Five-Factor Model [103]: Openness (O), Conscientiousness (C), Extroversion (E), Agreeable (A),

and Neuroticism (N)

User O C E A N Average of personality-trait values

u1 0.85 0.61 0.12 0.78 0.33 0.538
u2 0.27 0.5 0.88 0.91 0.47 0.606
u3 0.59 0.87 0.36 0.8 0.55 0.634

new user (u) 0.75 0.59 0.68 0.75 0.23 0.6

The value for each factor is normalized to the range of [0..1].

without rating history [5, 55]. In this context, the lack of user information (e.g., ratings, purchased
items, browsing history) causes recommendations with a low correlation with the user’s interests
[43]. One common solution is to apply hybrid recommendation approaches that combine content
information and item ratings [21]. Another solution is to use demographic information (e.g., age,
gender, and educational background) to calculate the similarity between two users [115].

Recently, novel approaches considering the personality of users have been proposed in recom-
mender systems. These are helpful for solving the new user problem and increasing the accuracy
of recommendations. For instance, the similarity between two users can be calculated using a Pear-
son correlation coefficient with the inclusion of the users’ personality descriptors [70]. The person-
ality of a user u is represented as an n-dimensional vector pu = (p1

u ,p
2
u , . . . ,p

n
u )T , in which each

dimension indicates a personality trait of the user. According to the Five-Factor Model [103], pu is
a five-dimensional vector representing five personality traits: Openness (O), Conscientiousness (C),
Extroversion (E), Agreeableness (A), and Neuroticism (N). Besides, pu and pv indicate the average of
personality-trait values of users u and v . The personality similarity between u and v - simp (u,v )
is calculated using Formula (2).

simp (u,v ) =

∑
k (pk

u − pu ) × (pk
v − pv )√∑

k (pk
u − pu )2 ×∑

k (pk
v − pv )2

(2)

Example 2. For a better understanding, we exemplify the mentioned approach. Given a new user
u and a list of three users {u1,u2,u3} with personality traits as shown in Table 6, the personality
similarities between useru and the other users are calculated using Formula (2): simp (u,u1) = 0.47,
simp (u,u2) = 0.28, and simp (u,u3) = 0.14. In terms of personality, user u1 is the nearest neighbor
of user u. Thus, items liked by u1 can be recommended to u [24, 128].

Hu et al. [69, 70] proposed a hybrid approach including both rating-based and personality-
based recommendations. In this approach, the similarity between two users u and v is calculated
using Formula (3), where simr ′(u,v ) is the item-based similarity and simp (u,v ) represents the
personality-based similarity betweenu andv . Parameter α is used to control the influence of rating-
based similarity on the final similarity measurement.

sim(u,v ) = α × simr ′(u,v ) + (1 − α ) × simp (u,v ) (3)

In the same line of research, Fernández-Tobías et al. [55] proposed three approaches to address
the new user problem. The most useful preference information is determined based on the per-
sonality of users. This information is the premise to generate the most relevant recommendations
for a new user. The underlying idea of these approaches is discussed in the following (for more
details, we refer to Reference [55]):

(1) Personality-based matrix factorization: This approach extends classical matrix factorization
by incorporating additional latent feature vectors that represent personality aspects. The training
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Fig. 1. An example of cross-domain recommendation using personality information [68].

procedure is based on the alternating least squares technique [71]. Using this approach, missing
values can be partially compensated with the personality information of users. This is beneficial
if the target user has no rating history.

(2) Personality-based active learning: This approach utilizes personality information to find and
elicit the most informative user ratings. Instead of using item ratings as in traditional active learn-
ing models, positive-only feedback (e.g., likes, click-through data, and item consumption counts) is
exploited to generate recommendations. Recommendations based on this approach receive more
“likes” from completely new users compared to baseline methods.

(3) Personality-based cross-domain recommendation: This approach utilizes personality informa-
tion to better predict user preferences from auxiliary source domains. It helps to compensate for
missing user information in the target domain. Experimental results in different domains (e.g.,
movies, music, and books) show that this approach resolves the new-user problem very well, es-
pecially in cases where new users did not provide any ratings.

A similar approach of employing personality information in cross-domain recommendation was
proposed by Hu [68]. The general idea is the following: “If a user wants to receive recommendations
of two products from different domains (e.g., movies and books), then the system needs the user’s rating
data for both products.” In previous approaches, rating data is usually used separately and could not
be transformed across different domains. For instance, movie domain ratings could not be used in
the book domain and vice versa. However, personality information can be utilized to link different
types of products.

Given, for example, the two domains of movies and books connected by the personality trait
Openness , the user can get a personalized recommendation using one of the following two ap-
proaches (see also Figure 1):

—Approach 1: Since the system knows that the user belongs to the personality trait Openness, it
can recommend to him/hermovie3 andmovien from the movie domain, and book1 and book2 from
the book domain based on the correlation between personality and domain items.

—Approach 2: The system does not know the user’s personality in advance. It first infers the
user’s personality traits according to his/her preferences in the movie domain. Based on the in-
ferred personality, the system recommends book1 and book2 from the book domain.

The studies mentioned in this subsection introduce different ways to tackle cold-start prob-
lems by incorporating user personality into the recommendation process. These approaches have
proven to outperform traditional recommendation techniques in terms of effectiveness [55, 68].
However, the results are not completely convincing, since only datasets from specific domains
(e.g., music, movie, and book) have been used, which might not sufficiently reflect the proposed
methods’ real performance. Therefore, further tests with real-life datasets are needed to further
evaluate personality-based recommendation approaches.

3.2.3 Diversifying Recommendations. In recommender systems, the importance of diversity
has been discussed with regard to two aspects: “counteracting over-fitting” and “increasing user
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satisfaction” [89]. Recommendation diversity is also a solution to counteract “popularity biases” in
recommender systems (popular items are recommended more often than less popular ones [1]).

Many studies have recently been performed to investigate whether users with different person-
alities have different needs regarding diversification. For instance, Ferwerda and Schedl [56] deter-
mined users’ personalities based on the Five-Factor model [103] and used these as user models to
investigate preferred diversification levels. The authors pointed out that conscientious users pre-
fer a higher degree of diversification, whereas agreeable users show a medium level of diversifi-
cation needs. Wu et al. [171] diversified an item recommendation list using a greedy re-ranking
approach performed in two steps. In Step 1, the algorithm predicts the preferences of a user u
for an un-experienced item i (ScorePr ef (u, i )) based on his/her personality. Particularly, the user’s
preference for item i can be predicted based on the rating profiles of her/his neighbors with sim-
ilar personality traits. The predicted preference score of user u for each item is saved in an item
set S and sorted in descending order (S denotes a candidate item set (size = n)). In Step 2, the al-
gorithm re-ranks the items in S to achieve a top-N recommendation list T that meets the user’s
diversification preferences. T denotes the re-ranked list including N items (N <= n) that user u
will finally receive. To determine this list, for each item i ∈ S , the personalized diversification score
ScorePersonalizedDiv (u, i ) is calculated based on the personality of user u. This score is then com-
bined with the un-experienced item score ScorePr ef (u, i ) to achieve the final score (Scoref inal ) (see
Formula (4)).

Scoref inal (u, i ) = β × ScorePr ef (u, i ) + (1 − β ) × ScorePersonalizedDiv (u, i ) (4)

In this context, β is used to balance two types of preferences—predicted preference and diver-
sification preference. The value of Scoref inal (u, i ) is used to select items for T , which “optimizes”
the tradeoff between a user’s preference for an item and his/her diversification preferences. This
way, items with the best balance between accuracy and personalized diversification are added to
the recommendation list.

Based on experimental results, Wu et al. [171] show that personality-based greedy re-ranking
outperforms non-diversity-oriented methods (e.g., rating-based collaborative filtering) in terms of
accuracy and diversification preference. One drawback of this approach is that it is time-consuming
when collecting the personality of users using the 44-item BFI questionnaire. Nevertheless, this
work has important implications for recommender systems: (1) The diversification preferences of
a user can be inferred from his/her personality traits; (2) personality assists recommender systems
in better understanding the inherent preferences of a user and helps to provide higher-quality
recommendation services.

The discussed recommender systems primarily focus on analyzing personality factors in single-
attribute item domains. However, in cases where items are characterized by different attributes,
users with different personality characteristics might have different diversification needs according
to item attributes. Inspired by the approach of Wu et al. [171], Lu and Tintarev [95] proposed
a personality-aware recommender system in the song domain, which considers the relationship
between personality traits and song attributes. In this approach, an objective function is used to
select a candidate item for the diversified recommendation list. The candidate item must have the
lowest objective function value, meaning that the item manages to maximize the degree of user
preference satisfaction.

Example 3. For demonstration purposes, we choose the approach proposed by Lu and Tintarev
[95]. This approach provides a method that incorporates personality information into the recom-
mendation process to generate a diversified recommendation list.
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Table 7. Example 3 - R = {s1..s8} Represents the List of Songs Recommended to User u
without Taking into Account Diversification Preferences

s1 s2 s3 s4 s5 s6 s7 s8

genre pop pop pop rock rock country dance classic
artist number 1 1 3 3 2 1 3 1

key 6 6 5 6 6 7 5 7

Each song is characterized by the three attributes “genre,” “artist number,” and “key.” The attribute

“key” is an audio feature of a song, which can be figured out by using a key signature. The key of a

song describes the number of sharps and flats in the key signature. For instance, key (s3) = 5 indicates

that the number of sharps/flats in the key signature is 5.

Table 8. Example 3 - Personality Traits of User u, Where E = Extroversion, A =

Agreeableness, C = Conscientiousness, ES = Emotional Stability (the Opposite of

Neuroticism Mentioned in Section 3.1), and O = Openness

E A C ES O
personality traits medium low high low low medium low
mapping scores 0.4 0.8 0.2 0.2 0.4

The traits are measured on a four-level scale (see row 2) that are converted to numeric

scores (see row 3). Based on experimental results, Lu and Tintarev [95] pointed out that

the personality traits E , A, and ES have the relationships with the attributes “key,” “artist

number,” and “genre,” respectively. The remaining traits C and O do not show significant

correlations with the song attributes.

Assume R = {s1..s8} is the list of songs recommended to an active user u without taking into
account diversification preferences. This information is summarized in Tables 7 and 8. Now, a
diversified recommendation list D (we assume that the length of D is N = 2) can be derived.

A diversified recommendation list D can be derived using the following steps:
Step 1: Assign the first song s1 ∈ R for the first element of D, i.e., D[1] = R[1].
Step 2: Find the next candidate song for D using an objective function. The objective function

value of each song si ∈ R (which has not been chosen for D so far) is calculated using Formula (5).

Obj (si ,D) = Rank (si ,R) × (1 − λ) + λ × Rank (Divover all (si ,D)) (5)

In this context, Rank (si ,R) represents the rank of song si ∈ R. The recommended songs in R are
ranked in descending order, i.e., rank (s1,R) = 1 and rank (s8,R) = 8. The parameter λ controls the
tradeoff between similarity and diversity, ensuring that an item selected for D is not so far from
the user’s preferences. This parameter is determined based on the relationship between personality
traits and the overall diversity degree Divover all (si ,D). The experimental results in Reference [95]
show that the personality trait ES (Emotional Stability) has a positive correlation with the overall
diversity degree. Therefore, λ is adjusted according to the user’s Emotional Stability level.

We assume that the overall diversity valuesDivover all (si ,D) of songs si ∈ R, i ∈ [2..8] (that have
not been chosen for D so far) are shown as entries of column 2, Table 9. These values have to
be ranked in descending order before calculating the objective function value. The outcome of
applying the objective function for each si ∈ R is the following:
Obj (s2,D) = 3
Obj (s3,D) = 2.8

√

Obj (s4,D) = 3.8
Obj (s5,D) = 4.6
Obj (s6,D) = 5.8

ACM Transactions on Interactive Intelligent Systems, Vol. 11, No. 2, Article 9. Publication date: June 2021.



Humanized Recommender Systems: State-of-the-art and Research Issues 9:13

Table 9. The Overall Diversity Values Divover all (si ,D)
of the Songs si ∈ R (i = {2..8}), Which Have Not Been

Selected So Far

Divover all (si ,D) Rank (Divover all (si ,D))
s2 0 7
s3 0.67 2
s4 0.56 3
s5 0.56 3
s6 0.33 5
s7 0.77 1
s8 0.33 5

These values have to be ranked in descending order before ap-

plying the objective function.

Fig. 2. Example 3 - Diversified lists D generated from the same recommendation list R based on personality

traits [95]. Scenarios (a) and (b) show that users with different personality traits have different preferences

regarding recommendation diversity.

Obj (s7,D) = 5.8
Obj (s8,D) = 7.4
Step 3: Include s3 in D, since Obj (s3,D) is minimal. At this point, length(D) = 2 and the process

ends. D = {s1, s3} is the diversified recommendation list for user u (see Figure 2(a)).
Users with different personality traits have different diversification needs [56]. For instance,

given the same recommendation listR and a user v with the personality traits score(E)= 0.4, score(A)
= 0.6, and score(ES)= 0.8, we can specify the diversified recommendation listD for userv as follows:
D = {s1, s7} (see Figure 2(b)). A similar study was performed by Chen et al. [32], who focused on
the investigation of the influence of Openness on users’ diversification preferences. The authors
show that users with a high level of Openness prefer having a more diverse set of recommended
items compared to users with a low level of Openness.

Although Lu and Tintarev [95] provided an effective solution for generating diversified rec-
ommendations for multi-attribute item problems, it seems that this solution strongly depends on
the extracted relationships between personality traits and item attributes. With a pilot study of
148 participants, the authors found out that the personality traits Extroversion, Agreeableness, and
Emotional Stability have relationships with the song attributes “key,” “artist number,” and “genre,”
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Fig. 3. Basic Emotion Dimensions [42] and Emotion-words Arrangement for movies [142].

respectively. However, with a different set of participants, the finding could change, which leads to
different outcomes of the diversified recommendation. Thus, to effectively apply this approach, the
relationships between personality traits and item attributes need to be analyzed in further detail.

4 THE INFLUENCE OF EMOTIONS ON RECOMMENDER SYSTEMS

Besides personality, emotions play an essential role in the decision making-behavior of users. Emo-
tions are volatile and difficult to describe [162]. There exist two dominant approaches to model
emotions: categorical and dimensional [80]. The categorical approach represents emotions via a
set of distinct emotional categories, e.g., happiness, sadness, anger, surprise, fear, and interest [73].
The dimensional approach conceptualizes emotions based on their approximate placement in a
broad and continuous multi-dimensional space, where each dimension represents the emotion’s
quality [80, 162]. The most commonly used dimensions are valence/pleasure, arousal/activation,
and dominance, which are constructed in different forms, such as one-dimensional arousal mod-
els, two-dimensional models (e.g., arousal - pleasure [130] and basic emotion dimensions [42]—see
also Figure 3), or three-dimensional models (e.g., energy arousal - tense arousal - valence [134]). The
most popular version is the circumplex model proposed by Russell [130]. This model consists of a
two-dimensional and circular structure, representing the dimensions arousal and pleasure [80].

Many psychological and sociological studies show that emotions can be characterized as a kind
of context strongly connected to users’ preferences. Thus, emotions can direct users toward de-
cisions that differ from those generated in a “more” rational mental process [104, 161]. As a con-
sequence, preferences can be regarded context-dependent, and emotions are a key factor that has
an impact on the “chosen” context. For instance, a user listens to electronic music when he/she
is happy and blue/jazz music when he/she is feeling depressed. For this reason, recommender
systems should be aware of the emotional state of users and make use of such emotion-related in-
formation. To improve recommendation outcomes, researchers have proposed various approaches
considering emotions in the recommendation process. Most of these studies focus on answering
the following two research questions:

(1) How to detect users’ emotions in recommendation contexts?
(2) How to take into account emotions in recommendation algorithms to improve recommendation

performance and increase user satisfaction with recommended items?

4.1 How to Detect Emotions?

Emotions can be detected either explicitly or implicitly. Explicitly, the emotions of a user can
be detected using self-assessment methods where he/she is asked to answer questions designed
to measure different emotion-related features. For instance, Bradley and Lang [18] proposed a
picture-oriented questionnaire, the so-called Self-Assessment Manikin (SAM), to measure three
features of an emotional response (valence, arousal, and dominance). Implicitly, emotions can be
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detected using two approaches: physical signals and internal signals [140]. The first approach
analyzes changes regarding a user’s physical signals through multiple modalities (e.g., facial
expressions, body movements, gestures, and speech) that have shown to be associated with
specific emotions [27]. The second approach is to use physiological signals (e.g., electroencephalo-
gram, temperature, electrocardiogram, galvanic skin response, respiration) to detect the user’s
emotional states. For this approach, a system consisting of sensors and neuron devices is used to
analyze changes in physiological signals [140].

The mentioned emotion detection methods have advantages and disadvantages. With explicit
approaches, although the accuracy of collected emotions can not be warranted (since the user
may not tell the truth or face some difficulties in expressing his/her emotions), the application to
recommender systems is relatively easy. In contrast, implicit approaches can provide more pre-
cise results compared to explicit approaches. However, they are quite expensive to be applied in
recommender systems. Consequently, finding efficient emotion detection methods that support
a tradeoff between emotion detection accuracy and applicability in recommender systems is, to
some extent, still an open issue.

4.2 How to Integrate Emotions in Recommendation Algorithms?

Emotions can be integrated into recommendation algorithms as a contextual parameter. Zheng
et al. [175] performed a study to explore how to use emotions to improve recommendation qual-
ity. In their approach, emotion-related information is integrated into two classes of context-aware
recommendation algorithms: context-aware splitting (CAS) and differential context modeling

(DCM). InCAS , the authors introduced two approaches: item splitting and user splitting. Item split-
ting finds a contextual condition to split each item. The underlying idea of this approach is that
an item experienced in different contextual conditions can be split into different items [13]. Similarly,
user splitting considers one user as different users if he/she demonstrates significantly different pref-
erences across contexts. DCM presents a way to determine which emotion contexts are influential
for which algorithm components. The authors proved that both of the proposed approaches help
to increase recommendation quality.

Another approach is to explore a user’s emotions based on music/songs that he/she listens to.
For instance, Kuo et al. [90] and Shan et al. [137] proposed a music-emotion model to infer a user’s
emotions from consumed film music. The model consists of three components: (1) film music emo-
tion detection, (2) film music feature extraction, and (3) emotion-based music recommendation. The
first component detects the film music emotion from film videos that provide useful cues (e.g.,
caption, speech, sound effect, and visual features). The second component extracts features that
have strong effects on emotions (e.g., chord, melody, tempo, and rhythm). Third, a Mixed Media
Graph [114] and a graph-based approach are utilized and modified to discover associations be-
tween emotions and extracted music features. The associations are then applied to generate music
recommendations. Experimental results show that the proposed model generates music recom-
mendations with 85% accuracy on an average. In the movie domain, Song et al. [142] proposed
an emotion-words selection approach to derive users’ emotions for movies. For this approach, the
authors first selected some movies from the “Korean Film Council” database, which covers various
movie tastes of users. Thereafter, 10 emotional words proposed by Lee and Jeong [92] were adjusted
to make them suitable for the movie domain. These emotional words were arranged according to
Basic Emotion Dimensions [42] (see Figure 3) and then integrated into a questionnaire for the pur-
pose of emotion detection. Experimental results show that the Emotion-words Arrangement [142],
which is represented based on the Basic Emotion Dimensions, is appropriate for reflecting users’
emotions and predicting users’ movie preferences.
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Abdul et al. [2] developed an Emotion-Aware Personalized Music Recommendation System

(EPMRS) where emotions and other dimensions such as time and location were integrated in the
recommendation process. The authors used weighted matrix factorization [71] to extract latent
features from user-to-song relationships. The ratings for the songs that the user did not listen to
up to now were predicted. When generating recommendations, the system considers additional
information: emotion (e.g., happy, normal, sad, and surprised), listening time (e.g., morning, noon,
afternoon, evening, and midnight), and current location (e.g., home, workplace, and others). The
user is able to inform the system about his/her current emotion through four emotion types (happy,
normal, sad, and surprised). Based on the articulated emotions, EPMRS recommends songs that
meet the user’s emotions in the current situation. A user can adapt his/her emotions anytime, and
EPMRS is able to recommend songs according to the user’s current emotional state. This way,
song recommendations determined by EPMRS can trigger a higher user satisfaction compared to
traditional recommender systems (e.g., content-based recommender systems) [2].

Example 4. To develop an illustrative example, we sketch the approach proposed by Abdul et al.
[2]. This approach shows how emotional information can be taken into account in recommender
systems. The recommendation process consists of the following steps:

Step 1 - Specify a user-to-song interest matrix: Let U = {u1,u2, . . . ,un } denote the set of
n users, S = {s1, s2, . . . , sm } be the set of m songs, and N with entries ni, j ∈ Z+ (i ∈ [1 . . .n], j ∈
[1 . . .m]) be the user-to-song interest matrix. Each entry of N represents a user’s preference for a
song, i.e., dislike (0) or like (1 to 5 stars). The entry “-” indicates that a user has not listened to a
song. N represents the relationship between users and songs in a specific context characterized
by emotion, time, and location. For instance, N(sad, afternoon, work place) represents users’ song
preferences under the contextual conditions “being sad” and “listening to music in the afternoon at
the workplace.”

Step 2 - Specify a matrix representing the latent features of the songs: Let matrix M with
entries mj,k ∈ [0, 1] (j ∈ [1 . . .m],k ∈ [1 . . .v]) represent the latent features of the songs (v is the
number of the latent features). In this example, each song has four latent features (f1 . . . f4) and M
is represented as the matrix shown below. For instance, M1, j = [0, 1, 0, 1] indicates that s1 can be
related to the latent features f2 and f4, but not the features f1 and f3.

Step 3 - Specify a matrix representing the relationship between users and latent fea-

tures: The matrices N and M are used to generate a new matrix Q with entries qi,k ∈ Z+ (i ∈
[1 . . .n],k ∈ [1 . . .v]). Each entry qi,k represents the frequency of a feature to appear in the songs
listened to by a user. In this example, Q can be determined as shown in the following: For instance,
q4,1 = 2 indicates that feature f1 was regarded as relevant “twice” in the songs listened to by user
u4. This entry is specified as follows: User u4 listened to the songs s2, s3, and s4 (see matrix N ).
Based on matrix M , f1 is the latent feature of s2 and s3 (m2,1 =m3,1 = 1), but not the latent feature
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of s4 (m4,1 = 0). Consequently, the frequency of feature f1 to appear in the rated songs of user u4

is q4,1 = 1 + 1 + 0 = 2.

Step 4 - Specify the weight of latent features: Latent features are assumed to have different
impacts (i.e., weights) on users’ preferences. Some features have a higher impact than others. Abdul
et al. [2] used the TF-IDF approach [170] as the user feature frequency FU ( fk ) and the inverse user
feature frequency F−1

U ( fk ) to determine important features.6 A matrix W with entries wi,k ∈ Z+
(i ∈ [1 . . .n],k ∈ [1 . . .v]) can be identified from the matrix Q using Formula (6).

W = (wi,k )n×v = qi,k × F−1
U ( fk ),∀ui ∈ U (6)

In our example, the matrixW is determined as follows, where f1 and f2 are the dominant features
of u1 and u3, f2 is the dominant feature of u2 and u5, and f1 is the dominant feature of u4:

Step 5 - Specify a matrix representing the songs that have not been listened to by a

user: We identify a matrix M with entries mj,k ∈ Z+ (j ∈ [1 . . .m],k ∈ [1 . . .v]) representing the

songs that have not been listened to by user ui . The matrix M can be constructed based on the

matrices N and M , where M ⊂ M . For instance, u1 has not listened to the songs s2 and s5. Thus,

the matrix M ofu1 can be specified by getting the entries from M that represent the latent features
of s2 and s5.

Step 6 - Predict the preferences of a user for unrated songs: A user’s preferences for songs

(that have not been listened to so far) can be determined based on the matrices M and W and

represented in a matrix N with entries ni, j ∈ Z+ (i ∈ [1 . . .n], j ∈ [1 . . .m]):

N =W ×M . (7)

Step 7 - Recommend to user ui the song with the highest predicted preference: Based

on the matrix N , the system recommends the songs with the maximum value of ni, j (j ∈ [1 . . .m])

to user ui . For instance, based on Formula (7), the matrix N of user u1 can be specified as below,
in which s5 is selected as the recommended item:

The approaches presented in this subsection provide solutions for integrating emotions into
recommender systems. However, existing solutions in most of the cases focus on the domains of

6For further details of this approach, we refer to Reference [2].
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movies and music. Emotion-related aspects receive less attention in other domains where emotions
might have substantial impacts on the recommendation process. Examples thereof are tourism,
retailing, and advertising. For instance, in the tourism domain, a user’s emotions can affect his/her
tourism attraction selection. The user chooses a museum to visit when he/she is feeling happy, but
prefers going to the beach when he/she is feeling depressed. A real-time emotion analysis might be
helpful for recommender systems to predict a user’s current emotional state and then recommend
more appropriate tourism attractions. Some approaches already try to incorporate emotions into
tourism attraction recommendation (e.g., References [72, 83]). However, an in-depth integration
of emotion-related aspects into tourism recommender systems is still an open issue.

5 THE INFLUENCE OF GROUP DYNAMICS ON GROUP RECOMMENDER SYSTEMS

Due to the importance in supporting group decision-making processes, group recommender sys-
tems have already triggered significant research efforts [51]. Compared to single-user recom-
mender systems, the influence of psychological factors in group recommender systems should
be considered differently. For instance, emotional factors in group decision scenarios have to be
analyzed in the context of emotional collectives. For instance, family members are more likely to be
affected emotionally compared to friends [168]. Group members’ decision-making behavior could
differ depending on the group type (e.g., homogeneous vs. heterogeneous groups). For instance,
a user might be more caring about the preferences of family members than the preferences of
colleagues. Consequently, the impact of group dynamics on the quality of group recommenda-
tions has to be investigated in more detail [25, 38, 57]. Supporting group decision making based
on group recommendation techniques requires knowledge about group dynamics [20, 37, 50]. In
the following subsections, we discuss the impact of group dynamics on group decision making.

5.1 Social Relationship

Current research has pointed out that social relationships among group members significantly
influence their decision-making behavior [44, 58]. Users tend to rely more on recommendations
from their friends or persons they trust than those generated by recommender systems [123]. This
behavior can be applied in situations where group members change their item preferences to reach
a consensus [44]. For instance, let us assume that a user does not like an item i. However, he/she
might change his/her mind if he/she knows that this item is the favorite of his/her best friend. In
this context, a social relationship can help to speed up the consensus achieving process. Currently,
there exist various approaches to exploit social relationships in group recommendations. These
are summarized in the following:

5.1.1 Trust Networks. Social relationships in a group can be represented in a trust network that
helps to explore trust relationships among group members. Such a network can be used to predict
group members’ item ratings. An example of this approach is FilmTrust [60], which utilizes trust
in social networks to predict movie ratings of a user. This approach achieves a better prediction
quality than basic collaborative filtering. We now present an example to illustrate this approach.

Example 5. Given a group recommender system offering a social network component that en-
ables users to maintain a list of friends, the rating prediction process can be conducted in the
following steps:

Step 1 - Collect trust values: Trust values are collected in two ways: direct trust values or
inferred trust values. For direct trust values, a user can directly provide a trust rating (e.g., through
a rating scale of [1 . . . 10]) to express how much he/she trusts his/her friend. For instance, Anna
trusts Tom and gives him a trust value of 9. When giving a trust value, each user is advised to
consider the following context: “If your friend would have consumed item X, how likely would you
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want to consume this item?” [60]. For inferred trust values, if a user has not specified the trust value
for his/her friend, then the system can infer this value using a breadth first search-based algorithm
[60]. The algorithm returns a trust value by finding paths from the user to his/her friend(s) and
aggregating the trust values found along these paths.

Step 2 - Compute movie ratings: According to Step 1, the set of raters R of a user u is deter-
mined. Raters represent people whom user u trusts. The recommended rating r (u,m) of user u for
moviem is the average of raters’ movie ratings. These ratings are weighted by the trust value t of
user u provided for each rater—see Formula (8). In this context, tu→v is the trust value user u gives
to rater v and rv→m is the rating of rater v for moviem.

r (u,m) =

∑
v ∈R tu→v × rv→m∑

v ∈R tu→v
(8)

Assume Anna has two friends, Tom and Christina. She gives Tom and Christina the trust
values of 8 and 4, respectively (tAnna→T om = 8 and tAnna→Christ ina = 4). Tom rated the movie
“Avengers” with 5 stars (rT om→Avenдer = 5), whereas Christina rated this movie with 3 stars
(rChrist ina→Avenдer = 3). The recommended rating r (Anna,Avenдers ) is calculated as follows:

t (Anna→T om )×rT om→Avenдer s+t (Anna→Chr ist ina )×rChr ist ina→Avenдer s

tAnna→T om+tAnna→Chr ist ina
= 8×5+4×3

8+4 = 4.3.

5.1.2 Social Networks. It is quite challenging to generate a trust network, since it requires ex-
plicit feedback from users, which is time-consuming and might lead to user fluctuation [123]. In
this context, social-network based approaches were proposed to resolve the mentioned issue. These
approaches enable the inference of trust knowledge from social networks such as Facebook or
Twitter [35, 59, 123]. Social networks contain user information (e.g., personal information, inter-
ests, pictures) that can be extracted to estimate the trust level between two users [123]. This way,
users are not required to provide explicit trust-related information. Existing studies using these
approaches are the following:

Christensen and Schiaffino [35] introduced a group recommender system that takes into account
social factors when determining group recommendations. Examples of such factors are trust rela-
tionship, social similarity, and social centrality. Trust relationship indicates the degree of cohesion
between group members. Social similarity reflects characteristics shared among group members
(e.g., shared activities, friends, and interests). Social centrality refers to group members’ reputation
in the social network. In this study, the authors generated group recommendations based on a
group model constructed by aggregating individuals’ models. The authors took into account two
important factors: (1) “which items (of individuals’ models) to be included in the group model?” and
(2) “how to aggregate individuals’ preferences to obtain a collective preference?”. To identify group
recommendations, the authors proposed a hybrid approach that combines collaborative filtering
and content-based filtering. This approach detects implicit similarities between the ratings of group
members. To aggregate individual preferences, the authors considered the mentioned social fac-
tors. These help to identify the degree of influence among group members and to provide possible
preference changes. The idea is that the closer the relationship between group members, the higher
the influence on each other’s opinions. In other words, in “close-relationship groups”, there is a higher
probability that group members are willing to adapt their preferences for the sake of consensus.

In the same line of research, Delic and Masthoff [37] analyzed the impact of social closeness and
social centrality on group decision outcomes. This approach was guided by the concept of “promi-
nent actor.” A prominent actor in a social network is “the one who is the object of extensive ties,
focusing on the actor as a recipient” [169]. Based on this concept, the authors examined if socially
central members of a group report higher group identity and have their individual preferences
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closer to the final group choice. Besides, the authors took into account the relationship between
group identity and group decision making. Group identity is defined as “the individuals’ self-concept
derived from their knowledge of their membership to a social group together with the value and emo-
tional significance attached to that membership” [149]. The experimental results show that socially
central members of the group tend to be perceived as more influential in the group decision-making
process. Besides, social relationships help to reach the level of group identity, where members are
aware of the feeling of each other. The social closeness of a group is related to the perceived group
similarity (in terms of preferences). The authors pointed out that socially central group members
are significantly happier with the final group choice, even if they are the “disadvantaged” in the
decision-making process.

In another study, Quijano-Sanchez et al. [123] modeled user profiles based on different factors
extracted from Facebook and then computed the trust between two usersu andv in a given group.
The discovered factors describe the role of users in a social network:

—f1 (u,v ): Distance in the social network, which checks if two users are friends.
—f2 (u,v ): Number of mutual friends.
—f3 (u,v ): Intensity of the relationship, which indicates how often a user appears on the wall of

his/her friends.
—f4 (u,v ): Intimacy of the relationship, which can be classified based on keywords mentioned in

their wall interactions.
—f5 (u,v ): Duration, which measures how long users know each other.
—f6 (u,v ): Reciprocal services, which determines the number of videos/songs/webs that users

have posted on each others’ walls.
—f7 (u,v ): Structural variable, which counts common interests described in the users’ profiles

and how many groups they have joined.
—f8 (u,v ): Social distance, which shows how users share information in their profiles (e.g., po-

litical beliefs, school/universities, religious beliefs, and demographics situation).
—f9 (u,v ): Status, which represents the relationship between two users.
—f10 (u,v ): Pictures, which shows the percentage of pictures in which users appear together.
Thereafter, the authors estimated the mentioned factors by analyzing the profiles of the users

participating in their experiment. Based on the identified factor values, the social trust level be-
tween usersu andv can be calculated by combining the mentioned factors. Since these factors may
have different impacts on the recommendation process, the trust between two users is a weighted
average of the factors (see Formula (9)), where wi ∈ [0 . . . 1] indicates the impact level of factor fi
(
∑10

i=1wi = 1).7

trust
(
u,v

)
=

10∑
i=1

wi × fi
(
u,v

)
(9)

For illustration purposes, we now present an example of how to calculate the social trust level
between two users based on the approach of Quijano-Sanchez et al. [123].

Example 6. Assume Tina and Bob are in a group of friends. Their relationship is described by the
10 factors mentioned above. The values and corresponding weights of these factors are summa-
rized in Table 10. In this example, the factors mutual friends (f2), duration (f5), structural variable
(f7), status (f9), and pictures (f10) have significant impacts on social trust (weight > 0). Based on
Formula (9), the social trust level between Tina and Bob is calculated as follows:

trust(Tina, Bob) = (0.43 × 0.5) + (0.17 × 0.5) + (0.14 × 0.45) + (0.07 × 0.3) + (0.2 × 0.19) = 0.422

7The weight (the impact level) wi of factor fi was measured using an experimental approach. For further details of this

approach, we refer to Reference [123].
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Table 10. Example 6 - Factors Describing the Relationship between Two Users

Factor Description Value Weight

f1 They are direct friends 1.0 0

f2 They have 12 mutual friends 0.5 0.43

f3 Every month, they write each other on their walls 0.3 0

f4 Friendly 0.5 0

f5 They have known each other for more than 3 years 0.5 0.17

f6 So far, they have shared 2 games on Facebook 0.3 0

f7 Both of them like watching movies and reading books 0.45 0.14

f8 They share three properties: educational, religious, and demographics information 0.7 0

f9 Their current status is friends 0.3 0.07

f10 There are 20 pictures where they appear together 0.2 0.19

The value and weight of each factor are estimated using the approach proposed in Reference [123]. In this example, only

five factors f2, f5, f7, f9, and f10 have significant impacts on social trust (weight > 0).

Social-network-based approaches have brought significant improvements in terms of recom-
mendation accuracy [44]. However, these approaches have been only tested in specific domains
(e.g., movies [35, 123] and tourism [37]), which raises the question of generalizability. These ap-
proaches need to be further evaluated in other domains to prove their applicability. Following these
approaches, every user who participates in a group decision must belong to a social network. Due
to the popularity of social networks and the tendency of using such networks to organize real-life
events, these approaches could also be easily integrated into the discussed group recommendation
scenarios [123].

5.2 Emotional Contagion

In Section 4, emotions have been analyzed in the context of single-user oriented recommendation.
In group recommendation scenarios that focus on the interaction among group members, emotions
are taken into account in the concept of emotional contagion. In this context, the emotional state of
a user is unintentionally and uncontrollably influenced by the emotional states of others [50, 141].
In group settings, group members’ emotions can affect the emotions, thoughts, and behaviors
of others [65]. For instance, in a software development team, the mood of a team leader can be
transferred to stakeholders and thereby impacts the effort and coordination of the whole team. This
phenomenon can also be transferred “as-is,” for instance, when watching a movie with friends, a
group member might not enjoy the movie if he/she knows that his/her best friend does not like the
movie [101]. The existence of emotional contagion may depend on users’ personality. For instance,
selfish users are usually not affected by others, whereas tolerant users tend to be easily influenced.
Furthermore, relationships between group members play a role; for instance, users are more likely
to be affected by whom they love [101].

Emotional contagion has been investigated recently in sequence recommendations (e.g., recom-
mending a sequence of TV programs to family members). Masthoff and Gatt [102] confirmed that
the emotional state of a group member could be affected by other group members. Chen and Pu
[34] proposed a group music recommender system so-called GroupFun where an emotion anno-
tation tool called CoFeel is used to annotate and visualize the emotional states of group members.
The authors investigated the emotional feedback of users regarding recommendations. The exper-
imental results show that displaying each other’s emotions with regard to recommended items
positively influences the outcome of a group decision process. Being aware of the emotional states
of other group members helps to better negotiate group-related issues (e.g., resolving conflicts and
achieving consensus) [33].
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5.3 Group Personality Composition

Group recommender systems try to take into account the preferences of individual group members
and attempt to satisfy each group member [122]. In heterogeneous groups, a conflict situation may
arise more easily if the preferences of group members are incompatible [127]. Besides, it is shown
that the overall satisfaction of a group cannot be always achieved by aggregating group members’
preferences [122]. Thus, a novel method for group recommendation needs to be developed, in
which different types of individual personalities are considered.

Rossi and Cervone [129] proposed an approach that takes into account the agreeableness per-
sonality trait (see Section 3.1) in the group recommendation context. The authors argued that
agreeable people tend to compromise and care about the entire group’s satisfaction. Based on this
idea, the authors proposed a solution relying on the definition of a utility function that models the
altruistic behavior of group members. The utility function evaluates user ratings for items, con-
sidering the preferences of the whole group and the preferences of agreeable users. The authors
used a model developed by Charness and Rabin [29] to define the underlying utility function8 that
maximizes social welfare. This value measures how much a person likes to increase social surplus,
caring especially about helping him/herself and others with low payoffs [29].

Nguyen et al. [109], Quijano Sanchez et al. [122], and Recio-Garcia et al. [127] proposed ap-
proaches that maximize group satisfaction by considering the personality of group members. In
these studies, the authors characterized users using the Thomas-Kilmann Conflict Mode In-

strument (TKI) model [156] that describes a user’s behavior in conflict situations according to two
dimensions: assertiveness and cooperativeness [127]. The combination of these dimensions results
in different personality modes: competing, collaborating, avoiding, accommodating, and compromis-
ing (see also Subsection 3.1). Although these studies share the idea of exploring the behavior of
individual group members for conflict resolution, they show some differences in the modeling of
assertiveness and cooperativeness. Nguyen et al. [109] modeled assertiveness based on the prob-
ability that group members propose items with a high personal utility. The higher the probability,
the higher the assertiveness. In contrast, cooperativeness is modeled based on the probability of a
user to give positive and negative evaluations to items proposed by other group members. A co-
operative person has a high probability of giving positive feedback and a low probability of giving
negative feedback. Quijano Sanchez et al. [122] and Recio-Garcia et al. [127] estimated the as-
sertiveness and cooperativeness of a user based on the sum of the coefficients of his/her personality
modes. These dimensions are combined to estimate Conflict Mode Weight (CMW), representing
how selfish or cooperative a group member is. Thereafter, the rating of a group member u for a
specific item can be predicted by considering the personality difference between user u (CMWu )
and another user v (CMWv ) in the group [123].

In this subsection, we present an algorithm proposed by Recio-Garcia et al. [127], which gener-
ates group recommendations by aggregating the recommendations of individual group members
(i.e., aggregated predictions [47]). The CMWs are included in the aggregation process. We now
present an example to illustrate this algorithm.

Example 7. Given a group of three users G = {u1,u2,u3} and a list of four items I = {i1, i2, i3, i4},
the rating predictions for each group member u and each item i are shown in Table 11.

Assertiveness and cooperativeness can be either categorized as high or low (see Table 12).9 These
dimensions are evaluated by summing the coefficients of all personality modes extracted from
Table 13. The TKI test determines the degree of cooperativeness and assertiveness for each user.

8For further details of the utility function, we refer to Reference [129].
9For the determination of the high/low categories of the users regarding TKI mode, we refer to Reference [85].
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Table 11. Example 7 - Predicted

Ratings of Group Members u for

Items i

i1 i2 i3 i4
u1 1 3 4 2
u2 2 5 3 1
u3 3 2 1 4

Table 12. Example 7 - Assertiveness and Cooperativeness Degrees for Group Members Described by

the Personality Modes Competing, Collaborating, Compromising, Avoiding, and Accommodating [85]

user competing collaborating compromising avoiding accommodating

u1 high high low low low
u2 high low low low low
u3 low high high low high

Table 13. Example 7 - Coefficients for Determining

Assertiveness and Cooperativeness [127]

assertiveness cooperativeness

TKI mode high low high low
competing 0.375 −0.075 −0.15 0

collaborating 0.375 −0.075 0.375 −0.075
compromising 0 0 0 0

avoiding −0.375 0.075 −0.375 0.075
accommodating −0.15 0 0.375 −0.075

Table 14. Example 7 - Assertiveness, Cooperativeness, and CMW Estimates of Group Members

user assertiveness cooperativeness CMW

u1 0.375+0.375+0+0.075+0=0.825 −0.15+0.375+0+0.075−0.075=0.225 0.8
u2 0.375−0.075+0+0.075+0=0.375 −0.15−0.075+0+0.075−0.075=−0.225 0.8
u3 −0.075+0.375+0+0.075−0.15=0.225 0+0.375+0+0.075+0.375=0.825 0.2

The information in Tables 12 and 13 is combined for assertiveness and cooperativeness estimates,
which are summarized in Table 14.

Based on the assertiveness and cooperativeness estimates, the Conflict Mode Weight (CMW)

of each user is calculated using Formula (10). The CMW value stays in the range of [0,1], where
0 reflects a very cooperative person and 1 reflects a very selfish one (see the last column of
Table 14).

CMW (u) =
1 + assertiveness (u) − cooperativeness (u)

2
(10)

To find a list of recommended items for the group, the recommendation algorithm performs the
following steps:
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Step 1: Recommendk items that are the best for each group memberu (Bestu ) using, for instance,
a collaborative filtering approach [77]. We assume the recommendation list (k = 2) given to each
group member as follows: Bestu1 = {i2, i3}, Bestu2 = {i2, i3}, Bestu3 = {i1, i4}.

Step 2: For each item i in Bestu , execute the CMW merging function (MinBestui ) based on the
minimization misery procedure [111], which merges the preferences of group members using a
social choice function so-called Least Misery [47]. With this function, a group’s happiness is the
minimum of the individual members’ happiness scores [111]. MinBestui is implemented using For-
mulae (11) and (12), where rvi is the rating of userv for item i and the α value has been experimen-
tally computed to modify the impact of the CMW differences (in this example, we assume α = 1).
The MinBestui value reflects that fact that: “If user v is more assertive than user u (CMWuv < 0),
then his/her rating will downgrade the MinBestui .” This way, the best items from u could have a
lower misery rating than those from v . Hence, the favorite items of v have more chances to be
recommended.

MinBestui =minv (rvi +CMWuv ) (11)

CMWuv = (CMWu −CMWv ) × α (12)

Following Formulae (11) and (12), the merging functionMinBestiu of a group memberu for each
item i in Bestu is calculated as follows:
MinBestu1i2 = 2.6

√
, MinBestu1i3 = 1.6,

MinBestu2i2 = 2.6
√

, MinBestu2i3 = 1.6,
MinBestu3i1 = 2.1, MinBestu3i4 = 2.2.
Step 3: Select N items fulfilling a selection criterion. In this algorithm, items with the highest

MinBest value are selected for the group recommendation. Assume N = 1, i2 is chosen as the item
recommended to the group.

5.4 Conformity

In group settings, conformity indicates a process where the opinion of a group member is influ-
enced by the opinion of others [50, 101]. There are two types of conformity: normative influence
and informational influence. The former indicates situations where a group member wants to be a
part of the group and expresses his/her opinion like the rest of the group, even though he/she still
has a different opinion. The latter refers to situations where a group member changes his/her own
opinion, since he/she believes in the group’s opinion [101]. Besides, based on empirical results,
Nguyen and Ricci [108] investigated three conformity types: (1) independence - the group member
does not change his/her preference; (2) conversion - the group member’s preference tends to be-
come similar to other group members’ preferences; and (3) anti-conformity - the group member’s
preference becomes more divergent. In group recommender systems, conformity can be used to
better predict the preparedness level of individual group members to adapt their initial evaluations
for items [50]. The existing literature shows different approaches to estimate the conformity level
of a group member. For instance, Masthoff and Gatt [102] proposed an approach to calculate the
conformity level of a group, which is composed of multiple subgroups with different opinions. The
conformity level of a group is the sum of subgroups’ information influence values. The information
influence value of a specific subgroup is estimated based on the following three factors: the influ-
ence factor (defined by Latané and Wolf [91]), the difference between group members’ opinions, and
the number of group members outside that subgroup. Alternatively, Quintarelli et al. [125] presented
a model to measure the influence of a group member based on the frequency of his/her preference
appearing in the final group choice (i.e., the higher the frequency, the higher the influence of a
group member). Although conformity plays a major role in leading groups to consensus-based
decisions, too much conformity can result in groupthink. Groupthink is a bias causing negative
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consequences for group productivity, since the individual creative and intellectual contributions
of group members tend to be suppressed [164] (see also Section 6.5). Hence, conformity in group
decision making has to be considered in more detail.

5.5 The Role of Group Members

Group recommendations are often generated by merging individual group members’ preferences
into a group profile, which represents the preferences of the whole group [47]. When aggregating
the data of individual group members, it is natural to allow some users to have a stronger influence
than others (i.e., group members with a more important role will have a higher weight than others).
The influence of group members’ role on group decision-making processes has been investigated
in many studies regarding family decisions. The early literature assumes that wives usually play
the most important role in purchasing situations [138]. Later research breaks down family de-
cisions into sub-decisions and shows that group decisions are usually shared between husbands
and wives with different levels of responsibility depending on the nature of sub-decisions [158].
Husbands are more dominating in sub-decisions on the length of trips, timing of vacations, and ex-
penditure, whereas sub-decisions regarding taking care of children, transportation modes, activities,
and destinations are all joint husband-wife choices [78]. The role of children has been investigated
in some studies. For instance, Thornton et al. [158] analyzed group members’ needs in two- or
more-generation families. They found out that, in holiday decisions, children have a significantly
higher impact on group decisions: on the one hand, through their physical needs (e.g., meal-time
arrangement or sleeping need); on the other hand, through their ability to negotiate with parents.

In this line of research, several studies have been conducted to deal with role-based models, which
weight members according to their role in the group [7, 10, 15, 39, 58]. For instance, Ardissono
et al. [7] distinguished different user types (e.g., children and adults with and without disability)
and assign higher weights for vulnerable users (e.g., children and the disabled). Atas et al. [10], and
Gartrell [58] proposed approaches to estimate item ratings that emphasize the role of group mem-
bers with a high expertise level. For instance, in a software development project, project managers
and domain experts have a higher impact on group decisions compared to other stakeholders.
Berkovsky et al. [15] proposed a role-based model that weights users according to their respon-
sibility. For instance, in a family party, a group member who organizes the party should have a
higher weight/importance than other group members who are just participants. Delic et al. [39]
defined the role of a group member based on his/her “preference centrality” in the group. The pref-
erence centrality of a member is determined by the level of information and knowledge that he/she
shares with the rest of the group [82]. Preference centrality is extracted from the group preference
network and used in a weighted aggregation strategy to generate group recommendations.

5.6 Fairness

In group recommender systems, fairness refers to a state where group members’ preferences need
to be considered as far as possible when making group recommendations. Taking into account
fairness has a positive effect on a group recommendation process, since higher satisfaction of in-
dividual group members can be achieved [165]. Previous research on group recommender systems
neglected this aspect. More recent studies have attempted to explore possibilities of increasing
the fairness perception of users in group decision making [172]. These studies take into account
different fairness aspects; for instance, Carvalho and Macedo [26] considered a group recommen-
dation task from the perspective of game theory [173], in which a group recommendation is fair if it
balances between satisfying a group member’s interest and avoiding the dissatisfaction of others.
Serbos et al. [136] took into account fairness aspects in group decisions based on the fair division
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theory in Economics [19], which divides resources to groups of users in such a way that everyone
is happy.

In this subsection, we focus on fairness aspects from the user perspective, i.e., how group mem-
bers perceive fairness in group decision making and how fairness perception changes group members’
decision -making behavior. The fairness perception of group members can differ depending on the
decision type (e.g., repeated or non-repeated decisions) [49]. In non-repeated (or seldom-repeated)
decisions (e.g., choosing a new house to buy for the whole family), group members might expect
that fairness should be considered right in the ongoing decision (i.e., no one’s preferences should
be ignored). In repeated decisions periodically taken by the same group (e.g., choosing a movie to
watch every weekend), fairness should be taken into account in previous and future decisions.
Group members should be aware that users whose preferences were not considered in the past
will have a higher weight in ongoing or future decisions. Similar scenarios can be found in soft-
ware engineering, where stakeholders have to make decisions on release plans every couple of
weeks to decide which requirements should be implemented next. Each requirement is evaluated
according to three dimensions: risk, profit, and effort [10]. The importance of each dimension can
be perceived differently by stakeholders (see Table 15). It might be the case that the preferences
of some stakeholders are more often considered than the preferences of others. To foster fairness
within a group, the preference weights of stakeholders should be adapted [145] (see Formulae (13)
and (14)). Stakeholders whose preferences have not been considered in previous decisions should
have a higher weight in upcoming decisions [165]. Formula (13) estimates the perceived fairness
of each user ui (in group G) in terms of the share of the number of supported preferences in relation
to the number of group decisions. The lower the value, the lower the degree of fairness experienced
by userui . Formula (14) represents an approach to increase fairness in upcoming recommendation
sessions. If the fairness in previous sessions was low, then a corresponding upgrade of user-specific
importance weights is triggered for each dimension (i.e., risk, profit, and effort).

f air (ui ) =
#supportedpre f erences (ui )

#дroupdecisions
(13)

w ′(ui ,dimj ) = w (ui ,dimj ) ×
(
1 +

(∑
u ∈G f air (u)

|G | − f air (ui )

))
(14)

In the following, we present an example (in software engineering context) showing how fairness
can be taken into account in repeated decisions.

Example 8. Assume three stakeholders (s1, s2, and s3) have to jointly make decisions on release
plans every two months. In each decision, the stakeholders evaluate requirements according to the
three dimensions risk, profit, and effort. The determined dimension-specific stakeholder weights
are shown in columns 2–4 (Table 15). Up to now, the stakeholders made five decisions, and the esti-
mated perceived fairness of each stakeholder is summarized in column 5 (Table 15). Using Formula
(14), the estimated fairness levels (the adapted weight) of stakeholders are shown in columns 6–8
(Table 15). The weights of stakeholder s3 for all dimensions have been increased, since he/she has
the lowest estimated perceived fairness level (there were three out of five decisions where his/her
preferences were not considered). In contrast, the weight of stakeholder s1 has been decreased,
since his/her preferences have been favored in all previous decisions.

Fairness aspects can also be taken into account depending on the underlying item domain. One
finding from Felfernig et al. [49] indicates that the preferred preference aggregation strategies
in high-involvement item domains (domains with high related decision efforts, e.g., decisions on
tourism packages or financial services) differ from those in low-involvement item domains (domains
with low related decision effort, e.g., decisions on music or movies). In the former domains, groups
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Table 15. Example 8 - An Example of the Adaptation of Stakeholder Weights for Dimensions in

the Context of Requirements Prioritization

Stakeholders Weight (w) Fairness (fair) Adapted weight (w’)
risk profit effort risk profit effort

s1 0.5 0.8 0.7 5/5=1 0.33 0.53 0.47
s2 0.6 0.7 0.8 3/5=0.6 0.64 0.75 0.85
s3 0.4 0.6 0.6 2/5=0.4 0.51 0.76 0.76

Each requirement is evaluated according to three dimensions: risk, profit, and effort [10]. The weights (w) of

stakeholder s3 for all dimensions have been increased, whereas those of stakeholder s2 almost stay the same,

and those of stakeholder s1 have been decreased (since the preferences of s1 have been favored in previous

decisions).

prefer using the Least Misery strategy, which minimizes the misery of group members, whereas
they tend to apply Average Voting in the latter domains.

5.7 Consensus

In heterogeneous groups where group members can have different expectations regarding recom-
mendation options, finding a recommendation that satisfies each group member becomes diffi-
cult. Conflicts between group members might arise when their item preferences are incompatible.
Therefore, a consensus -making process is required to resolve such conflicts and help group mem-
bers to agree on a solution. This process also ensures a high satisfaction of group members with the
recommended items [165]. One of the greatest concerns is how to achieve consensus or how to deal
with diverging preferences among group members. Studies in References [28, 113, 116] show that
consensus can be obtained through a negotiation process, which ends when the consensus level
reaches a pre-defined threshold. Consensus can also be obtained by pointing out disagreements
between the preferences of group members [6].

Another approach to achieve consensus is to utilize the role of group leaders to foster preference
harmonization [167]. This approach applies a centrality consensus model, in which a user—who is
an expert in the domain—is selected as the group leader and named as Supra Decision Maker

(SDM). The SDM plays the role of a central advisor to measure the preference similarity between
users. The consensus degree on an item is calculated based on the preference similarity between
the SDM and each group member. A threshold is pre-defined by the group and compared with
the similarity scores to determine if a group member has achieved a consensus with the SDM
on a specific item. If not, then the group member has to adapt his/her preferences. Thereafter,
the similarity calculation process is repeated. The consensus-achieving process terminates when
a specific number of items (e.g., more than half of the items [167]) achieve a consensus.

Finally, consensus achieving in group decision making can be supported by analyzing the history
of group decisions. Tran et al. [165] took into account the satisfaction of group members from
previous decisions as a criterion to convince group members to agree on an item. For instance, to
help group members achieve a consensus on item X , an explanation can be formulated as follows:
“Item X has been chosen for the group, since it supports the preferences of user A who was treated less
favorably in the last three decisions.” This explanation helps to increase the consensus perception
of group members.

6 DECISION BIASES IN RECOMMENDER SYSTEMS

In addition to the aspects of personality, emotions, and social factors as mentioned in the previ-
ous sections, decision making can be affected by decision biases, which could lead to sub-optimal
decision outcomes. In fact, while interacting with recommender systems, in most cases, users do
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Table 16. An Example Asymmetric Dominance Decoy Effect in

Which Laptop 1 Is a Competitor Item (C), Laptop 3 Is a Target Item

(T ), and Laptop 2 Is a Decoy Item (D)

Laptop 1 (C) Laptop 2 (D) Laptop 3 (T)

Processor 2.0 GHz 2.0 GHz 2.9 GHz
Storage 256 GB 256 GB 512 GB

Price e 799 e 899 e 859

In this example, item T dominates item D in all dimensions. This is not the

case with item C . Therefore, T appears to be the better item compared to C .

not have a clear picture of their preferences in mind before starting a decision process [30]. In
this context, instead of optimizing decisions, users are more likely to apply decision heuristics,
which can result in decision biases. There exist plenty of decision biases that could influence the
decision-making behavior of users. However, in this article, we only focus on decision biases that
have been studied in the context of recommender systems, for both single-user and group recom-
mendation scenarios.10 In this context, we focus on decoy effects, serial position effects, anchoring
effects, framing effects, and group think. For each bias, we first explain the bias and then discuss its
relevance in the recommendation context.

6.1 Decoy Effects

Decoy effects are cognitive phenomena usually detected in single-user recommender systems. Due
to these effects, users tend to change their selection behavior regarding a target item T and a
competitor item C when being confronted with a decoy item D [154]. More precisely, the inclusion
of decoy items in the recommended item list can increase the selection probability of target items.
In this context, a decoy item is an alternative that is in one way or another inferior to all other
alternatives [98]. Table 16 depicts an example of asymmetric dominance, which is a specific type
of decoy effects where the target item dominates the decoy in all dimensions.

Application of decoy effects: Decoy effects can be exploited in recommender systems for the
following purposes:

—Increasing the selection probability of target items: It has been shown in various domains (e.g.,
financial services [153], hotel rooms [151], and game characters [152]) that decoy effects can help
to increase the attraction of target items with respect to competitor items. However, the exploita-
tion of these effects in recommender systems comes along with ethical issues, since companies
might utilize decoy items just for selling their products rather than offering optimal products to
customers [98].

—De-biasing decoy effects and generate explanations for recommendations: Knowledge about de-
coy items can be exploited for de-biasing purposes. Felfernig et al. [53] identified dominance rela-
tionships among different items in a candidate set and then eliminated decoy items from the result
set. Moreover, decoy items can also help to generate adequate explanations. For instance, “item
T is the clear winner, since it dominates item D in both dimensions (processor and storage), and the
price is just a bit higher” [46]. In recommender systems, such an explanation helps to explain why
item T is a good option. Also, it increases a user’s trust in the recommender system and motivates
him/her to buy the suggested item [31].

—Making a decision more efficiently: Decoy items help users to resolve cognitive dilemmas in
situations when they are unsure about which item to choose. This way, decoy items can increase
users’ decision confidence and accelerate the decision-making process [46, 98].

10For further details on decision biases, we refer to References [46, 48, 126]

ACM Transactions on Interactive Intelligent Systems, Vol. 11, No. 2, Article 9. Publication date: June 2021.



Humanized Recommender Systems: State-of-the-art and Research Issues 9:29

Fig. 4. An example of serial position effects where item attributes are presented in a sequence [52]. Item

attributes located at the beginning and at the end of a sequence are more likely to be recalled than those in

the middle, even if the attributes at the beginning and at the end are the less popular ones.

6.2 Serial Position Effects

Serial position effects (also known as primary/recency effects) are decision biases triggered when
items are presented in the form of a list [98, 154]. These biases usually occur in single-user recom-
mendation scenarios, where users tend to focus on evaluating items shown at the beginning and
at the end of a list. Felfernig et al. [46, 52] showed that items at these two positions are more likely
to be evaluated than others (see Figure 4). Serial position effects can change the selection behavior
of users when interacting with recommender systems. For instance, in personnel decision making,
Highhouse and Gallo [66] found out that candidates interviewed at the end of a recruitment pro-
cess have a higher probability of being selected. Stettinger et al. [147] investigated serial position
effects in the restaurant domain where restaurant reviews of users are analyzed. The authors show
that different arrangements of the same arguments can lead to significantly different perception
levels of users concerning restaurant attractiveness.

Serial position effects also affect recommendation scenarios for groups. Tran et al. [166] inves-
tigated the influence of these effects when the same group of users has to continuously make a
sequence of decisions in different item domains (e.g., low-involvement and high-involvement item
domains). The authors analyzed if the order of decision tasks causes different decision-making
strategies of group members. The experimental results show that group members’ decision strat-
egy for high-involvement items are kept, i.e., are re-used in follow-up low-involvement item decisions
(but not vice versa).

Application of serial position effects: Serial position effects can be exploited in e-learning
recommender systems. These effects can increase the frequency of interacting with questions in
e-learning systems (for single-user recommendation scenarios). In online courses, e-learning sys-
tems are used to support learners’ training processes. Some systems allow learners to proceed
many training rounds on the same topic with an attempt to answer all the questions correctly
[148]. In each training round, a list of questions should be recommended to the learner. The rec-
ommendation list can be generated based on the learner’s training performance or the questions’
difficulty level. For instance, difficult questions answered wrongly by the learner in the previous
training rounds should be recommended to him/her in the next training rounds. In this context,
one potential solution for applying serial position effects is to place the most relevant questions
at the beginning or at the end of the recommendation list. This way, these questions have a high
probability of being accessed by the learner.
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Fig. 5. Anchoring effects in requirements engineering [146]. The earlier the individual preferences are dis-

closed to other group members, the lower the group members’ rating difference. For instance, if the ratings of

group members are shown after one user has articulated his/her preferences, then the group rating difference

is 0.75, whereas after four users, the difference is two times higher (1.41).

6.3 Anchoring Effects

Anchoring effects are cognitive biases where users often heavily rely on the first information
(an anchor) when evaluating decision alternatives [46]. These effects occur, for example, in
single-user recommender systems, where predictions generated by recommender systems impact
user preferences at the time of consumption. Adomavicius et al. [4] conducted several surveys in
different item domains (e.g., TV shows, jokes, and songs) and found out that a recommendation
provided by an online system serves as an anchor when consumers form their preferences. The
authors detected that user preferences appear malleable and can be significantly influenced by
recommendations.

Anchoring effects also occur in group recommendation scenarios. In group recommender sys-
tems, these biases can be triggered when one group member’s evaluations for items are influenced
by others whose preferences were articulated earlier. Social-psychological studies confirm that the
disclosure of group members’ preferences in the early phase of the group decision-making process
can result in a confirmation bias, in which group members tend to focus on discussing available
information rather than exploring and sharing new decision-relevant information [48]. Stettinger
et al. [146] analyzed the impact of anchoring effects in requirements engineering scenarios where
groups of stakeholders have to decide on which requirements should be implemented in their soft-
ware project. The authors claimed that the occurrence probability of an anchoring effect increases
if individual group members’ preferences are disclosed to others in the early phase of a group
decision-making process (see Figure 5).

Application of anchoring effects: Anchoring effects can be exploited in recommender sys-
tems for the following purposes:

—Increasing the willingness of users to pay for products: Recent research has shown that online
recommendations displayed to users can significantly increase their willingness to purchase items
in the line of the recommendations [4, 86]. However, similar to decoy effects, ethical aspects have
to be kept in mind when exploiting anchoring effects in recommender systems.

—De-biasing anchoring effects: Being aware of these effects is critical to find a way of coun-
teracting. For instance, in single-user recommender systems, since system-predicted ratings can
distort users’ preferences, Adomavicius et al. [3] proposed and investigated two possible ap-
proaches to de-bias the preference ratings of a user: post hoc rating adjustment and bias-aware
interface design for rating collection. The first approach follows the idea of adjusting user-submitted
ratings. The second approach tries to prevent anchoring effects by utilizing specific user interfaces
for rating collection. In this context, the authors investigated various rating scales (e.g., Binary,
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Graphic-Precise, Graphic-Vague, Numeric-Precise, Numeric-Vague, Star-Numeric, and Star-Only)
and found out that binary rating scales best help to counteract anchoring effects. For group recom-
mender systems, Stettinger et al. [146] pointed out that the later the disclosure of group members’
preferences, the higher the discussion intensity inside a group. This helps to counteract anchoring
effects and to increase the quality of decision outcomes.

6.4 Framing Effects

Framing effects are often detected in single-user recommendation scenarios, where a user’s selec-
tion behavior is affected by how the decision-relevant information is presented [46]. These effects
refer to alternative representations of the same objective information that significantly alter a
user’s assumptions, models, and ultimate decisions [64]. Framing effects can be explained by the
prospect theory [81], indicating that users dislike losses more than they like equivalent gains. This
means, when comparing the same amount of a potential loss and gain of an item, the loss has a
higher emotional impact than the gain. In the existing literature, framing effects have also been
investigated in group decisions [105]. Some examples thereof are References [88, 112], in which
the findings are quite diverse. Kuhberger [88] found out that groups are usually less susceptible to
framing effects than individuals. Paese et al. [112] show that impacts of framing effects on groups
are different depending on how the frame is presented.

Application of framing effects: Similar to decoy and anchoring effects, framing effects can
be exploited to increase the selection probability of recommended items. For instance, framing price
and payment methods can trigger a potential focus shift from quality attributes to other item at-
tributes (e.g., price) [46, 77]. A related example is the following: Two supermarkets (A and B) sell
meat products. Supermarket A offers €21.50 per kg of pork ribs with a €1.25 discount if the customer
pays with cash, whereas supermarket B offers €20.25 per kg of pork ribs with a surcharge of €1.25
if the customer pays with a credit card. In such a scenario, supermarket A uses a positive framing,
which suggests a potential gain. In contrast, supermarket B uses a negative framing, which sug-
gests a potential loss. Since customers are more likely to avoid losses, the offer of supermarket A
with a discount of €1.25 increases meat purchase, even though it is equivalent to the one offered
by supermarket B. The mentioned framing type is a so-called attribute framing, which denotes
the phenomenon that “different but equivalent” descriptions of decision alternatives can lead to
different final decisions.

6.5 Groupthink

Groupthink is a cognitive bias triggered in group decisions, where group members focus on reach-
ing a consensus rather than analyzing or considering existing conflicting preferences [48]. This
bias becomes apparent if a group is highly cohesive, the leader insists on his favored solution, and
the group is isolated from outside experts [96]. Groupthink can lead to sub-optimal decisions due
to a lack of opposition and creativity. Furthermore, under groupthink situations, groups fail to an-
alyze relevant alternatives in detail and do not focus on exchanging additional decision-relevant
information [48]. This phenomenon increases the confirmation effect, indicating users’ tendency to
recall information units that confirm existing preferences [75]. Measures to counteract groupthink
are the following: (i) the leader should not show his/her opinions to other group members dur-
ing preference construction; (ii) external experts should participate in the group decision process
and are encouraged to challenge group members’ viewpoint; (iii) after achieving a consensus on
open issues, an additional meeting can be triggered to help group members to discuss still-existing
doubts and re-think the entire issue before coming to a final decision [76].

Application of Groupthink: Groupthink can be exploited in recommender systems to acceler-
ate consensus-making processes. In scenarios where conflicts between group members’ preferences
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are very high and consensus making lasts very long, groupthink becomes a benefit to help the
group in establishing an agreement. In this scenario, a group leader’s role can be utilized to achieve
consensus, i.e., the leader’s preference can be used as the standard to measure the consensus level
among group members [167] (see also Section 5.7).

7 OPEN RESEARCH ISSUES

Although extensive research has already been performed to investigate the impacts of psycholog-
ical factors on recommender systems, there are many open research issues to be solved within the
scope of future work. In the following, we discuss these issues and possibilities to further integrate
the discussed psychological factors into recommender systems.

7.1 Personality

In Section 3, we discussed personality-aware recommendation approaches that help to counteract
challenges such as the new user cold-start problem and recommendation diversity. However, there
are further possibilities how user personality can help to improve the recommendation quality.

7.1.1 Personality-based Cross-domain Recommendation. Although there exist some approaches
(see References [55, 68]) to personality-based cross-domain recommendation, insights into “how
user personality can be used to better generate personalized recommendations” includes a couple
of open issues. Indeed, the mentioned approaches were only tested in specific domains, such as
movies, TV-shows, music, and books. It is questionable if these approaches are also helpful for
other domains. Besides, we argue that with the same personality, a user might have different pref-
erences for items stemming from different domains. For instance, a user’s preferences for books
and cameras could be different from each other. Thereby, using the user’s preferences for books to
infer his/her preferences for cameras could lead to imprecise recommendations. As a consequence,
further related research is needed.

Personality-based cross-domain recommendations can also be extended and applied to group
recommendation. One solution could be that the recommender system uses group members’ per-
sonality traits to predict the favorite items of each individual in domain A and domain B. There-
after, an aggregated predictions approach [47] can be applied to merge the recommendations for
individual group members and then to generate group recommendations.

7.1.2 Personality-based Explanations for Recommendations. Using users’ personality helps to
better detect users’ preferences for items and provide more personalized recommendations. In
this context, it is also essential to exploit personality characteristics for explanation purposes. An
example of a personality-aware explanation is the following: “You are a reflective person who is
quite open to experiences. Therefore, we recommend jazz and classical music to you” [128].

7.2 Emotions

The current literature (see Section 4) shows that emotions have a strong influence on how users
choose items [94]. Vice versa, items can also trigger emotions, e.g., a user feels joy when listening
to an excellent performance at a concert or feels sad when listening to the music of a late-night
movie [90]. Although many studies on the usage of emotions in recommender systems have been
performed, researchers primarily focus on the music and movie domains. Still, some open issues
in these domains should be taken into account in future work. Some examples thereof are “How to
precisely capture a user’s emotions evoked when he/she is watching a movie or listening to a song?”,
“Which techniques can be applied to interpret the captured emotions?”, and “How can emotion-based
recommendation be combined with other recommendation techniques?” [14].
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Besides the domains of music and movies, emotion-related factors could also be investigated in
other domains such as retailing, commercials, tourism, or other domains where users’ emotions
strongly influence item consumption [14] (see also Section 4.2).

7.3 Group Dynamics

While considerable research has been conducted on how psychological factors affect decision-
making processes, most of this research focuses on single-user recommendation scenarios. The
integration of the mentioned factors in group decision-making processes is still under-explored.
Particularly, the impacts of group composition features (e.g., group size, age, gender, culture, and
group cohesiveness) on decision quality is not completely clear. It is still unclear in which way to
connect fairness and consensus aspects with group composition features. Group members’ fairness
and consensus perceptions could differ depending on their age, gender, and culture. These factors
might also be influenced by group size or group cohesiveness. In large groups, group members’
preferences could be quite diverse. Thus, reaching consensus in such groups is more challenging
than in small groups. To dive deeper into this topic, we will now discuss possibilities to further
investigate the influences of group composition features on group decision making.

7.3.1 Group Size. Group size can directly affect the outcome of a group decision [40]. It is easier
for small groups to reach a consensus than for large groups. In small groups, group members ade-
quately express their opinions, listen to each other, and search for clarifications. On the contrary,
in large groups, the probability of achieving a consensus is quite limited. The larger the group, the
lower the cohesiveness and the higher the number of potential conflicts [139]. Further research on
group decision-making behavior depending on different group sizes is needed to figure out “which
group recommendation strategies can be used in which group size.”

7.3.2 Age Diversity. Users of different ages do not show the same behavior when making a deci-
sion. For instance, young people are more likely to face pressure from emotional and social factors
than adults and retired people [132]. The age difference among group members raises some open
questions [158]: (1) “Do group decisions made by elderly users have an increased social awareness?”
and (2) “Does the age diversity of users trigger more discussions to reach a consensus?”

7.3.3 Gender Diversity. Gender differences of group members can significantly influence the
quality of group decisions [174]. Khasawneh and Abu-Shanab [84] conducted a user survey to
measure the influence of group members’ gender diversity on the performance of group decision
making. Empirical results show that female-only groups perform better than male-only groups in
terms of good ideas exchanged among group members. In the fund management domain, Borgan
et al. [17] investigated the influence of gender diversity on the investment decision-making be-
havior of group members. The authors found out that a male presence in a team can increase the
probability of choosing a higher risk investment and decrease the probability of choosing a loss
investment. A related idea can be used to analyze the influence of gender diversity on group mem-
bers’ social awareness. For instance, a question that should be answered is: “Does gender diversity
affect the fairness and consensus perceptions of group members concerning recommended items?”

7.3.4 Cultural Diversity. In the era of globalization, it is vital to understand the influences of
national culture on multi-national projects and the performance of decision making. In multi-
national companies, there is a high probability of decision-making processes performed by group
members with different cultural backgrounds. The cultural diversity of group members can affect
decision-making styles, decision-making speed, the acceptance of changes, the willingness to make
unfamiliar decisions, and the clearness of responsibilities [106]. Due to considerable impacts of
cultural differences on group decision making, it makes sense to take into account social factors in
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groups together with cultural diversity. We assume that additionally considering cultural diversity
in group decision making can help to better simulate group decisions and improve the quality of
decision outcomes.

7.3.5 Group Cohesiveness. Group cohesiveness describes a social process where group mem-
bers interact with each other and generate the forces that push group members closer together
[118]. In group decision making, the cohesiveness of group members can influence how a group
decision is made. Group members’ social relations should be analyzed to further investigate the
impact on group decision making. In particular, social relations have to be analyzed in different
cohesiveness degrees ranging from high cohesiveness (e.g., groups of family members or longtime
friends) to low cohesiveness (e.g., ad hoc groups). In this context, the following research questions
are of relevance [157]: (1) “Do cohesive groups target supportive communications, in which users are
more comfortable expressing their thoughts and feelings than non-cohesive groups?”, (2) “Are users
in cohesive groups more friendly and cooperative than in non-cohesive groups?”, and (3) “Do users in
cohesive groups show a higher level of social awareness (e.g., fairness and consensus perceptions) and
satisfaction with recommended items compared to users in non-cohesive groups?”

7.4 Decision Biases

We have just discussed how decision biases can influence the decision-making behavior of users.
Although a couple of research contributions provide analyses of decision biases in different do-
mains, most of them were discussed in single-user recommendation contexts. There are still miss-
ing in-depth analyses of decision biases in group decision making. For instance, polarization effects
can occur in group decisions, which lead to more polarized decisions compared to group mem-
bers’ initial preferences. Although some effects have already been detected in high-involvement
item domains [9], it is still unclear in which scenarios the knowledge about these effects can be
exploited to improve the quality of group decisions. Besides, further decision biases need to be
investigated in group recommender systems. For instance, shared-information biases refer to a ten-
dency in which groups only discuss the information available to all group members. These biases
can prevent users from discovering hidden profiles [12]. In the context of group decision making,
when evaluating items, group members tend to stick with the available information. Although
this information helps users to save evaluation efforts, users’ prior knowledge sometimes does
not adequately reflect the decision situation. Consequently, this results in imprecise evaluations
of items and inconsistencies among the preferences of group members. In this context, detecting
biases and mitigating them are much-needed capabilities to improve decision quality. One solution
to counteract these effects is to recommend dissenting items [135], which could increase knowl-
edge exchange among group members. Such items can help to discover hidden profiles, which is
the premise of generating high-quality group decisions [8]. Although the mentioned biases have
already been investigated, insights on how to apply these in group recommender systems are still
needed.

8 CONCLUSION

Knowledge about psychological factors in human decision making is extremely important to
provide recommender systems with high-quality decision support. This article is a “full landscape”
of existing research on the influence of psychological factors (e.g., personality, emotions, group
dynamics, and decision biases) on recommender systems. We discussed the applications of
user personality to (1) increase the prediction quality of recommender systems, (2) resolve the
cold-start problem, and (3) diversify recommendations. We discussed the impacts of emotions
on recommender systems and introduced an example of how to apply this aspect to boost the
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recommendation performance. Besides single-user recommendation scenarios, this article also
discussed the impacts of psychological factors in group recommendation scenarios. Particularly,
we analyzed existing studies on the influences of group dynamics such as social trust, emo-
tional contagion, group personality composition, conformity, the role of group members, fairness,
and consensus. Furthermore, to improve group recommendation quality, we presented novel
recommendation approaches based on the preferences of group members and group dynamics.
We summarized different types of decision biases, analyzed their impact on decision-making
processes, and discussed their applications in the recommendation context. Although various
studies have been performed in this line of research, plenty of open issues still exist.
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