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Abstract

Since the first version of the Entity-Relationship (ER) model proposed by Peter
Chen over forty years ago, both the ER model and conceptual modeling activi-
ties have been key success factors for modeling computer-based systems. During
the last decade, conceptual modeling has been recognized as an important re-
search topic in academia, as well as a necessity for practitioners. However, there
are many research challenges for conceptual modeling in contemporary applica-
tions such as Big Data, data-intensive applications, decision support systems,
e-health applications, and ontologies. In addition, there remain challenges re-
lated to the traditional efforts associated with methodologies, tools, and theory
development. Recently, novel research is uniting contributions from both the
conceptual modeling area and the Artificial Intelligence discipline in two direc-
tions. The first is efforts related to how conceptual modeling can aid in the
design of Artificial Intelligence (AI) and Machine Learning (ML) algorithms.
The second is how Artificial Intelligence and Machine Learning be applied in
model-based solutions, such as model-based engineering, to infer and improve
the generated models. For the first time in the history of Conceptual Modeling
(ER) conferences, we encouraged the submission of papers based on AI and ML
solutions in an attempt to highlight research from both communities. In this
paper, we present some of important topics in current research in conceptual
modeling. We introduce the selected best papers from the 37th International
Conference on Conceptual Modeling (ER’18) held in Xi’an, China and summa-
rize some of the valuable contributions made based on the discussions of these
papers. We conclude with suggestions for continued research.

Keywords: conceptual modeling, big data, machine learning, artificial
intelligence

Preprint submitted to Elsevier June 1, 2021

This is a previous version of the article published in Data & Knowledge Engineering. 2021, 135: 101911. https://doi.org/10.1016/j.datak.2021.101911

https://doi.org/10.1016/j.datak.2021.101911


1. Introduction

Since the appearance of the Entity-Relationship Model by P.P.S. Chen [11],
research and applications of conceptual modeling have continued to expand.
Conceptual modeling can be described in general terms as a body of knowledge
about abstraction techniques for representing artifacts, and their semantics, that
are associated with software. The structure (entities, relationships, attributes),
constraints, and states (and transitions or transformations between states) of
software artifacts can be expressed by conceptual models. Conceptual models
are used by practitioners as a means of documenting software applications and
as basis for development or implementation of systems. They can be employed
for description, design, quality assurance, and automatic creation of software
artifacts. A classification of conceptual modeling research provides an overview
of many facets of the field [15]. Researchers are continuously extending concep-
tual modeling techniques and approaches to address new challenges that arise
as a result of advances in computing technologies and the evolving demands of
contemporary applications.

The International Conference on Conceptual Modeling (formerly Entity Re-
lationship) is the leading conference for the presentation and exchange of ideas
and concepts that relate to traditional and emerging issues in conceptual mod-
eling of information systems, attracting both researchers and business practi-
tioners. Work on conceptual modeling has continued to evolve as the ER model
has been applied, modified, and extended to research in database management
systems, business process management, and management information systems.
Advances in conceptual modeling have also occurred in ORM (Object-Relational
Mapping), UML (Unified Modeling Language), i-star, and BPMN (Business
Process Model and Notation), and other initiatives. Conceptual modeling is
continuing to play a vital role in the emerging, new data era where the correct
design and development of mobile or sensors analytics, Big Data systems, deci-
sion support systems, NoSQL databases, smart cities, and biomedical systems
will be crucial.

The main research topics of the ER’13 conference [72] suggested forthcom-
ing novel research topics. The authors highlighted the relevance of conceptual
modeling in areas such as ontologies and Big Data. Eight years later, we con-
tinue to highlight the current relevance of conceptual modeling in these areas.
In addition to our review of recent work, we include the topic of Artificial Intel-
ligence and conceptual modeling, which will be a highly relevant topic for the
next decade.

This introduction to the Data and Knowledge Engineering Special Issue on
ER 2018 first identifies some of the important and emerging areas of research in
conceptual modeling as reflected in that meeting. It then provides an overview
of each of the papers that appear in this special issue before concluding with a
summary and discussion of future aspects of conceptual modeling.
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2. Research Topics

Conceptual modeling continues to be relevant in this new era when com-
puting systems are dominated by Big Data and Artificial Intelligence. Within
these two main areas, there are many different emerging research topics. Con-
ceptual modeling efforts continue to demonstrate that they play a critical role
as is evident from the vast amount of different software systems, algorithms,
data processing and analysis architectures being developed.

The main research topics that emerged from the ER 2018 conference [78]
included papers related to fundamentals of conceptual modeling, ontologies,
semi-structured and spatio-temporal modeling, Big Data modeling approaches,
language and models, and conceptual modeling for machine learning. Thus,
and after carefully grouping the contributions and making an intersection of
the main research topics covered by the accepted papers, we have decided to
provide a summary of the state of the art and our own perspectives in three
main areas: (i) Big Data and conceptual modeling, (ii) Machine Learning and
conceptual modeling, and (iii) ontologies and conceptual modeling.

2.1. Big Data and Conceptual Modeling

One of the main challenges of Big Data, for both researchers and practi-
tioners, is its tremendous landscape based on the vast number of applications,
solutions, and architectures. These can be applied based on various criteria,
such as data sources, types of analysis to be conducted, or the role of the users.
Prior research has recognized the need for conceptual modeling to support Big
Data research (e.g. [19], [85], [53]).

There are many definitions for Big Data. Commonly, Big Data is the way
to process or analyze volumes of data that from its unstructured nature and
size cannot be analyzed in a timely way using traditional Business Intelligence
applications. From Business Intelligence, Big Data has been a natural evolution
of processing and analyzing data for decision-making purposes when the source
of data is characterized as having a large volume and heterogeneity [10]. It is
widely accepted that Big Data was initially defined by the 3 V’s of Big Data:
Volume, Velocity, and Variety. Volume refers to the huge volumes of data avail-
able for processing, with orders of magnitude of terabytes, petabytes or even
exabytes; Velocity refers to the dramatic increase of data generated in (near)
real time and constraints on the time available for processing them; and Variety
refers to a significant increase in the number of heterogeneous data sources that
must be integrated with differing and less structured data models. More V’s
have been added to the definition of Big Data, highlighting Veracity [13, 16] and
Value [16, 86]. Veracity refers to the trustworthiness of the data source and it
is highly related to the data quality of the data source, whereas Value refers to
the added benefit that the new Big Data source can add to the decision-making
process. In total, there are 11 V’s to define and properly classify Big Data. Prior
research has attempted to identify the potential role of conceptual modeling as
it relates to big data (e.g. [69]). There is also research on ontology and semantic
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interoperability to deal with the variety issues that stems from heterogeneous
data sources (e.g. [9]) and ontologies and the modeling of value (e.g. [3], [68]).

The keynote entitled Recent Trends of Big Data Platforms and Applications
by Kyu-Young Whang [17] gave an overview of the current trends for Big Data
platforms and applications from the practitioner’s point of view. Whang em-
phasized that researchers face many remaining research challenges that can be
directly applied in current real-world scenarios. One challenge is that an aim
of Big Data systems is to reveal patterns, trends, and associations, especially
relating to human behavior and interactions.

After reviewing the main Big Data sources and scenarios, such as the Internet
of Things (IoT), Web 2.0, scientific experiments, mobile data, and healthcare
data, Whang provided an overview of the state of the art regarding current
Big Data platforms and applications. He presented the Tencent Distributed
Database System (TDDS), and the Object-Relational DBMS (Database and
Management System) developed at KAIST (Korea Advanced Institute for Sci-
ence and Technology), showing that these systems are massively parallel search
engines with higher functionality than a DB-IR (Database and Information Re-
trieval) tightly integrated parallel DBMS. He summarized the main research
challenges creators encountered as well as the key role of conceptual modeling
in properly solving some of the encountered problems. He especially emphasized
that emerging applications are realizing Big Data intelligence, thus, decreasing
the gap between Big Data and Artificial Intelligence. Thus, conceptual model-
ing of Big Data and Machine Learning applications will need to work together
to realize mutual benefits in the near future [52].

Recently, there have been several methodological proposals [58, 41, 1, 57,
21] providing effective solutions that help practitioners to develop Big Data so-
lutions. Most of these proposals are based on the analysis of the requirements
derived from the 5V’s or characteristics of Big Data, which helps with the def-
inition of the Big Data pipeline. Requirements modeling approaches [58, 41]
are based on the premise that one of the most common causes of the failure
of Big Data projects is the lack of clear and measurable requirements. There
are other approaches that use requirements modeling in combination with Data
Warehousing (DW) techniques traditionally used in Business Intelligence (BI)
systems [40, 48, 54]. The applicability of existing DW methodologies in Big
Data scenarios is analyzed and compared [21] to provide guidance on how the
traditional BI/DW applications should evolve to properly consider Big Data
scenarios.

Another methodological proposal is the TOREADOR project [14] (EU Hori-
zon 2020), which provides a methodology to define the requirements of a Big
Data system through a declarative language. From this definition, the TORE-
ADOR methodology allows designers to automatically generate the implementa-
tion of the architecture by using an ontology for the selection of the technologies.
In a related aspect of the TOREADOR project, a methodology based on Model
Driven Engineering is proposed for the management of a Big Data pipeline with
support for the automation of Big Data Analytics processes [1]. These research
efforts demonstrate that conceptual modeling is highly relevant to Big Data.
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Other methodological approaches [75, 76] complement prior proposals by
paying particular attention to the workflow of the Big Data architectures from a
designer’s perspective. These methodologies are based on the fact that one of the
main problems of Big Data projects is the lack of expertise needed to combine
and select the right technologies to build the correct Big Data architecture for
a given problem. The latter version of this step-by-step methodology allows the
generation of Big Data pipelines based on several requirements derived from
source features that are critical for the selection of the most appropriate tools
and techniques. Testing of the methodology on real-world scenarios shows that
it reduces the required know-how from practitioners.

From our perspective, we consider Business Intelligence (BI) applications
as the precursors of Big Data applications, mainly because BI scenarios have
long recognized the need to deal with heterogeneous data sources that must
be processed, transformed, and then integrated for decision-making purposes.
Considering the history of research in Data Warehouse (DW) applications, and
acknowledging the continuous increasing complexity of BI applications, the BI
research community started proposing several conceptual modeling approaches
to facilitate the modeling of these applications. The most relevant conceptual
models appeared in the late 90s and are now being extended. Two representative
and well-known conceptual models for DWs [48, 28, 77] use different notation
and language foundations; however, they model DWs in an abstract way. Thus,
as has happened with DWs in the past, there are still many remaining research
challenges for the modeling of Big Data scenarios, so the conceptual modeling
of Big Data sources will, most likely, remain an important area of area during
the next decade.

Finally, another critical issue in Big Data scenarios that has received a lot
of attention recently from both the research and practitioner communities, is
the visualization of Big Data sources. Not all the visualization techniques are
suitable for all the Big Data sources and users. Therefore, it is necessary to
analyze different factors before visualizing Big Data sources. Examples of rel-
evant factors include: the type of source, the role of users and their expertise,
the goal of the analytic process, and the frequency with which the data can, or
must, be analyzed. In this research direction, approaches have been, or continue
to be, proposed to automate data visualization from user requirements [18, 62,
44]. The Model Driven Architecture (MDA) approach automates the deriva-
tion of the most appropriate visualization from user requirements [27]. Another
model-driven approach automatically generates the most suitable visualization
from user’s requirements in Big Data scenarios by following a Goal-oriented
approach based on the i-star notation [43].

Visualization is also crucial in both Big Data and Machine Learning. It is
widely accepted that one of the research challenges in Machine Learning (ML)
algorithms and techniques is to facilitate the interpretation of their results by
non-expert users. Therefore, the visualization of Machine Learning algorithms
will be continue to be an important research topic. An example of visualization
for both topics, is an approach to automatically detect and visualize bias in data
analytics to address bias in the output of machine learning algorithms [42].
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2.2. Machine Learning and Conceptual Modeling

In the ER’18 conference, our keynote speaker Ernesto Damiani gave a presen-
tation entitled Towards Conceptual Models for Machine Learning Computations.
In this section, we summarize the main issues covered by this keynote.

The proliferation of Internet-of-Things (IoT) devices and the distributed
nature of data sources has deeply changed the role of metadata design. By sup-
plying information pertaining to the nature of the data items being generated,
and the relations between them, today’s metadata encodes essential knowledge
for data querying as well as for data integration, data quality and governance.

The advent of Machine Learning (ML) is affecting conceptual modeling in
two ways: firstly, by substituting or complementing the symbolic inference al-
gorithms traditionally underlying data services with machine learning models;
secondly, by blurring the distinction between data instances and schema in ML-
supported query and analysis.

For the first aspect, ML is quickly gaining importance in automating data
integration tasks. Embedding ML components in data integration processes
can support ontology-based data integration techniques based on computing
common abstractions, called (semantic lifting). Examples include integrating
event logs across an organization without a shared activity ontology [39], and
automating data cataloging and data characterization (e.g., inferring metadata
from data content [2]).

For the second aspect, conceptual modelling needs to support the design of
metadata suitable for data-metadata fusion; that is, to create a common data
space where ML models can be trained. Data-metadata fusion puts crucial
conceptual information within the reach of ML models’ perception, including
the characteristics of the data points, their relationships, trustworthiness, and
past usage. Recently, ML methods have been developed to “homogenize” data
and metadata creating a unitary data space (technically, a common manifold).
By sampling in the manifold, we can obtain inputs on which the actual inference
operates1.

An important research topic is how to combine data and metadata so that
the manifold formation process automatically focuses on information from the
most reliable data. This type of dynamic fusion is difficult to perform when
feeding ML models to be trained in the traditional way (i.e., train first, and use
later) because it requires the data-metadata fusion to take place simultaneously
with the use of the ML model.

From this consideration, emerged the idea of using ML models in a genera-
tive way, directly producing data in the integrated data-metadata space with a
strategy that takes into account of the different levels of reliability of the data,
encoded in the corresponding metadata. To use this strategy, the possible data

1It is worth remarking that, according to some neurologists [26], the current trend in
computer science research toward early integration at the perceptual level of data and meta-
data (early fusion) is profoundly different from the multi-sensory integration strategies of the
human brain.
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manifolds from which to feed the integrated model are selected by proceeding
in an unsupervised way; that is, by trial and error. This way, concepts will
help ML models to navigate unfamiliar environments and contextualize new
knowledge and experiences.

The ER’18 conference had two sections devoted to the topic of Conceptual
Modeling and Machine Learning. The papers presented in these two sections
covered the topics of improving knowledge discovery processes or improving
the description of techniques used in Machine Learning components or systems
[36]. In the area of improving knowledge discovery, the topics included: deep
learning techniques for incorporating reviews into recommendation systems [37];
mining rules with constants for knowledge base construction [83]; an approach
for extracting structural relationships [51]; real-time event summarization from
microblogging data [47]; natural language text classification [35]; and discovering
regular expressions for schemas in XML documents [45].

2.3. Ontologies and Conceptual Modeling

Ontology relates to the study of existence and is a branch of philosophy that
examines the fundamental nature of being. These is much overlap between on-
tology and conceptual modeling because both deal with understanding concepts
in the real world. Many of the applied ontology applications start by creating
a domain ontology. Indeed, Guarino [29] has long recognized that all informa-
tion systems have ontologies that are not explicit, but embedded in parts of
the systems. For conceptual modeling, research on ontologies has become an
important, and active area of inquiry over the past fifteen years [46].

There is much ongoing research into the theoretical and philosphical basis of
ontology for conceptual modeling ([31], [30], [32]). A large body of work on the
Foundational Ontology has been undertaken by Guizzardi and his colleagues
(e.g., [34]) as well as work on ontological clarity for conceptual modeling con-
structs [24]. Other efforts have identified the usefulness of applying ontology
to conceptual modeling (e.g., [33], [82], [59], [65], [81], [84]). The Bunge Wand
Weber ontology, based on the ideas of the philosopher physicist Bunge [7] has
been widely used in a wide variety of applications (e.g., [60], [50]). For domain
ontologies, many significant issues are being, or have been researched. Top-
ics include development and representation ([38], [22], [64]); construct analysis
([80], [63], [71]); application and use ([5], [23], [20], [70], [12], [73], [74]); and
assessment (e.g., [8]; [56]; [55] as based on semiotics).

There are many related topics that deal with modeling the real world. Ob-
taining a shared understanding of a domain under investigation is an essential
part of Information Systems design, for which conceptual modeling plays a cru-
cial role. A sound ontological background is needed to assess the clarity and
understandability of the domain modeling task. The more complex the domain,
the more a sound ontological commitment is needed to determine the precise
set of concepts that are relevant for that domain. For example, understanding
the Human Genome is probably one of the biggest challenges faced by humans.
Deciphering the language of life requires complex conceptual modeling work to
conceptually characterize the basic building units of such a language of life. The
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conceptual model of the human genome needs a precise ontological commitment
that identifies its main conceptual notions together with their various set of re-
lationships. An example can be found in the work of Pastor and colleagues
[79], [24], [24], [61], and Ceri and colleagues [6], [4]. For the past decade, they
have generated a continuous evolution of the modeling of the human genome,
followed by a characterization of its ontological commitment. This shows an in-
teresting attempt to prove that ontology-driven conceptual modeling improves
conventional conceptual model creation and understanding.

Future research topics will continue to focus on using ontologies and onto-
logical analysis to model the real world. Rich representations of the domain
are needed, particularly from the point of view of systems. Lukyanenko, Storey,
and Pastor [49], for example, propose a systemist ontology, the Bunge’s Systemic
Ontology (BSO). This is also an attempt to “make a machine understand” in
AI, which requires a rigorous conceptualization. Of course, this requires much
clarity in the representation of the involved concepts. Other future research
topics include differentiating the roles of ontology [31]; conceptual modeling
validation and learning; primitives [66], [67]; complexity management [25]; and
semantic interoperability [32].

3. Overview of the Special Issue Papers from ER’18

The 37th International Conference on Conceptual Modeling served as a fo-
rum where novel areas such as Big Data and Artificial Intelligence as well as
their fundamental and theoretical issues that are directly related to conceptual
modeling were discussed. In this ER’18 edition, we placed special emphasis on
research focused on machine and deep learning and how conceptual modeling
can be successfully be applied soon in these areas in order to increase the success
rates of the application of these Artificial Intelligence techniques [78].

For the 37th conference, 151 full papers were submitted. Each paper was
reviewed by at least three reviewers and, based upon these reviews, 30 full pa-
pers and 13 short papers were selected for publication in the proceedings and
presentation at the conference. The acceptance rate for regular papers was
19.87%, and for regular and short papers together, 28.48%. These papers were
organized into 13 sessions that represent leading research areas in conceptual
modeling, including topics related to fundamentals of conceptual modeling, on-
tologies, semi-structured and spatio-temporal modeling, language and models,
and conceptual modeling for machine learning. Moreover, 7 high quality work-
shops were conducted in the conference for more specific and concrete research
topics based on conceptual modeling.

The six papers included in this special issue were selected based on the
scores these papers received during the reviewing process, as well as the quality
and maturity of the research. Each paper is an extended and carefully revised
version of the original paper from the conference. All the papers went through
a rigorous reviewing process before they were accepted for this special issue.

The first paper, Multi-Level Conceptual Modeling: Theory, Language and
Application by Fonseca et al. is a contribution in the area of multi-level con-

8



ceptual modeling. In a concrete way, the authors focus on the problem of the
representation needs of metaclasses that classify multiple instances that are
themselves types in different subject domains. The authors address this issue
by proposing an expressive multi-level conceptual modeling language (dubbed
ML2). They show that ML2 enables the expression of a number of multi-level
modeling scenarios that cannot be currently expressed in existing multi-level
modeling languages. A textual syntax for ML2 is provided with an implementa-
tion in Xtext. They also discuss how the formal theory influences the language
in two aspects: (i) by providing rigorous justification for the language’s syntac-
tic rules, which follow MLT (Multi Level Theory) theorems; and (ii) by forming
the basis for model simulation and verification. Finally, the authors demon-
strate that the language’s practical relevance can reveal problems in multi-level
taxonomic structures by using Wikidata fragments.

The second paper, Seamless Conceptual Modeling of Processes with Transac-
tional and Analytical Data by Combi et al. investigates the connection between
processes and the data they generate for further analysis from a conceptual
modeling perspective. The authors focus on data- and decision-intensive con-
texts and start by arguing that business process activities need to access the
data stored both in databases and data warehouses. They propose a novel con-
ceptual view that bridges process activities and data, which allows the designer
to model the connection between business processes and database models and
define the operations to perform. This provides interesting insights into the
overall connected perspective and suggestions for identifying activities that are
crucial for decision support.

The third paper, Managing Polyglot Systems Metadata with Hypergraphs by
Hewasinghage et al. addresses the task of the heterogeneity of the data storage
models in NoSQL world. The authors propose a hypergraph-based approach
for representing the catalog of data storage metadata in a polyglot system.
Starting from an existing common programming interface to NoSQL systems,
they extend and formalize it as hypergraphs. This formalization is based on
the definition of design constraints and query transformation rules for three
representative data store types. Moreover, they propose a simple query rewrit-
ing algorithm using the catalog itself for these data store types and provide a
prototype implementation.

The fourth paper, Types and Taxonomic Structures in Conceptual Modeling:
A Novel Ontological Theory and Engineering Support by Guizzardi et al. con-
tributes to the area of conceptual modeling and ontologies. The authors show
that, even though types are fundamental for conceptual modeling and knowl-
edge representation, there is still a lack of theoretical foundation for properly
addressing the definition of types. Thus, the authors start by revising the theory
of types in the UFO (Unified Foundational Ontology). In this extended paper,
the authors propose OntoUML 2, as a new version of their formerly proposed
Conceptual Model, OntoUML. The new proposed formal theory is employed to
support the definition of UFO-based lightweight semantic web ontologies with
ontological constraint checking in OWL. Another significant contribution is the
empirical evidence provided from different areas, such as psychology or linguis-
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tics.
The fifth paper, An Ontological Analysis of Software System Anomalies and

Their Associated Risks by Duarte et al. investigates the anomalies of software
systems from an ontological perspective. Their work is based on the notion
that, in the design of software systems, there are many different conceptual
modeling approaches having different vocabulary, terms, and notations, thereby
making the maintenance and solving of software anomalies difficult. Therefore,
in an attempt to deal with this heterogeneity, the authors propose two reference
conceptual models: (i) an Ontology of Software Defects, Errors and Failures
(OSDEF), which takes into account an ecosystem of software artifacts; and (ii)
a Reference Ontology of Software Systems (ROSS), which characterizes software
systems and related artifacts at different levels of abstraction. Finally, these two
conceptual models are put into practice under a value and risk point-of-view,
by integrating them with the Common Ontology of Value and Risk (COVR).

The sixth paper, Analysis and Evaluation of Document-oriented Structures
by Gómez et al. addresses the challenge of data structuring alternatives in
document-oriented systems. The authors first propose a semi-automatic gener-
ation of many suitable alternatives for data structuring, given an initial UML
model. Then, the authors propose a set of metrics that allows designers to com-
pare different alternatives for JSON compatible schemas, and therefore, assist in
the decision criteria for schema analysis and design process. Finally, the authors
propose a validation scenario as a matter of guide on how to use the proposed
model and its metrics in a schema recommendation perspective.

4. Beyond ER’18

There were many other topics presented in the conference that could not
be included in a limited special issue. However, they provide motivation and
foundations for continued research on conceptual modeling.

We hope you enjoy this special issue and appreciate the work of the con-
tributing authors.
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