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Abstract

We propose a novel method based on template-matching for the recognition of

liquid water, cubic ice (ice Ic), hexagonal ice (ice Ih), clathrate hydrates, as well as

different interfacial structures in atomistic and coarse-grained simulations of water and

ice. The two template matrices represent the staggered and eclipsed conformations

which are the building blocks of hexagonal and cubic ice , as well as clathrate crystals.

The algorithm is rotationally invariant and highly robust against imperfections in the

ice structure, and its sensitivity for recognizing ice-like structures can be tuned for

different applications. Unlike most other algorithms, it can discriminate between cubic-

, hexagonal-, clathrate-, mixed-, and other interfacial ice types, and is therefore well-

suited to study complex systems and heterogeneous ice nucleation.
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1 Introduction

Freezing of water is a ubiquitous phenomenon which plays an important role in nature and in

technological applications. As pure water only freezes homogeneously when it is cooled more

than ∼ 38 K below the melting point1,2, ice mostly forms through heterogeneous nucleation,

where the formation of a critical ice cluster is aided by the presence of a surface. The

atomistic details of nucleation mechanisms and the atomic-level structure of a critical ice

cluster are difficult to study experimentally, due to the limits of a spatial and temporal

resolution.3,4 Computer simulations of homogeneous and heterogeneous ice nucleation using

atomistic or coarse-grained models of water can provide valuable insight. However, the

simulation-based studies require accurate and efficient algorithms for distinguishing the liquid

and crystalline phases, and identifying different structures of ice crystals.5–9 Depending on

the temperature and pressure, more than 18 distinct ice polymorphs can exist.10 However,

under atmospheric conditions, only cubic ice (ice Ic) and hexagonal ice (ice Ih) are viable.11–13.

Therefore, most available ice recognition algorithms are developed to enable the identification

of these crystal polymorphs.14–16

A majority of commonly used ice structure recognition methods are based on measuring

a bond order parameter using spherical harmonics analysis.14,15,17–21 Specifically, in these

methods, a local orientational parameter vector is calculated for each atom, by averaging

over the spherical harmonics coefficients corresponding to the bond vectors between that

atom and its four nearest neighbours. The inner product of the local orientational parameter

vectors of pairs of neighbouring atoms is used as an alignment measure for analysis of the local

structure of the ice crystal.14,15,21,22 Such an alignment measure is used for the identification

of staggered and eclipsed conformations in the ice structure, which can be effectively used for

the recognition of cubic and hexagonal ice.14,15 In addition, the average Euclidean norm of

the local orientational parameter vectors of all of the atoms is used as a global orientational

parameter for approximation of the ratio of crystal and liquid phases in the whole system.17

Other approaches for ice structure recognition include methods based on bond angle anal-
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ysis. For example, Brukhno et al. suggest a method for recognition of cubic and hexagonal

ice with known and fixed orientations, based on an average maximum correlation between

the bonds in a tetrahedral ice crystal and fourteen predetermined director vectors.23 How-

ever, this method is not rotationally invariant. Thus, it cannot be used when the ice crystal

can grow in arbitrary orientations or structures.14

In another work, Geiger et al.24 employed a set of symmetry functions for extracting

features from the local ice crystal structures. An artificial neural network is then trained

over the extracted features and used for classification of different ice structures. However, the

choice of suitable symmetry functions is not straight-forward in this method. Specifically,

selection of the symmetry functions is computationally expensive and should be performed

partly manually. An ice recognition method based on deep learning is also proposed by

Fulford et al.25 where concatenations of several representations of the local ice structures

(including Cartesian coordinates, spherical coordinates, Fourier transform of histogram of

Cartesian coordinates, and spherical harmonics of degrees 2, 3 and 4) are used as inputs

to multiple parallel deep neural networks. The outputs of the parallel networks are then

concatenated and used as inputs for another fully connected deep neural network trained for

recognition of ice from liquid water (the ice structures are not identified in this method).

Maras et al.26 extended the common neighbour analysis (CNA) method27,28 for identi-

fication of cubic and hexagonal diamond structures (17-atom structures). Larsen et al.29

proposed a template matching approach for detection of different lattice structures in the

crystalline solids, which can be also employed for identification of hexagonal and cubic dia-

mond structures in ice. In a different approach, ring analysis based on topological features of

cubic and hexagonal ice has been used by Haji-Akbari et al.16 for recognition of ice structures.

In this paper, we propose a novel conformation template matching approach for identi-

fication of cubic ice and hexagonal ice structures, different interfacial structures, as well as

clathrate hydrates (“LICH-TEST”). The existence of different ice polymorphs is investigated

based on the conformations of a given water oxygen atom and its four nearest oxygen neigh-
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bours. Specifically, the proposed method identifies staggered and eclipsed ice conformations

by determining the similarity between the local structure and two templates representing

the two aforementioned conformations.

The conformation templates used in the algorithm contain rotationally invariant informa-

tion about local structures, involving at most eight water molecules; moreover, the template

matching stage does not require four neighbours to be present. As a result, the proposed

method is very versatile and well-suited to classify interfacial and defected crystal structures.

In addition, since our method is based on straightforward and computationally inexpensive

operations in the Cartesian coordinate system, it is analytically interpretable and computa-

tionally efficient. The selectivity of the template matching can be easily tuned by a single

parameter.

The remainder of this paper is organised as follows: In section 2, we describe the eclipsed

and staggered geometries and in section 3 we provide the details of the template matching

algorithm. In section 4, we present applications of the LICH-TEST algorithm to different

examples: heterogeneous ice nucleation at a mineral surface, ice recognition of an antifreeze

protein, and clathrate hydrates. We discuss the sensitivity of the algorithm and benchmark

against the CHILL+ algorithm.15 Section 5 summarises and concludes this work.

2 Eclipsed and staggered conformation templates

In perfect cubic and hexagonal ice crystals and clathrate hydrates, each water molecule’s oxy-

gen atom is at the center of a regular tetrahedron formed by its four nearest oxygen atom

neighbors; moreover, each pair of tetrahedra which have neighbouring oxygen atoms have

either symmetric or anti-symmetric arrangements with respect to the O-O bond between the

two neighbouring (or “central”) atoms. These symmetric and anti-symmetric arrangements

define the eclipsed and staggered conformations,23 respectively, and are illustrated in Fig. 1.

In cubic ice, all four bonds between an oxygen atom and its four nearest neighbours have
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staggered conformations. In hexagonal ice, only three of these bonds have staggered confor-

mations and one bond has an eclipsed conformation. In clathrate hydrates, all four bonds

have eclipsed conformations.15

Figure 1: Sawhorse (top) and Newman (bottom) projections of staggered (left) and eclipsed
(right) conformations.

In Fig. 2, the construction of an ice crystal from the connection of two tetrahedral oxygen

structures is presented, where the unit vectors ui and vi, i = 1, . . . , 4, denote the bond

directions originating at the two neighbouring central oxygen atoms. Such an ice structure

can be captured using a rotationally invariant representation matrix T whose elements are

the inner products of the bond directions ui and vi. Since ui and vi are unit vectors, the

inner product gives the cosine of the angles between the bond directions.

We form the structure representation matrix T as follows:

T =



〈u1,v1〉 〈u1,v2〉 〈u1,v3〉 〈u1,v4〉

〈u2,v1〉 〈u2,v2〉 〈u2,v3〉 〈u2,v4〉

〈u3,v1〉 〈u3,v2〉 〈u3,v3〉 〈u3,v4〉

〈u4,v1〉 〈u4,v2〉 〈u4,v3〉 〈u4,v4〉


, (1)
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Figure 2: Construction of ice crystal from connection of two tetrahedral structures.

where 〈ui,vj〉 denotes the inner product between the vectors ui and vj. We refer to the

representation matrices T corresponding to the staggered and eclipsed conformations as

templates denoted by Ts and Te, respectively:

Ts =



−1 0.5 0.5 0.5

0.5 −1 0.5 0.5

0.5 0.5 −1 0.5

0.5 0.5 0.5 −1


, and Te =



0.5 −0.5 −0.5 0.5

−0.5 0.5 −0.5 0.5

−0.5 −0.5 0.5 0.5

0.5 0.5 0.5 −1


. (2)

We aim to identify the staggered and eclipsed conformations in the ice crystals by search-

ing for the structures that match the templates in eq. 2. Since the bond direction vectors are

ordered arbitrarily, i.e., the numbers 1, . . . , 4 are assigned randomly, the templates Ts and

Te are not unique and any row- or column-wise permutations of these templates represent

the same conformations. However, considering the symmetric structure of the templates, it

is sufficient to search only among the column or only the row permutations of the templates.

This is because for a symmetric matrix, the set of all column-wise permutations and the set

of all row-wise permutations are equal. The common rows and columns in both templates

are highlighted in gray color.
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3 Algorithm

3.1 Structure representation matrix

In order to form the structure representation matrix T for a pair of neighboring oxygen

atoms with an unknown conformation, it is enough to find their corresponding bond direc-

tions. The bond directions are defined between an oxygen atom and a maximum of four

nearest neighbouring oxygen atoms within a cutoff distance of 0.35 nm, corresponding to the

minimum between the nearest and second-nearest neighbour peaks in the radial distribution

function of ice, and including the first solvation shell in liquid water. The matrix T can be

efficiently calculated as follows:

T = UTV (3)

where (·)T denotes the matrix transpose operation, and the matrices U and V are defined

as:

U = [u1 u2 u3 u4] and V = [v1 v2 v3 v4]. (4)

Here, note that u1−4 and v1−4 are column vectors and have unit norms. When the number

of neighbouring atoms is less than four, the bond directions corresponding to the missing

neighbours are considered as zero vectors and stored in the last column(s). The number of

nonzero columns in U and V, i.e., the number of neighbours for the corresponding oxygen

atoms, are denoted by nU and nV, respectively.

3.2 Template matching

In order to make the templates more distinct, we first remove their common components,

that is the set of entries in Ts and Te associated with the bond directions between the two

central atoms. In Fig. 1, notice that the angles between the central O-O bond direction

originating at a first atom (u4 in Fig. 2, for example) and the bond directions corresponding

to the second atom (v1−4 in Fig. 2) are identical in the staggered and eclipsed conformations.
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The common component of Ts and Te, which is highlighted with grey color in eq. 2, consists

of a row and a column intersecting at an entry equal −1 which indicates u4 and v4 are the

antiparallel vectors associated with the same bond (see Fig. 2). The modified templates are

then written as

T′s =


−1 0.5 0.5

0.5 −1 0.5

0.5 0.5 −1

 , and T′e =


0.5 −0.5 −0.5

−0.5 0.5 −0.5

−0.5 −0.5 0.5

 . (5)

The row and column which intersect at the entry equal to −1 should be also eliminated

from the measured representation matrix T, to form the reduced version T′. If there is no

element equal to −1 in T, it means one of the two central oxygen atoms does not consider

the other as one of its four nearest neighbours. It is obvious that such a structure cannot be

staggered or eclipsed. When the matrix T′ is formed, the squares of its Euclidean distances

from T′s and T′e, denoted by d2s and d2e, respectively, can be calculated by solving

d2s = min
t
‖T′(1 : n′U, 1 : n′V)−T′s(1 : n′U, ·)Pt(·, 1 : n′V)‖2F , t = 1, . . . , 6

and d2e = min
t
‖T′(1 : n′U, 1 : n′V)−T′e(1 : n′U, ·)Pt(·, 1 : n′V)‖2F , t = 1, . . . , 6

(6)

where Pt are the six possible 3× 3 permutation matrices, and n′U = nU− 1 and n′V = nV− 1

are the number of nonempty rows and the number of nonempty columns in T′, respectively.

The Frobenius norm of a matrix A is calculated as ‖A‖F =
√∑

i,jA(i, j)2. Note that the

distances can be measured using eq. 6 only if n′U > 0 and n′V > 0 (this is also essential for

considering any structure). Equation 6 can be solved by searching for a permutation matrix

that minimizes the distance. Such a search can be efficiently done by forming the squared

distance matrices D2
s and D2

e so that

D2
s (i, j) = ‖T′(1 : n′U, i)−T′s(1 : n′U, j)‖22, i = 1, . . . , n′V and j = 1, 2, 3

and D2
e(i, j) = ‖T′(1 : n′U, i)−T′e(1 : n′U, j)‖22, i = 1, . . . , n′V and j = 1, 2, 3.

(7)
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Then d2s and d2e can be calculated as

d2s = min
t

∑
i=1,...,n′

V
j=1,2,3

D2
s (i, j)Pt(i, j), t = 1, . . . , 6

and d2e = min
t

∑
i=1,...,n′

V
j=1,2,3

D2
e(i, j)Pt(i, j), t = 1, . . . , 6.

(8)

Since each of the permutation matrices has only 3 nonzero elements, computation of the

squared distances using eq. 8 is computationally efficient. When d2s and d2e are calculated,

the similarity scores corresponding to the staggered and eclipsed conformations, denoted by

Ss and Se, respectively, are assigned as follows:

Ss = exp

(
− d2s
λn′Un

′
V

)
and Se = exp

(
− d2e
λn′Un

′
V

)
. (9)

The similarity scores in eq. 9 are close to 1 if the distance is small and become closer to 0

as distance increases. The parameter λ is employed to tune the distribution of the scores

between 0 and 1. In addition, the squared distances are averaged over the number of nonzero

elements in T′ which is equal to n′Un
′
V, and thus possible vacancies in the ice structure do

not have any effect on the calculated similarity scores. Based on the measured scores Ss and

Se, the conformation represented by T is labeled as follows:


Staggered, if Ss > max(Se, Smin)

Eclipsed, if Se > max(Ss, Smin)

Eclipsed/Staggered, if Ss = Se > Smin.

(10)

As can be seen in eq. 10, only scores larger than the predefined minimum value Smin are

taken into account. That means in order to assign any conformation label to a structure

represented by T, one of the measured squared distances, d2s and d2e, should be smaller than

−λn′Un′V ln(Smin). Parameter Smin determines the minimum acceptable similarity between
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the given structure and the templates, thus it can be used as a means for tuning the selectivity

of the algorithm. In addition, with a sufficiently large choice of Smin, the third possibility

in eq. 10 can only occur when T′ has a single nonzero element (i.e., n′V = n′U = 1) and the

value of that element is close to 0.5 (the common element in T′s and T′e).

3.3 Parameter selection

Using the distance measure introduced in eq. 6, the squared Euclidean distance between T′s

and T′e is 3.75. In order to have more distinct distributions for the similarity scores, we set

the parameter λ = 0.15, which gives Ss = Se = 0.5 when d2s = d2e = 3.75/2, i.e., when T′

represents a structure exactly between T′s and T′e. This choice of parameter guarantees that

Ss and Se cannot be larger than 0.5 simultaneously.

Figure 3 shows the probability density functions (PDF) and the cumulative distribution

functions (CDF) of the similarity scores Ss and Se for hexagonal and cubic ice, clathrate

hydrates and liquid water systems. Cubic and hexagonal ice simulations were carried out at

temperature T = 243 K, containing over 3500 water molecules. The liquid water system was

equilibrated at T = 298 K and contained around 5000 water molecules. Simulation of the

cubic sI clathrate hydrate system was performed at T = 263 K and contained around 1000

water molecules. All simulations were carried out at constant volume and the TIP4P/Ice

model30 for water was used.

We observed that in the cubic ice system all the measured Ss values are significantly

larger than Se values, which agrees with the fact that in cubic ice all the conformations are

staggered. It can be also seen that in the hexagonal ice system, 75 % of the Ss values and

25 % of the Se values have considerably large values. Moreover, the CDF curve of clathrate

hydrates shows that all the Se values are larger than 0.6 while the Ss values are always smaller

than 0.2. These observations are also consistent with the assumptions on the hexagonal ice

and clathrate hydrates structures, explained earlier in section 2. The considerable differences

between the peaks in PDF curves of Ss and Se for different ice structures, also small similarity
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Figure 3: (a, b) Probability density function (PDF) and (c, d) cumulative distribution
function (CDF) of Ss and Se values in cubic ice, hexagonal ice, clathrate hydrates and liquid
water structures.

scores measured for liquid water guarantee a very low probability of mislabeling or false

detection of ice by the proposed method.

3.4 Structure classification rules

The template-matching algorithm presented here allows the classification of liquid water,

cubic or hexagonal ice, all possible interfacial structures, i.e., cubic-interfacial, hexagonal-

interfacial, mixed-interfacial, and other interfacial structures, as well as clathrate hydrates,

using the following rules for water oxygen atoms:

• Atoms with four staggered conformations are cubic ice,

• Atoms with three staggered conformations and one eclipsed conformation are hexagonal

ice,

11



• Atoms with four eclipsed conformations are clathrate hydrates.

By construction, water molecules at interfaces are not classified as “bulk” ice, even if they

exhibit ice like structure. Using the above classifications, different interfacial ice types can

now be distinguished based on the identity of their neighbours:

• Atoms which are not cubic ice, hexagonal ice, or clathrate hydrates, but have at least

two neighbours with ice structures of different types (cubic, hexagonal and clathrate

hydrate) are considered mixed-interfacial ice,

• Atoms which are not cubic ice, hexagonal ice, or clathrate hydrates, but have at least

one cubic ice neighbour and no hexagonal ice or clathrate hydrate neighbour are con-

sidered cubic-interfacial ice,

• Atoms which are not cubic ice, hexagonal ice, or clathrate hydrates, but have at least

one hexagonal ice neighbour and no cubic ice or clathrate hydrate neighbour are con-

sidered hexagonal-interfacial ice,

• Atoms which are not cubic ice, hexagonal ice, or clathrate hydrates, but have at least

one clathrate hydrate neighbour and no cubic or hexagonal ice neighbour are considered

clathrate-interfacial ice,

• Atoms which are not from any of the aforementioned groups of ice, but have at

least one staggered or eclipsed conformation with a mixed-interfacial, cubic-interfacial,

hexagonal-interfacial, or clathrate-interfacial, are considered other interfacial ice.

Finally, atoms that are not part of any of the above-mentioned categories are considered

liquid. The classification rules are illustrated in Fig. 4.

3.5 Code availability

Implementations of the LICH-TEST algorithm in MATLAB and Python are openly available

in a GitHub repository.31
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Figure 4: LICH-TEST classification rules for bulk and interfacial types. The classification
rule applies for the highlighted water oxygen atom (C: cubic ice, H: hexagonal ice, CH:
clathrate hydrate, L: liquid, CI: cubic-interfacial, HI: hexagonal-interfacial, CHI: clathrate-
interfacial, MI: mixed-interfacial, I: other interfacial ice). S and E denote staggered and
eclipsed conformations, respectively. In interfacial ice structure (I), the S/E bonds include
staggered/eclipsed conformation defined in Eq. 10.

4 Results and discussion

4.1 Case study 1: heterogeneous ice nucleation and growth on a

flat mineral surface

We applied the LICH-TEST algorithm to identify ice structures in an atomistic molecular

dynamics simulation of nucleation and growth of ice on the Ag-terminated AgI (0001) surface.
13



Specifically, the system contained 20438 TIP4P/Ice water molecules at T = 263 K on an

AgI slab measuring 10.076 × 10.313 nm2. Further simulation details can be found in Ref.9

We investigate the performance of the proposed method using different values of Smin. In

addition, we compare our method to a commonly used ice structure recognition algorithm

based on spherical harmonics analysis, the CHILL+ algorithm,15 in terms of ice structure

recognition accuracy and computational efficiency. Both algorithms were implemented in

MATLAB 2019b on a PC equipped with Intel(R) Core(TM) i5-8265U CPU (1.6 GHz) and

common elements such as file I/O or neighbour lists were identical.

The labeling approach for different ice structures in the CHILL+ and LICH-TEST algo-

rithms are not the same. In CHILL+, there is only one type of interfacial ice, whereas in

LICH-TEST, such molecules are further sub-categorised as cubic-interfacial (CI), hexagonal-

interfacial (HI), clathrate-interfacial (CHI), mixed-interfacial (MI), or other interfacial ices

(I).

4.1.1 Selectivity tuning

In Fig. 5, the ice structure recognition results obtained using the LICH-TEST algorithm

with five different similarity cut-offs (Smin = 0.50, 0.55, 0.60, 0.65, and 0.70) are compared

to those obtained using the CHILL+ algorithm. In addition, the numbers of different ice

structures obtained in the simulations are summarized in Table 1. Using larger values for Smin

imposes harder requirements for the recognition of staggered or eclipsed structures and thus,

as can be seen in Table 1, decreases the total number of detected ice structures. Conversely,

smaller Smin values can be chosen on purpose to help identify molecules in the liquid, which

exhibit ice-like structure. For example, in the context of ice nucleation studies, simulations

are usually hindered by the long time scale, which requires the use of enhanced sampling

techniques.8,16,32 Here, smaller Smin values could be used to detect pre-critical fluctuations

in the undercooled liquid, and to define a collective variable along which the system could

be biased in order to initiate nucleation events. However, based on the simulation results,
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including the hexagonal and cubic lattice structures in Sec. 3.3, we observed that a good

choice for the minimum considerable similarity score can be 0.5 ≤ Smin ≤ 0.6.

Figure 5: Ice structure recognition at the AgI (0001) – H2O interface using LICH-TEST with
similarity score cut-offs of (a) Smin = 0.50, (b) Smin = 0.55, (c) Smin = 0.60, (d) Smin = 0.65,
(e) Smin = 0.70, and (f) using the CHILL+ algorithm. Water molecules are color-coded
according to their structure and surface atoms are shown as small grey spheres.

4.1.2 Performance and sensitivity

A significant advantage of LICH-TEST over the CHILL+ algorithm is the detection of

defected ice structures. In Fig. 5f, CHILL+ classifies the majority of atoms in the hydration

layer on top of the AgI (0001) surface as liquid water and a small number as interfacial

ice, as highlighted by the black frame in Fig. 5f. Since the CHILL+ method requires the

existence of four neighbors inside the first coordination shell for calculation of local bond

order parameters, it cannot identify ice structures with broken symmetry, for example at

interfaces.6 The proposed method measures the similarities with respect to the existing

bonds, thus it successfully identifies the defected ice structures. For values of Smin < 0.70,

LICH-TEST correctly labels the interfacial ice at the mineral surface, as well as the cubic

and hexagonal ice molecules in stacking disordered ice I, which is the preferred structure of
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Table 1: Numbers of cubic (C), cubic-interfacial (CI), hexagonal (H), hexagonal-interfacial
(HI), mixed interfacial (MI), or interfacial (I) molecules in the systems shown in Fig. 5 using
the LICH-TEST algorithm with different Smin values and the CHILL+ algorithm. Note the
different definitions of ’interfacial’ molecules in the two algorithms.

Cubic Hexagonal Interfacial Total

C CI H HI MI I

Smin = 0.50 9570 1092 3766 535 128 757 15848

Smin = 0.55 9432 1209 3622 309 97 209 15178

Smin = 0.60 9230 1372 3507 208 101 373 14791

Smin = 0.65 8732 1736 3273 161 201 318 14421

Smin = 0.70 7456 2649 2638 436 436 460 14075

CHILL+ 8804 3575 965 13344

ice freshly grown from supercooled water.11,33,34 Correct identification of ice-like hydration

layer structures can be important in detecting the formation of a critical ice nucleus in

heterogeneous nucleation. We note that the additional details revealed by LICH-TEST do

not come at the price of higher computational cost; in fact, in our implementation of both

codes, LICH-TEST required only ∼ 75 % of the wall time required by CHILL+.

It is important to point out that the similarity score in LICH-TEST, calculated from the

squared Euclidean distance between a given structure and the perfect template structures,

has a different sensitivity to deviations from the reference structure than the order parameter

calculated from a projection onto spherical harmonics, as used in e.g. the CHILL+ algorithm.

Moreover, since the calculation of the similarity scores includes normalization of the measured

squared distances with respect to the number of atoms in the structure, the defects in the

ice structure, in terms of missing atoms, do not affect the performance of the LICH-TEST.

4.2 Case study 2: ice recognition by an anti-freeze protein

In section 4.1 we have benchmarked LICH-TEST against the CHILL+ algorithm and shown

how the sensitivity of our algorithm can be tuned by varying Smin. The planar AgI-water
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interface considered there is a relevant geometry for heterogenous ice nucleation and growth

on solid surfaces. However, single biomolecules or bacteria can also enhance or inhibit the

nucleation or growth of ice, even though the interface is “soft” and finite on the nanoscale. As

an example of such a system, we consider a spruce budworm anti-freeze protein (sbwAFP) in

supercooled water, halting an advancing front of hexagonal ice, as illustrated in Fig. 6. Based

on the work of Kuiper et al.,35 the system consisted of one sbwAFP, two Cl− ions, and 17393

water molecules, described by the CHARMM36 and TIP4P37 forcefields, in a simulation

box measuring 5.2042× 12.6656× 16.0 nm3. The timestep was 1 fs, and stochastic velocity

rescaling was used to keep a temperature of 225 K, 5 K below the melting point of TIP4P

water. Water oxygen atoms at the bottom of cell were harmonically restrained to the ice

Ih lattice positions. The a-axis of the ice seed was tilted by ∼ 4◦ with respect to the xy

plane, allowing for continuous step growth across the periodic boundary conditions in x and

y directions. A vacuum gap of ∼ 8 nm below the ice seed ensured no interactions with the

initially liquid water through periodic boundaries along z.

The analysis of the water and ice structure around the protein using LICH-TEST is

illustrated in Fig. 6c and d. Once the advancing ice front has reached the protein, the

algorithm directly detects the line of interfacial hexagonal molecules hydrogen bonded to

the protein’s threonine residues, highlighted in the inset of Fig. 6b and d, which Kuiper et

al.35 identified as the molecular ice recognition mechanism. For comparison, the CHILL+

algorithm classifies all these water molecules as liquid-like, as shown in Fig. 6e, conveying the

wrong impression of a disordered interface. This again results from the fact that CHILL+

only classifies oxygen atoms with four neighbors in the first coordination shell as ice, missing

the ice structures at the interface.

4.3 Case study 3: clathrate hydrate interface

Clathrate hydrates are cage-like crystalline structures that can stably enclose small molecules

from liquid or gas, such as CO2 or CH4, by minimising the number of broken hydrogen bonds
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Figure 6: Ice structure recognition around a spruce budworm anti-freeze protein (sbwAFP).
Simulation snapshot before (a) and after (b) the sbwAFP has bound to an advancing ice
front (protein atoms are shown as large spheres, water molecules as small red and white sticks
and balls). The row of water molecules hydrogen bonded to OH groups on the protein’s
threonine residues, which form the interface with the ice crystal, are highlighted by black
circles in the inset of panel b, and hydrogen bonds are indicated by dashed red lines. Cross-
section of the structure of water molecules around the protein (magenta) before (c) and after
contact as determined by the LICH-TEST (d), and CHILL+ algorithms (e). Water oxygen
atoms are shown as spheres color-coded according to their structure. The water molecules
at the protein-ice interface, shown in panel b, are highlighted by yellow circles in the insets
of panels d and e.

around the guest molecule.38–40 The three most prevalent clathrate hydrate structures are

cubic sI, cubic sII, and hexagonal sH, with space groups Pm3n, Fd3m, and P6/mmm, re-

spectively. LICH-TEST recognises a molecule with 4 eclipsed bonds as a clathrate hydrate,

and also identifies clathrate interfacial structures. We performed molecular dynamics simu-

lations of a 3D periodic system containing a double interface of cubic sI clathrate hydrate,

with argon and krypton atoms in the smaller and larger cages respectively, and an initially

liquid layer of the same number of water, argon and krypton molecules at the same density.

The structure of the clathrate hydrate sI structure was taken from Takeuchi et al..41 The
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simulation box measured 2.4 × 2.4 × 4.8 nm3, containing 736 water molecules, 32 Ar, and

96 Kr atoms in total. A snapshot of the system is shown in Fig. 7a. Atomistic interactions

were described by the TIP4P/Ice model for water30 and Lennard-Jones potentials for ar-

gon and krypton, with Lorentz-Berthelot mixing rules (εAr/kB = 116.81, σAr = 0.3401 nm,

εKr/kB = 164.56, σKr = 0.3601 nm). An NVT ensemble with a temperature of 263 K was

obtained by stochastic velocity rescaling.

At this temperature, we could observe slow growth of the crystal structure, including a

stacking fault. Analyses of the structure ∼ 1 µs after the start of the simulation using LICH-

TEST, with a minimum similarity score Smin = 0.5, and CHILL+ are shown in Fig. 7b and c.

The total number of clathrate and clathrate interfacial water molecules recognised by the two

algorithms is shown in Tab. 2. While both algorithms identify bulk periodic clathrate crystals

perfectly (not shown), there are some small differences in recognition when it comes to

clathrate interfacial structure. Overall, LICH-TEST recognizes more molecules as belonging

to clathrate hydrates than CHILL+, however some molecules identified as clathrates by

CHILL+ are considered clathrate-interfacials by LICH-TEST. Similar small discrepancies

are observed for liquid and clathrate-interfacial molecules. These small differences are in part

due to the slightly different definitions of clathrate-interfacial in LICH-TEST and CHILL+,

respectively, and to the tuneable sensitivity of LICH-TEST via Smin.

Table 2: Numbers of clathrate hydrates (CH), clathrate-interfacial (CHI) and liquid-like (L)
molecules in the systems shown in Fig. 7 using the LICH-TEST algorithm with Smin = 0.5
and the CHILL+ algorithm. No other types were detected by either algorithm.

CH CHI L

LICH-TEST 594 101 41

CHILL+ 569 103 64
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Figure 7: Interface of cubic sI clathrate hydrate. (a) Snapshot of the atomistic simulation,
water molecules are shown as red and white sticks and balls, argon and krypton atoms are
shown as pink and cyan spheres, respectively, and the simulation box boundaries are marked
by blue lines. Structural analysis of water molecules using LICH-TEST (b) or the CHILL+
algorithm (c).

5 Summary and Conclusions

We have developed a novel algorithm, LICH-TEST, for the identification of liquid water,

cubic and hexagonal ice, clathrate hydrate, as well as different interfacial ice and water

structures. The method is applicable to atomistic and coarse-grained water models. The al-

gorithm is based on template matching to staggered and eclipsed conformations, by analysing

the four nearest oxygen neighbours around two neighboring oxygen atoms. The structure

is classified using a similarity score based on the squared Euclidian distance between the

structure and the templates. The similarity score cut-off Smin can be used as a parameter

to tune the sensitivity of the algorithm.

We have applied LICH-TEST algorithm in three case studies: heterogeneous ice nu-

cleation at a silver iodide surface, ice recognition by an antifreeze protein, and analysis

of a clathrate hydrate interface. We have benchmarked the algorithm against the widely

used CHILL+ algorithm and find overall good agreement between the two methods for

0.5 < Smin < 0.70. However, LICH-TEST offers more capability for the classification of

interfacial ice and water molecules, at a slightly lower computational cost.

Correct identification of interfacial structures is of particular importance when studying
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heterogenous interfaces of ice, for instance in ice nucleation at solid surfaces, or in the recog-

nition of ice by biomolecules, such as anti-freeze proteins. Existing methods are often not

well suited to this task.6 LICH-TEST does not require the presence of four nearest neigh-

bors and is robust in classifying non-ideal or defected structures. The ability to discriminate

between cubic-, hexagonal-, clathrate-, mixed-, and other interfacial types can be advanta-

geous in the analysis of complex ice structures, which would otherwise require tedious visual

inspection of 3D structures.

The code has been made openly available in a GitHub repository and will be updated

by the developers. We hope it will be useful to different scientific communities interested in

molecular simulations involving water and ice.
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