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Original Article

Psychological science is still dazzled by astoundingly large 
number of published effects that cannot be replicated—
even when these replications used the same materials, the 
same methods, and a similar setup as the original study 
(Open Science Collaboration, 2015; Shrout & Rodgers, 
2018). One interpretation for the difficulty to replicate an 
original effect is that it never really existed in the first place 
(i.e., a “false positive”) because it was the result of pure 
chance, bias, or questionable research practices (e.g., 
“p-hacking”; Bakker et al., 2012; Simmons et al., 2011). A 
second interpretation for failing to replicate an original 
effect is that it did exist, but the replication attempt was 
unlikely to find it either because it was underpowered (Etz 
& Vandekerckhove, 2016; Miller, 2009; Miller & Ulrich, 
2016), the “replication success” criterion was underspeci-
fied, or the chance for successful replication was low a 
priori (Fiedler & Prager, 2018). Finally, a third interpreta-
tion—which is the one that we focus on in this article—is 
that the effect in an original study did in fact exist, but only 
under contextual conditions that were present in the original 
and absent in the replication studies. This interpretation 
assumes that low replicability rates reflect a low generaliz-
ability of empirical findings rather than false positives (e.g., 
Fabrigar & Wegener, 2016; Gilbert et al., 2016; Stroebe & 
Strack, 2014).

The argument that nonreplicability may be due to an 
underestimated influence of context has received both 
praise and blame. Advocates have noted that embracing the 
idea of context dependency will pave the way to better the-
ory-building and a more solid specification of the boundary 
conditions under which a hypothesized effect will or will 
not be observed (e.g., Pettigrew, 2018). More cautionary 
voices, on the contrary, have argued that assuming context 
dependency as a potential reason for nonreplicability leads 
into an epistemological trap and plays into the hands of 
problematic scientific practices (e.g., using “context” as a 
post hoc explanation for nonreplication would render any 
replication effort futile by default; Zwaan et al., 2018; see 
also Lakatos, 1976; Meehl, 1990).

In this article, we argue that context dependency is a 
neglected issue at least in some areas of psychological 
science and may indeed account for the heterogeneity 
(and, thus, for the nonreplicability) of many effects. More 
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importantly, we will provide a conceptual and analytical 
framework that helps researchers decide a posteriori 
whether the observed heterogeneity of a particular effect 
is more likely due to conceptually relevant or rather to 
conceptually irrelevant context characteristics. This will 
hopefully enrich the current replicability debate in psy-
chology by demonstrating the importance of the context 
dependency argument both for theory-building and for 
replication science.

Defining “Context”

Arguing that low replicability rates reflect “context depen-
dency” requires that the term “context” is clearly defined 
and not just used as a vague container concept (e.g., Falleti 
& Lynch, 2009). Here, referring to Cronbach’s (1982) clas-
sic UTOS framework, we define “context” as anything that 
can threaten the generalizability of a finding, including

•• Sample characteristics (“Units” in Cronbach’s 
terms), including socio-demographic, cognitive, or 
motivational features (e.g., individual reasons for 
participating in a study) that define a sample and 
may influence the effect being estimated,

•• Psychometric characteristics of the operationalized 
(measured or manipulated) independent variable(s) 
(“Treatment”),

•• Psychometric characteristics of the operationalized 
(measured) dependent variable(s) (“Outcomes”),

•• Characteristics of the Setting in which a study is con-
ducted, including meso-level characteristics (e.g., 
features of the location in which the study takes 
place, interactions between the experimenter and the 
participant) and macro-level characteristics (e.g., 
culture-specific norms).

Notably, context characteristics differ in their conceptual 
relevance: Conceptually relevant context characteristics are 
those that moderate an effect substantively and, thus, qual-
ify a theory. Drawing on structural equation modeling 
(SEM) terminology (e.g., Kline, 2015), one could say that 
conceptually relevant context characteristics moderate 
effects in the structural part of the model. In psychology, 
this applies to context characteristics that represent psy-
chologically meaningful moderators of an effect. By con-
trast, context characteristics that cannot be substantively 
interpreted—in SEM terminology, all context characteris-
tics that moderate effects in the measurement part of the 
model—are conceptually irrelevant. For instance, measure-
ment instruments that are poorly standardized so that their 
construct validity or their reliability varies considerably 
between studies may produce variation in effect size esti-
mates and, thus, increase the probability of an unsuccessful 
replication of the focal effect (Fabrigar & Wegener, 2016; 

Hussey & Hughes, 2020; D. J. Stanley & Spence, 2014). 
Other conceptually irrelevant factors include data prepro-
cessing and/or modeling choices, such as the treatment of 
outliers or the inclusion of conceptually irrelevant covari-
ates (Ioannidis, 2008; Klau et al., 2020; Patel et al., 2015).

Although both conceptually relevant and irrelevant con-
text characteristics can contribute to effect size heterogene-
ity and, thus, the nonreplicability of an effect, it is important 
to distinguish between them because they have to be treated 
differently by replication research: conceptually relevant 
context characteristics need to be built into a theory (as 
boundary conditions or “qualifiers”; see Glöckner & Betsch, 
2011). Conceptually irrelevant context characteristics, by 
contrast, need to be statistically or experimentally con-
trolled (e.g., Petty, 2018). Ideally, it would be possible to 
specify a priori whether a certain contextual characteristic 
is conceptually relevant versus irrelevant. However, this 
turns out to be very difficult (Earp & Trafimow, 2015). 
Therefore, replication science needs a tool to estimate the 
extent to which an effect depends on conceptually relevant 
versus irrelevant context characteristics a posteriori.

Here, we describe a conceptual and analytical frame-
work that can facilitate such an estimation. Before we do so, 
let us illustrate the difference between conceptually relevant 
versus irrelevant context characteristics with the “facial 
feedback effect”—the finding that activating the zygomati-
cus major (i.e., the “smiling muscle”), for instance, by 
holding a pen sidewise in one’s mouth, makes people find 
cartoons more amusing than, for instance, holding the pen 
lengthwise in one’s mouth (Strack et al., 1988). The facial 
feedback effect has twice become famous in social psy-
chology: once when it was originally published and once 
more about 30 years later, when a registered replication 
project involving 17 laboratories was unable to replicate it 
(Wagenmakers et al., 2016). Notably, the replication studies 
differed in a number of aspects from the original study (see 
Strack, 2016). One difference was that, in the replication 
studies, participants were monitored via webcams (which 
did not even exist in the 1980s). Recent research suggests 
that exactly this difference can account for the nonreplica-
bility of the original effect and that being monitored is a 
substantive (and psychologically reasonable) boundary 
condition of the facial feedback effect (A. A. Marsh et al., 
2019; Noah et al., 2018).

This “setting” characteristic (according to Cronbach’s 
UTOS framework) can be regarded conceptually relevant 
because it suggests that the facial feedback effect is dimin-
ished when cues of being watched are present, that is, when 
self-monitoring or self-awareness is high. Thus, self-moni-
toring is a theoretically meaningful boundary condition that 
should be included in the theory underlying the facial feed-
back effect as a “qualifier” (e.g., Glöckner & Betsch, 2011). 
By contrast, the fact that the cartoons that had been used to 
measure participants’ perceptions of funniness in the 1980s 
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are considered considerably less funny 30 years later—a 
zeitgeist-related context characteristic—may be considered 
a methodologically important, yet conceptually irrelevant, 
moderator of the facial feedback effect (Strack, 2016). It 
challenges the construct validity of the independent vari-
able (Fabrigar & Wegener, 2016; D. J. Stanley & Spence, 
2014) and, thus, produces a floor effect that makes the focal 
effect less likely to be detected; but it does not challenge the 
generalizability of the effect or its underlying theory (see 
also Fabrigar et al., 2020).

The facial feedback case shows how replication research 
can inform us about the robustness of an effect; but, that 
said, unsuccessful replications should not be prematurely 
interpreted as clear evidence for a false positive (as some 
scholars tend to do; e.g., Schimmack, 2020). Rather, they 
can inspire researchers to investigate boundary conditions 
for an assumed effect and qualifiers in a psychological the-
ory. From that perspective, it is encouraging to see recent 
follow-ups on the facial feedback effect, which suggest that 
not only conceptually relevant (such as self-monitoring or 
self-awareness; A. A. Marsh et al., 2019; Noah et al., 2018; 
see also Kaiser & Davey, 2017) but also conceptually irrel-
evant context characteristics—such as the specific stimuli 
that are used (Coles et al., 2019a)—moderate the effect and 
explain why some studies find it and others do not. Such 
endeavors contribute to a truly cumulative science (e.g., 
Coles et al., 2019b).

Context Characteristics and Effect 
Size Heterogeneity

The UTOS framework is a helpful taxonomy of context 
characteristics, but it remains silent about the extent to 
which nongeneralizability is due to unit, treatment, out-
come, or setting characteristics. Replication projects—in 
particular, “deep” replication projects such as Wagenmakers 
et al.’s (2016) multisite replication of the facial feedback 
effect or the various ManyLabs project (see below)—can 
help elucidate the sources underlying effect size heteroge-
neity. Importantly, even “direct” or “close” replications 
(Brandt et al., 2014) differ from an original study with 
regard to context characteristics such as location, partici-
pants, experimenter(s), materials, study setting, and so on 
(Wong & Steiner, 2018). Thus, it may not be surprising that 
effect sizes vary considerably—not only between original 
and replication studies but also between study sites in repli-
cation projects (de Boeck & Jeon, 2018; T. D. Stanley et al., 
2018). For instance, in the ManyLabs 2 replication project 
(Klein et al., 2018), half of the effects being tested yielded 
statistically significant heterogeneity statistics.

Interestingly, the ManyLabs projects seem to speak 
against the assumption that the heterogeneity of an effect 
size can be meaningfully explained by generic context char-
acteristics: The ManyLabs 1 project, for instance, found no 

evidence for a moderating effect of study setting (i.e., labo-
ratory vs. online) or study site/sample country (i.e., U.S. vs. 
international sample) on focal effect sizes (Klein et al., 
2014); ManyLabs 2 looked at culture (i.e., replication stud-
ies conducted in “WEIRD” = Western, educated, industrial-
ized, rich, democratic vs. “non-WEIRD” societies) as well 
as the order in which participants completed the tasks/
experiments, and found that at least these two features did 
not substantially moderate their focal effects (Klein et al., 
2018). Finally, ManyLabs 3 looked at time (i.e., when par-
ticipants completed the experiment during the academic 
semester), study site, and task order, and found only weak 
moderator effects (Ebersole et al., 2016). Mirroring these 
results, replication projects conducted with survey experi-
ments in sociology and political science found that “unit” 
characteristics, such as whether a survey was conducted in 
a nationally representative versus a convenience sample 
collected via Amazon’s Mechanical Turk, did not produce 
a considerable amount of heterogeneity in effect sizes 
(Coppock, 2019; Coppock et al., 2018). However, these 
approaches have been criticized for being atheoretical and 
arbitrary and, thus, likely to underestimate true context 
effects (Fabrigar et al., 2020; Wong & Steiner, 2018).

Supporting the notion that contextual differences may 
explain (non)replicability, Van Bavel et al. (2016) asked 
trained coders to rate the context dependency of each of 
the 100 effects included in the “Reproducibility Project: 
Psychology” (Open Science Collaboration, 2015) and found 
that these ratings were indeed associated with the replicabil-
ity of an effect. Although Van Bavel et al.’s (2016) approach 
to estimate the influence of context dependency is arguably 
very rough, and their findings have been challenged method-
ologically (e.g., Inbar, 2016), their analysis is informative 
and suggests that context dependency should not be over-
looked as a predictor of (non)replicability. Unfortunately, 
Van Bavel et al.’s (2016) approach failed to differentiate 
between conceptually relevant versus irrelevant context 
characteristics, which is, as we have discussed above, an 
important distinction.

Estimating Conceptually Relevant 
Versus Irrelevant Context Effects

In this article, we describe an empirical strategy to estimate 
a posteriori how much heterogeneity of observed effect 
sizes in a replication project is due to conceptually relevant 
versus irrelevant context characteristics. Building upon pre-
vious conceptualizations (Fabrigar et al., 2020; Fabrigar 
& Wegener, 2016), conceptually irrelevant context effects 
produce heterogeneity in observed effect sizes (across rep-
lication studies of the same effect) that can be attributed to 
differences in construct validity and/or reliability of the 
measures between study sites. The rest, that is, effect het-
erogeneity that cannot be accounted for by variability in 
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psychometric properties of the measures between studies, 
can be attributed to conceptually relevant context effects. In 
other words, conceptually relevant context effects can be 
indirectly estimated by subtracting the amount of conceptu-
ally irrelevant context effects from the observed heteroge-
neity of an effect.

Let us take one effect from the ManyLabs 2 project 
(Klein et al., 2018) as an example: the “moral typecasting” 
effect originally reported by Gray and Wegner (2009: Study 
1a). In this experiment, participants read a story about a per-
son (“offender”) who did something that harmed another 
person (“victim”). The moral typecasting effect says that 
the amount of responsibility ascribed to the offender (i.e., 
the dependent variable η) is a function of the offender’s 
agency (i.e., the independent variable ξ). The latent depen-
dent variable “responsibility” (η) was measured with one 
item (Y1): “How responsible is Sam for his behavior?” (on a 
scale from 1 = not at all responsible to 7 = fully responsi-
ble). Two secondary dependent variables (Y2 and Y3) asked 
about the offender’s intentionality and the amount of pain 
felt by the victim. In the original experiment and in the rep-
lication studies, the latent independent variable “agency” 
(ξ) was manipulated by varying the offender’s age (X; the 
offense was committed either by an adult man [x1] or a child 
[x2]).

Figure 1 displays the resulting structural equation model 
(SEM) as a path diagram (using the typical notation from 
SEM; see Kline, 2015): the path from X to ξ signifies that 

varying X (i.e., age) aims to cause variation in the theoreti-
cally assumed independent variable ξ (i.e., agency); and 
the path from η to Y signifies that Y is a manifestation of 
the latent dependent variable η (responsibility). Context 
characteristics—that is, all UTOS characteristics that may 
differ systematically between study sites—are denoted as 
Z here.

In the replication of the “moral typecasting” effect 
(ManyLabs 2; Klein et al., 2018), researchers at all 61 study 
sites used the original materials from Gray and Wegner 
(2009), which may suggest little context variation between 
study sites. However, the replication project was conducted 
in 27 countries, and the materials had to be translated into 
12 different languages (which may cause systematic varia-
tion in “treatment” and/or “outcome” characteristics). 
Thirty-eight labs recruited their participants from a pool, 
23 did not. At three sites, participants completed the study 
in a classroom, 31 sites used a lab setting, and at 25 sites, 
participants completed the study online at home (i.e., sys-
tematic variation in “setting”). Also, sample characteristics 
varied across study sites: for instance, the relative frequency 
of male participants varied between 1% and 75% (i.e., sys-
tematic variation in “units”).

By no means, we intend to suggest that these differ-
ences render this replication project useless or the data 
uninterpretable—on the contrary. But researchers should 
keep in mind that such differences may well produce effect 
size heterogeneity that may be either conceptually relevant 

Figure 1. Structural equation model displaying the effects that “context” (Z) can have in an experimental study with one 
independent and one dependent variable.
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or irrelevant (Wong & Steiner, 2018). More specifically, 
these context differences (Z) can produce heterogeneity in 
the observed X→Y effect between studies (denoted as “a” in 
Figure 1). This heterogeneity is a function of (1) the extent 
to which the manipulation “worked” across different con-
texts (“b”), (2) the “true” context dependency of the effect 
(“c”), (3) measurement (in)variance regarding the depen-
dent variable (“d”), (4) measurement error (i.e., unreliabil-
ity in Y), which may also differ between contexts (“e”), and 
(5) sampling error (which we will not discuss further here). 
To distill c, the variability caused by b, d, and e need to be 
estimated and subtracted from the observed heterogeneity.

To illustrate how this can be achieved, we will again use 
the moral typecasting effect (Gray & Wegner, 2009; see 
also the description of how this effect was replicated in the 
ManyLabs 2 project by Klein et al., 2018, p. 464) as an 
example. Note however, that the direct replication approach 
used in ManyLabs 2 necessarily leads to an underestimation 
of both method as well as true heterogeneity (McShane 
et al., 2016). Thus, the following should be understood as a 
proof of concept, and not as an actual attempt to attain opti-
mal estimates.

The moral typecasting effect was tested at 61 different 
sites with sample sizes ranging between n = 16 and n = 841 
per site. The effect size in the original study was d = 0.80; the 
effect size obtained in the replication project (i.e., computed 
across all participants, irrespective of study site) was slightly 
higher (d = 0.95); the median effect size across study sites 
was d = 1.04. Thus, the effect can be considered successfully 
replicated. Nevertheless, there was quite some heterogeneity 
across study sites (Klein et al., 2018; Table 3). Another way 
to look at this heterogeneity is to analyze the data in a multi-
level model with two levels (participants nested within study 
sites; Snijders & Bosker, 2012). Analyzing the data that way 
corroborates the successful replication of the focal effect, 
fixed effect of experimental manipulation: B = 0.783, 
SE(B) = 0.037, 95% CI for B [0.709, 0.858], but also clearly 
shows that the effects varied considerably across study 
sites, as reflected by a significant random slope variance 
σU1

2
 = 0.057, SE(σU1

2
)  = 0.015, 95% CI for σU1

2
[0.033, 

0.097]. Does this heterogeneity point to conceptually rele-
vant or rather conceptually irrelevant context conditions?

First, the extent to which the experimental manipulation 
“worked” invariantly at the 61 different study sites (context 
effect b in Figure 1) could play a role, although it is reason-
able to assume that the experimental manipulation used by 
Gray and Wegner (2009: adult vs. child offender) is so 
explicit and blatant that it is likely to have worked well and 
similarly at each study site, so one might safely assume that 
b = 0 here. For subtler manipulations, however, it is useful 
to investigate how strongly the effect of the manipulation 
varies across context, for instance, by conducting a careful 
manipulation check (Fabrigar et al., 2020; Fiedler et al., 
2021).

Second, the assumption of strict measurement invari-
ance across study sites might be violated (context effects 
d and e in Figure 1). If more than one indicator (i.e., item) 
per latent variable are used in a study, then these effects can 
be estimated via multigroup confirmatory factor analysis 
(Meredith, 1993) or the alignment method (Asparouhov & 
Muthén, 2014; H. W. Marsh et al., 2018), which is particu-
larly suited for a large number of groups. Here, we speci-
fied a very simple measurement model (assuming that the 
“responsibility” item and the “intentionality” item used by 
Gray & Wegner, 2009, reflect two manifestations of the 
same latent factor) and compared item loadings and error 
variances between the 27 countries in which this study was 
replicated. With this model, it is possible to scrutinize the 
level of heterogeneity in factor loadings and error vari-
ances across groups (here: countries) and to determine 
those groups that contribute most strongly to a violation of 
the measurement invariance assumption. Here, we found 
no evidence for such a violation: neither factor loadings 
nor error variances varied substantially between countries. 
Thus, context effects d and e (see Figure 1) can also be 
ruled out, and the heterogeneity across study sites that was 
observed in this replication project is most likely due to a 
“true” context dependency regarding the effect of agency 
on responsibility ratings (i.e., context effect c). Thus, the 
next step would then be to look for these conceptually rel-
evant context characteristics, describe and explain them, 
and amend the theory accordingly.

Discussion

This illustrative example shows that it is possible to esti-
mate how much variability in observed effect sizes in a rep-
lication project is due to conceptually irrelevant versus 
conceptually relevant context characteristics. The conceptual 
and analytical framework proposed here allows researchers 
to decide a posteriori whether exploring conceptually rel-
evant context characteristics is worth doing, and whether 
the theory underlying the proposed effect needs to be 
specified and enriched with “qualifiers” (Glöckner & 
Betsch, 2011), which, at least for the moral typecasting 
effect, seems to be the case.

Notably, context characteristics are not the same as con-
founders (and should not be treated as such). Confounders—
measured or hidden factors that are related both to the 
independent (X) as well as the dependent variable (Y)—
artificially inflate or deflate the true association between X 
and Y. Thus, confounders may produce either false-positive 
or false-negative results, which are nonreplicable when 
the replication studies are void of the respective confound-
ers. Context characteristics, by contrast, do not bias the 
estimated association between X and Y; rather, they repre-
sent “true” moderator effects and cause heterogeneity in 
observed effect sizes.
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Importantly, some context characteristics that may appear 
conceptually irrelevant on the surface may turn out to be 
conceptually relevant upon second thought: for instance, 
effect size heterogeneity between different cultures may 
reflect either measurement invariance (i.e., a conceptually 
irrelevant context characteristic) or a psychologically mean-
ingful and, thus, conceptually relevant, boundary condition 
of the focal effect (Fabrigar et al., 2020). Moreover, some 
context characteristics reflect both conceptually relevant 
and irrelevant conditions at the same time. For instance, 
Karau and Williams (1993) meta-analytically showed that 
“social loafing” effects—the finding that the size of a group 
is inversely related to the individual amount of effort 
invested to the group task by each individual member—are 
larger in student samples than in working adult samples. 
This “unit” characteristic (according to Cronbach’s UTOS 
framework) may reflect both a conceptually relevant condi-
tion (i.e., social loafing may be more easy to detect in profes-
sional team contexts than in student collaboration projects, 
and detectability is a substantive contextual moderator of 
social loafing) and a conceptually irrelevant condition (e.g., 
student samples are more homogeneous and, thus, produce 
smaller sampling errors and larger effects; see Peterson, 
2001, but see Hanel & Vione, 2016).

Determining whether a context characteristic reflects a 
conceptually relevant or rather an irrelevant condition may 
sometimes be challenging, but it is also necessary and 
important. Thus, specifying a theory with regard to its con-
ceptually relevant conditions should be an ongoing, itera-
tive process that requires a systematic and collaborative 
effort, and replication research offers a tool to undertake 
this effort (e.g., Asendorpf et al., 2013; see also Coles 
et al., 2019b). Observing that an effect varies significantly 
between studies and that this variation is not due to meth-
odological factors alone should prompt a search for con-
ceptual moderators or boundary conditions. In addition, 
heterogeneity analysis may be used to decide whether or 
not a conceptual moderator or a boundary condition should 
be formally included in the current state of a theory. Ideally, 
theory databases would provide researchers with pertinent 
information about the current state of a theory, including 
all known conceptual moderators and boundary condition 
as well as information on the degree of empirical corrobo-
ration of each single proposition (e.g., in form of one con-
stantly updated Bayes-Factor based on all studies testing 
the same conceptual hypothesis; see Glöckner & Betsch, 
2011; Glöckner et al., 2018).

The framework presented here rests on the assumption 
that observed heterogeneity can be reliably estimated. This 
requires that a large-scale replication project (such as 
“ManyLabs”) has already been conducted. Notably, meta-
analyses should not be used to estimate observed heteroge-
neity for the presently described purpose because—contrary 

to a replication project—the original studies being included 
in a meta-analysis have been selected post hoc, and, in most 
cases, these original studies had never been designed to 
estimate the heterogeneity of the focal effect in the first 
place (Purgato & Adams, 2012). This can lead to biases 
(McShane et al., 2016), which are further amplified by pub-
lication biases such as journal editors’ reluctance to publish 
nonsignificant results (LeBel et al., 2018; Zwaan et al., 
2018). Therefore, estimating the impact of context depen-
dency ideally requires a representative number of replica-
tion studies that cover as many dimensions of “context” as 
possible (for example, using a “meta-studies” framework, 
see Baribault et al., 2018).

In addition, improved estimates for the impact of “treat-
ment” and “outcome” characteristics (i.e., effects b, d, and e 
in Figure 1) are needed. Ideally, information about the 
measurement properties of a manipulated or measured vari-
able could be drawn easily and directly from a database 
consisting of the raw data of each study in which the respec-
tive variable has been measured and validated (Hussey & 
Hughes, 2020). While the idea of such a measurement-
specific raw database may have sounded unrealistic and 
visionary 10 years ago, the “open science” movement, 
which is a central element in “psychology’s renaissance” 
(Nelson et al., 2018; Nosek et al., 2012) has shown that it is 
possible to set up such a database.

Conclusion

Determining the extent to which observed effect size het-
erogeneity reflects conceptually relevant versus irrelevant 
context characteristics is important because a number of 
relevant implications can be derived from such an analysis. 
First, if a true effect is small and varies strongly across dif-
ferent contexts, the results of single replication studies are 
barely more (or less) informative than original studies 
(Kenny & Judd, 2019; McShane et al., 2019). Second, the 
statistical power to detect a small, yet variable effect should 
rather be maximized by increasing the number of studies 
than by increasing the sample size of each individual study 
(Kenny & Judd, 2019). Third, knowledge about the sources 
of heterogeneity is relevant for theory development and 
theory specification. Heterogeneity being due to conceptu-
ally relevant context characteristics suggests that these con-
text characteristics need to be built into the theory as 
qualifiers or boundary conditions. Thus, elucidating the het-
erogeneity of psychological effects is highly informative 
not only to enrich the replicability debate but for psycho-
logical science as a whole.
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