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abstract

SEARCH FOR TRILEPTON RESONANCES FROM R-PARITY

VIOLATING CHARGINO DECAYS IN THE B − L MSSM

George Ian Dyckes

E. Thomson

This dissertation presents a search for the electroweak pair-production of charginos and the

associated production of charginos and neutralinos in the B−L Minimal Supersymmetric Standard

Model with spontaneous R-parity violation. The chargino and neutralino each decay via R-parity

violating couplings to a charged lepton or neutrino and a W , Z, or Higgs boson. This analysis

searches for resonances in the trilepton invariant mass spectrum, targeting events with charginos

decaying to three electrons or muons via a leptonically decaying Z boson. The dataset includes

139 fb−1 of
√
s = 13 TeV proton-proton collisions produced at the Large Hadron Collider and

collected by the ATLAS detector. With no significant excess observed, limits are set on chargino

and neutralino masses between 100 GeV and 1100 GeV, depending on the assumed branching

fractions to leptons (electron, muon, or τ -lepton) and bosons (W , Z, or Higgs).

v



Contents

Acknowledgements iii

Abstract v

Contents vi

List of Tables x

List of Figures xii

Preface xvii

1 Introduction 1

2 Theoretical Framework 4

2.1 The Standard Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2.1.1 Field Content and Lagrangian . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2.1.2 Spontaneous Electroweak Symmetry Breaking . . . . . . . . . . . . . . . . . . 8

2.1.3 Chiral Anomalies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.1.4 Shortcoming of the Standard Model . . . . . . . . . . . . . . . . . . . . . . . 12

2.2 Supersymmetry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.2.1 Alleviating the Hierarchy Problem and Softly Broken SUSY . . . . . . . . . . 14

2.2.2 The MSSM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.2.3 R-parity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.3 The B − L MSSM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.3.1 Parameter Space Scan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

vi



Contents vii

2.3.2 Wino LSP Phenomenology . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

3 The LHC and the ATLAS Detector 31

3.1 The Large Hadron Collider . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.2 The ATLAS Detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.2.1 The Inner Detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.2.1.1 Pixel Detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.2.1.2 Semiconductor Tracker . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.2.1.3 Transition Radiation Tracker . . . . . . . . . . . . . . . . . . . . . . 38

3.2.2 The Calorimeters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.2.2.1 Electromagnetic Calorimeters . . . . . . . . . . . . . . . . . . . . . . 40

3.2.2.2 Hadronic Calorimeters . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.2.3 The Muon Spectrometer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.2.4 Trigger and Data Acquisition System . . . . . . . . . . . . . . . . . . . . . . 43

3.3 Particle Identification and Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . 44

4 TRT Compression 47

4.1 Data Acquisition Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

4.1.1 The Straw Word . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

4.1.2 Data Flow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

4.2 Huffman Compression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

4.2.1 Compression Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4.2.2 Bandwidth Saturation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

4.3 Lossy Compression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

4.3.1 Scheme0p Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4.3.2 Scheme0p Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

4.4 Final Run 2 Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

5 Trilepton Resonance Search 68

5.1 Analysis Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

5.2 Dataset and Simulated Monte Carlo Samples . . . . . . . . . . . . . . . . . . . . . . 72

5.3 Event Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

5.4 Search Strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81



Contents viii

5.5 Background Estimation and Validation . . . . . . . . . . . . . . . . . . . . . . . . . . 88

5.5.1 Primary Prompt Backgrounds . . . . . . . . . . . . . . . . . . . . . . . . . . 89

5.5.2 Fake & Non-Prompt Background . . . . . . . . . . . . . . . . . . . . . . . . . 95

5.6 Systematic Uncertainties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

5.7 Statistical Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

5.8 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

5.8.1 Signal Region Observation and Background-Only Fit . . . . . . . . . . . . . . 115

5.8.2 Model-Independent Limits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

5.8.3 Model-Dependent Limits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

5.8.4 Public Likelihoods and pyhf . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

5.9 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

6 Conclusion 136

Appendices 139

A SR4L Optimization 139

B Fake Studies 144

B.1 Alternative Fake Factor Parameterizations . . . . . . . . . . . . . . . . . . . . . . . . 144

B.2 Fake Factors Derived in the Validation Region . . . . . . . . . . . . . . . . . . . . . 147

B.3 Validation Region Agreement Using pT-binned Fake Factors . . . . . . . . . . . . . . 151

B.4 Validation Region Agreement Using MC Only . . . . . . . . . . . . . . . . . . . . . . 156

B.5 Fake Lepton Composition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

B.6 Heavy vs. Light Flavor Fake Factors . . . . . . . . . . . . . . . . . . . . . . . . . . . 170

C Derivation of Fake Systematics 172

C.1 Fake Factor Statistical Systematic . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172

C.2 Prompt Subtraction Systematic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172

C.3 Parameterization Systematic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174

C.4 Composition Systematic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175

C.5 Kinematic and Closure Systematic . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179

C.6 Negative Yields Systematic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181



Contents ix

D Auxiliary Results for HEPData 183

D.1 Event Displays . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183

D.2 Upper Limits on Signal Production Cross Section . . . . . . . . . . . . . . . . . . . . 187

D.3 Upper Limits on Signal Production Cross Section by Individual SR . . . . . . . . . . 197

D.4 Signal Region Cutflows . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200

D.5 Signal Acceptances and Efficiencies . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200

Bibliography 208



List of Tables

2.1 The field content of the Standard Model. . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Chiral and vector supermultiplets of the MSSM . . . . . . . . . . . . . . . . . . . . . . . 15

4.1 The 444-bit DTMROC data fragment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.2 Example bit patterns, the applicable Scheme0p transformation steps, and the resultant

transformed patterns. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

5.1 Details of the MC simulation for each physics process. . . . . . . . . . . . . . . . . . . . 72
5.2 The single lepton triggers and their associated offline pT thresholds. . . . . . . . . . . . 76
5.3 Summary of the baseline and signal electron selection criteria . . . . . . . . . . . . . . . 77
5.4 Summary of the baseline and signal muon selection criteria . . . . . . . . . . . . . . . . 78
5.5 Summary of the baseline and signal jet selection criteria . . . . . . . . . . . . . . . . . . 79
5.6 The binning used for the shape-fit of the signal region mshifted

Z` distributions. . . . . . . . 86
5.7 Selection criteria for the various signal, control, and validation regions used in the analysis. 89
5.8 Normalization factors after a background-only fit to the observed data in the CRs & SRs. 91
5.9 The relative contributions of each process to the fake and total background in the various

analysis regions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.10 Anti-ID electron and muon definitions used for the fake estimate. . . . . . . . . . . . . . 96
5.11 Selection criteria used to define the Z+jets dominated fake factor measurement region,

CRFake. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.12 Selection criteria used to define the Z+jets fake factor validation region, VRFake. . . . 99
5.13 Summary of the fake factor method systematics. . . . . . . . . . . . . . . . . . . . . . . 109
5.14 The observed yields and post-fit background expectations in SRFR, SR4` and SR3`,

shown inclusively and when the direct lepton from a χ̃±1 /χ̃0
1 decay is required to be an

electron or muon. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
5.15 Model-independent results in each SR mZ` bin. . . . . . . . . . . . . . . . . . . . . . . . 123

C.1 The relative uncertainty on the fake factors due to prompt subtraction systematic. . . . 174
C.2 Relative systematic uncertainty on the electron fake factors due to composition differences

across the analysis regions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177

D.1 Upper limits on the observed and expected cross section of the χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 processes as

a function of χ̃±1 /χ̃0
1 mass and branching fraction to Z bosons, assuming equal branching

fractions to each lepton flavor. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189

x



List of Tables xi

D.2 Upper limits on the observed and expected cross section of the χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 processes as

a function of χ̃±1 /χ̃0
1 mass and branching fraction to Z bosons, assuming 100% branching

fraction to electrons. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190
D.3 Upper limits on the observed and expected cross section of the χ̃

±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 processes as

a function of χ̃±1 /χ̃0
1 mass and branching fraction to Z bosons, assuming 100% branching

fraction to muons. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
D.4 Upper limits on the observed and expected cross section of the χ̃

±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 processes as

a function of χ̃±1 /χ̃0
1 mass and branching fraction to Z bosons, assuming 100% branching

fraction to τ -leptons. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192
D.5 Summary of event selections for χ̃±1 /χ̃0

1 masses of 200, 500, and 800 GeV, shown sepa-

rately for the χ̃
±
1 χ̃
∓
1 and χ̃±1 χ̃

0
1 processes. . . . . . . . . . . . . . . . . . . . . . . . . . . 200



List of Figures

2.1 The field content of the Standard Model . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 short. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3 Possible chiral anomalies of the Standard Model . . . . . . . . . . . . . . . . . . . . . . 11
2.4 Comparison of the theoretical and measured total production cross sections for various

Standard Model processes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.5 Feynman diagram of proton decay via R-parity violating couplings. . . . . . . . . . . . . 17
2.6 Results of the B − L parameter space scan. . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.7 LHC production cross sections for various supersymmetric processes vs. sparticle mass. 24
2.8 The mass splitting between the wino LSP and NLSP. . . . . . . . . . . . . . . . . . . . 25
2.9 Branching fractions of the wino χ̃±1 to the different Standard Model bosons. . . . . . . . 26
2.10 Branching fractions of the wino χ̃0

1 to the different Standard Model bosons. . . . . . . . 27
2.11 Branching fractions of the wino χ̃±1 to the different lepton flavors. . . . . . . . . . . . . . 28
2.12 Branching fractions of the wino χ̃0

1 to the different lepton flavors. . . . . . . . . . . . . . 29
2.13 Wino χ̃±1 decay length for the normal and inverted neutrino hierarchies. . . . . . . . . . 30
2.14 Wino χ̃0

1 decay length for the normal and inverted neutrino hierarchies. . . . . . . . . . 30

3.1 The CERN accelerator complex. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.2 The cumulative luminosity split by year and the luminosity-weighted pileup distributions. 35
3.3 The peak pileup for each run in 2016, 2017, and 2018. . . . . . . . . . . . . . . . . . . . 35
3.4 Cut-away view of the ATLAS detector. . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.5 The Inner Detector barrel sub-systems. . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.6 Schematic of the Inner Detector. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.7 Cut-away view of the ATLAS calorimeters. . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.8 Schematic of the electromagnetic calorimeter. . . . . . . . . . . . . . . . . . . . . . . . . 42
3.9 The ATLAS muon system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.10 ATLAS Trigger and Data Acquisition system in Run 2 . . . . . . . . . . . . . . . . . . . 44
3.11 Detector signature of various Standard Model particles. . . . . . . . . . . . . . . . . . . 46

4.1 Schematic of the TRT data acquisition system. . . . . . . . . . . . . . . . . . . . . . . . 48
4.2 The TRT barrel and endcap sections. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.3 The primary ionization clusters and transition radiation produced by a charged particle

passing through the TRT. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.4 Idealized straw signal pulse from an electron and the resulting bit pattern . . . . . . . . 50

xii



List of Figures xiii

4.5 The high threshold probability and hit fraction in the TRT barrel. . . . . . . . . . . . . 51
4.6 Structure of the 23-bit straw word. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.7 Structure of the data fragment for an endcap ROD. . . . . . . . . . . . . . . . . . . . . 53
4.8 Huffman coding example. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.9 cap. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.10 Projection of the maximum possible L1 rate vs. the TRT occupancy. . . . . . . . . . . . 58
4.11 The projected maximum achievable L1 rate for a given TRT occupancy for both the

lossless Huffman scheme and Scheme0p. . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.12 Straw hitmaps from high occupancy noise runs using the old and new compression tables. 64
4.13 Straw hitmap from a cosmic muon run using the new compression table . . . . . . . . . 64
4.14 L1 trigger rate, S-LINK bandwidth usage, and average compressed fragment size during

a 〈µ〉 = 57 run. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.15 Projection of the maximum achievable L1 rate vs. TRT occupancy using Table-140 and

the upgraded 60 MHz S-LINK. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

5.1 Diagrams of χ̃
±
1 χ̃
∓
1 and χ̃±1 χ̃

0
1 production with at least one χ̃±1 → Z`→ ``` decay. . . . 70

5.2 Schematic flow chart describing the assignment of an event to a given signal region. . . 82
5.3 Distributions of the data and post-fit background in the CRs and VRs. . . . . . . . . . 92
5.4 The mZ` distributions of the data and post-fit background in the control regions. . . . . 93
5.5 The mZ` distributions of the data and post-fit background in the validation regions. . . 94
5.6 The observed data and the SM background expectation in the CRs (pre-fit) and VRs

(post-fit). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.7 Data and Z+jets MC fake factors for electrons (left) and muons (right), binned in pcone

T . 99
5.8 Various kinematic distributions in the fake factor validation region when the non-Z lepton

is an electron. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
5.9 Various kinematic distributions in the fake factor validation region when the non-Z lepton

is a muon. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.10 The pT, η, and φ distributions of the leading, subleading, and third leptons in VRFake

when they are electrons. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
5.11 The pT, η, and φ distributions of the leading, subleading, and third leptons in VRFake

when they are muons. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5.12 Object multiplicity distributions in the fake factor validation region. . . . . . . . . . . . 103
5.13 Additional distributions in the fake factor validation region. . . . . . . . . . . . . . . . . 104
5.14 The relative uncertainties in the post-fit SM background prediction as a function of mZ`

from the background-only fit for the three signal regions. . . . . . . . . . . . . . . . . . 106
5.15 Illustration of the CLs method. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
5.16 The observed data and post-fit SM background expectation as a function of mZ` in the

signal regions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
5.17 The observed data and post-fit SM background expectation as a function of mZ` with

uniform binning in signal regions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
5.18 Example kinematic distributions in the signal regions showing the data and the post-fit

background expectation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

5.19 Exclusion curves for the simplified model of χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 production as a function of

χ̃±1 /χ̃0
1 mass and branching fraction to Z bosons. . . . . . . . . . . . . . . . . . . . . . . 126

5.20 Exclusion curves for the simplified model of χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 production as a function of

the branching fractions to Z and Higgs bosons. . . . . . . . . . . . . . . . . . . . . . . . 127



List of Figures xiv

5.21 Exclusion curves for the simplified model of χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 production as a function of

the branching fractions to Z and Higgs bosons, assuming 100% branching fraction to
electrons. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

5.22 Exclusion curves for the simplified model of χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 production as a function of

the branching fractions to Z and Higgs bosons, assuming 100% branching fraction to
muons. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

5.23 Exclusion curves for the simplified model of χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 production as a function of

the branching fractions to Z and Higgs bosons, assuming 100% branching fraction to tau
leptons. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

5.24 Exclusion curves for the simplified model of χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 production as a function of

the branching fractions to Z and Higgs bosons, shown for each signal region individually. 131
5.25 Overlay of the exclusions contours calculated using HistFitter and pyhf. . . . . . . . . 133
5.26 Percent difference between the CLs values calculated by textttHistFitter and pyhf. . . . 133

A.1 The observed data and pre-fit SM background expectation as a function of LT in SR4`. 140

A.2 The unit-normalized LT distributions in SR4` for the χ̃
±
1 χ̃
∓
1 signals. . . . . . . . . . . . 140

A.3 The correct lepton selection efficiency in SR4`. . . . . . . . . . . . . . . . . . . . . . . . 141
A.4 Upper limit on µsig for each mass point in SR4`, for various lepton matching schemes. . 142
A.5 Relative difference between each lepton matching scheme and the best performing scheme

for each mass point. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

B.1 Various parameterizations of the electron Z+jets fake factors. All uncertainties shown
are only statistical. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

B.2 Various parameterizations of the muon Z+jets fake factors. All uncertainties shown are
only statistical. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146

B.3 Various parameterizations of the electron Z+jets fake factors measured in VRFake. . . . 149
B.4 Various parameterizations of the muon Z+jets fake factors measured in VRFake. . . . . 150
B.5 Various kinematics in the fake factor validation region when the non-Z lepton is an

electron, but using the pT-binned fake factors instead. . . . . . . . . . . . . . . . . . . . 151
B.6 Various kinematics in the fake factor validation region when the non-Z lepton is a muon,

but using the pT-binned fake factors instead. . . . . . . . . . . . . . . . . . . . . . . . . 152
B.7 Distributions of the leading, subleading, and third leptons in VRFake when they are

electrons, but using the pT-binned fake factors instead. . . . . . . . . . . . . . . . . . . . 153
B.8 Distributions of the leading, subleading, and third leptons in VRFake when they are

muons, but using the pT-binned fake factors instead. . . . . . . . . . . . . . . . . . . . . 154
B.9 Object multiplicity distributions in the fake factor validation region, but using the pT-

binned fake factors instead. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
B.10 Additional event level variable distributions in VRFake, but using the pT-binned fake

factors instead. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
B.11 Various kinematics in the fake factor validation region when the non-Z lepton is an

electron, but using only MC to estimate the backgrounds instead. . . . . . . . . . . . . . 156
B.12 Various kinematics in the fake factor validation region when the non-Z lepton is a muon,

but using only MC to estimate the backgrounds instead. . . . . . . . . . . . . . . . . . . 157
B.13 Distributions of the leading, subleading, and third leptons in VRFake when they are

electrons, but using only MC to estimate the backgrounds instead. . . . . . . . . . . . . 158
B.14 Distributions of the leading, subleading, and third leptons in VRFake when they are

muons, but using only MC to estimate the backgrounds instead. . . . . . . . . . . . . . 159
B.15 Object multiplicity distributions in the fake factor validation region, but using only MC

to estimate the backgrounds instead. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159



List of Figures xv

B.16 Additional event level variable distributions in VRFake, but using only MC to estimate
the backgrounds instead. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160

B.17 Sources of fake signal electrons and muons in CRFake and VRFake, the FF measurement
and validation regions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162

B.18 Sources of fake signal electrons and muons in CRWZ, VREmiss
T , and VRmmin

T . . . . . . 163
B.19 Sources of fake signal electrons and muons in CRtt̄Z and VRtt̄Z. . . . . . . . . . . . . . 164
B.20 Sources of fake signal electrons and muons in the signal regions. . . . . . . . . . . . . . . 165
B.21 Sources of fake anti-ID electrons and muons in CRFake and VRFake, the FF measurement

and validation regions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
B.22 Sources of fake anti-ID electrons and muons in CRWZ, VREmiss

T and VRmmin
T . . . . . . 167

B.23 Sources of fake anti-ID electrons and muons in CRtt̄Z and VRtt̄Z. . . . . . . . . . . . . 168
B.24 Sources of fake anti-ID electrons and muons in the signal regions. . . . . . . . . . . . . . 169
B.25 Various parameterizations of the HF and LF electron Z+jets fake factors, derived in MC

in the fake factor measurement region. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
B.26 Various parameterizations of the HF and LF electron Z+jets fake factors, derived in MC

in the fake factor validation region. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171

C.1 The data and prompt MC pcone
T distributions for the probe leptons in CRFake when the

signal lepton requirements are passed. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
C.2 The effect of varying the prompt subtraction normalization when deriving the fake factors.174
C.3 Nominal and alternative fake factor parameterizations. . . . . . . . . . . . . . . . . . . . 175
C.4 Comparing Z+jets vs tt̄ MC fake factors, binned in pcone

T , and separated by heavy flavor
and light flavor. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176

C.5 The nominal, heavy flavor, light flavor, and recreated MC fake factors, derived in the
fake factor measurement region. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177

C.6 The region-specific MC fake factors compared with the nominal, heavy flavor, and light
flavor fake factors in the CRs and VRs. . . . . . . . . . . . . . . . . . . . . . . . . . . . 178

C.7 The region-specific MC fake factors compared with the nominal, heavy flavor, and light
flavor fake factors in the SRs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179

C.8 The pcone
T distributions of the non-Z electrons and muons in the fake factor validation

region. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180

D.1 Event display showing a data event recorded in September of 2017 which falls into the
fully reconstructed signal region (SRFR). . . . . . . . . . . . . . . . . . . . . . . . . . . 184

D.2 Event display showing a data event recorded in October of 2017 which falls into the four
lepton signal region (SR4`). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185

D.3 Event display showing a data event recorded in September of 2016 which falls into the
three lepton signal region (SR3`). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186

D.4 Exclusion curves for the simplified model of χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 production as a function of

χ̃±1 /χ̃0
1 mass and branching fraction to Z bosons. . . . . . . . . . . . . . . . . . . . . . . 188

D.5 Exclusion curves for the simplified model of χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 production as a function of

the branching fractions to Z and Higgs bosons, assuming equal branching fractions to
the three lepton flavors. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193

D.6 Exclusion curves for the simplified model of χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 production as a function of

the branching fractions to Z and Higgs bosons, assuming 100% branching fraction to
electrons. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194



List of Figures xvi

D.7 Exclusion curves for the simplified model of χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 production as a function of

the branching fractions to Z and Higgs bosons, assuming 100% branching fraction to
muons. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195

D.8 Exclusion curves for the simplified model of χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 production as a function of

the branching fractions to Z and Higgs bosons, assuming 100% branching fraction to
τ -leptons. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196

D.9 Exclusion curves for the simplified model of χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 production as a function of

the branching fractions to Z and Higgs bosons for each individual signal region, assuming
equal branching fractions to the three lepton flavors. . . . . . . . . . . . . . . . . . . . . 197

D.10 Exclusion curves for the simplified model of χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 production as a function of

the branching fractions to Z and Higgs bosons for each individual signal region, assuming
100% branching fraction to electrons. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198

D.11 Exclusion curves for the simplified model of χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 production as a function of

the branching fractions to Z and Higgs bosons for each individual signal region, assuming
100% branching fraction to muons. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199

D.12 The combined χ̃±1 χ̃
∓
1 + χ̃±1 χ̃

0
1 (left) truth-level acceptances and (right) reconstruction

efficiencies in the inclusive SRFR region after MC-to-data efficiency weights are applied.
Results are given as a function of χ̃±1 /χ̃0

1 mass and branching fraction to Z bosons, and
are derived separately when requiring that the charged-lepton decays of χ̃±1 /χ̃0

1 are into
(top) any leptons with equal probability, (second row) electrons only, (third row) muons
only, or (bottom) τ -leptons only. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201

D.13 The combined χ̃±1 χ̃
∓
1 + χ̃±1 χ̃

0
1 (left) truth-level acceptances and (right) reconstruction

efficiencies in the inclusive SR4` region after MC-to-data efficiency weights are applied.
Results are given as a function of χ̃±1 /χ̃0

1 mass and branching fraction to Z bosons, and
are derived separately when requiring that the charged-lepton decays of χ̃±1 /χ̃0

1 are into
(top) any leptons with equal probability, (second row) electrons only, (third row) muons
only, or (bottom) τ -leptons only. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202

D.14 The combined χ̃±1 χ̃
∓
1 + χ̃±1 χ̃

0
1 (left) truth-level acceptances and (right) reconstruction

efficiencies in the inclusive SR3` region after MC-to-data efficiency weights are applied.
Results are given as a function of χ̃±1 /χ̃0

1 mass and branching fraction to Z bosons, and
are derived separately when requiring that the charged-lepton decays of χ̃±1 /χ̃0

1 are into
(top) any leptons with equal probability, (second row) electrons only, (third row) muons
only, or (bottom) τ -leptons only. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203

D.15 The combined χ̃±1 χ̃
∓
1 + χ̃±1 χ̃

0
1 (left) truth-level acceptances and (right) reconstruction

efficiencies in the inclusive (top) SRFR, (middle) SR4`, and (bottom) SR3` regions after
MC-to-data efficiency weights are applied. Results are derived for χ̃±1 /χ̃0

1 masses of
700 GeV and given as a function of the branching fractions to Z and Higgs bosons. . . 204

D.16 The truth-level acceptances for each decay mode of the generated χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 signals

in the inclusive SRFR region. Results are given as a function of χ̃±1 /χ̃0
1 mass and the

final state boson and lepton combination. . . . . . . . . . . . . . . . . . . . . . . . . . . 205

D.17 The truth-level acceptances for each decay mode of the generated χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 signals

in the inclusive SR4` region. Results are given as a function of χ̃±1 /χ̃0
1 mass and the

final state boson and lepton combination. . . . . . . . . . . . . . . . . . . . . . . . . . . 206

D.18 The truth-level acceptances for each decay mode of the generated χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 signals

in the inclusive SR3` region. Results are given as a function of χ̃±1 /χ̃0
1 mass and the

final state boson and lepton combination. . . . . . . . . . . . . . . . . . . . . . . . . . . 207



Preface

In 2014, during my final year of undergrad at UCLA, I enrolled in a particle physics course taught

by Professor Bob Cousins. After enjoying his class immensely, I considered pursuing a graduate

degree in experimental particle physics. As graduation approached, I began emailing ATLAS and

CMS professors all over California, hoping to gain some research experience. Fortunately, UC San

Diego Professors Frank Wuerthwein and Avi Yagil offered me a research position on CMS for the

2014-2015 academic year. During my year in San Diego, I investigated a known mismodeling of

the missing transverse energy, an important kinematic variable in many measurements and searches

for new physics. I also joined a search for supersymmetric particles produced through the strong

interaction, focusing on the same-sign dilepton final state. With the LHC in the middle of Long

Shutdown 1, I primarily worked on simulation-based studies of the background from fake and non-

prompt leptons. This search was eventually released to the public at the end of 2015 with the first

2.2 fb−1 of
√
s = 13 TeV data, becoming one of the earliest supersymmetry results in Run 2.

In the summer of 2015, I moved to Philadelphia to start graduate school with the Penn ATLAS

group. Immediately upon my arrival, I joined the team of students, postdocs, engineers, instrumen-

tation specialists, and faculty members contributing to the Data Acquisition (DAQ) system of the

Transition Radiation Tracker (TRT). After only a couple weeks in Philadelphia, I was sent out to

CERN for the first time. Under the guidance of Penn postdocs Sarah Heim and Chris Meyer, I

started learning the ins and outs of operating the TRT. The timing of my trip was perfect, as the

Run 2 data-taking campaign was just beginning. The highlight of this trip was my first tour of the

detector. I remember my excitement growing as we put on our hard hats and crossed through the

iris scanning biometric gates before entering the elevator down to the ATLAS cavern. When we

finally opened the door to the main cavern, I was blown away by the size of the detector. Over the

next hour, we climbed and crawled through ATLAS, visiting the various locations where the TRT
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electronics are housed. I left feeling amazed that such a complicated detector could operate so well.

As I finished my graduate coursework back in Philadelphia, I started the ATLAS authorship

qualification process. With the increased number of interaction per LHC bunch crossing, the TRT

was in danger of saturating its readout bandwidth. Working primarily with Penn instrumentation

physicist Paul Keener and fellow graduate student Leigh Schaefer, I began studying new data com-

pression schemes to reduce the bandwidth usage. After settling on a particular lossy scheme, I

studied its compression performance and effect on tracking. Using the knowledge I gained from my

qualification task, I continued to study the TRT compression as the pileup increased over the course

of Run 2.

In the summer of 2017, I moved to Geneva to take a larger role in the operation of the TRT.

For the next few years, I contributed to the operation, calibration, maintenance, and upgrades of

the TRT. Over this time period, I routinely served as the on-call TRT DAQ expert, which required

24 hour availability for a week at a time. If any issue arose during the data-taking, we would

receive a phone call from the ATLAS control room asking for swift action to minimize data loss.

This occasionally required urgent debugging sessions while out for dinner or in the early hours of the

morning. While the TRT DAQ work was stressful at times, it felt incredibly rewarding to contribute

to the data-collection process.

In the final few months of 2017, I decided to join a new physics analysis searching for super-

symmetric particles. This analysis was born from a recurring collaboration between Penn ATLAS

members and a group of Penn theorists led by Professor Burt Ovrut. With his graduate students

and postdocs over the years, Burt developed a realistic model of supersymmetry with novel detector

signatures. Inspired by this model, the Penn ATLAS group performed searches for the supersym-

metric partner of the top quark in both Run 1 and Run 2. After completing the second search

with the partial Run 2 dataset, Professor Evelyn Thomson (my advisor), postdoc Jeff Dandoy, and

graduate student Leigh Schaefer began discussing which other supersymmetric particles to target

with the full Run 2 dataset. The collaboration with Burt’s group was renewed, this time including

his former postdoc Austin Purves and current graduate student Sebastian Dumitru. After some

interesting conversations about the model and its various features, the discussion focused on the

superpartner of the W boson, the wino chargino, for its novel detector signature. Among its many

possible decay paths, the wino chargino can decay to three leptons, producing a resonance in the

trilepton invariant mass spectrum. As the theorists began investigating the phenomenology of the

wino chargino in detail, the experimentalists started designing the search.

While I attended the discussions with the theorists, I did not immediately join the analysis
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effort. At the time, I was exploring the many searches being planned by the ATLAS supersymmetry

and exotics groups. However, I soon recognized the incredible opportunity this chargino search

presented. I could participate in a new analysis with a unique detector signature, while working in a

small group of only Penn ATLAS members. As a result, I could play a significant role in the design

and execution of the search, making meaningful contributions to many aspects of the analysis.

By the time I decided to join the analysis, the early studies were already underway. I first

worked on the basic search strategy with Leigh, developing an algorithm for classifying the many

possible final states into three signal regions. Using truth information, I studied how often we

correctly reconstructed the charginos from the leptons in the event. I later contributed to the

optimization of the signal region definitions, maximizing the signal to background ratio. Perhaps my

largest contribution to this analysis was the estimate of the fake and non-prompt lepton background.

Towards the end of the analysis, I assisted with the statistical interpretation of the results. Finally,

to facilitate reinterpretations of our results by the wider physics community, I reimplemented our

statistical analysis in the pyhf framework. As a result of this effort, our full likelihoods could be

published on HEPData.

Our preliminary results were presented by Evelyn at the APS April meeting in 2020. A few weeks

later, I had the opportunity to present our results again at the eighth annual conference on Large

Hadron Collider Physics, alongside other recent ATLAS and CMS searches for R-parity violating

supersymmetry. At the time of this thesis, the official results are submitted to Physical Review D.

During my time as a graduate student, I’ve had incredible opportunities and experiences. Living

in Geneva and working at CERN was amazing, with so many interesting and intelligent people from

all over the world. I worked with an awesome group of physicists, both on the trilepton resonance

search and as a member of the TRT DAQ team. I contributed to ATLAS data-taking and to a novel

search for supersymmetry. I traveled to Benasque, Copenhagen, and Lecce for summer schools and

workshops. For all this, I am deeply indebted to Evelyn, the other Penn ATLAS faculty members,

and the many people that shaped my graduate school experience.

Ian Dyckes

February 2021



Chapter 1

Introduction

The Standard Model of particle physics (SM) is a theory encapsulating our understanding of three

of the four known fundamental forces of nature. Using the framework of quantum field theory, the

Standard Model describes the electromagnetic, weak, and strong interactions. The matter particles

are spin-1/2 fermions that interact through the exchange of spin-1 gauge bosons. In addition to the

force carriers and matter particles, the Standard Model contains the Higgs field, which is responsible

for generating the masses of the fermions and gauge bosons. While the theory was established by

the 1970s, the last SM particle was not observed until 2012 when the Higgs boson was discovered

by the ATLAS and CMS collaborations at the Large Hadron Collider (LHC).

While the Standard Model has been incredibly successful in describing the outcomes of exper-

iments across a wide range of energy scales, some observed phenomena are left unexplained. As

a result, the SM is seen as a low-energy approximation of some full theory. This new theory may

present itself through modifications to the known interactions, or through the appearance of new

interactions and particles. With its high energy and luminosity, the LHC provides an excellent

opportunity to discover new physics.

By examining the shortcomings of the Standard Model, some aspects of the superseding theory

may be revealed. The most obvious outstanding issue of the SM is the lack of a quantum description

of gravity. While the other three forces are described by a quantum field theory, gravity is instead

described by the classical theory of general relativity. There is also some uncertainty in the behavior

of the three quantized forces at high energies. While the electromagnetic and weak forces are known

to unify above the electroweak scale, it is not clear if the strong and electroweak interactions unify

at sufficiently high energies as well. Such Grand Unified Theories would reduce the number of free

parameters and possibly explain the observed charge quantization, anomaly cancelation, and fermion

1
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family structure of the Standard Model. Turning now to unexplained observations, the Standard

Model does not provide a dark matter candidate or a mechanism for generating neutrino masses.

Finally, the observed Higgs mass appears to be unnaturally light, as its quantum corrections are

quadratically dependent on the highest mass scales of the theory.

These shortcomings of the Standard Model may be resolved by supersymmetry (SUSY), a con-

jectured symmetry that relates the fermions and bosons of a theory. In minimal supersymmetric

models, each SM particle receives a superpartner whose spin differs by a half unit. SUSY therefore

predicts a doubling of the particle content, with some of these new superpartners possibly within

the reach of the LHC.

However, these minimal supersymmetric extensions also introduce baryon and lepton number

violating interactions, which together can cause rapid proton decay. To prohibit such interactions,

a discrete symmetry known as R-parity is often imposed. While enforcing R-parity conservation

restores lepton and baryon number conservation, it also prevents the lightest supersymmetric particle

(LSP) from decaying to Standard Model particles. The LSP is therefore an electrically neutral,

weakly interacting, and stable dark matter candidate. For these reasons, the majority of SUSY

searches at the LHC target stable LSPs from R-parity conserving models. These LSPs would be

invisible to the detector, so their presence must be inferred from the missing transverse momentum.

While R-parity conserving SUSY models have a natural dark matter candidate, the imposition

of a discrete symmetry to prevent proton decay is ad hoc. In the B − L Minimal Supersymmetric

Standard Model (MSSM), a more elegant solution is proposed. The gauge group of the Standard

Model is extended by a local U(1)B−L symmetry, prohibiting the baryon and lepton number vi-

olating interactions introduced by SUSY. This symmetry is then spontaneously broken when the

superpartner of a right-handed neutrino acquires a vacuum expectation value. While lepton number

and R-parity are also broken in the process, baryon number is still conserved and the proton remains

stable. Since R-parity is no longer conserved, the LSPs in this model can carry electric charge and

decay directly to Standard Model particles. With its many possible LSP candidates, each with their

own unique detector signatures, the B − L MSSM has a rich phenomenology that can be explored

through novel searches at the LHC.

Theorists at Penn have studied the B − L MSSM in detail, from its low-energy phenomenology

to its origin in heterotic string theory. A fruitful collaboration between these theorists and the Penn

ATLAS group has inspired multiple searches at the LHC. First, the superpartner of the top quark

was targeted at both
√
s = 8 TeV and

√
s = 13 TeV. Since these superpartners are produced at high

rates via the strong force, these searches could be performed with more limited datasets. Now, with
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the incredible statistics of the full Run 2 dataset, SUSY searches can target particles produced via

the electroweak interaction. One such particle is the chargino, χ̃±1 , which is a likely LSP candidate

in the B − L MSSM with a unique detector signature.

This dissertation presents a search for charginos decaying to three charged leptons via χ̃±1 →

Z`± → `±`∓`±. Such a signal would produce a resonance in the trilepton invariant mass spectrum

that peaks over a smoothly falling background. In Chapter 2, the theoretical framework of the

Standard Model and B−L MSSM is presented, as well as the phenomenology of the chargino LSPs.

The LHC and ATLAS detector are then briefly described in Chapter 3. Afterwards, the Transition

Radiation Tracker data acquisition system and compression algorithm will be discussed in detail in

Chapter 4. This will include an examination of the readout limitations faced during Run 2 and the

upgrades performed to overcome them. Finally, the search for trilepton resonances from R-parity

violating chargino decays is presented in Chapter 5, with a brief conclusion in Chapter 6.



Chapter 2

Theoretical Framework

2.1 The Standard Model

The Standard Model (SM) of particle physics is a renormalizable quantum field theory which en-

capsulates our understanding of the electromagnetic, weak, and strong interactions [1–19]. As a

Yang-Mills gauge theory, the SM is defined by a Lagrangian that respects the gauge group

SU(3)C × SU(2)L ×U(1)Y . (2.1)

With the 2012 discovery of the Higgs boson by the ATLAS [20] and CMS [21] collaborations, all

particles of Standard Model have been observed.

In this section, the field content and interactions of the Standard Model are first presented.

Afterwards, the details of electroweak symmetry breaking and the gauge anomaly cancellations are

analyzed. Finally, the shortcomings of the Standard Model are discussed to illustrate the need for

new physics.

2.1.1 Field Content and Lagrangian

The field content of the Standard Model is summarized in Figure 2.1, both before and after elec-

troweak symmetry breaking. Associated with each generator of the gauge symmetries is a vector

gauge field, the quanta of which are the gauge bosons. This results in eight gluon fields for the

SU(3)C symmetry of quantum chromodynamics (QCD); the W1, W2, and W3 fields for the SU(2)L

symmetry of weak isospin; and the B field for the U(1)Y symmetry of weak hypercharge. After

electroweak symmetry breaking, the W1 and W2 bosons will mix to form the W± bosons, and the

W3 and B bosons will mix to form the Z0 boson and the photon, A0.

4
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Figure 2.1: The field content of the Standard Model before and after electroweak symmetry break-
ing, including the masses and quantum numbers [22]. Note the convention for the hypercharge
normalization differs by a factor of 1/2 from that used in this thesis.

In addition to the gauge fields, the Standard Model contains fermionic matter fields. These

matter fields are organized in three generations, with the corresponding particle in each generation

having identical quantum numbers under the gauge symmetries. The fermions can be divided into

quarks and leptons. While the quarks are charged under all three gauge groups, the leptons are only

charged under weak isospin and hypercharge. As a result, the leptons do not couple to gluons. The

leptons include the electron, muon, tau, and their associated neutrinos, while the quarks include the

up, down, strange, charm, bottom, and top flavors. The SM is a chiral theory, as the left-handed

and right-handed fermions are in different representations of the SU(2)L symmetry; the left-handed

fermions are organized in isospin doublets, while the right-handed fermions are singlets. The two

chiralities of fermions also have different hypercharges. Unlike the other fermions, which have

both left-handed and right-handed components, right-handed neutrinos are absent in the Standard

Model.1

1The observation of neutrino oscillations [23–25] suggest that neutrinos are massive. This may be explained by
the existence of right-handed neutrinos.
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Finally, the SM includes a complex scalar isospin doublet known as the Higgs field, which interacts

with the fermions and gauge bosons. Additionally, the Higgs field interacts with itself according to

a potential, the minimum of which defines the vacuum expectation value (VEV) of the field. As

a scalar, the Higgs field is the only field that can have a nonzero VEV without violating Lorentz

invariance. The shape of the Higgs potential and the location of its minimum play a major role in

the spontaneous breaking of the electroweak symmetry from SU(2)L × U(1)Y → U(1)QED and the

generation of fermion and gauge boson masses.

Spin-1 Gauge Fields

Symbol Associated Charge Group Coupling Representation

B Weak Hypercharge U(1)Y g′ (1,1, 0)
W1, W2, W3 Weak Isospin SU(2)L g (1,3, 0)

Ga Color SU(3)C gs (8,1, 0)

Spin-1/2 Matter Fields

Symbol Name Baryon Number Lepton Number Representation

Li =

(
ν
e

)
Li

Left-handed leptons 0 1 (1,2,−1)

eRi Right-handed charged leptons 0 1 (1,1,−2)

Qi =

(
u
d

)
Li

Left-handed quarks 1/3 0 (3,2, 1/3)

uRi Right-handed up-type quarks 1/3 0 (3,1, 4/3)
dRi Right-handed down-type quarks 1/3 0 (3,1,−2/3)

Spin-0 Scalar Field

Symbol Name Representation

φ = 1√
2

(
φ+

φ0

)
Higgs Field (1,2, 1)

Table 2.1: The field content of the Standard Model.

The interactions of the fields is governed by a Lagrangian2. The SM Lagrangian is constrained

by the internal local gauge symmetries, as well as the global Poincaré symmetry of special relativity.

With the field content summarized in Table 2.1, the most general dimension-4 Lagrangian that

2Technically, the object discussed here is a Lagrangian density. The Lagrangian is obtained by integrating the
Lagrangian density over space.
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respects these symmetries is given by

LSM = Lgauge + Lfermion + LYukawa + LHiggs

Lgauge = −1

2
trGµνG

µν − 1

2
trWµνW

µν − 1

4
BµνB

µν

Lfermion = L̄ /DL+ ēR /DeR + Q̄ /DQ+ ūR /DuR + d̄R /DdR + h.c.

LYukawa = yeijL̄iφeRj + yuijQ̄iφ̄uRj + ydijQ̄iφdRj + h.c.

LHiggs = |Dµφ|2 − V (φ), V (φ) = λ|φ|4 + µ2|φ|2.

(2.2)

Both the gauge and family indices are largely suppressed. Also, the Feynman slash ( /D = γµDµ)

and the Dirac adjoint (ψ̄ = ψ†γ0) notations are used, where γµ are the Dirac matrices. Notice the

Yukawa term involving the up-type quarks uses the conjugate of the Higgs field, φ̄ = iσ2φ
∗, which

also behaves like an isospin doublet but with the opposite hypercharge. This will be important in

an upcoming discussion.

In the SM, the gauge covariant derivative, Dµ is given by

Dµ = ∂µ − i
g′

2
Y Bµ − i

g

2
σiW

i
µ − i

gs
2
λaG

a
µ, (2.3)

where Y is the hypercharge, and σi and λa are the Pauli and Gell-Mann matrices that generate

SU(2)L and SU(3)C , respectively. Since the right-handed fermions are isospin singlets, they do not

couple to the W bosons. Also, since the lepton and Higgs fields are color singlets, they do not couple

to the gluons.

The field strength tensors in Lgauge are defined for each gauge field Xa
µ as

Xa
µν = ∂µX

a
ν − ∂νXa

µ + gfabcXb
µX

c
ν , (2.4)

where fabc are the structure constants of the gauge group. These structure constants are defined

such that

[ta, tb] = ifabctc, (2.5)

where t are the generators of the group. Since the U(1)Y symmetry is Abelian, the generators

commute and the structure constants are zero. As a result, Lgauge produces no terms cubic or

quartic in Bµ, so the B bosons do not self-couple. In contrast, the SU(2)L and SU(3)C symmetries

are non-Abelian, so their associated bosons can self-couple.

In addition to the gauge symmetries in Equation 2.1 and the Poincaré symmetry of special

relativity, the Standard Model has a set of continuous U(1) global symmetries. These symmetries are

considered accidental, as all dimension-4 terms that would violate them are coincidentally prohibited
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by the gauge symmetries. First, the Lagrangian is invariant under a global rotation of all the quark

fields: ψq → eiα/3ψq. According to Noether’s theorem, there must be a conserved charge associated

with this symmetry. If the quarks and antiquarks are assigned a baryon number of +1/3 and −1/3,

respectively, the total baryon number will be conserved in any process.3 The Lagrangian is similarly

invariant under independent phase rotations of the electron, muon, and tau flavor fields, resulting

in the conservation of electron, muon, and tau number.

The conservation of the individual lepton family numbers results from the omission of right-

handed neutrinos from the Standard Model. When right-handed neutrinos are added to the SM and

given Dirac masses via the Higgs mechanism, the neutrino mass eigenstates become linear combina-

tions of the flavor eigenstates. Analogous to the Cabibbo–Kobayashi–Maskawa matrix of the quark

sector, the neutrino mass and flavor eigenstates are related via the Pontecorvo–Maki–Nakagawa–

Sakata matrix. While lepton family number is now violated through neutrino oscillations, the total

total lepton number is still conserved. However, if the neutrinos are given Majorana masses, the

neutrinos and antineutrinos are no longer distinguishable, and lepton number is broken as well.

2.1.2 Spontaneous Electroweak Symmetry Breaking

Notice fermion and gauge boson mass terms are not contained in LSM. Under an infinitesimal

gauge transformation by α(x), the gauge fields transform like Xa
µ → Xa

µ + 1
g∂µα

a + fabcXb
µα

c.

Consequently, mass terms of the form m2Xa
µX

aµ are clearly not gauge invariant. For the fermions,

a mass term would be of the form mψ̄ψ = m(ψ̄LψR + ψ̄RψL), which is not gauge invariant due to

the left-handed and right-handed fields belonging to different isospin representations with different

hypercharges. As a result, it appears LSM can only describe a theory of massless fermions and gauge

bosons. However, through the Higgs mechanism, fermion and gauge boson masses can be generated.

The Higgs potential V (φ) contains quadratic and quartic terms with real constants µ2 and λ.

The λ parameter is assumed to be positive, otherwise the vacuum will not be stable. When the

dimensionful µ2 parameter is positive, the Higgs potential is concave-up everywhere and the potential

is minimized by φ = 0. However, if the µ2 parameter is driven to negative values, the Higgs potential

takes on a “Mexican hat” shape with a minimum displaced from φ = 0, as shown in Figure 2.2.

Consequently, the Higgs field obtains a nonzero vacuum expectation value, and any perturbative

calculations should involve expansions around the new minimum.

3While baryon and lepton number are conserved perturbatively, both can be violated non-perturbatively through
sphaleron processes. However, B − L remains conserved.
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Figure 2.2: The Higgs potential after electroweak symmetry breaking, which resembles a “Mexican
hat” [26]. The x and y axis are the magnitudes of the real and imaginary parts of the Higgs field,
respectively. When µ2 becomes negative, the Higgs field acquires a nonzero vacuum expectation
value.

Defining the Higgs field as

φ =
1√
2

φ1 + iφ2

φ3 + iφ4

 , (2.6)

one finds V (φ) with µ2 < 0 is minimized if φ2
1 + φ2

2 + φ2
3 + φ2

4 = |Re(φ)|2 + |Im(φ)|2 = −µ2/λ.

Therefore, the vacuum manifold is given by a 3-sphere. Without loss of generality, the vacuum

defined by φ1 = φ2 = φ4 = 0, φ2
3 = −µ2/λ ≡ v2 can be chosen, spontaneously breaking the

SU(2)L×U(1)Y symmetry. However, there is a residual symmetry which can be found be examining

which combination of the SU(2)L and U(1)Y gauge transformation preserves the vacuum φ0 =

1√
2
(0, v). Equivalently, one can find which linear combination of generators annihilates the vacuum.

One finds

(σ3 +
1

2
Y )φ0 =

 1
2

1 0

0 −1

+ 1
2 (1)

1 0

0 1

0

v

 =

1 0

0 0

0

v

 = 0, (2.7)

so a rotation about the third isospin axis can be undone by a half-rotation in hypercharge space. This

combination of generators defines a residual U(1) symmetry with a conserved charge Q = T3 + 1
2Y ,

which can be identified as U(1)QED and the electric charge, respectively.
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According to Goldstone’s theorem, a massless scalar boson is expected to appear for each broken

generator. Between SU(2)L and U(1)Y , there are four generators. Since one linear combination of

the generators preserves the vacuum and defines the residual U(1)QED symmetry, three Goldstone

bosons are expected.

To expand around the displaced vacuum φ0, the Higgs field can then be redefined as

φ(x) =
1√
2
eiσθ(x)/v

 0

v + h(x)

 ∼= 1√
2

 θ2 + iθ1

v + h− iθ3

 , (2.8)

where θ1,2,3 can be identified with the three massless Goldstone bosons, and h is the massive Higgs

boson with m2
h = −2µ2. The Goldstone bosons can be gauged away by performing an SU(2)L

transformation, resulting in

φ(x) =
1√
2

 0

v + h(x)

 (unitary gauge). (2.9)

Substituting Equation 2.9 into the kinetic term in LHiggs, one finds that the W1 and W2 bosons

acquire a mass mW = vg/2 and mix to form the familiar W± bosons. Additionally, the W3 and B

bosons mix, with one linear combination forming the massive Z boson with mZ = v
√
g2 + g′2/2, and

the other forming the massless photon of the residual U(1)QED symmetry. The real scalar degrees

of freedom associated with the three Goldstone bosons become the longitudinal polarizations of the

now massive W± and Z bosons. By inserting Equation 2.9 into LYukawa and V (φ), the fermion and

Higgs boson masses can also be found.

2.1.3 Chiral Anomalies

In quantum field theories, a classical symmetry of the action can be violated when the theory is

quantized. Such violations are known as anomalies, and their presence can ruin the renormalizability

of the theory. In gauge theories, chiral anomalies [27,28] may occur when the left-handed and right-

handed fermions are in different representations of the gauge symmetries. These chiral anomalies are

caused by diagrams connecting the axial current to two gauge currents via a fermion triangle, like

in the one-loop corrections to the triple gauge vertices. The remainder of this section is dedicated

to discussing the cancellation of these chiral anomalies in the Standard Model, closely following

Chapter 22.2 of [18].

In the Standard Model, it is easiest to evaluate these possibly anomalous diagrams in the

SU(2)L×U(1)Y basis with massless fermions. This way, the left-handed and right-handed fermions
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Figure 2.3: Possible chiral anomalies of the Standard Model [18]. Those boxed in blue require
nontrivial cancellations.

have distinct quantum numbers. In principle, chiral anomalies can result from any diagram with at

least one SU(2)L or U(1)Y boson. In contrast, diagrams where all three gauge bosons have left-right

symmetric couplings do not contribute to chiral anomalies (e.g. three SU(3)C bosons). Various

possibly anomalous diagrams are shown in Figure 2.3.

These triangle diagrams are proportional to

tr[γ5ta{tb, tc}], (2.10)

where γ5 is the fifth Dirac matrix and ta, tb, and tc are the generators associated with the gauge

bosons at the vertices. The trace is performed over all fermions that can circulate in the loop. The

anticommutator is the result of summing over the two diagrams with the fermions traversing the

loop in opposite directions. The presence of the γ5 matrix is expected since these diagrams involve

the chiral current, and it provides a relative factor of (−1) between the contributions from the

left-handed and right-handed fermions. Consequently, diagrams containing only gauge bosons with

equal couplings to both chiralities will have equal and opposite contributions from the left-handed

and right-handed fermions. Such diagrams with therefore cancel automatically, as claimed earlier.

The diagram with three SU(2)L bosons serendipitously cancels due to a special property of

the anticommutators of the Pauli matrices. Additionally, diagrams containing only one SU(2)L

or SU(3)C boson are proportional to the trace of the associated generator. Since the generators

of SU(2)L and SU(3)C are traceless, these diagrams also cancel. This leaves only the four boxed

diagrams in Figure 2.3, which must be canceled nontrivially through relations between the quantum

numbers of the various fermions.
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For example, the diagram with two SU(2)L bosons and one U(1)Y boson is proportional to

tr[σaσbY ] =
1

2
δab
∑
L

YL, (2.11)

where the sum runs over the hypercharges of all left-handed fermions. Each generation of left-

handed leptons contributes a factor of (−1) to the sum, while each generation of left-handed quarks

contributes a factor of 3(1/3) = +1. Therefore, this anomaly cancels. Despite this diagram con-

taining only electroweak gauge bosons, its cancellation is surprisingly dependent on the three color

charges of QCD. The anomaly cancellation also relies on the generation structure of the fermions.

Together, these two observations may suggest that the quarks and leptons should be unified in a

single multiplet of some larger gauge symmetry.

The other boxed diagrams in Figure 2.3 have similar miraculous cancellations, so the Standard

Model remains renormalizable. It appears the fermions have just the right quantum numbers to

cancel all chiral anomalies.

2.1.4 Shortcoming of the Standard Model

The Standard Model has been incredibly successful in describing the outcomes of experiments across

a wide range of energy scales. In Figure 2.4, the production cross sections of various SM processes

as measured by ATLAS are compared with the theoretical predictions, showing excellent agreement.

Despite this success, the Standard Model has some shortcomings, the most obvious of which is

the lack of a quantum description of gravity. A non-exhaustive list of outstanding issues includes the

cosmological constant problem [30], the hierarchy problem [31], the nature of dark matter [32,33], the

strong CP problem [34], the miraculous chiral anomaly cancellation and the generational structure

of fermions [18,27,28], the number of fermion generations [35], charge quantization and the number

of free parameters [36], neutrino masses and oscillations [23–25], the vacuum instability [37], and the

observed baryon asymmetry [38]. For these various shortcomings, the SM is seen as a low-energy

approximation of a more complete theory.

The hierarchy problem in particular is worth discussing here. While the masses of the fermions

and vector bosons are protected by chiral and gauge symmetries, the Higgs mass is destabilized by

quantum corrections. The squared mass is quadratically sensitive to the mass of any new particle

that couples directly or indirectly to the Higgs; that is, the correction from a new particle of mass

mX is ∆m2
h ∼ m2

X . As a result, any new massive particle should pull the Higgs mass away from

the electroweak scale unless the radiative corrections are carefully canceled by counter terms. If the
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Figure 2.4: Comparison of the theoretical and measured total production cross sections for various
Standard Model processes at

√
s = 7, 8, and 13 TeV [29].

Standard Model is correct up to the Planck scale, the corrections are on the order of (1018 GeV)2. For

the Higgs mass to remain near 102 GeV, the counter terms must be finely tuned over 2(18− 2) = 32

orders of magnitude. While this is not an issue of renormalization, the need for such a delicate

cancellation is unnatural, suggesting new physics may be present at a scale not too far above the

Higgs mass.

2.2 Supersymmetry

Supersymmetry (SUSY) is a spacetime symmetry that relates the fermions and bosons of a theory,

providing solutions to some of the outstanding issues of the Standard Model [39–44]. The fields are

organized in supermultiplets which contain both fermionic and bosonic states, with those falling in

the same supermultiplet being known as superpartners. The SM fermions are contained in chiral

supermultiplets with new scalar superpartners, and the SM bosons are placed in vector supermul-
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tiplets with new spin-1/2 fermionic superpartners.4 To distinguish the new superpartners from the

SM particles, the following nomenclature is introduced: the superpartners of the SM fermions have

an “s” prepended to their name (e.g. squarks and sleptons), while the superpartners of the SM

Higgs and gauge bosons are appended with “ino” (e.g. Higgsinos and gauginos).

While the motivations for supersymmetry are diverse, just a few are mentioned here. First,

supersymmetry modifies the renormalization group running of the SM gauge couplings, allowing their

unification at high energies. As a result, SUSY may be a property of Grand Unified Theories (GUTs),

which specify a larger gauge symmetry that breaks to the SM gauge group. Such theories reduce

the number of free parameters and may explain the observed charge quantization and generational

structure of fermions. Additionally, SUSY provides a mechanism for electroweak symmetry breaking

through radiative corrections. Running the parameters of the scalar potential to the electroweak

scale modifies its shape and induces a Higgs VEV, breaking the SU(2)L ×U(1)Y symmetry. When

supersymmetry is promoted to a local symmetry, it becomes theory of supergravity with the gravitino

serving as the mediating gauge fermion. Also, supersymmetry is a property of M-theory [45],

which is the best current Theory of Everything (TOE). Depending on whether or not R-parity5 is

conserved, SUSY may provide an excellent dark matter candidate or small neutrino masses. Finally,

supersymmetry alleviates the hierarchy problem, as discussed in the following section.

2.2.1 Alleviating the Hierarchy Problem and Softly Broken SUSY

In supersymmetry, the chiral symmetry protecting the fermion masses is extended to the Higgs.

Since the Standard Model particles and their superpartners are arranged in supermutiplets, they

have the same quantum numbers under the gauge and accidental symmetries. Additionally, since

the mass squared operator (P 2) commutes with the supersymmetry operators that transform the

bosons and fermions of a supermultiplet into each other, the SM particles and their superpartners

should have the same mass. As a result, the SM particles and their superpartners will have identical

contributions to the Higgs mass correction, but with opposite signs due to their differing spin

statistics. Therefore, the quadratic sensitivity of the Higgs to higher mass scales is canceled to all

orders, and the Higgs mass naturally remains near the electroweak scale.

However, no superpartners of the SM particles have been observed at the same mass, so su-

persymmetry must be broken. To avoid reintroducing the quadratic sensitivity to high scales,

4The fermions of the Standard Model cannot be placed in vector supermultiplets, as the left-handed and right-
handed fermions transform differently under the gauge group.

5R-parity will be discussed in Section 2.2.3
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supersymmetry must be broken spontaneously and softly. In softly broken SUSY, the Lagrangian

can be written as

L = LSUSY + Lsoft. (2.12)

While LSUSY preserves supersymmetry and removes the quadratic sensitivity of the Higg mass, Lsoft

contains terms that violate SUSY and introduce new corrections. However, Lsoft only contains mass

terms and couplings with positive mass dimension. If msoft is the largest mass scale in Lsoft, sending

msoft → 0 should restore supersymmetry and cancel all corrections to the Higgs mass. Therefore,

any correction due to the soft terms must be proportional to msoft, so ∆m2
h ∼ m2

soft.
6 As long as

msoft is not too large, the Higgs mass naturally stays at the electroweak scale. Naturalness therefore

suggests that at least the lightest supersymmetric particles could be within the reach of the LHC.

2.2.2 The MSSM

The Minimal Supersymmetric Standard Model (MSSM) is the simplest supersymmetric extension

of the Standard Model, in both field content and allowed interactions [46–51]. The MSSM field

content is summarized in Table 2.2. Each Standard Model particle is organized in a supermultiplet

with a new superpartner. The SM fermions and Higgs fields are placed in chiral supermultiplets,

while the gauge bosons are placed in vector supermultiplets.

Chiral Supermultiplets Spin-0 Spin-1/2 SU(3)C , SU(2)L, U(1)Y

Q (ũL, d̃L) (uL, dL) (3,2, 1/3)

ū ũ∗R u†R (3̄,1,−4/3)

d̄ d̃∗R d†R (3̄,1, 2/3)

L (ν̃L, ẽL) (νL, eL) (1,2,−1)

ē ẽ∗R e†R (1,1, 2)

Hu (H+
u , H

0
u) (H̃+

u , H̃
0
u) (1,2, 1)

Hd (H0
d , H

−
d ) (H̃0

d , H̃
−
d ) (1,2,−1)

Vector Supermultiplets Spin-1/2 Spin-1 SU(3)C , SU(2)L, U(1)Y

G g̃ g (8,1, 0)

W W̃±, W̃ 0 W±, W 0 (1,3, 0)

B B̃0 B0 (1,1, 0)

Table 2.2: Chiral and vector supermultiplets of the MSSM, following the notation from [48].

6This is analogous to how chiral and gauge symmetries protect the fermion and gauge boson masses.



2. Theoretical Framework 16

While the extension of the chiral symmetry to the Higgs boson protects its mass from any

quadratic sensitivity to new scales, it also introduces fermionic Higgsinos that contribute to the

chiral anomalies described in Section 2.1.3. In order to cancel these anomalies, a second Higgs

doublet and its superpartners must be added with the opposite hypercharge.

These two Higgs supermultiplets, Hu and Hd, are also needed to give mass to both the up-type

and down-type quarks. Recall in the Standard Model, both the up-type and down-type quarks

acquire mass through a single Higgs doublet φ and its conjugate φ̄ = iσ2φ
∗.7 However, in the

MSSM, these Yukawa terms are part of the superpotential, which has to be a holomorphic function

of the chiral superfields to be invariant under supersymmetry. As a result, the complex conjugate

of the Higgs cannot be used, and a second doublet is needed for both the up-type and down-type

quarks to acquire mass.

Notice that no Standard Model particle can be identified as the superpartner of another. While

the down-type Higgs Hd and left-handed lepton L chiral supermultiplets have the same quantum

numbers under the gauge symmetries, a Higgs boson cannot be identified as a sneutrino. The two

supermultiplets carry different lepton number, which is conserved in the MSSM, and both are needed

to cancel chiral anomalies.

Recall that the Standard Model provides no mechanism for driving the Higgs mass parame-

ter µ2 negative, triggering electroweak symmetry breaking. In the MSSM, the scalar potential is

complicated by the two Higgs doublets and the various soft breaking terms. However, primarily

through radiative corrections from the top Yukawa coupling, the soft breaking mass parameter of

the up-type Higgs, m2
Hu

, runs to negative values. As a result, Hu and Hd acquire VEVs, labeled

vu and vd, and the electroweak symmetry is broken. To reproduce the Standard Model electroweak

phenomenology, the VEV of the SM Higgs field must be related to the VEVs of the MSSM via

v2 = v2
u + v2

d = 2m2
Z/(g

2 + g′2). The ratio of VEVs is quantified by tanβ ≡ vu/vd, which is a free

parameter of the MSSM.

Between the two complex scalar Higgs doublets, there are eight real degrees of freedom. Three of

these become the Goldstone bosons of electroweak symmetry breaking, or in the unitary gauge, the

longitudinal polarization states of the W± and Z bosons. The remaining five degrees of freedom are

associated with a light and heavy CP -even Higgs boson (one of which is identified with the 125 GeV

SM-like Higgs boson), a CP -odd pseudoscalar Higgs boson, and two charged Higgs bosons. The

7This can be seen by inserting the Higgs vacuum φ0 = 1√
2

(0, v) into the up-type Yukawa term yuijQ̄iφ̄uRj to

determine their masses. The conjugate field φ̄ is required to move the VEV to the upper component of the doublet,
producing the mass term v√

2
yuij ūLiuRj .
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superpartners of the various Higgs bosons include two neutral (H̃0
u, H̃0

d) and two charged (H̃+
u ,H̃−d )

Higgsinos.

The superpartners of the Standard Model gauge bosons include the bino (B̃0), charged and

neutral winos (W̃±, W̃ 0), and the gluinos (G̃). After electroweak symmetry breaking, the bino,

neutral wino, and two neutral Higginos mix to form mass eigenstates known as neutralinos (χ̃0
1, χ̃0

2,

χ̃0
3, χ̃0

4). The charginos (χ̃±1 , χ̃±2 ) are then the mass eigenstates of the charged winos and charged

Higgsinos.

2.2.3 R-parity

The most general Lagragian with the MSSM gauge symmetries and field content does not respect

the accidental symmetries of the Standard Model. The superpotential, which specifies the non-gauge

interactions of the chiral superfields, is given by

W = ūyuQHu − d̄ydQHd − ēyeLHd + µHuHd

+ εLHu + λLLē+ λ′LQd̄+ λ′′ūd̄d̄,
(2.13)

where the gauge and generation indices are suppressed. The first line contains the three Yukawa

interaction terms, as well as the Higgsino mass term. However, the first three terms of the second line

violate lepton number, while the last term violates baryon number. If these terms are not suppressed

or prohibited by an additional symmetry, the proton will decay at rates above the current stringent

limits [52]. For example, a proton can decay to a neutral pion and a positron through the λ′ and λ′′

couplings, as shown in Figure 2.5.

Figure 2.5: Feynman diagram of proton decay via R-parity violating couplings [53]. Notice proton
decay requires both baryon and lepton number violating vertices.



2. Theoretical Framework 18

Consequently, a new discrete Z2 symmetry is imposed in the MSSM [54]. A multiplicative

quantum number know as R-parity is defined as

Rp = (−1)3(B−L)+2s. (2.14)

Notice that all SM particles have Rp = +1, while their superpartners have Rp = −1. By imposing

R-parity conservation, all of the lepton and baryon number violating terms in the superpotential are

prohibited. An additional consequence of R-parity conservation is that the lightest supersymmetric

particle (LSP) is stable. Astrophysical observations strongly suggest that if the stable LSP exists,

it is electrically neutral. Therefore, the LSP is likely a weakly interacting massive particle (WIMP)

and a good dark matter candidate.

However, this ad hoc imposition of R-parity conservation may be too heavy-handed. Notice

that to prevent proton decay, only lepton number or baryon number must be conserved. Gener-

ally, the limits on the R-parity violating couplings are less stringent when only one or a few are

nonzero. Additionally, discrete symmetries like R-parity are violated by quantum gravitational ef-

fects [55]. Therefore, R-parity should be a discrete remnant of some spontaneously broken local

gauge symmetry. However, this gauge symmetry and the field used to break it are not specified in

the MSSM. Also, this gauge symmetry has to be anomaly-free, which places constraints on the field

content [56,57].

2.3 The B − L MSSM

The B − L MSSM is arguably the most minimal supersymmetric extension of the Standard Model

that specifies the origin of the discrete symmetry used to prevent proton decay [58–65]. In this

model, the gauge group is extended by a local U(1)B−L symmetry and is given by

G = SU(3)C × SU(2)L ×U(1)Y ×U(1)B−L, (2.15)

although it is equivalent and useful in calculations to replace the U(1)Y symmetry with U(1)3R to

eliminate kinetic mixing in the field strengths of the two U(1) symmetries [66].8 Associated with this

new U(1)B−L symmetry is a gauge boson, B′, and its superpartner, B̃′.9 In order to cancel chiral

anomalies, the sum of B − L over each generation of left-handed and right-handed fermions must

be zero. Therefore, three generations of right-handed neutrinos and their superpartners must be

8The U(1)3R symmetry is generated by T3R = Y − 1
2

(B − L), which is also the diagonal generator of SU(2)R.
9Or when using the U(1)3R symmetry, the WR boson and its superpartner, W̃R.
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added to the field content of the MSSM. These new chiral supermultiplets ν̄i have a representation

of (1,1, 0, 1) under the gauge group in Equation 2.15. With the addition of the ν̄i fields, the

supersymmetric Lagrangian gains another Yukawa term in the superpotential and new soft SUSY

breaking terms.

From its definition in Equation 2.14, it can be seen that R-parity is a discrete subgroup of

U(1)B−L. Consequently, the R-parity violating terms in the superpotential are forbidden while

the U(1)B−L symmetry is intact. However, this symmetry must be broken since no massless B′

boson has been observed. Generically, a U(1)B−L symmetry in some supersymmetric model can

be spontaneously broken by a scalar field acquiring a VEV. Whether or not R-parity survives this

symmetry breaking depends on the quantum numbers of the scalar field; if the scalar carries even

3(B − L), R-parity will be conserved. Since there are no such fields in the traditional or B − L

MSSM, either the field content must be augmented to achieve R-parity conservation, or R-parity

must be broken.

In the B − L MSSM, the U(1)B−L local gauge symmetry is broken by one of the right-handed

sneutrinos acquiring a vacuum expectation value. Without loss of generality, this is assumed to

be the third generation sneutrino, ν̃∗R3
≡ ν̃c3.10 Since the sneutrinos carry L and an odd 3(B − L)

quantum number, both lepton number and R-parity conservation are broken. However, baryon

number is still conserved, and the proton is sufficiently stable. The Goldstone boson associated with

the U(1)B−L symmetry breaking is “eaten” by the B′ boson, resulting in a massive Z ′ boson.

As alluded to earlier, the B − L MSSM with R-parity violation is not a unique solution to

rapid proton decay in supersymmetric models. For example, a model with a spontaneously broken

U(1)B−L gauge symmetry can exhibit R-parity conservation [67]. However, such a model still

requires three generations of right-handed neutrino superfields, plus a new scalar field carrying an

even 3(B − L) quantum number. Alternatively, a discrete symmetry other than R-parity can be

used to prevent some of the problematic terms in the superpotential [57]. For example, baryon

triality [68] is a discrete Z3 symmetry that prevents the baryon number violating λ′′ūd̄d̄ term. This

discrete symmetry can be a remnant of an anomaly-free U(1) gauge symmetry. While such a model

does not require the addition of right-handed neutrino superfields, it does require a chiral superfield

known as a flavon to break the U(1) symmetry.

10Note the small change in notation. The left-handed sneutrinos are now labeled ν̃i.
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Symmetry Breaking Details

In the B − L MSSM, the third generation right-handed sneutrino acquires a VEV, 〈ν̃c3〉 = vR/
√

2,

breaking the U(1)3R × U(1)B−L → U(1)Y . The SU(3)C × SU(2)L × U(1)Y symmetries remains

intact, since the right-handed sneutrinos are uncharged under the Standard Model gauge group. The

SU(2)L × U(1)Y symmetry is then spontaneously broken when the up-type and down-type Higgs

fields acquiring VEVs, 〈H0
u〉 = vu/

√
2 and 〈H0

d〉 = vd/
√

2. The Yukawa terms of the superpotential

then induce a mixing of the three left-handed (s)neutrinos and the third generation right-handed

(s)neutrinos. As a result, the three left-handed sneutrinos also acquire VEVs, 〈ν̃i〉 = vLi/
√

2.

Recall that electroweak symmetry breaking generates bilinear terms that mix the left-handed

and right-handed fermions. In a similar fashion, the B − L symmetry breaking generates bilinear

terms that mix the leptons with the gauginos and Higgsinos. These new bilinear terms are generated

when the sneutrino fields in the various Yukawa terms are replaced by their VEVs. The terms from

the superpotential mix the leptons with the Higgsinos, while the terms from the super-covariant

derivatives mix the leptons with the gauginos. As a result of these R-parity and lepton number

violating terms, the chargino and neutralino mass eigenstates of the B − L MSSM are a bit more

complicated. The neutralinos are linear combinations of the bino B̃0,11 neutral wino W̃ 0, neutral

Higgsinos H̃0
u and H̃0

d , the blino B̃′, the three left-handed neutrinos vi, and the third generation

right-handed neutrino vc3. The charginos are linear combinations of the charged winos W̃±, charged

Higgsinos H̃±, and both the left-handed and right-handed charged leptons ei and eci .

With the addition of the right-handed fields, Dirac neutrino masses can be generated via elec-

troweak symmetry breaking. Through the B − L symmetry breaking, Majorana neutrino masses

are generated as well. Since the third generation right-handed sneutrino acquires a VEV at the

B − L breaking scale, its corresponding neutrino is heavy. Through their Yνi3 couplings with this

heavy neutrino, the three left-handed neutrinos are driven to low masses via the seesaw mechanism.

The first and second generation right-handed neutrinos, which couple to the left-handed neutrinos

through Yνi1 and Yνi2 , remain light as well. Therefore, the B − L MSSM provides a natural ex-

planation for the small active neutrino masses predicted by the neutrino oscillation observations.

All neutrinos are mostly Majorana, with the Dirac masses controlling the active-sterile (left-right)

mixing. The three active neutrinos and the first two sterile neutrinos remain light, while the third

sterile neutrino becomes heavy.

11Or the W̃ 0
R in the U(1)3R basis.
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Additional Motivation

Interestingly, the B−L MSSM is well-motivated from a top-down perspective, with the gauge group

resulting from the breaking of an SO(10) Grand Unified Theory in the context of E8×E8 heterotic

M-theory [69–74]. In this model, the SO(10) GUT is broken by two Wilson lines, χ3R and χB−L,

as shown in [66]. If the mass scale of χB−L is higher, the SO(10) symmetry will first break to a

left-right model with a gauge group of SU(3)C × SU(2)L × SU(2)R × U(1)B−L. If the mass scale

of χ3R is higher, the SO(10) symmetry will instead break to a Pati-Salam-like model with a gauge

group of SU(4)C×SU(2)L×U(1)3R. In either case, the second Wilson line breaks the gauge group to

that of the B−L MSSM: SU(3)C ×SU(2)L×U(1)3R×U(1)B−L. The U(1)3R×U(1)B−L symmetry

is then spontaneously broken to U(1)Y by a radiatively-induced vacuum expectation value for the

third generation right-handed sneutrino.

2.3.1 Parameter Space Scan

In order to understand the phenomenological viability of the B−L MSSM, a parameter space scan

is performed in [75]. The various model parameters, including the soft SUSY breaking masses, are

randomly scattered at high energies in the context of the SU(10) GUT described above. These

parameters are then renormalization group evolved down to the electroweak scale.

A set of low energy requirements are applied sequentially to each point in the scan. First, the

B − L symmetry must be spontaneously broken at a sufficiently high scale such that the resulting

massive Z ′ boson is above 4.1 TeV, the existing ATLAS limit [76]. Second, the electroweak symmetry

must be spontaneously broken, resulting in the correct W± and Z boson masses. Third, all sparticles

must be above the measured bounds. Finally, the SM-like Higgs must have a mass within three

standard deviations of the value measured by ATLAS [77].

The results of this scan are summarized in the left plot of Figure 2.6. Each point of the scan

can be identified by two separate linear combinations of soft SUSY breaking parameters, SBL′ and

S3R, which dominate the renormalization group equations. The points in green successfully break

the B − L symmetry and have a sufficiently massive Z ′ boson. The points that additionally break

the electroweak symmetry with the correct W± and Z boson masses are shown in purple. Of these

points, those that evade the lower bounds on sparticle masses are shown in cyan. Finally, the points

that reproduce the phenomenology of the Standard Model, including the correct Higgs mass, are

shown in black. The mass spectra of each of these valid black points was analyzed, resulting in the

histogram on the right in Figure 2.6, which shows the frequency of each sparticle as the LSP.
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Figure 2.6: The results of the B−L parameter space scan in [75]. On the left are all points where the
U(1)B−L symmetry is spontaneously broken and the Z ′ boson is sufficiently massive. The points in
black satisfy all low-energy phenomenological requirements. These are shown in the SBL′ -S3R space
at the intermediate mass scale, MI , where the left-right model is broken to the B − L MSSM. On
the right is a histogram showing the frequency of each sparticle as the LSP for these black points.

Designing an LHC Search

Searches targeting the various possible LSPs of the B − L MSSM can be performed at the LHC.

Since R-parity is violated in this model, the LSPs can carry charge and decay to Standard Model

particles. As a result, these signatures may not be covered by traditional searches for R-parity

conserving SUSY models, which typically require significant missing transverse energy from stable

and neutral LSPs escaping the detector.

As described above, the R-parity violating bilinear terms are generated from the Yukawa cou-

plings when the sneutrinos acquire vacuum expectation values. Almost all of these R-parity violating

vertices are proportional to the left-handed sneutrino VEVs, vLi, and the neutrino Yukawa couplings,

Yνij , which must be small if the active neutrinos are nearly massless. Therefore, the R-parity vio-

lating vertices are suppressed and are only relevant for the otherwise forbidden decays of the LSP.

As a consequence of this suppression, the LSPs are produced primarily through R-parity conserving

processes. Since the colliding partons each have Rp = +1 and each LSP has Rp = −1, the LSPs

must be produced in pairs.

According to the results of the parameter space scan, the predominantly bino neutralino χ̃0
B is

the most likely LSP. However, the χ̃0
B is difficult to target at the LHC since it is associated with

the Abelian U(1)Y symmetry and does not self-couple. As a result, it cannot be pair-produced

via s-channel diagrams involving Z bosons. Instead, the production of bino LSPs is reliant on

other supersymmetric particles, either through the exchange of heavier sparticles or in their cascade
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decays. Consequently, the mass spectrum must be more carefully specified, and the final state may

be complicated by the other decay products of the heavier sparticles.

The second most common LSP in the scan is the ν̃c1,2, which is a linear combination of the first

two generations of right-handed sneutrinos. However, the right-handed sneutrinos are uncharged

under the Standard Model gauge group and therefore have small production cross sections via the

SM bosons.12 Additionally, the ν̃c1,2 LSP primarily decays to two neutrinos, resulting in a detector

signature with missing transverse energy, similar to traditional R-parity conserving searches.

After the χ̃0
B and ν̃c1,2, the predominantly wino chargino χ̃±W and neutralino χ̃0

W are the next

most likely LSP candidates. The winos are a more exciting target for a dedicated search due to

their relatively high LHC production cross sections and interesting R-parity violating decays. Shown

in Figure 2.7 are the production cross sections of various supersymmetric particles. Among the

electroweak gauginos and Higgsinos, the winos are produced at the highest rate, primarily through

s-channel W± and Z bosons. Note that this calculation was performed for an R-parity conserving

model where the χ̃0
2 and χ̃±1 are assumed to be mass-degenerate winos, while the χ̃0

1 LSP is assumed

to be a pure bino. Since the contributions of the bino LSP to the χ̃
±
1 χ̃
∓
1 and χ̃±1 χ̃

0
2 production cross

sections are expected to be negligible, these cross sections also apply to the B − L MSSM with

mass-degenerate wino χ̃±1 and χ̃0
1 LSPs. The wino χ̃

±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 signal cross section ranges from

1.2 pb at 250 GeV to 1.9 fb at 1 TeV.

The phenomenology of the wino LSPs and their decays was studied in detail in [75] and [78].

The results relevant to the trilepton resonance search presented in this thesis will be discussed in

the following section.

12These right-handed sneutrinos can be pair-produced in the decays of the heavy Z′ boson associated with the
broken B −L symmetry. Therefore a monojet search may have some sensitivity to Z′(→ ν̃cν̃c → νννν) + j if the Z′

is light enough to be produced at the LHC.
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Figure 2.7: LHC production cross sections for various R-parity conserving supersymmetric processes
vs. sparticle mass [79]. The wino cross sections are calculated assuming a mass-degenerate wino χ̃±1
and χ̃0

2 and a light bino χ̃0
1, with all other sparticles decoupled [80,81].

2.3.2 Wino LSP Phenomenology

The phenomenology of the valid points in the B − L parameter space with predominantly wino χ̃±1

and χ̃0
1 LSPs was studied in [75] and [78]. The first interesting observation was that the χ̃±1 and χ̃0

1

have high wino purity, so the mass of each is dominated by the same wino mass parameter. Therefore,

the LSP and the next-to-lightest supersymmetric particle (NLSP) are nearly mass-degenerate winos,

as shown in Figure 2.8. Due to this sub-GeV mass difference, the R-parity conserving decay of the

NLSP to the LSP via a W boson is kinematically suppressed. Consequently, both the wino LSP

and NLSP will dominantly decay via the R-parity violating couplings to Standard Model particles.

Regardless of which is slightly heavier, the wino χ̃±1 and χ̃0
1 behave as effectively mass-degenerate

LSPs.

The χ̃±1 and χ̃0
1 both decay through their mixings with the leptons, which is induced by the

R-parity violating bilinear terms. The χ̃±1 can decay via χ̃±1 → Z0`±i , W
±νi, or h0`±i , while the

χ̃0
1 can decay via χ̃0

1 → Z0νi, W
±`∓i , or h0νi. The branching fractions of the χ̃±1 and χ̃0

1 to

each SM boson are calculated for each valid point in the scan with wino LSPs. The results are
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Figure 2.8: The mass splitting (in MeV) between the two winos when the χ̃0
1 is the LSP and the χ̃±1

is the NLSP (left), and vice versa (right). The wino χ̃±1 and χ̃0
1 are nearly mass-degenerate [78].

shown in Figures 2.9 and 2.10 for three ranges of χ̃±1 /χ̃0
1 mass and four ranges of tanβ. In all

cases, the branching fractions to Higgs bosons are the largest, becoming more dominant as tanβ

is increased. For both the χ̃±1 and χ̃0
1, the branching fraction to Z bosons decreases from about

15-20% for 1.2 < tanβ < 5 to about 5% for 16 < tanβ < 65. While the branching fractions are

mostly independent of the χ̃±1 /χ̃0
1 mass, there is a slight enhancement of the branching fractions to

W and Z bosons at high mass. According to the Goldstone boson equivalence theorem, the χ̃±1 /χ̃0
1

decays proceeding through the longitudinal polarizations of the W and Z bosons are enhanced with

increasing χ̃±1 /χ̃0
1 mass.

Recall, the R-parity violating bilinear terms that induce the mixing between the gauginos, Higgsi-

nos, and leptons are generated by the sneutrinos acquiring vacuum expectation values. As a result,

the neutrino sector is related to the branching fractions of the χ̃±1 and χ̃0
1 to each lepton flavor.

The leptonic branching fractions of each valid point in the scan are shown in Figures 2.11 and 2.12.

These branching fractions depend on the nature of the neutrino hierarchy (normal or inverted) and

the various parameters of the neutrino sector. However, the measurement of the θ23 neutrino mix-

ing angle has a 68% confidence interval with two statistically degenerate best-fit values for each

hierarchy [82]. These best-fit values are sin2 θ23 = 0.417 or 0.597 for the normal hierarchy, and

sin2 θ23 = 0.421 or 0.529 for the inverted hierarchy. Accordingly, the χ̃±1 /χ̃0
1 branching fractions to

leptons are shown for both hierarchies and for each choice of θ23.

Depending on the nature of the neutrino hierarchy, the valid points from the scan tend to populate

different regions of the leptonic branching fraction space. Consequently, if a signal were seen at the
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Figure 2.9: The branching fractions of the wino χ̃±1 to the different Standard Model bosons. The
results are shown for three ranges of χ̃±1 mass and four ranges of tanβ. The dashed error bars
show the maximum and minimum values in the scan, while the colored boxes show the interquartile
ranges [78].

LHC, the observed decay rates to each lepton flavor could constrain the neutrino hierarchy. In the

normal neutrino mass hierarchy, the lightest mass eigenstate is dominated by the electron neutrino

flavor eigenstate. Since the neutrino masses are proportional to the square of the R-parity violating

couplings, the decays of the winos to the electron-flavored leptons are suppressed relative to the

other flavors, reducing the branching fractions to electrons and electron neutrinos. In the inverted

hierarchy, the lightest mass eigenstate is a mix of the muon and tau flavors. Consequently, the scan

points avoid high branching fractions to the muon or tau flavors.

Finally, since the R-parity violating decays are suppressed, the decay lengths of the wino χ̃±1 and

χ̃0
1 must be investigated. If sufficiently suppressed, the χ̃±1 /χ̃0

1 may travel a measurable distance



2. Theoretical Framework 27

Figure 2.10: The branching fractions of the wino χ̃0
1 to the different Standard Model bosons. The

results are shown for three ranges of χ̃0
1 mass and four ranges of tanβ. The dashed error bars

show the maximum and minimum values in the scan, while the colored boxes show the interquartile
ranges [78].

in the ATLAS detector before decaying, resulting in a significantly different detector signature. For

each viable point, the decay lengths L = cτ are calculated under both neutrino hierarchies. The

results are shown for χ̃±1 and χ̃0
1 decays in Figures 2.13 and 2.14, respectively.13 With such short

lifetimes, the χ̃±1 /χ̃0
1 decays are considered prompt.

To summarize, the mostly wino χ̃±1 and χ̃0
1 are likely LSP candidates in the B − L MSSM.

They would be produced in χ̃±1 χ̃
∓
1 or χ̃

±
1 χ̃

0
1 pairs with a sizable cross section, at least compared to

the other electroweak supersymmetric particles. The χ̃±1 and χ̃0
1 would be nearly mass-degenerate,

with each decaying promptly via R-parity violating couplings to a lepton and a massive SM boson.

13Note the actual distance traveled by the χ̃±1 /χ̃0
1 before decaying is D = βγcτ , which is larger than L = cτ for

β > 1/
√

2 ≈ 70%.
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Figure 2.11: The branching fractions of the wino χ̃±1 to the different lepton flavors. The results are
shown separately for both neutrino hierarchies and both choices of θ23 [78].

Among the various possible final states, the χ̃±1 → Z`→ ``` decay is particularly interesting from an

experimental perspective. Due to the excellent lepton momentum resolution of the ATLAS detector,

the χ̃±1 four-vector and mass can be reconstructed accurately. While this decay channel is suppressed

by the small leptonic branching fractions of the Z boson,14 the trilepton mass resonance is a striking

signature that provides strong discrimination against the background over a wide range of possible

wino masses. This χ̃±1 → Z`→ ``` signature is targeted by the search presented in this thesis.

14B(Z → ``) = 3.4% for each lepton flavor.
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Figure 2.12: The branching fractions of the wino χ̃0
1 to the different lepton flavors. The results are

shown separately for both neutrino hierarchies and both choices of θ23 [78].
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Figure 2.13: The wino χ̃±1 decay length L = cτ for the normal (left) and inverted (right) neutrino
hierarchies [78].

Figure 2.14: The wino χ̃0
1 decay length L = cτ for the normal (left) and inverted (right) neutrino

hierarchies [78].



Chapter 3

The LHC and the ATLAS Detector

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [83] is the world’s largest particle accelerator, located outside

Geneva on the Swiss-French border. A 27 km circumference synchrotron, the LHC can accelerate

protons (and occasionally heavy ions) to nearly the speed of light. This is achieved using radio

frequency cavities to accelerate the protons, as well as dipole and quadrupole superconducting

electromagnets to steer and focus the beam. The circulating proton beams are collided at four

interaction points, around which the ATLAS [84], CMS [85], LHCb [86], and ALICE [87] detectors

are constructed.

A schematic of the CERN accelerator complex is shown in Figure 3.1. The protons that are

eventually collided by the LHC originate from a bottle of hydrogen gas. After ionizing the gas, the

protons are injected into LINAC 2, a linear particle accelerator, where the protons are accelerated to

50 MeV in energy. The protons then move on to the Proton Synchrotron Booster, then the Proton

Synchrotron (PS) itself. The protons circulate in the PS until they reach 25 GeV in energy, when

they are injected into the Super Proton Synchrotron (SPS). The SPS then accelerates the protons

to 450 GeV. Finally, the protons are injected into the LHC, forming two counter-rotating beams.

During Run 2, which spanned the years 2015 to 2018, the protons in each beam were accelerated to

6.5 TeV, resulting in a center-of-mass energy of
√
s = 13 TeV.

While the total energy and momentum of the colliding protons are well-measured, the longi-

tudinal momenta of the quarks and gluons constituting the protons are unknown. Instead, their

momenta are described by parton distribution functions (PDFs), which give the probability density

for observing a particular parton with some fraction of the proton’s longitudinal momentum. Since

31
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it is the partons that interact in the collisions, the center-of-mass energy of any interaction is below

13 TeV, and the interaction’s initial boost along the beamline is unknown.

Figure 3.1: The CERN accelerator complex [88].

To be properly accelerated by the RF cavities, the protons must pass through the cavities in

phase with the oscillating electric field. This requires the protons to be injected in bunches, and

for the RF frequency to be an integer multiple of the beam’s revolution frequency. This integer is

known as the harmonic number. With a revolution frequency of 11.2455 kHz and an RF cavity

frequency of 400 MHz, the harmonic number of the LHC is 35640. The harmonic number provides

the upper limit on the number of bunches, partitioning the beam into 35640 buckets. During Run

2, only one in every ten buckets can be filled, resulting in a minimum bunch spacing of 25 ns. Of

the 3564 available buckets, only about 2000-2500 are actually filled with bunches in any LHC run.

The number and placement of these bunches was varied over the course of Run 2 to increase the

luminosity and combat unexpected beam dumps from a malfunctioning LHC half-cell [89–91].
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Luminosity

After the center-of-mass energy, the luminosity is the most important quantity describing the beams.

Defined such that
dN

dt
= L · σ, (3.1)

the luminosity (L) relates the production cross section for some process (σ) to the expected rate for

observing such events (dN/dt). It can be shown [92] that the luminosity can be expressed as

L =
N2
pnbfrev

4πσ2
xσ

2
y

F, (3.2)

where Np is the number of protons per bunch (∼1011), nb is the number of bunches in the beam

(∼2500), frev is the beam revolution frequency (∼11 kHz), σ2
x and σ2

y are the beam widths in the x

and y directions at the interaction point (∼15 µm), and F is a geometric factor accounting for the

crossing angle of the beams (0.3–1). The luminosity is typically measured in units of cm−2 s−1 or in

b s−1 (1 barn = 10−24 cm−2). The luminosity is the highest at the beginning of a run, decreasing

over time due to beam losses. This is tracked by splitting each run into many luminosity-blocks (LBs),

which are periods during which the instantaneous luminosity, trigger rate, detector configuration,

and data quality are all approximately constant. In the second half of Run 2, the LHC regularly

reached peak instantaneous luminosities of 2× 1034 cm−2 s−1, double its design luminosity.

By integrating both sides of Equation 3.1 over time, one finds that the total number of expected

events for some process is given by N = Lint · σ, where Lint is the integrated luminosity. The

integrated luminosity therefore quantifies the total amount of data that has been delivered. Over

the course of Run 2, the LHC delivered 153 fb−1 of 13 TeV pp data with a 25 ns bunch spacing.

The ATLAS detector recorded 145 fb−1 of this data, with 139 fb−1 deemed suitable for physics

analysis [93].

Pileup

As each bunch contains many protons, multiple proton pairs can scatter every bunch crossing. The

number of pp inelastic interactions per bunch crossing is known as the pileup, labeled µ. The in-

time pileup, which only includes the interactions from the same bunch crossing, is determined by the

instantaneous luminosity per bunch (Lbunch), the inelastic cross section (σinel), and the revolution

frequency:

µ =
Lbunch σinel

frev
. (3.3)
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Additionally, because the readout windows and characteristic relaxation time scales of the ATLAS

subsystems are often longer than the 25 ns minimum bunch spacing, there is an out-of-time contri-

bution to the pileup in each event from the neighboring bunch crossings. The pileup averaged over

all bunches over the course of a luminosity-block is a useful metric for summarizing the detector

conditions, and is denoted as 〈µ〉.

The luminosity-weighted pileup distributions for the full Run 2
√
s = 13 TeV pp collision dataset

is shown in Figure 3.2, along with the cumulative luminosity by year. The pileup averaged over all

of Run 2 is 〈µ〉 = 33.7, exceeding the design peak pileup of µ ≈ 25. This is mostly driven by the

2017 and 2018 runs, when the luminosity and beam structure had to be modified due to abnormal

beam losses in the 16L2 cryogenic half-cell [89–91]. In September 2017, the 8b4e bunch structure

was developed to address this issue. Instead of long trains of bunches separated by the minimum

25 ns spacing, short trains of only 8 bunches were used, with each train separated by 4 empty bunch

crossings. While this scheme improved the beam stability, it also reduced the number of bunches

from 2556 to about 1900. In order to recover the lost luminosity, the number of protons per bunch

was increased and the beam waist was reduced. As an unfortunate side effect, the pileup drastically

increased, exceeding µ = 60 with the nominal beam separation at the interaction point. Since this

pileup was too high for the experiments, the luminosity at the start of the runs was leveled such

that the pileup did not exceed 〈µ〉 ≈ 60. This was achieved by adjusting the beam separation at

the interaction point, reducing the separation as the beam intensity decreased over the course of the

run. Through this leveling, a pileup of 〈µ〉 ≈ 60 was maintained for the first few hours of each run,

resulting in a bimodal pileup distribution in 2017. In 2018, the LHC returned to a bunch structure

with long trains and 2556 bunches, maintaining the peak pileup of 〈µ〉 ≈ 60 without leveling and

reaching peak instantaneous luminosities of about 2 × 1034 cm−2 s−1. The peak pileup in each

13 TeV pp run is shown in Figure 3.3, separated by year.
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Figure 3.2: The Run 1 and Run 2 cumulative luminosity, split by year (left) [94], and the luminosity-
weighted pileup distributions for the full Run 2

√
s = 13 TeV pp collision dataset (right) [93]. All

data recorded by the ATLAS detector is shown in the pileup profile, including special physics,
commissioning, and calibration runs. The average pileup is also shown by year.

Figure 3.3: The peak pileup for each 13 TeV pp run in 2016 (left), 2017 (center), and 2018 (right),
the main production years of Run 2 [94]. Notice the change in y-axis scale across plots. The peak
pileup was increased to µ ≈ 60 in September 2017 with the switch to the 8b4e bunch structure. A
few runs in late 2017 used the 8b4e scheme without the luminosity leveling, resulting in peak pileup
values as high as µ = 79.

3.2 The ATLAS Detector

ATLAS is a general-purpose particle detector located at one of the interaction points of the LHC.

Roughly cylindrical in shape, ATLAS consists of various sub-detectors arranged concentrically

around the beamline, providing nearly 4π coverage in solid angle. The ATLAS detector was built to

discover the Higgs boson; to provide precision measurements of the electroweak interaction, QCD,

and flavor physics; and to search for new physics beyond the Standard Model.

ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point

(IP) in the center of the detector and the z-axis along the beam pipe. The x-axis points from the

IP to the center of the LHC ring, and the y-axis points upwards. Cylindrical coordinates (r, φ)
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are used in the transverse plane, φ being the azimuthal angle around the z-axis. As the boost of

the interactions along the z-axis are unknown, the rapidity and pseudorapidity are used instead

of the polar angle (θ). The rapidity y of a particle is defined as y = (1/2)ln[(E + pz)/(E − pz)],

where E is energy and pz is longitudinal momentum. The pseudorapidity is defined simply as

η = − ln tan(θ/2), and is equal to the rapidity in the limit of massless particles. Differences in y

(and in the massless limit, η) are Lorentz invariant. For this reason, angular distances are measured

in units of ∆R ≡
√

(∆η)2 + (∆φ)2.

A cutaway view of the ATLAS detector is provided in Figure 3.4. The innermost sub-detectors

are the trackers, which measure the trajectories of the charged particles. The tracking detectors

collectively constitute the Inner Detector (ID). The ID is surrounded by a solenoid magnet, which

provides a 2 T magnetic field along the z-axis. This field causes the charged particle tracks to bend,

creating helical paths through the trackers. By measuring the sagitta of each track, the radius of

curvature and momentum of each charged particle can be determined. Outside the solenoid are

the LAr and Tile calorimeters, which measure the energy of electromagnetically and hadronically

interacting particles. Particles passing through the calorimeters initiate particle showers, and the

deposited energy is collected and measured. For accurate energy measurements, the calorimeters

are designed to contain the full showers of most particles. As a result, usually only neutrinos

and minimum ionizing muons escape the calorimeters. Finally, the outermost layer of the ATLAS

detector is the Muon Spectrometer (MS), which identifies and tracks muons. The MS is immersed

in a magnetic field produced by large toroidal magnets, causing the muon tracks to bend, enabling

additional momentum measurements. More detailed information is given for each sub-system in the

following subsections.

3.2.1 The Inner Detector

The Inner Detector [95–97] reconstructs tracks from charged particles using silicon pixel, silicon

microstrip, and straw tube tracking detectors. The Pixel detector [98, 99] is the innermost sub-

system, followed by the Semiconductor Tracker (SCT) [100–102] and the Transition Radiation

Tracker (TRT) [103–110]. The ID extends to a radius of about 1.1 m and a pseudorapidity of

|η| = 2.5. The tracks reconstructed by the ID are used directly or indirectly in lepton, photon, and

jet reconstruction, as well as vertex reconstruction and the missing transverse energy calculation.

During the long shutdown before Run 2, the Insertable B-Layer (IBL) [111, 112] was installed just

3.3 cm from the beamline, significantly improving track and vertex reconstruction, as well as the
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Figure 3.4: Cut-away view of the ATLAS detector [84].

identification of jets initiated by heavy-flavor hadrons. Schematics of the Inner Detector are shown

in Figures 3.5 and 3.6.

3.2.1.1 Pixel Detector

Including the IBL, the Pixel detector consists of four cylindrical barrel layers and three disk-shaped

endcap layers. The IBL contains about 12 million silicon pixels with a typical size of 50 µm (rφ)×

250 µm (z), resulting in a hit position resolution of 8 × 40 µm2. The following three layers, which

constitute the original Pixel detector, contain over 80 million pixels total. These pixels are around

50 µm × 400 µm in size, with a hit position resolution of 10 µm × 115 µm. The Pixel detector

typically records four hits per track, including the IBL.

3.2.1.2 Semiconductor Tracker

The Semiconductor Tracker contains four cylindrical barrel layers and nine endcap wheels on each

side. The SCT uses silicon microstrips with a pitch of 80 µm and lengths of around 10 cm. By

elongating the silicon sensor, the SCT can cover a larger volume with a manageable number of
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Figure 3.5: The Inner Detector barrel sub-systems [113].

channels (about 6 million) and a reduced material budget. The strips are arranged axially in the

barrel and radially in the endcaps, providing excellent resolution in the bending direction. Each

SCT module contains microstrip sensors on both sides which are slightly rotated relative to each

other, improving the resolution in the z-direction in the barrel and the r-direction in the endcap.

The spatial resolution of the barrel strips is 17 µm (rφ)× 580 µm (z). A track will typically transit

four SCT layers, crossing eight microstrip sensors and producing four measured space points.

3.2.1.3 Transition Radiation Tracker

The outermost layer of the Inner Detector is the Transition Radiation Tracker. The TRT is a

straw tube detector used to track particles and to assist in the identification of electrons. The

primary detector element of the TRT is the 4 mm diameter straw. An anode wire running down the

center of each straw is kept at ground while the straw wall is held at a −1.5 kV potential. These

straws are arranged parallel to the beamline in the barrel (|η| < 1.0) and radially in the endcaps

(0.7 < |η| < 2.0), with over 350,000 straws in total.

Interleaved between the straws are polypropylene/polyethylene fibers and foils, which are used
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Figure 3.6: Schematic of the Inner Detector [114].

to produce transition radiation. Relativistic charged particles passing through material of varying

indices of refraction will produce transition radiation. The total energy radiated is proportional to

the Lorentz factor (γ) of the particle and is mostly confined to a forward cone defined by an angle

of 1/γ. As the lightest charged particle, an electron will deposit more energy through transition

radiation than other charged particles of the same energy.

The TRT straws are filled with a gas mixture containing 70% either xenon or argon, as well as

27% carbon dioxide and 3% oxygen. When a charged particle passes through a TRT straw, it ionizes

the gas. Due to the potential differences between the straw wall and the central anode wire, these

liberated electrons accelerate towards the wire, creating an avalanche current. By measuring the

arrival time of the first ionization electrons, the track’s distance of closest approach to the wire can

be determined. The X-ray transition radiation photons produced in the material between the straws

will liberate additional electrons from the Xe or Ar gas through the photoelectric effect, producing

larger currents on the anode wire. By discriminating the analog signal with separate low and high

thresholds, the TRT can be used for both tracking and electron identification.
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Spanning the region defined by 563 < R < 1066 mm and |z| < 2710 mm, the TRT covers a large

volume with a low material budget. While the 4 mm diameter straws are much larger than the

silicon sensors of the Pixel and SCT detectors, the TRT can achieve a spatial resolution of about

130 µm. This is due to its precise timing information, large lever arm, and high hit multiplicity.

A charged particle will traverse approximately 30 straws as it passes through the TRT, providing

many position measurements over a large distance. To provide precise tracking information at high

straw occupancies, the TRT requires fast electronics and high data transmission rates. The TRT

data acquisition system and the challenges it faced in Run 2 will be discussed in Chapter 4.

3.2.2 The Calorimeters

Beyond the Inner Detector and solenoid are the calorimeters, covering the region with |η| < 4.9.

ATLAS has separate calorimeter systems used to measure the energies of particles interacting electro-

magnetically and hadronically. These are sampling calorimeters, with alternating layers of absorber

and active material. As particles pass through the calorimeters, the absorber layers initiate showers

while the active layers collect and measure the deposited energy. For accurate energy measurements

and particle identification, the electromagnetic and hadronic showers must be contained in their

respective calorimeters, and the punch-through into the Muon Spectrometer must be mitigated. For

this reason, both calorimeters must be sufficiently thick. At η = 0, the EM calorimeter is about 22

radiation lengths thick, while the hadronic calorimeter is about 11 interaction lengths deep. The

good containment and large η-coverage are vital in measuring the missing transverse energy. A

cut-away view of the calorimeters is shown in Figure 3.7.

3.2.2.1 Electromagnetic Calorimeters

Immediately beyond the solenoid is a high-granularity lead and liquid-argon (LAr) electromagnetic

(EM) sampling calorimeter [116] used to measure the energy of electrons and photons. With its ac-

cordion geometry, the EM calorimeter has complete φ coverage without cracks. The EM calorimeter

is divided into barrel (|η| < 1.475) and endcap (1.375 < |η| < 3.2) components, with the endcaps

further divided into inner (1.375 < |η| < 2.5) and outer (2.5 < |η| < 3.2) wheels. Over the region

corresponding to the Inner Detector (η < 2.5), the EM calorimeter is segmented in three layers with

fine ∆η×∆φ granularity, enabling accurate measurements of electrons and photons. The first layer

has particularly fine granularity in the η direction, providing good discrimination between prompt

photons and the showers from neutral pions decaying to two collimated photons. The outer endcap
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Figure 3.7: Cut-away view of the ATLAS calorimeters [115].

wheels are segmented in just two layers and have a coarser lateral granularity. Finally, the |η| < 1.8

region has a presampler layer of LAr before the first layer of the calorimeter. This presampler is

used to correct for energy lost before the calorimeter. A schematic of the EM calorimeter near η = 0

is provided in Figure 3.8.

3.2.2.2 Hadronic Calorimeters

Outside the electromagnetic calorimeters are the hadronic calorimeters [118], used to measure the

energy of strongly interacting particles. The barrel (|η| < 1.0) and extended barrel (0.8 < |η| < 1.7)

calorimeters consist of alternating layers of steel and scintillating tiles. These calorimeters are divided

into 64 modules azimuthally and three layers radially. Both sides of the scintillating tiles are read out

separately using photomultiplier tubes. The hadronic endcap calorimeters (1.5 < |η| < 3.2) consist

of copper plates interleaved with LAr layers. Each endcap is composed of two wheels, which are

divided into 32 modules azimuthally and two segments radially. As hadronic showers are typically

broader than electromagnetic showers, the active material of the hadronic calorimeters has a coarser

granularity of about ∆η ×∆φ = 0.1× 0.1.

In addition to the EM and hadronic calorimeters described above, the most forward region (3.1 <

|η| < 4.9) is covered by copper/LAr and tungsten/LAr calorimeters optimized for electromagnetic
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Figure 3.8: Schematic of the electromagnetic calorimeter near η = 0 [117].

and hadronic measurements, respectively.

3.2.3 The Muon Spectrometer

Muons produced in the collisions typically pass through the Inner Detector and calorimeters without

depositing a significant fraction of their energy. Since muons are minimum ionizing and about 200

times heavier than electrons, they lose little energy in the electromagnetic calorimeter through

ionization or bremsstrahlung. Also, since muons are colorless, they do not interact significantly with

the hadronic calorimeter.

Before escaping the detector, the muons pass through the Muon Spectrometer [119]. The outer-

most sub-system of the ATLAS detector, covering the region of |η| < 2.7, the MS is instrumented

with tracking and triggering chambers. The MS is immersed in a magnetic field produced by the

barrel (|η| < 1.4) and endcap (1.6 < |η| < 2.7) toroids. These air-core magnets produce an toroidal

field of about 0.5 T and 1.0 T in the barrel and endcaps, respectively. Muons passing through the

MS are therefore deflected in rz-plane, enabling an additional momentum measurement independent

from the Inner Detector. In the barrel, the MS is instrumented with three cylindrical layers of Mon-



3. The LHC and the ATLAS Detector 43

Figure 3.9: The ATLAS muon system [84,120].

itored Drift tubes (MDTs), which provide precision tracking. In the endcaps, MDTs are arranged

in three planes perpendicular to the beam. Due to high muon and background rates, the innermost

endcap plane uses high granularity Cathode Strip Chambers (CSCs) at the highest pseudorapidities

(2 < |η| < 2.7). The MS also contains Resistive Plate Chambers (RPCs) and Thin Gap Chambers

(TGCs) in the barrel and endcaps, respectively, which are used for triggering and for tracking in the

non-bending (rφ) plane.

3.2.4 Trigger and Data Acquisition System

When digitized, the detector signals from each event produce about 1.5 MB of data. With a collision

rate of 40 MHz, the ATLAS detector produces about 60 TB/s. To reduce the amount of data that

needs to be read out by the detectors and stored offline, ATLAS uses a trigger system to select

events with potentially interesting features.

An overview of the ATLAS Trigger and Data Acquisition (TDAQ) system is provided in Fig-

ure 3.10. ATLAS uses a two-level trigger system [84, 121], with a hardware-based first-level (L1)

trigger and a software-based high-level trigger (HLT). Using coarse granularity information from the

calorimeters and the muon system, the L1 trigger forms a decision in 2.5 µs, reducing the event rate

from the 40 MHz LHC collision frequency to 100 kHz. When a L1 accept signal is received by the

various sub-detectors, the event data from the front end electronics is packaged by ReadOut Drivers

(RODs) and sent off-detector to the ATLAS Readout System (ROS). The L1 trigger also identifies

Regions of Interest (RoIs) that contain interesting features, and passes their η and φ coordinates to

the HLT. The HLT then uses the full detector readout to form a trigger decision within hundreds of
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Figure 3.10: ATLAS Trigger and Data Acquisition system in Run 2.

milliseconds, reducing the event rate to about 1.5 kHz. Despite the limited time to form a trigger

decision, the quality of the event reconstruction in the RoIs approaches that of the offline algorithms.

Events passing the HLT are reconstructed fully offline and stored permanently.

3.3 Particle Identification and Reconstruction

Physics objects, such as leptons and jets, are reconstructed from the digitized signals in the var-

ious sub-detectors. The detector signatures of various Standard Model particles are illustrated

in Figure 3.11. Electrons and photons are characterized by energy deposits in the electromagnetic

calorimeter, with little or no energy deposited in the hadronic calorimeter. As electrons are charged,

they leave a track in the Inner Detector. Stable hadrons, such as protons and neutrons, leave little

energy in the EM calorimeter, depositing their energy primarily in the hadronic calorimeter instead.

Since the muons produced at the LHC are approximately minimum ionizing, colorless, and too heavy

to lose energy through bremsstrahlung radiation, they travel through the entire detector without

depositing a significant fraction of their energy. However, they leave tracks in both the Inner De-

tector and Muon Spectrometer. Finally, neutrinos escape direct detection, as they are neutral and

weakly interacting.

Due to color confinement, strongly interacting particles produced in the collisions hadronize,
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forming sprays of color-neutral bound states known as jets. Generally, it is difficult to distinguish

between jets initiated by gluons and light (u, d, s) quarks, although multivariate taggers exist [122,

123]. However, jets initiated by b-quarks (and to a lesser extent, c-quarks) can be distinguished

due to the longer lifetimes of their associated hadrons. With lifetimes on the order of a picosecond,

B-hadrons travel a few millimeters in the transverse direction before decaying, producing displaced

vertices. Finally, top quarks are unique in that they decay via the weak force to bottom quarks

before hadronizing.

As discussed earlier, the boost of the parton-parton interaction along the z-axis is unknown.

However, the momentum in the transverse plane before and after the collision must sum to zero. The

negative vector sum of the momenta of all visible physics objects in an event is the missing transverse

momentum, pmiss
T , and its magnitude is the missing transverse energy, Emiss

T . By measuring the

Emiss
T , the presence of neutrinos or new invisible particles can be inferred.

When performing physics analysis, additional selection criteria are applied to the various physics

objects. These selections are simultaneously optimized for signal efficiency and background rejection.

The criteria applied to the leptons, photons, jets, and Emiss
T in the trilepton resonance analysis are

described in Chapter 5.
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Figure 3.11: Detector signature of various Standard Model particles [124].



Chapter 4

TRT Compression

The front end electronics of the Transition Radiation Tracker (TRT) produce about a megabyte of

data every bunch crossing by digitizing the straw signals. In order to read this data off the detector

at Level-1 trigger rates as high as 100 kHz, it must first be compressed. The TRT employs a Huffman

compression algorithm that drastically reduces the size of the data; however, this compression scheme

proved insufficient under the harsher conditions of Run 2. As the pileup, detector occupancy, and

L1 trigger rate increased, the TRT approached its bandwidth limit. Faced with a possible TRT-

induced throttling of the ATLAS L1 trigger rate, two possible upgrades to the readout system were

studied: increasing the bandwidth through a hardware replacement, or improving the compression

performance by adopting a lossy scheme. The latter purposed upgrade is discussed in detail in this

Chapter.

First, an overview of the TRT data acquisition system is provided in Section 4.1. Next, the

formation and digitization of the straw signals is detailed in Section 4.1.1, followed by the data

path in Section 4.1.2. Afterwards, the nominal Huffman compression algorithm and the method

by which its performance is evaluated are presented in Sections 4.2 and 4.2.1. The saturation of

the bandwidth is examined in Section 4.2.2, followed by the definition of a new lossy compression

scheme in Sections 4.3 and 4.3.1. The performance of this new lossy scheme is examined in Sec-

tion 4.3.2. Finally, the ultimate Run 2 DAQ system configuration is presented in Section 4.4, with

some concluding remarks in Section 4.5.

47
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4.1 Data Acquisition Overview

In this section, an overview of the TRT data acquisition (DAQ) system is provided, including the

digitization of the straw signals and the flow of the straw data off the detector. A schematic of

the TRT DAQ system is shown in Figure 4.1. The paths of the timing, trigger, and control (TTC)

information is shown in blue, while the path of the data is shown in red. The ATLAS Central

Trigger Processor (CTP) passes the TTC information to the four TRT Local Trigger Processors

(LTPs). The LTPs then propagate the information to the 48 TRT-TTC modules, which are located

in Versa Module Eurocard (VME) crates in USA15, the underground counting room. The TRT-TTC

modules send the TTC information down to their associated TTC patch panels. Located inside the

ATLAS toroid, the patch panels fan the TTC signals out to the many front end boards. Additionally,

the TRT-TTC modules pass the TTC information to the TRT ReadOut Drivers (RODs), which are

the back end data processing boards, residing in the same VME crates as the TRT-TTC modules.

When a trigger is received by the front end, data is sent off-detector through ROD patch panels

(also in the toroid) to the RODs in USA15. After combining the data from many front end boards

into a single data fragment, the RODs send the data to the ATLAS ReadOut System (ROS).

Figure 4.1: Schematic of the TRT data acquisition system.

As shown in Figure 4.2, the TRT is divided into barrel and endcap segments, each of which has

an A and C side. The barrel and endcap segments are further divided into 32 φ-sectors, and the

endcaps are separated into low-z and high-z wheels. For each side of the barrel, one TRT ROD is

responsible for the straws covering a single φ-sector. In each endcap, two RODs are needed to cover
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the low-z and high-z straws of a single φ-sector. This results in 192 RODs total.

Figure 4.2: The TRT barrel and endcaps sections.

4.1.1 The Straw Word

The formation and digitization of the straw signals are discussed in this section. When a minimum

ionizing particle passes through a TRT straw, it deposits about 2 keV in the gas mixture, creating 5-

6 primary ionization clusters per millimeter along its track. Due to the potential difference between

the straw wall and the central anode wire, these liberated primary electrons drift towards the wire.

In the strong electric field near the wire, collisions between the primary electrons and the gas

create an avalanche current. By measuring the arrival time of the earliest ionization electrons, the

track’s distance of closest approach to the wire can be determined. The primary ionization electrons

liberated near the straw walls will take about 50 ns to drift to the wire, and will therefore not arrive

in the same bunch crossing that produced the charged particle. The primary ionization clusters

produced by a charged particle passing through the TRT are shown in Figure 4.3.

As the electrons from the collision have higher Lorentz γ-factors than other charged particles of

the same energy, they often deposit significantly more energy through transition radiation. The X-

ray transition radiation photons produced in the material between the straws will liberate additional

electrons from the Xe or Ar gas through the photoelectric effect, resulting in larger currents on the

anode wire. The transition radiation photons produced by these electrons typically have energies in

the 5-15 keV range.

The wire signal is then processed by an Application Specific Integrated Circuit (ASIC) known

as the ASDBLR [108], which performs the amplification, shaping, baseline restoration, and ultimate

discrimination of the analog signal. The TRT makes use of two discriminators: a low threshold
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Figure 4.3: The primary ionization clusters and transition radiation produced by a charged particle
passing through the TRT. The liberated electrons drift to the anode wires running down the center
of the straws. The distance of closest approach to the wire can be determined by the arrival time
of the earliest ionization electrons.

(LT) and high threshold (HT). The LT is set at an effective energy of about 300 eV, well below

the typical energy deposited by a minimum ionizing particle. This enables the detection of the very

first primary ionization electrons to reach the wire, which is important for determining the track’s

distance of closest approach. The HT is optimized simultaneously for identifying electrons and

rejecting charged pions, resulting in an effective energy threshold of about 6 keV. A typical electron

will cross about 30 straws, exceeding the HT in about 6 straws. An idealized straw signal pulse is

shown in Figure 4.4. In Figure 4.5, the probability of a straw signal satisfying the high threshold as

a function of the transiting particle’s Lorentz γ-factor is shown, as well as the fraction of hit straws

on track exceeding the high threshold.

Figure 4.4: Idealized straw signal pulse from an electron and the resulting bit pattern. Due to the
large Lorentz factor, the electron deposits enough energy through transition radiation to satisfy the
high threshold.

The ternary output of the ASDBLR is sampled and digitized by the Drift Time Measuring Read
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Figure 4.5: The probability of a straw signal satisfying the high threshold as a function of the
transiting particle’s Lorentz γ-factor (left) and the fraction of hit straws on track exceeding the high
threshold (right) in the TRT barrel [125].

Out Chip (DTMROC), which creates bits indicating if the thresholds are exceeded in some time bin.

The low tracking threshold is sampled every 3.125 ns, resulting in eight bits per bunch crossing. A

ninth bit is created indicating if the high threshold is exceeded at any time during the 25 ns. These

nine bits per straw are stored in the L1 Pipeline on the DTRMROC, which is a first-in, first-out

(FIFO) buffer. The result of the low and high threshold sampling of the signal pulse is also shown

in Figure 4.4.

When a L1 trigger is received by the DTMROCs, the data from the bunch crossing of interest

and the two following bunch crossings is packaged and sent off the detector. These 27 bits of data

constitute a straw word or bit pattern, the structure of which is shown in Figure 4.6.15 These

straw words are the fundamental unit of data, and they are extremely important in the upcoming

discussion of the TRT compression algorithm.

Figure 4.6: Structure of the 23-bit straw word. For Run 2, the last four low threshold bits are
dropped.

15Notice the last four LT bits are no longer read out of the DTMROC buffers in Run 2. This modification will be
justified in Section 4.1.2.
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4.1.2 Data Flow

Now that the structure of the straw word has been presented, the flow of the data off the detector

will be described. First, there are a couple of relevant details regarding the DTMROC that must

be introduced here. In addition to the nine bits from each bunch crossing, a four bit bunch crossing

identifier (BCID) and a single bit error flag are stored in the L1 Pipeline. In order to sample the

LT output eight times every bunch crossing, the DTMROC needs eight buffered clocks separated by

3.125 ns. The error flag indicates the latching of these eight clocks to an internal 25 ns clock with a

50% duty cycle. The error flag is set if the duty cycle of the latch pattern is not within 50± 12.5%,

updating every bunch crossing.

When a L1 trigger is received, the data from the desired and following two bunch crossings is

serialized into a single DTMROC data fragment, the structure of which is summarized in Table 4.1.

With eight straws per ASDBLR, and two ASDBLRs per DTMROC, these data fragments contain

the bit patterns from 16 straws. A 12-bit header is added to the data fragment which contains,

among other information, the L1 identifier (L1ID), BCID, and a common error status. This results

in 444 bits of data per DTMROC per triggered readout.

Data Bits Note

Preamble 3 101

Send-ID 1

9 bit header
L1ID 3
BCID 4
Error 1

Straw 0 27

9 bits per bunch crossing × 3 bunch crossings.
Straw 1 27
... ...
Straw 15 27

Table 4.1: The 444-bit DTMROC data fragment.

The data fragments from each DTMROC are then sent over twisted-pair cables to the ROD

patch panels via low-voltage differential signaling at 40 Mbit/s. As the DTMROC data fragments are

444 bits in length, this limits the maximum L1 rate at which the TRT can run to 40 Mbps/444 bits ≈

90 kHz. In order to reach the Run 2 target trigger rate of 100 kHz, the last four LT bits of each

straw word are no longer included in the DTMROC fragments.

Each endcap (barrel) ROD patch panel receives data from 120 (104) DTMROCs, serializing the
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fragments onto four Gigabit Optical Links (GOLs) [126]. Each GOL can multiplex, encode16, and

serialize the data from up to 32 input channels synchronously with the 40 MHz LHC clock, resulting

in a 1.28 Gbit/s data stream. This data is then driven over optical cables to the RODs in the

counting room (USA15) using 850 nm vertical-cavity surface-emitting lasers (VSCELs).

In the ROD, the data from the four GOL channels is deserialized first into individual DTMROC

fragments, then again into individual straw words. To ensure synchronization, the header informa-

tion of each DTMROC fragment is checked against the L1ID and BCID provided by the TRT-TTC.

The ROD then serializes the straw words into a single event fragment, the structure of which is

shown in Figure 4.7. The 23-bit straw patterns are first zero-padded out to full 32-bit words. With

16 straws per DTMROC and 120 (104) DTMROCS per endcap (barrel) ROD, the data block is

1920 (1664) words in length. In addition to the data block, a variable-length error block is built.

Half of a 32-bit word is written for each DTMROC with incorrect event identifiers or a set error

flag in its header, resulting in a maximum error block size of 60 words. Various event metadata

are included in a nine word header and three word trailer, including the L1ID, BCID, and a ROD

identifier, among other information.

Figure 4.7: Structure of the data fragment for an endcap ROD, which has 120 DTMROCs and 1920
straws. The 23-bit straw words are expanded to 32-bit words by padding with zeros. The barrel
ROD data fragments have an identical structure, except there are only 104 DTMROCs and 1664
straws per ROD.

Finally, the ROD fragment is sent to the ATLAS ReadOut System (ROS) via a duplex fiber

using the S-LINK specification [127]. The S-LINK is implemented using High-Speed Optical Link

for ATLAS (HOLA) interface cards [128]. While designed to transmit 32-bit words at 40 MHz (160

MByte/s or 1.28 Gbit/s), the HOLA cards were overclocked to 50 MHz in Run 2. If this S-LINK

bandwidth is exceeded, the ROS will assert a Link Full signal, causing the ROD to assert BUSY

to its TRT-TTC. This prevents any new L1 trigger requests until the current data can be read

out, causing dead-time for the entire ATLAS detector. With the overclocked 50 MHz S-LINKs,

the TRT can only reach the target 100 kHz L1 trigger rate if the event fragments are shorter

16The straw data is 8b/10b encoded by the GOLs, resulting in an actual data transmission speed of 1.6 Gbit/s.
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than (50M words/s)/(100 kHz) = 500 words. This can only be achieved if the ROD fragments are

compressed before they are transmitted through the S-LINK.

4.2 Huffman Compression

The TRT RODs use Huffman coding [129] to compress the event fragments before sending them

through the S-LINK, allowing the TRT to operate at high L1 trigger rates. The Huffman algorithm

takes advantage of the fact that most of the 223 possible straw patterns are used rarely, if at all.

Charged particles passing through straws tend to produce trains of set LT bits, with the time over

threshold (i.e. the number of consecutively set bits times 3.125 ns) related to the track’s distance of

closest approach. Straws that are not traversed by any charged particles during the readout window

will produce 23 bits of zeros. The Huffman algorithm assigns short code words to the straw bit

patterns, such that the most frequent patterns receive the shortest code words. The translation

between bit patterns and code words is stored in a compression table, which is loaded in the ROD

firmware. Once compressed, the ROD fragment is sent though the S-LINK to the ROS, where it

is decompressed using the same table. The name of the compression table used to compress the

fragment is stored in the header, so the ROD fragments are self-describing.

Since the memory allocated to the compression table is limited in size, only about 100,000 of the

most common patterns can be assigned code words. The remaining patterns are sent through the S-

LINK uncompressed, preceded by a 5-bit escape code. As empty straws are by far the most common

pattern at most occupancies, they are assigned the shortest possible code word: 0b1. The average

code word length of the hit straws is about 11 bits, significantly shorter than the uncompressed

23-bit patterns.

In general, Huffman coding is an invertible process, as there is a one-to-one mapping between

symbols (straw patterns in this case) and code words. When data is encoded and decoded, the

original data is recovered. Since no information is lost, Huffman coding is considered a lossless

compression scheme. For any lossless compression scheme, the average code word length, and

therefore the compressed data size, is bounded from below by the Shannon entropy [130]. The

entropy, H, is the weighted average of the information content, hi, of all symbols:

H =
∑
i

wihi =
∑
i

wi log2

1

wi
= −

∑
i

wi log2 wi. (4.1)

The weight of a symbol, wi, is just its frequency normalized by the total number of symbols. Huffman

coding is optimal among lossless compression schemes when each symbol is encoded separately, with
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Figure 4.8: Huffman coding example from [131]. A Huffman tree is generated from the string of
characters in Step 1, as shown in Steps 2-6. The compression table in Step 7 is determined by
traversing the tree from the root to each leaf. Finally, the encoded message is shown in Step 8.

the length of the compressed data often approaching the theoretical limit.

A generic example of Huffman coding from [131] is provided in Figure 4.8. Each character

in the string being compressed is analogous to a TRT straw pattern in the ROD fragment. The

compression table is generated by creating a binary tree of nodes. First, all characters are sorted

by their frequencies. Next, the two characters with the lowest frequencies are used to create a new

internal parent node, having these two characters as child nodes. The child nodes are then removed

from the list, and the parent node is added to the list with a frequency equal to the sum of the

frequencies of the two children. This process is continued iteratively until there are is only one node

left: the root of the Huffman tree. To create the compression table, the binary tree is traversed from

the root down to each leaf.

In Huffman coding, the code words are variable in length, and no code word is a prefix for any

other. For this reason, Huffman coding is said to be prefix-free. As a result, when parsing the

compressed fragment, bits can be read until a code word is recognized; no delimiters are needed

between code words. This can be seen for the compression table in Step 7 and the encoded data
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stream in Step 8 of Figure 4.8. Also, notice that no character in this example is so common that it

receives a single-bit code word. It is actually more advantageous to code the most common character

(A) with two bits as 0b10, since encoding it as 0b1 would prevent all other codes from starting with

a 1 in the leftmost (most significant) bit.

4.2.1 Compression Performance

As mentioned in the Section 4.2, the empty straws receive the shortest possible code word, 0b1,

as they are by far the most common bit pattern at most detector occupancies. Consequently, the

size of the compressed ROD fragment is dominated by the number of empty straws. Together with

the average code word length for the hit straws, lave, the compressed ROD fragment size can be

estimated (in 32-bit words) using the following equation:

compressed fragment size = Nstraws × [occ× lave + (1− occ)× 1] / 32 + error block + fixed overhead

= Nstraws × [occ× (lave − 1) + 1] / 32 + error block + fixed overhead,
(4.2)

where Nstraws is the number of straws associated with the ROD and occ is the occupancy. The

fixed overhead includes fragment headers and frame words associated with the S-LINK protocol.

The error block ranges from 0 to 60 words in length, depending on the number of DTMROCs with

errors. The maximum L1 trigger rate at which the TRT can run before saturating the S-LINK

bandwidth is then given by:

max L1 rate = S-LINK rate / compressed fragment size. (4.3)

Note lave is generally not constant; it varies with the detector conditions and the compression

table used to collect the data. Huffman coding creates a compression table that is optimized for the

data from which it is generated, since the assignment of code words is based on the frequency of

each straw pattern. As a result, if the beam or detector conditions change, the bit pattern frequency

distribution will shift and the compression table will become suboptimal.

In practice, the compression table is optimized on data from the earliest luminosity-blocks of LHC

runs, when the luminosity, pileup, TRT occupancy, and L1 trigger rate are the highest. Under these

conditions, the S-LINK bandwidth usage is closest to the limit. As the pileup and occupancy decrease

over the course of the run, the bit pattern frequency distribution changes, and the compression table

becomes suboptimal for the hit straws. However, any possible lengthening of lave is counteracted

and dominated by the increasing number of empty straws. As a result, the compressed fragment size

decreases over the course of the run, as shown in Figure 4.9. Additionally, the trigger rate decreases
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over the run, further alleviating the S-LINK bandwidth usage. If the run conditions change, the new

data is first collected with the existing compression table. Offline, the new data is decompressed

using the existing table, and a new table is generated from the straw pattern frequency distribution

of the new data. This new table is then loaded in the ROD firmware and used in future runs.

Figure 4.9: The average compressed fragment size for all RODs over the course of a 2016 run,
measured in 32-bit words. The event size decreases over the run with the increase in empty straws.
Some separation can be seen between the high-z endcap RODs and the low-z endcap and barrel
RODs. The straw occupancy increases in the forward direction, and the endcap RODs are responsible
for more straws. As a result, the RODs covering the high-z endcap wheels have the largest event
fragments.

To measure lave for some given data and compression table, the data is first decompressed offline

with whichever table was used to collect it. The decompressed data is then compressed again

using the desired table, allowing the calculation of lave from the observed code words. Typically,

lave is about 11 bits when using a compression table generated from similar (but orthogonal) data,

growing slowly as the pileup increases. This suggests that the bit pattern frequency distribution may

shift significantly with the run conditions, but its width changes more slowly. When the frequency

distribution flattens, the Huffman algorithm loses predictive power, and lave lengthens.

4.2.2 Bandwidth Saturation

Early in Run 2, the LHC delivered data with 〈µ〉 ≈ 40 at the start of the runs. In the high-z endcap

RODs, where the occupancy is the highest, this resulted in a straw occupancy of about 66%. The

compression table in use at the time was generated from 〈µ〉 = 37 data and was well suited for the

run conditions. ATLAS collected this data with a L1 trigger rate of about 85 kHz, resulting in an

S-LINK bandwidth usage of about 80% for these RODs.
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Assuming a constant lave and using Equations 4.2 and 4.3, the maximum possible L1 rate at

which the TRT can run before saturating the S-LINK can be estimated as a function of the TRT

occupancy. This projection is shown in Figure 4.10. The thickness of the purple band reflects the

variable length error block; the upper and lower edges correspond to the minimal and maximal

lengths, respectively. The green star marks the occupancy and L1 rate at which the high-z endcap

RODs collected this 〈µ〉 ≈ 40 data, while the red star marks the maximum possible L1 rate at which

the data could have been collected before saturating the S-LINK. From this projection, it is clear

that the TRT is already approaching the S-LINK bandwidth limit when running at 100 kHz, and

a large error block would result in saturation. This point is reinforced by Figure 4.9, which shows

that some ROD fragments are approaching the 500 word limit for reading out data at a 100 kHz

with the 50 MHz S-LINK. The projection also suggests that at higher pileup and straw occupancy,

the TRT may be unable to reach 100 kHz with even a minimal error block.

Figure 4.10: Projection of the maximum possible L1 rate at which the TRT can run before saturating
the S-LINKs, as a function of the TRT occupancy. This projection is for the 50 MHz overclocked S-
LINKs. The width of the purple band reflects the variable width error block; the upper (lower) edges
correspond to minimal (maximal) error blocks. The green star marks the occupancy and L1 rate at
which the 〈µ〉 ≈ 40 data was collected during a 2016 run, while the red star marks the maximum
possible L1 rate at which the data could have been collected before saturating the S-LINK.

This projection was made after several modification to the readout that decreased the S-LINK
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usage. As described in Section 4.1.1, the last four LT bits were dropped from the straw patterns

in Run 2. Furthermore, the first and last HT bits are masked to zero, and only the middle HT bit

is used for particle identification. Both of these modifications reduce the space of possible straw

words, which benefits the Huffman compression. Finally, a hardware validity gate was installed in

the ROD firmware which requires at least one set LT bit in a window of 13 bits. If no set bits fall

within the window, the entire word is masked to zero and encoded as if it were an empty straw,

effectively decreasing the occupancy and improving the compression. The hardware validity gate

is implemented as a bitwise AND between the 23-bit straw pattern and the hex word 0xDFEE

(0b00000001101111111101110).

Faced with a possible TRT induced throttling of the ATLAS L1 trigger rate, the TRT data ac-

quisition and software teams began investigating two possible solutions to the bandwidth saturation,

one hardware and one software/firmware:

• Replace the HOLA cards on the RODs to increase the S-LINK rate to 60 MHz.

• Implement a new lossy compression scheme that improves the compression by removing infor-

mation, such that the tracking is unaffected.

The HOLA card upgrade was completed in the Spring of 2017, just before the pileup was unexpect-

edly increased to 〈µ〉 = 60 to maintain the desired luminosity while avoiding beam dumps triggered

by the problematic 16L2 cryogenic half-cell [89–91]. Even with the increased bandwidth from the

HOLA care upgrade, it was not clear if the TRT would be able to reach 100 kHz at 〈µ〉 = 60 with-

out observing the data, as the behaviour of the straw pattern frequency distribution at high pileup

was unknown. It was possible that the distribution would flatten, increasing lave. The compressed

fragment size would then increase faster than the projections from 〈µ〉 = 40 data would suggest.

For this reason, it was imperative that both possible upgrades were pursued.

4.3 Lossy Compression

For any lossless compression scheme, including Huffman coding, the average code word length is

bounded from below by the Shannon entropy of the symbols to be encoded. Once this limit is

reached, the data can only be compressed further if some information is removed. For example,

instead of an invertible one-to-one mapping between symbols and code words, an N -to-1 mapping

can be implemented such that multiple symbols correspond to a single code word. This N -to-1
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mapping is not an invertible transformation, as the original data cannot be recovered in its entirety

after encoding and decoding. This is known as a lossy scheme.

In the context of the TRT, the implementation of a lossy compression scheme only adds one step

to the data readout: the N -to-1 mapping. This can be done in the ROD firmware after the hardware

validity gate. All bit patterns that pass the validity gate would be transformed by the non-invertible

N -to-1 mapping, then encoded. The compression table used for encoding would be generated using

the Huffman algorithm on data that has undergone the N -to-1 mapping. Once encoded, the data

would be sent through the S-LINK and decoded in the ROS, just as it is done when using the lossless

compression scheme. The primary difference is that the original ROD fragment is not recovered upon

decoding; all analysis must be done using the N -to-1 mapped straw words.

4.3.1 Scheme0p Definition

While multiple lossy schemes were studied for their compression performance and their effect on

tracking, the conservative Scheme0p was chosen for the initial implementation. A track’s distance

of closest approach to a straw wire is partially determined by a 0 to 1 transition in the LT bits of the

straw pattern. This leading edge is expected to occur over a range of LT bits in the middle of the

straw pattern for particles produced in the collision of interest. Leading edges in the first and last

few LT bits are often the result of out-of-time pileup or noise. Scheme0p was designed to exploit this

by masking these first and last LT bits if specific conditions are met, while also preserving leading

edges from in-time particles.

Labeling the low threshold bits 1-20 (since 21-24 are dropped) and ignoring the high threshold

bits, the Scheme0p bit pattern transformation is defined as the following sequence of steps:

1. If the first two bits are 01, replace them with 11.

2. If the first bit is 1 and there is a leading edge in the bit range [3,16], replace all leading 1’s

with a single 1 in first bit.

3. If the 17th (or 18th or 19th) bit is 0, set all following bits to 0.

A few examples of the Scheme0p bit pattern transformation are shown in Table 4.2. In the first

example, Step 1 does not affect the pattern. Despite the leading train of 1’s beginning in the first

bit, the pattern is unchanged by Step 2 since there is no leading edge in the specified range. Finally,

the pattern is unchanged by Step 3, so the Scheme0p transformed pattern is identical to the original

pattern. In the second example, Step 1 applies and the first two bits are replaced with 11. This
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creates a leading train of 1’s starting in the first bit, which is then replaced by a single 1 in the first

bit, as per Step 2. Again, step 3 does not apply. In the third example, both Step 2 and Step 3

apply.

Original Pattern Applicable Steps Scheme0p
1111 0000 0000 0000 1111 - 1111 0000 0000 0000 1111
0111 0000 1111 0000 0000 1, 2 1000 0000 1111 0000 0000
1111 0000 1100 0011 1011 2, 3 1000 0000 1100 0011 1000

Table 4.2: Example bit patterns, the applicable Scheme0p transformation steps, and the resultant
transformed patterns. For the sake of simplicity, the HT bits are ignored here. The most significant
bits correspond to the beginning of the readout window, while the least significant bits correspond
to the end. A detailed explanation of each example is given in the text.

4.3.2 Scheme0p Performance

With the upgraded HOLA cards, which increased the S-LINK bandwidth to 60 MHz, the TRT

successfully collected 〈µ〉 ≈ 60 data in 2017 at an average trigger rate of about 75 kHz. Using

this data and S-LINK speed, new projections of the maximum possible L1 rate vs. TRT occupancy

could be made for both the lossless Huffman compression scheme and the lossy Scheme0p. These

are shown in Figure 4.11.

First, this new 〈µ〉 ≈ 60 data was completely decompressed offline, yielding the straw patterns. In

the Scheme0p case, the N -to-1 transformation was then applied to the straw patterns. Compression

tables were then generated from both the original and transformed patterns. These two tables

were then used to compress orthogonal data from the same luminosity-block, providing optimal

compression for both schemes. Finally, the measured lave values for the two schemes were used to

make the projections. While the compression tables were generated using data from all RODs, only

fragments from the high-z endcap RODs were compressed in the lave calculation, as these RODs are

closest to the bandwidth limit. The projections suggests that Scheme0p significantly outperforms

the default lossless scheme, allowing 100 kHz running at 10% higher straw occupancies. However,

the re-optimized lossless scheme with the upgraded HOLA cards is sufficient for 100 kHz running,

at least under the 2017 run conditions.

The effects of Scheme0p on tracking were studied in detail [109,110] and were ultimately found to

be acceptable. The hit-level and track-level distributions were compared between the two compres-

sion schemes using 〈µ〉 = 40 data (the highest at the time) and 〈µ〉 = 60 Monte Carlo simulation. To

emulate Scheme0p, the data and MC were first decompressed offline, providing access to the straw
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Figure 4.11: The projected maximum achievable L1 rate for a given TRT occupancy for both the
lossless Huffman scheme (left) and Scheme0p (right). These projections use new compression tables
optimized for 〈µ〉 = 60 data and the upgraded 60 MHz S-LINKs. The average hit straw code word
length, lave, is measured in data from the same luminosity-block, using high-z endcap RODs only.
The average occupancy of these RODS during this luminosity block is indicated by the blue line.
With Scheme0p, the targeted 100 kHz L1 rate can be achieved at 10% higher occupancies. With
either compression scheme, this 〈µ〉 = 60 data can be easily collected at 100 kHz without saturating
the S-LINKs.

words. The N -to-1 mapping was then applied to the straw words, and the track reconstruction was

performed using these transformed patterns. While some differences in the hit-level distributions

were observed, the effects on tracking were negligible.

4.4 Final Run 2 Setup

The hardware upgrade of the HOLA cards and re-optimization of the lossless Huffman compression

scheme proved sufficient for running at 100 kHz at 〈µ〉 = 60 without saturating the S-LINKs. Ad-

ditionally, the more complicated logic of Scheme0p was difficult to implement in the ROD firmware

without timing violations. As a result, the lossless Huffman compression scheme was kept for the

remainder of Run 2.

To optimize the Huffman compression for high-〈µ〉 running, a new table was generated from the

data; however, there was a complication. Above 〈µ〉 = 55, the empty straw word is no longer the

overwhelmingly dominant pattern. Since Huffman coding is prefix-free, no code word can be the

prefix of another. For this reason, it becomes more advantageous to encode the empty straw word

in two bits as 0b11. Recall, the Huffman encoding example in Section 4.2 is also a case where no

symbol is common enough to receive a code word of 0b1.
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The code used to make the compression tables does not force the assignment of 0b1 to the

empty straw word; it will assign whatever is most advantageous. Although the firmware previously

had the empty straw word hard-coded as 0b1, it was updated to use whatever the table assigns.

Unfortunately the byte stream converter, which converts the ROD event fragments into raw data

objects [132], does assume that the empty straw word is encoded as 0b1. As the byte stream

converter is an extremely important piece of software, used both online by the HLT and offline in

event reconstruction, any modifications require great care. To avoid this issue, the new compression

table was generated from 2017 data with 〈µ〉 = 55. This new table, Table-140, has the empty straw

word encoded as 0b1.

Validating Table-140

This new table was first validated by taking standalone and combined noise runs, and checking the

straw hitmaps in TRTViewer [133]. When parsing the compressed ROD fragment, bits are read

until a code word is recognized. The particular straw associated with this code word is determined

by counting the number of previously read out patterns. If there is a corruption in the compressed

fragment, an incorrect code word will be read. Since the code words vary in length, the corrupted

code word may be shorter or longer than the uncorrupted code word. As a result, all following code

words may be parsed and decompressed incorrectly. For this reason, it is useful to examine the straw

hitmaps, looking for the known dead front end boards. If they appear in the expected locations, the

compressed fragments are probably being parsed correctly.17

The straw hitmaps of barrel side C from two different noise runs are shown in Figure 4.12. The

colors represent the occupancy of each straw over some large number of events.18 The data for the

left hitmap was collected using the old compression table, Table-139, while the data for the hitmap

on the right was collected using Table-140. Using the new compression table, the known dead boards

do appear in the correct locations.

Finally, a cosmic muon run was taken using Table-140 to confirm that tracks could be seen. The

TRT has the capability to trigger on cosmic ray muons passing through the detector. In Figure 4.13,

an event collected using this trigger and Table-140 is shown. At the time, the LHC was circulating

17Corruptions of individual fragments is not expected. However, in the past, the compression table loaded in the
ROD firmware could be corrupted if the previous table was not cleared. Also, this validation method is used to
confirm that the tables loaded in the firmware match the tables used offline and in the HLT to decompress the TRT
data.

18For this noise test, the low thresholds were lowered to increase the occupancy. In normal data-taking, the low
thresholds are tuned such that noise produces 2% occupancy.
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but not colliding beams. As a result, this event has many more tracks than a typical cosmic muon

event. With no sign of corruption, Table-140 was used to collect physics data in 2018.

Figure 4.12: Straw hitmaps from high occupancy noise runs using Table-139 (left) and Table-140
(right). The known dead boards appear in the same location, indicating that there is no corruption
from the new table.

Figure 4.13: Straw hitmap from a run collected during unstable beams using the cosmic muon
trigger and Table-140. Tracks can be seen, further validating Table-140.
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Performance of Table-140

To evaluate the compression performance of the new table, the conditions of a high-z endcap ROD

are examined during a typical 2018 run. Shown in Figure 4.14 are the L1 rate, S-LINK usage, and

average event size for ROD 0x341b02 during the beginning of a 2018 run with 〈µ〉 = 57. This ROD

is particularly interesting, as it is the closest to the S-LINK bandwidth limit. The ROD’s data was

collected with Table-140 at a L1 rate of about 90 kHz. With an average event size of 538 words, an

error block of 9 words, and an occupancy of 76%, this ROD’s S-LINK usage was about 82%. Scaling

the S-LINK usage to 100%, the maximum L1 rate achievable on this ROD is 109 kHz, at least from

an S-LINK bandwidth perspective.

Figure 4.14: L1 trigger rate, S-LINK bandwidth usage, and average compressed fragment size for
high-z endcap ROD 0x341b02 during the beginning of Run 350160, which has the 2018 beam
structure and peak 〈µ〉 = 57. This data was collected with Table-140 after the HOLA card upgrade,
which increased the S-LINK rate to 60 MHz.

After evaluating the compression performance at 〈µ〉 = 57 and 76% ROD occupancy, the max-

imum achievable L1 rate before S-LINK saturation can be projected to higher occupancies. This

projection is shown in Figure 4.15 using Table-140 and the upgraded 60 MHz S-LINK. The value

of lave used in this projection was measured by compressing the data from all high-z endcap RODs,

using Run 350160 (same as Figure 4.14). The red star marks the L1 rate and occupancy at which

ROD 0x341b02 collected the data, while the green star marks the maximum L1 rate at which this

ROD could have collected the data before saturating its S-LINK. Based on this projection, the TRT

should be able to reach 100 kHz for occupancies up to 86% (76%) for minimal (maximal) length

error blocks.

Possible Future Improvements

In terms of future improvements to the compression, a few options were investigated. Recall from

Chapter 3 that the LHC bunch structure changed between 2017 and 2018, from the 8b4e scheme

to long trains with 48 bunches. As a result, 2018 data of the same 〈µ〉 results in slightly higher

TRT occupancies due to out-of-time pileup. Training a new table from 2018 data with the new
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Figure 4.15: Projection of the maximum achievable L1 rate vs. TRT occupancy using Table-140 to
compress 〈µ〉 = 57 data with the 2018 beam structure. This projection is made after the HOLA
card upgrade, which increased the S-LINK rate to 60 MHz. The red star marks the L1 rate and
occupancy at which ROD 0x341b02 collected data, while the green star marks the maximum L1
rate at which this ROD could have collected the data before saturating its S-LINK. With the new
table and the upgraded HOLA cards, the TRT can reach 100 kHz at 〈µ〉 = 60 without saturating
the S-LINK.

beam structure was studied, but no significant improvement was seen. Also, when training on

only the collisions from the middle of the bunch trains, which have the most out-of-time pileup

and therefore the largest data fragments, there was again no significant improvement. Generating

separate compression tables for the barrel and endcap RODs, whose straws have different geometric

layouts, occupancies, and gas configurations, also had little effect. Next, the effect of shortening the

hardware validity gate was studied. Offline studies found that shortening the gate by a single bit

at the end would not significantly affect the tracking performance [109]. However, this only reduces

the occupancy by 1.5%, which results in just a 5-10 word reduction in the data fragment size at

〈µ〉 = 60. The most significant improvement may come from modifying the byte stream converter

to allow empty straw words to be encoded with multiple bits. Such a table created from 〈µ〉 = 60

data would reduce the ROD fragment size by 25-30 words at high pileup.
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4.5 Conclusion

In order to reach the target L1 rate of 100 kHz at an average pileup of 〈µ〉 = 60, multiple upgrades

to the TRT readout were investigated and implemented. The largest improvement resulted from the

HOLA card replacement, which increased the S-LINK rate from 40 MHz (50 MHz when overclocked)

to 60 MHz. A particular N -to-1 lossy compression scheme, labeled Scheme0p, was studied in detail.

Scheme0p offered better compression performance with an acceptable effect on tracking; however,

it proved difficult to implement in the ROD firmware without timing violations. As a result, the

lossless scheme was kept for Run 2, and a new compression table was created from 〈µ〉 = 55 data.

With the new compression table and upgraded HOLA cards, the TRT can reach 100 kHz at 〈µ〉 = 60

without saturating the S-Link.

Further improvements to the TRT readout can be made during Long Shutdown 2 in preparation

for Run 3. The S-LINK bandwidth usage can be reduced by shortening the hardware validity gate

or by allowing empty straw patterns to be encoded with multiple bits. Additionally, the N -to-1

mapping firmware can be revisited. Finally, a new table can be generated from early Run 3 data,

therefore optimizing the compression for the new beam and detector conditions.



Chapter 5

Trilepton Resonance Search

Supersymmetry (SUSY) is a well-motivated extension of the Standard Model that may resolve many

of its outstanding issues. However, due to the wide variety of possible supersymmetric models,

the LHC experiments must engage in broad search campaigns. Searches for new supersymmetric

particles produced through the strong interaction benefit from large cross sections, especially with

the increase in the LHC center-of-mass energy to
√
s = 13 TeV. Consequently, analyses targeting

natural supersymmetric models with light squarks and gluinos were particularly interesting in Run

1 and the start of Run 2. Unfortunately, no significant deviation from the Standard Model was

observed.

With the vast ATLAS Run 2 dataset, searches for new supersymmetric particles produced

through the electroweak interaction are now compelling, particularly those targeting the direct

production of the superpartners of the gauge and Higgs bosons. In the Minimal Supersymmetric

Standard Model (MSSM), these superpartners include the bino (B̃), neutral wino (W̃3), and the

two neutral higgsinos (h̃0
1, h̃0

2), which mix to form four mass eigenstates known as neutralinos (χ̃0
1,

χ̃0
2, χ̃0

3, χ̃0
4). Also included are the charged winos (W̃±) and higgsinos (h̃±), which mix to form

the chargino mass eigenstates (χ̃±1 , χ̃±2 ). The strategies used to search for these particles will vary

significantly between analyses targeting R-parity conserving and violating models.

Searching for new particles by reconstructing the invariant mass of their decay products has

proved to be a fruitful strategy throughout the history of particle physics. Many of the Standard

Model particles were discovered by hunting for resonant signals peaking above a smooth background.

Most recently, the Higgs boson was discovered by the ATLAS and CMS collaborations using this

method in the diphoton (H → γγ) and four lepton (H → ZZ∗ → 4`) decay channels [20, 21]. This

strategy is still utilized in searches for new heavy bosons and other exotic particles.

68
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However, resonance searches are not performed often in the hunt for supersymmetry, since most

analyses target R-parity conserving models. In the traditional MSSM with R-parity conservation,

the lightest supersymmetric particle (LSP) is stable and therefore constrained to be neutral by

astronomical observations. These weakly-interacting LSPs are invisible to the detector, so their

presence must be inferred from the missing transverse momentum. However, once R-parity violation

is allowed, the LSP can carry charge and will decay directly to Standard Model particles. Therefore,

resonance searches can be used to target SUSY models with R-parity violation.

As discussed in Chapter 2, charginos and neutralinos are likely LSP candidates in the B − L

MSSM with spontaneous R-parity violation.19 Of the various possible mixings, the predominately

wino chargino is particularly interesting from an experimental perspective due to its relatively large

production cross section and unique detector signatures. The chargino can decay via χ̃±1 → Z`→ ```,

potentially producing a striking trilepton resonance rising above a smoothly falling background.

In this chapter, a search for charginos decaying via an R-parity violating coupling to three

light leptons (e/µ) is presented [134]. After providing an overview of the analysis in Section 5.1, the

analysis dataset and simulated MC samples are described in Section 5.2. In Section 5.3, the details of

the event reconstruction are presented. Afterwards, the search strategy and background estimation

methods are detailed in Sections 5.4 and 5.5, respectively. The systematic uncertainties are then

discussed in Section 5.6. The statistical model and methods used in this analysis are described in

Section 5.7, with the results of the statistical inference presented in Section 5.8. Finally, a brief

discussion of the outlook for this analysis and the targeted B − L model is given in Section 5.9.

5.1 Analysis Overview

In the targeted B−L model, the wino χ̃±1 and χ̃0
1 LSPs are dominantly produced in pairs (χ̃

±
1 χ̃
∓
1 and

χ̃±1 χ̃
0
1) through R-parity conserving processes. As the masses of both the χ̃±1 and χ̃0

1 are dominated

by the wino mass M2, the χ̃±1 and χ̃0
1 are nearly mass degenerate. With no R-parity conserving

decay paths available, each χ̃±1 /χ̃0
1 decays promptly via a suppressed R-parity violating coupling to

a lepton and a Standard Model boson.20 The chargino can decay into a Z boson and a charged

lepton (Z`), a Higgs boson and a charged lepton (H`), or a W boson and a neutrino (Wν), while

19Recall in the B−L MSSM, there is an additional neutral gaugino from the U(1)B−L gauge symmetry. Further-
more, as both R-parity and lepton number conservation are broken spontaneously, the neutral and charged leptons
mix with the gauginos and higgsinos.

20In realistic models, one of the two winos will be slightly heavier and can therefore decay via an R-parity conserving
vertex to the other, but this decay requires a very off-shell W boson and is kinematically suppressed. Consequently,
the R-parity violating decays of the NLSP dominate, despite being suppressed themselves by the lightness of the
active neutrino masses.
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Figure 5.1: Diagrams of (left) χ̃
±
1 χ̃
∓
1 and (right) χ̃

±
1 χ̃

0
1 production with at least one χ̃±1 → Z`→ ```

decay. The R-parity violating coupling εi allows prompt χ̃±1 decays into Z`, H`, or Wν and prompt
χ̃0

1 decays into W`, Zν, or Hν.

the neutralino can decay into W`, Zν, or Hν, as shown in Figure 5.1. As described in Chapter 2,

the branching fractions of the χ̃±1 /χ̃0
1 to the different boson types and lepton flavors are related to

the ratio of the vacuum expectation values of the two Higgs doublets (tanβ) and the neutrino mass

hierarchy, among other model parameters.

Of the many possible final states, those involving a χ̃±1 → Z` → ``` (` = e/µ) decay are

particularly interesting, as the χ̃±1 mass can be accurately reconstructed from the momenta of the

three leptons. Due to the excellent momentum resolution of reconstructed electrons and muons, a χ̃±1

signal will produce a narrow resonance in the trilepton mass (mZ`) distribution. With no Standard

Model particles decaying resonantly to three leptons, the combinatorial background distribution is

smooth.

Three orthogonal signal regions (SRs) are defined to target χ̃
±
1 χ̃
∓
1 /χ̃

±
1 χ̃

0
1 events where at least

one chargino decays via χ̃±1 → Z`→ ```. To remain as inclusive as possible to signals with various

branching fractions to the different boson types and lepton flavors, no constraints are placed on the

decay of the second χ̃±1 /χ̃0
1. Instead, information from the decay of this second χ̃±1 /χ̃0

1 is used to

differentiate the three SRs. The mZ` distributions in the three SRs are binned and fit simultaneously

in a statistical strategy known as a shape-fit. Limits are set on the χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 signal by scanning

over the χ̃±1 /χ̃0
1 mass and branching fractions. Additionally, limits on generic BSM processes are

set in each SR mZ` bin, and the full statistical model is made public to facilitate reinterpretations

of the results for other new physics models.

This analysis is the first trilepton resonance search from the LHC using Run 2 data. Previous

searches for new particles decaying resonantly to a lepton and SM heavy boson were performed by
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both the ATLAS [135, 136] and CMS [137] collaborations. All three searches are interpreted in the

context of the type-III seesaw mechanism, which introduces a new heavy lepton isospin triplet (L+,

N0, L−) to generate small masses for the SM neutrinos. These heavy leptons have similar gauge

interactions and decays as the χ̃±1 and χ̃0
1 in the B − L model. In [135], only the N0L± → W`Wν

production mode and decay channels were targeted. The Run 1 search presented in [136] is very

similar to this B − L chargino analysis; it targets L±L∓ + N0L± production, requiring at least

one L± → Z` → ``` decay. The signal and background candidate events in data are determined

by performing an (unbinned) maximum likelihood fit to the trilepton mass distributions in various

SRs. Limits are set on new heavy leptons in both type-III seesaw and vector-like (non-chiral) lepton

models. Finally, the CMS search [136] targets L±L∓+N0L± production but does not directly target

any specific decay process (and is therefore not a trilepton resonance search). Instead, the analysis

simultaneously fits 48 independent SRs defined to target the many possible final states. Limits are

set on the signal cross-section as a function of the heavy lepton mass, assuming equal branching

fractions to the three lepton flavors.

The lowest chargino and neutralino mass considered for this search is 100 GeV. This is informed

by the precision measurements of the electroweak sector performed at the Large Electron-Positron

Collider (LEP) [35]. As no deviations from the SM were observed, the chargino is assumed to be

above the Z mass. Furthermore, direct searches for charginos at LEP resulted in a fairly robust

lower limit on the chargino mass of 103.5 GeV [82,138]. While this limit does assume the chargino

is decaying via an R-parity conserving vertex to a W boson and a neutralino LSP, it should apply

to charginos in the B−L MSSM with R-parity violation if the branching fraction to Wν is sizeable.

This same logic extends to the limits set by the ATLAS and CMS collaborations, for example in the

three lepton final state [139–142].

The major Standard Model backgrounds in this analysis all contain at least one Z boson and at

least three prompt leptons. These include WZ, ZZ and tt̄Z, which are all estimated using simulated

Monte Carlo samples normalized in dedicated control regions. Additionally, Drell-Yan (Z/γ∗+ jets)

and tt̄ events can enter the analysis despite only containing two prompt leptons. This occurs when

a jet is misidentified as an electron, or when a heavy flavor hadron produces a non-prompt lepton

in its decay. This fake and non-prompt lepton background is not modeled well in simulation, and

is instead estimated with a data-driven method. Finally, minor backgrounds with prompt leptons

are estimated directly from the MC simulation. These include triboson, Higgs, tWZ, tt̄W , and tZ

processes. The full background estimation strategy is detailed in Section 5.5.
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5.2 Dataset and Simulated Monte Carlo Samples

Dataset

Over the course of Run 2, the ATLAS detector recorded 145 fb−1 of pp collisions at
√
s = 13 TeV.

Of this data, 139 fb−1 is certified as being good for physics analysis, for a total data quality efficiency

of 95.6% [93]. This search utilizes the full dataset, taking advantage of the high statistics to probe

the electroweak SUSY sector. More information on this dataset is provided in Chapter 3, including

the beam luminosity, bunch structure, and pileup profile.

Simulated Monte Carlo Samples

Monte Carlo simulation is used to model the various SM background processes and the targeted

χ̃±1 χ̃
∓
1 and χ̃

±
1 χ̃

0
1 signals. The shapes of the primary WZ, ZZ, and tt̄Z background distributions are

taken from the simulation, while the normalization is constrained by the observed data in dedicated

control regions. For the minor prompt backgrounds, both the shape and normalization are taken

directly from the simulation. While the fake lepton background from misidentified hadrons and

non-prompt leptons is estimated via a data-driven method, MC simulation provides insight into

the processes giving rise to these fake leptons and is used to assess a corresponding systematic

uncertainty. More details on the background estimation are provided in Section 5.5. Using the

signal and background simulation, the analysis regions and object selection criteria are optimized

to maximize the sensitivity to the targeted signal. The generators and parameters used in the MC

samples are summarized in Table 5.1.

Table 5.1: Details of the MC simulation for each physics process, including the event generator used
for matrix element calculation, the generator used for the PS and hadronization, the PS parameter
tunes, and the order in αS of the production cross-section calculations.

Process Event generator
PS and

PS tune Cross section (in QCD)
hadronization

Diboson, triboson, (Z + jet) Sherpa 2.2 Sherpa 2.2 Default NLO (NNLO)

tt̄W , tt̄Z, (Other top) MadGraph5 aMC@NLO 2 Pythia 8 A14 NLO (LO)

tt̄, (tW ), [tt̄H] Powheg-Box v2 Pythia 8 A14 NNLO+NNLL (NLO+NNLL) [NLO]

Higgs: ggF, (VBF, V H) Powheg-Box v2 Pythia 8 AZNLO NNNLO (NNLO+NNLL)

χ̃±1 χ̃
∓
1 , χ̃

±
1 χ̃

0
1 MadGraph 2.6 Pythia 8 A14 NLO+NLL

Diboson, triboson, and Z + jet samples [143, 144] were simulated using the Sherpa 2.2 [145]

generator. Triboson and most diboson processes were simulated with Sherpa 2.2.2 while Z + jet

and semileptonically decaying diboson processes were simulated with Sherpa 2.2.1. The matrix ele-

ment calculations were matched to the parton shower (PS) simulation using Catani–Seymour dipole
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factorization [146, 147]. The matching was performed separately for different jet multiplicities and

merged into an inclusive sample using an improved CKKW matching procedure [148,149] extended

to next-to-leading-order (NLO) accuracy in QCD using the MEPS@NLO prescription [148–151].

The virtual QCD correction for matrix elements at NLO accuracy was provided by the OpenLoops

library [152, 153]. The NNPDF3.0nnlo [154] set of parton distribution functions (PDFs) was used

together with a dedicated set of tuned PS parameters (tune) developed by the Sherpa authors [147].

The Z+jet (diboson) samples were calculated for up to two (one) additional partons at NLO and

up to four (three) additional partons at leading order (LO) in QCD, and the triboson samples were

calculated at NLO in QCD for the inclusive processes and at LO in QCD for up to two additional

parton emissions. Diboson samples include loop-induced and electroweak production. The diboson

and triboson samples do not include Higgs boson contributions. The cross sections calculated by

the event generators were used for all samples except for Z + jet, which was normalized to a next-

to-next-to-leading-order (NNLO) cross-section prediction [155].

The tt̄ [156], tt̄H [157], and tW [158] process samples were simulated at NLO in QCD using

the Powheg-Box [159–161] v2 generator and the NNPDF3.0nlo PDF set. The matrix element

calculations were interfaced with Pythia 8.230 [162] for the PS using the A14 tune [163] and the

NNPDF2.3lo PDF set [164]. The hdamp parameter21 was set to be 1.5 times larger than the top-

quark mass [165]. The tt̄ inclusive production cross section was corrected to the theory prediction

calculated at NNLO in QCD and included the resummation of next-to-next-to-leading logarithmic

(NNLL) soft-gluon terms calculated with Top++2.0 [166]. The tW inclusive production cross

section was corrected to the theory prediction at NLO in QCD with NNLL corrections to the soft-

gluon terms [167, 168]. Both samples were generated in the five-flavor scheme, setting all quark

masses to zero except for the top quark. The diagram-removal strategy [169] was employed in the

tW sample to remove the interference with tt̄ production [165].

Other top-quark production processes were simulated with the MadGraph5 aMC@NLO v2 [170]

generator at either NLO in QCD with the NNPDF3.0nlo PDF set or at LO in QCD using the

NNPDF2.3lo PDF set. They were interfaced with Pythia 8 using the A14 tune and the NNPDF2.3lo

PDF set. Generator versions MadGraph5 aMC@NLO v2.3 and Pythia 8.212 were used for tZ,

tWZ, tt̄Z, tt̄W , and tt̄WZ processes, while versions MadGraph5 aMC@NLO v2.2 and Pythia

8.186 were used for tt̄γ, tt̄WW , and four-top processes. These top-quark processes were generated

at LO in QCD with the exception of tt̄Z, tt̄W , and tWZ, which were generated at NLO in QCD.

21The hdamp parameter controls the transverse momentum pT of the first additional emission beyond the leading-
order Feynman diagram in the PS and therefore regulates the high-pT emission against which the tt̄ system recoils.
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Higgs boson production via gluon–gluon fusion (ggF) was simulated at NNLO accuracy in QCD

using the Powheg-Box v2 NNLOPS program [171] and interfaced with Pythia 8.212 using the

AZNLO tune [172] and PDF4LHC15 NNLO PDF set [173]. The MC prediction was normalized to the

next-to-next-to-next-to-leading-order (NNNLO) cross section in QCD plus electroweak corrections

at NLO [174,175].

Higgs boson production via vector-boson fusion (VBF) and Higgs boson production in association

with aW or Z boson (V H) were generated using Powheg-Box v2 and interfaced with Pythia 8.212

using the AZNLO tune and CTEQ6L1 [176] PDF set. The Powheg predictions are accurate to

NLO in QCD and were tuned to match calculations including effects due to finite heavy-quark

masses and soft-gluon resummations up to NNLL. The MC predictions were normalized to NNLO

QCD cross-section calculations with NLO electroweak corrections [177–180].

The χ̃
±
1 χ̃
∓
1 and χ̃±1 χ̃

0
1 signal samples were produced using MadGraph5 aMC@NLO v2.6 and

the NNPDF2.3lo PDF set with up to two additional partons calculated at LO in QCD and interfaced

with Pythia 8.230 using the A14 tune and NNPDF2.3lo PDF set. The scale parameter for jet–

parton CKKW-L matching was set to a quarter of the χ̃
±
1 /χ̃

0
1 mass. The samples were generated

with χ̃±1 /χ̃0
1 masses ranging from 100 GeV to 1500 GeV in steps of 50 GeV, with an extra mass

point just below the Higgs mass at 120 GeV.

Both the χ̃
±
1 χ̃
∓
1 and χ̃±1 χ̃

0
1 signal samples were produced with equal branching fractions to the

three lepton flavors. The χ̃
±
1 χ̃
∓
1 signal samples were generated with equal branching fractions to the

kinematically available bosons (i.e. Wν/Z`/H` when above the Higgs mass, but only Wν/Z` when

below). In contrast, the χ̃±1 is forced to decay to Zl with 100% branching fraction in the χ̃
±
1 χ̃

0
1 signal

samples, while the χ̃0
1 decays democratically to the bosons. This restriction saves computational

resources, as fewer events need to be generated to reach the requisite statistics for events with

χ̃±1 → Z` decays.22 Ultimately, limits are set on the χ̃±1 χ̃
∓
1 + χ̃±1 χ̃

0
1 signal while scanning over

these lepton and boson branching fractions. This is achieved by reweighting individual events up

and down according to their truth decays, assuming the χ̃±1 and χ̃0
1 have fully correlated branching

fractions. More information on this reweighting is provided in Section 5.4.

To further improve the event generation efficiency, a filter is applied to both signal samples that

requires at least one Z boson that decays leptonically (tau leptons included). An additional filter is

applied to the χ̃
±
1 χ̃

0
1 samples, requiring at least three light leptons (e/µ). Finally, the χ̃

±
1 χ̃

0
1 samples

are filtered such that all leptons satisfy pT > 9 GeV and |η| < 2.8.

22As a result of this choice, it is not possible to evaluate the efficiency and acceptance of χ̃
±
1 χ̃

0
1 events where the

χ̃±1 decays to Wν or H`, or the additional sensitivity these events provide. However, it is assumed to be negligible.
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The signal production cross sections were calculated assuming mass-degenerate, pure-wino χ̃
±
1 and

χ̃0
1,23 and were calculated at NLO in QCD with next-to-leading-logarithmic (NLL) corrections to the

soft-gluon terms [80, 81, 181–183]. The cross sections and their uncertainties were derived from an

envelope of cross section predictions using different PDF sets and factorization and renormalization

scales [184]. The inclusive cross sections for χ̃
±
1 χ̃
∓
1 (χ̃

±
1 χ̃

0
1) production at a center-of-mass energy of

√
s = 13 TeV range from 11.6± 0.5 (22.7± 1.0) pb for masses of 100 GeV to 0.040± 0.006 (0.080±

0.013) fb for masses of 1500 GeV.

The modeling of c- and b-hadron decays in samples generated with Powheg-Box or Mad-

Graph5 aMC@NLO was performed with EvtGen 1.2.0 [185]. Events from all generators were

propagated through a full simulation of the ATLAS detector [186] using Geant4 [187] to model

the interactions of particles with the detector. A parameterized simulation of the ATLAS calorime-

ter [186] was used for faster detector simulation of signal, tW , and tt̄H processes and was found to

be in agreement with the full simulation. The effect of multiple interactions in the same and neigh-

boring bunch crossings (pileup) was modeled by overlaying simulated minimum-bias events onto

each hard-scattering event. The minimum-bias events were generated with Pythia 8.210 using the

A3 tune [188] and NNPDF2.3lo PDF set.

5.3 Event Reconstruction

A set of quality criteria is applied to each event and physics object used in the analysis. Data events

collected with single lepton triggers must be included in the Good Runs List [93], which contains

all luminosity blocks that are certified for use in physics analysis. Each data and MC event must

contain at least one reconstructed vertex associated to two or more tracks with pT > 500 MeV.

The reconstructed vertex with the largest Σp2
T of associated tracks is designated as the primary

vertex [189].

The electrons, muons, and jets used in the analysis are first required to pass a set of loose

baseline selections. These baseline analysis objects are then used as input to the overlap removal

algorithm and the Emiss
T calculation. While photons are not otherwise used by the analysis, a set

of baseline photons is defined and included in the Emiss
T calculation. After overlap removal, tighter

signal selections are applied to the remaining baseline objects. These signal objects are then used

for the analysis.

23Technically, the cross sections correspond to wino-like χ̃
±
1 χ̃
∓
1 and χ̃±1 χ̃

0
2 production in the R-parity conserving

MSSM. The LSP is assumed to be a light bino-like χ̃0
1, and all other supersymmetric particles are decoupled. As the

bino-like χ̃0
1 is not expected to contribute significantly to the production cross section, this was deemed acceptable.
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Trigger

Data events used for this analysis were collected with unprescaled single electron and single muon

triggers. Each event must contain a signal lepton that matches the online object that activated

the trigger and exceeds an offline pT threshold. The triggers used in this analysis and their offline

pT thresholds are summarized in Table 5.2. These offline pT threshold are set just above the online

thresholds, which increase with loosening trigger-level identification, isolation, and impact parameter

requirements. Typically, trigger-matched signal electrons must have a fully-calibrated pT at least

1 GeV above the online threshold, while signal muons must have a pT above 1.05 times the online

threshold. However, for consistency, this analysis uses the tighter offline pT thresholds of the 2016-

2018 triggers for 2015 as well. The one exception is the 2015 HLT e120 lhloose electron trigger,

which uses a lower threshold of 121 GeV. The single lepton triggers are more than 90% efficient

for the signal model with mχ̃1
= 100 GeV, and more than 99% efficient for signal models with

mχ̃1
≥ 300 GeV.

Table 5.2: The single lepton triggers and their associated offline pT thresholds, separated by year.24

Year Electron Trigger Offline Threshold [GeV] Muon Trigger Offline Threshold [GeV]

HLT e24 lhmedium L1EM20VH 27 HLT mu20 iloose L1MU15 27.3
2015 HLT e60 lhmedium 61 HLT mu50 52.5

HLT e120 lhloose 121 - -

HLT e26 lhtight nod0 ivarloose 27 HLT mu26 ivarmedium 27.3
2016-2018 HLT e60 lhmedium nod0 61 HLT mu50 52.5

HLT e140 lhloose nod0 141 - -

These trigger requirements are applied to the MC simulation as well, with scale factors applied

to the MC to account for differences in the trigger efficiencies between data and MC. These scale

factors are provided centrally by the electron/photon and muon combined performance groups.

Electrons

Baseline electrons must satisfy pT > 10 GeV, be within the Inner Detector acceptance (|η| <

2.47), and pass the LooseAndBLayerLLH working point of the likelihood-based electron identifica-

tion [190]. Electrons falling in the region between the barrel and endcap calorimeters (1.37 < |η| <

24The trigger names can be understood as follows. The number following either “e” or “mu” is the online pT thresh-
old in GeV. The “lhloose”, “lhmedium”, and “lhtight” labels refer to the trigger-level electron likelihood identifica-
tion working point. The “iloose”, “ivarloose”, and “ivarmdedium” labels refer to the trigger-level isolation working
point, where “var” indicates a variable-sized isolation cone that shrinks with increasing pT. The “nod0” text indicates
that no requirement is placed on the track’s transverse impact parameter (d0) or its significance (d0/σ(d0)). Finally,
the text following “L1” is the Level-1 trigger seed, which is only included in the HLT trigger name when it is seeded
by multiple L1 triggers [121].
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1.52) are vetoed, as are electrons with clusters compromised by hardware malfunctions (labeled

BADCLUSELECTRON). Finally, baseline electrons must have a longitudinal impact parameter compat-

ible with the primary vertex with |z0 sin θ| < 0.5 mm.

Baseline electrons passing overlap removal are considered for signal electrons. Signal electrons

must satisfy the tighter MediumLLH identification criteria, and pass a stricter pT > 12 GeV cut.

Additionally, signal electrons must pass the FCTight isolation criteria, which utilizes information

from both the calorimeters and trackers. First, the nonassociated calorimeter transverse energy in

a cone of radius ∆R = 0.2 around the electron may not exceed 6% of the electron pT. Second,

the scalar pT sum of all nonassociated tracks (but still consistent with the primary vertex) in a

variable-width cone around the electron must not exceed 6% of the electron pT. This cone starts

with a radius of ∆R = 0.2, decreasing indefinitely with the electron pT above 50 GeV according to

∆R = 10 GeV/pT. Finally, signal electrons must satisfy a longitudinal impact parameter significance

cut of |d0/σd0 | < 5. The baseline and signal electron requirements are summarized in Table 5.3.

Cut Value/description

Baseline Electrons
Acceptance pT > 10 GeV, |η| < 2.47, crack veto
Impact parameter z0 sin(θ) ≤ 0.5 mm
Identification WP LooseAndBLayerLLH

Object quality BADCLUSELECTRON electron veto

Signal Electrons

Acceptance pT > 12 GeV
Impact parameter |d0/σd0 | < 5
Identification WP MediumLLH

Isolation WP FCTight

Table 5.3: Summary of the baseline and signal electron selection criteria. Signal criteria are applied
on top of baseline criteria after overlap removal.

Muons

Baseline muons must satisfy pT > 10 GeV, be within the Muon Spectrometer acceptance (|η| <

2.7), and pass the Medium identification criteria [191]. Additionally, baseline muons must have a

longitudinal impact parameter compatible with the primary vertex with |z0 sin θ| < 0.5 mm.

Baseline muons passing overlap removal are considered for signal muons. Signal muons must

satisfy the tighter pT > 12 GeV requirement and pass the FCTight FixedRad isolation criteria, which
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again utilizes both the calorimeter and tracker information. First, the nonassociated calorimeter

transverse energy in a cone of radius ∆R = 0.2 around the muon may not exceed 15% of the muon

pT. Second, the scalar pT sum of all nonassociated tracks in a variable-width cone around the muon

(and consistent with the primary vertex) must not exceed 4% of the muon pT. This cone starts

with a radius of ∆R = 0.3 for muons with pT ≤ 33 GeV, before decreasing like ∆R = 10 GeV/pT

for muons satisfying 33 GeV < pT < 50 GeV. For muons with pT ≥ 50 GeV, the cone size remains

fixed at ∆R = 0.2 to better reject non-prompt muons from heavy flavor decays.

Additionally, signal muons must pass both a cosmic and bad muon veto. The former requires the

longitudinal and transverse impact parameters to be consistent with the primary vertex, while the

latter requires the momenta measured by the inner detector and muon spectrometer to be consistent.

The impact of these two vetoes is minimal after the baseline selection. Finally, signal muons must

satisfy a longitudinal impact parameter significance cut of |d0/σd0 | < 3. The baseline and signal

muon requirements are summarized in Table 5.4.

Cut Value/description

Baseline Muons

Acceptance pT > 10 GeV, |η| < 2.7
Impact parameter z0 sin(θ) ≤ 0.5 mm
Identification WP Medium

Signal Muons

Acceptance pT > 12 GeV
Impact parameter |d0/σd0 | < 3
Identification WP Medium

Isolation WP FCTight FixedRad

Object quality Cosmic muon veto, bad muon event veto

Table 5.4: Summary of the baseline and signal muon selection criteria. Signal criteria are applied
on top of baseline criteria after overlap removal.

Jets

This analysis uses EMTopo jets clustered using the anti-kT algorithm with a radius parameter R of

0.4. Baseline jets must satisfy pT > 20 GeV and may fall within the full calorimeter acceptance

(|η| < 4.5). The track-based jet vertex tagger (JVT) [192] and calorimeter-based forward jet vertex

tagger (fJVT) [193] are used to tag jets that likely originate from the primary vertex. Jets with

pT < 120 GeV inside the Inner Detector acceptance (|η| < 2.5) are tagged using the Medium JVT
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working point. Untagged jets, which are likely to originate from pileup interactions, are not vetoed

at the baseline level; however, the tagging information is used in the missing transverse energy

calculation. Baseline jets that pass overlap removal become candidates for signal jets.

Signal jets must pass a tighter |η| < 2.8 cut. To suppress jets from pileup, signal jets with

pT < 120 GeV within the Inner Detector acceptance (|η| < 2.5) must be tagged by the JVT (but

not the fJVT). Finally, if any signal jet fails the LooseBad object quality criteria, the event is vetoed.

Baseline and signal jets containing b-hadrons (b-jets) are tagged using multiple low-level algo-

rithms as input to a high-level multivariate classifier [194]. The low-level algorithms utilize tracking

information, analyzing the impact parameters of individual tracks associated to the jet and build-

ing secondary displaced vertices. The results of these low-level algorithms are given as input to the

high-level MV2c10 boosted decision tree algorithm, providing separate discriminants for b-jets, c-jets,

and light flavor jets. With this algorithm, jets are tagged using the Fixed 85% working point. This

corresponds to an average b-tagging efficiency of 85% in tt̄ simulation, with rejection factors of 25,

2.7, and 6.1 for jets originating from light quarks and gluons, c-quarks, and τ -leptons, respectively.

Cut Value/description

Baseline jets

Acceptance pT > 20 GeV, |η| < 4.5

Signal jets

Acceptance |η| < 2.8
JVT Medium, pT < 120 GeV, |η| < 2.5
Object quality LooseBad event veto

Signal b-tagged jets

Acceptance |η| < 2.5
b-tagging algorithm MV2c10

b-tagging WP Fixed 85%

Table 5.5: Summary of the baseline and signal jet selection criteria. Signal criteria are applied on
top of baseline criteria after overlap removal. JVT requirement only applies to central, softer jets.

Photons

While not used in this analysis directly, baseline photons are provided as input to the missing energy

calculation in each event. Baseline photons must satisfy pT > 25 GeV, and must be within the

acceptance of the Inner Detector and the finely-segmented first layer of the LAr calorimeter (|η| <
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2.37), excluding the calorimeter crack region (1.37 < |η| < 1.52). Additionally, baseline photons

must satisfy the Tight identification criteria [195]. Finally, photons labeled as BADCLUSPHOTON due

to detector malfunctions are vetoed.

Missing Transverse Energy

The missing transverse momentum, pmiss
T , is defined as the negative vector sum of all baseline

electron, muon, photon and hard-scatter jet momenta, plus an additional soft term [196]. Hard-

scatter jets are baseline jets that pass the JVT and fJVT requirements described above. The soft

term is calculated from all tracks associated with the primary vertex but none of the baseline objects.

By using fully-calibrated baseline objects and the soft term, the pileup dependence is minimized.

The missing transverse energy, Emiss
T , is the magnitude of pmiss

T .

Overlap Removal

As the electron, muon, and jet reconstruction algorithms are run independently, a single particle

can be reconstructed as multiple analysis objects. To resolve these ambiguities, an overlap removal

algorithm is performed on all baseline leptons and jets. The algorithm is applied sequentially as

follows:

1. Electrons sharing a track with a higher pT electron are removed.

2. Electrons sharing a track with a non-calorimeter-tagged muon are removed.

3. Jets within ∆R(e, jet) ≤ 0.2 of an electron are removed, unless the jet is b-tagged with pT < 100

GeV.

4. Electrons within ∆R(e, jet) ≤ 0.4 are removed.

5. Jets within ∆R(µ, jet) ≤ 0.2 of an muon are removed, unless the jet is b-tagged with pT <

100 GeV.

6. Muons within ∆R(µ, jet) ≤ 0.4 are removed.

Notice that if a lepton and jet have ∆R(`, jet) ≤ 0.2, the overlap removal decision depends on the

b-tag status of the jet. If the jet is b-tagged, the lepton is removed; otherwise, the jet is removed.

By preferentially keeping the b-tagged jet over the lepton, the non-prompt leptons from heavy flavor

hadron decays are suppressed. However, this preference for b-tagged jets can reduce the efficiency
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for prompt leptons from the high mass χ̃
±
1 χ̃
∓
1 /χ̃

±
1 χ̃

0
1 signals, where the decay products of the χ̃±1 /χ̃0

1

can be collimated. Therefore, this favoring of b-tagged jets only applies to jets with pT < 100 GeV.

The ∆R calculation here uses the rapidity, as opposed to η, and is therefore Lorentz invariant

even for jets with masses comparable to their momenta. The baseline leptons and jets passing this

overlap removal algorithm are considered for the signal objects used by the analysis.

5.4 Search Strategy

In this B −L model, the χ̃±1 and χ̃0
1 are dominantly produced in pairs through R-parity conserving

processes. With no R-parity conserving decay paths available, each χ̃±1 /χ̃0
1 decays via a suppressed

R-parity violating coupling to a lepton and a Standard Model boson. Of the many possible final

states, those involving a χ̃±1 → Z` → ``` decay are particularly interesting, as the χ̃±1 mass can be

accurately reconstructed from the momenta of the three leptons. Due to the excellent momentum

resolution of reconstructed electrons and muons, a χ̃±1 signal will produce a narrow resonance in the

trilepton mass (mZ`) distribution. With no Standard Model particles decaying resonantly to three

leptons, the combinatorial background distribution is smooth.

Three orthogonal signal regions (SRs) are defined to target χ̃
±
1 χ̃
∓
1 /χ̃

±
1 χ̃

0
1 events where at least

one chargino decays via χ̃±1 → Z`→ ```. To remain as inclusive as possible to signals with various

branching fractions to the different boson types and lepton flavors, no constraints are placed on the

decay of the second χ̃±1 /χ̃0
1. Instead, information from the decay of this second χ̃±1 /χ̃0

1 is used to

differentiate the three SRs. The algorithm used to classify the many possible final states into three

SRs is presented in the following discussion. Afterwards, the matching procedure used to select the

correct three leptons that reconstruct the χ̃±1 mass is presented. Finally, the event kinematic and

object multiplicity requirements used to mitigate the combinatorial background are described.

Signal Regions

As mentioned previously, this analysis targets χ̃
±
1 χ̃
∓
1 + χ̃

±
1 χ̃

0
1 production, where at least one chargino

decays via χ̃±1 → Z` → ```. An event classification algorithm was developed to handle the many

possible final states, utilizing information from the second χ̃±1 /χ̃0
1 decay to define three complemen-

tary signal regions. The first two signal regions, SR3` and SR4`, target partially invisible decays

of the second χ̃±1 /χ̃0
1, while SRFR targets final states where the decays of both winos can be fully

reconstructed. Should the signal be present, a trilepton mass resonance would appear in each signal

region. The algorithm is summarized in Figure 5.2.
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≥3 leptons, ≥1 leptonic Z candidate

Number of leptons

Hadronic boson or second 
leptonic Z candidate

If ≥2 additional boson candidates, choose 
that closest to expected boson mass

SR3ℓ

SR4ℓ SRFR

≥43

No Yes

Figure 5.2: Schematic flow chart describing the assignment of an event to a given signal region.

First, to target χ̃±1 → Z` → ``` decays, all events must contain at least three leptons. Two of

these leptons must reconstruct a Z boson, forming a same-flavor opposite-sign (SFOS) pair with a

dilepton mass within 10 GeV of the Z mass. If there are no additional leptons in the event, it is

considered for SR3`. Final states targeted by SR3` include:

• χ̃±1 χ̃∓1 → Z` Wν → ``` qqν

• χ̃±1 χ̃0
1 → Z` Hν → ``` bbν

• χ̃±1 χ̃0
1 → Z` Zν → ``` qqν

• χ̃±1 χ̃0
1 → Z` Zν → ``` ννν

If an event contains at least four leptons, but a second boson candidate cannot be formed, the

event is considered for SR4`. Final states targeted by SR4` include:

• χ̃±1 χ̃∓1 → Z` Z` → ``` νν`

• χ̃±1 χ̃∓1 → Z` Wν → ``` `νν

• χ̃±1 χ̃0
1 → Z` Zν → ``` ``ν

• χ̃±1 χ̃0
1 → Z` W` → ``` `ν`

Finally, if an event contains at least four leptons and a second boson candidate, the event is

considered for SRFR. For this second boson candidate, pairs of jets are considered if their dijet

mass satisfy 71.2 < mjj < 111.2 GeV, consistent with a W or Z boson. This mass requirement is

relaxed to 71.2 < mjj < 150 GeV if at least one of these jets is b-tagged, providing sensitivity to

H → bb decays. To maintain sensitivity to possible χ̃
±
1 χ̃
∓
1 events where both charginos decay via

χ̃±1 → Z`→ ```, additional pairs of SFOS leptons with 81.2 < m`` < 101.2 GeV are also considered

for the second boson candidate. Such events, however, must contain at least six leptons. Final states

targeted by SRFR include:
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• χ̃±1 χ̃∓1 → Z` Z` → ``` ```

• χ̃±1 χ̃∓1 → Z` Z` → ``` qq`

• χ̃±1 χ̃∓1 → Z` H` → ``` bb`

• χ̃±1 χ̃0
1 → Z` W` → ``` qq`

While not explicitly targeted, final states involving tau leptons and Higgs decays other than

H → bb can enter any of the SRs depending on the decay details. For example, a χ̃±1 χ̃∓1 → Z` H`

→ ``` WW ∗` event can enter either SR4` or SRFR depending on the decays of the two W bosons.

Even when one (or more) light lepton in the χ̃±1 → Z` → ``` decay is replaced by a tau lepton,

the event can still enter the SRs if the tau decays leptonically. However, the trilepton mass in such

events will not accurately reconstruct the χ̃±1 mass, as some momentum is lost to neutrinos.

Due to an imperfect detector efficiency, acceptance, and resolution, an event targeted by one

particular SR may migrate into another. For example, if the second wino is a χ̃0
1 decaying via

χ̃0
1 → W` → qq`, the event is targeted by SRFR. However, if an object is lost or the dijet mass is

outside the boson mass window, the event may be considered for SR3` or SR4` instead. Additionally,

event migration can occur in the opposite direction due to fake or non-prompt leptons, or by random

pileup jet pairs satisfying the boson mass window requirements and faking a boson.

Trilepton Mass Reconstruction

In each signal region, the correct three leptons must be chosen to reconstruct the χ̃±1 → Z` → ```

decay. The choice is unambiguous in SR3`, as there are only three leptons in the event. However, in

SR4` and SRFR, at least one lepton is expected to originate from the decay of the second χ̃±1 /χ̃0
1,

causing an ambiguity. If an incorrect lepton is chosen, the trilepton mass will not reconstruct the

chargino mass, causing the signal resonance to smear, potentially reducing the statistical significance.

In SRFR, this ambiguity can be resolved by fully reconstructing the two decay chains and taking

advantage of the mass degeneracy of the χ̃
±
1 χ̃
∓
1 /χ̃

±
1 χ̃

0
1 pair. Each event contains a leptonic Z boson

candidate, a second boson candidate, and at least two additional leptons. Of these additional leptons,

the two hardest are assumed to be produced directly from the χ̃±1 /χ̃0
1 decay vertices; henceforth, such

leptons will be referred to as direct leptons. To reconstruct the χ̃
±
1 χ̃
∓
1 /χ̃

±
1 χ̃

0
1 pair, these two direct

leptons are matched with the two boson candidates by minimizing the mass asymmetry, defined as:

masym
Z` =

|mZ` −mB`|
mZ` +mB`

, (5.1)

where mZ` is the invariant mass of the χ̃±1 → Z` → ``` decay leg, and mB` is the invariant mass

of the other χ̃±1 /χ̃0
1 decay leg. The B subscript represents the second reconstructed W , Z, or H
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boson. This algorithm has an efficiency for choosing the correct three leptons to reconstruct the

χ̃±1 → Z` → ``` decay ranging from 60% for mχ̃1
= 100 GeV signals to 80% or more for signals

with mχ̃1
≥ 200 GeV.

In SR4`, the second χ̃±1 /χ̃0
1 decay cannot be fully reconstructed, and the mass asymmetry there-

fore cannot be used to choose the correct three leptons. Each event contains at least four leptons,

two of which reconstruct a Z boson. Choosing the correct third lepton to pair with the Z is difficult,

as the event kinematics changes drastically with the χ̃±1 /χ̃0
1 mass. At low mass, the χ̃

±
1 χ̃
∓
1 /χ̃

±
1 χ̃

0
1

pairs are boosted and recoil against each other. As a result, the decay products of each χ̃±1 /χ̃0
1 are

collimated. At high mass, the χ̃
±
1 χ̃
∓
1 /χ̃

±
1 χ̃

0
1 pairs are produced almost at rest, so the direct lepton

and Z boson from the χ̃±1 → Z` decay recoil against each other instead.

To maximize the sensitivity over a range of possible χ̃±1 /χ̃0
1 masses, an SR4`-specific matching

algorithm was developed. The goal was to find a kinematic variable to serve as a proxy for the

χ̃±1 /χ̃0
1 mass, allowing separate matching algorithms at low and high mass. This proxy mass has to

be appropriate for the full range of final states targeted by SR4`. The common feature of all these

targeted final states is the presence of at least four leptons. Consequently, the scalar pT-sum of all

the leptons in the event, LT, was used as the proxy for the χ̃±1 /χ̃0
1 mass:

LT =
∑
leps

pT. (5.2)

If an event has LT < 550 GeV, it is assumed to be a low mass signal event, and the lepton that

minimizes ∆R(Z, `) is chosen to reconstruct the χ̃±1 → Z` → ``` decay. If an event has LT > 550

GeV, it is assumed to be a high mass signal event, and the lepton that maximizes mZ` is chosen

instead.

To determine the optimal LT value at which to switch between the min [∆R(Z, `)] and max [mZ`]

methods for selecting the direct lepton, several factors must be considered. By maximizing the

efficiency for choosing the correct three leptons to reconstruct the χ̃±1 → Z` → ``` decay, the

signal mZ` distribution becomes more strongly peaked at the true χ̃±1 mass. However, this does not

necessarily lead to the optimal sensitivity, as various matching algorithms may shape the background

mZ` distribution differently. Finally, since a shape-fit is performed in the signal regions, all mZ` bins

contribute to the sensitivity. As a result, even the mismatched signal events in the combinatorial

tails of the mZ` distribution can contribute. Various matching algorithms were evaluated using

HistFitter [197] to perform the shape-fit, with the algorithm described above providing the best

sensitivity over the probed χ̃±1 /χ̃0
1 mass range. These studies are summarized in Appendix A.
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Branching Fraction Scan and Signal Event Reweighting

When setting limits on the χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 signal, a scan is performed over the χ̃±1 /χ̃0

1 mass and

branching fractions to the various leptons and bosons. For these limits, it is assumed that the

branching fractions are fully correlated between the χ̃±1 and χ̃0
1. Four points in the lepton branching

fraction space are considered: equal branching fractions to the three flavors, 100% to electrons, 100%

to muons, and 100% to tau leptons. A finer scan is performed over the boson branching fractions.

As described in Section 5.2, the χ̃
±
1 χ̃
∓
1 samples are produced with equal branching fractions to

the various leptons and bosons, while the χ̃
±
1 χ̃

0
1 samples force the χ̃±1 to decay via χ̃±1 → Z`→ ```.

After reweighting the χ̃±1 χ̃
0
1 events by a factor of 1/3, both sets of signal samples are weighted

properly to test the equal branching fractions hypothesis. To obtain the expected signal yields for

some other χ̃±1 /χ̃0
1 branching fraction hypothesis, each simulated signal event is further reweighted

by the following factor:

ω = 3(NZ+NW+NH)B(Z)NZB(W )NWB(H)NH × 3(Ne+Nµ+Nτ )B(e)NeB(µ)NµB(τ)Nτ , (5.3)

where Ne, for example, is the number of electrons produced directly from a χ̃±1 /χ̃0
1 decay vertex at

truth-level.25

For example, consider a simulated χ̃±1 χ̃
0
1 event that decays via χ̃±1 χ̃

0
1 → ZeWµ at truth-level.

This event will be reweighted by

ω = 3(1+1+0)B(Z)1B(W )1B(H)0 × 3(1+1+0)B(e)1B(µ)1B(τ)0. (5.4)

As a sanity check, one can choose equal branching fractions to each lepton and boson. This results in

ω = 1, as expected, since these samples are already weighted for equal branching fractions. However,

when testing signal hypotheses with B(H) or B(τ) approaching 100%, this particular event will be

weighted to zero.

Alongside SR3`, SR4`, and SRFR, two additional sets of signal regions are defined with identical

selections except the chosen direct leptons are required to be either electrons (SR3`e, SR4`e, SRFRe)

or muons (SR3`µ, SR4`µ, SRFRµ). In SR3` and SR4`, the direct lepton is the one paired with the

Z boson to reconstruct the χ̃±1 → Z`→ ``` decay. As the fourth lepton in SR4` may or may not be

produced directly from the second χ̃±1 /χ̃0
1 decay, it is not subjected to the flavor requirement. In

SRFR, both leptons that are paired with bosons to reconstruct χ̃±1 /χ̃0
1 decays are considered direct

and are subjected to the flavor requirements. These flavor-specific SRs are used when setting limits

25Note that this equation assumes that the χ̃±1 and χ̃0
1 branching bractions are 100% correlated. While (NZ +

NW +NH) = 2 in all events, (Ne +Nµ +Nτ ) can vary depending on the number of χ̃±1 /χ̃0
1 decays to neutrinos.



5. Trilepton Resonance Search 86

on χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 signals with 100% branching fractions to electrons or muons. When setting limits

under the lepton universal or 100% tau assumptions, the nominal SRs are used. More information

on the limit setting procedure is provided in Section 5.8.3.

Signal Region Shape-fit Details

To search for a trilepton mass resonance above a smoothly falling background, a shape-fit is per-

formed in the three signal regions. The trilepton mass distributions are binned and fit simultaneously.

If a χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 signal exists with even a small branching fraction to Z bosons, a resonance should

be seen near the same mass in all three signal regions.

Instead of using the trilepton mass directly, the shape-fit is performed in mshifted
Z` , defined as:

mshifted
Z` = mZ` −m`` + 91.2 GeV, (5.5)

where mZ` is the reconstructed χ̃±1 mass, and m`` is the reconstructed Z mass. Subtracting m`` from

mZ` cancels resolution effects, resulting in narrower signal resonances, while adding the true Z mass

re-centers the variable at the χ̃±1 mass. The binning of the mshifted
Z` distributions in the signal regions

is given in Table 5.6. This binning is chosen to maximize the sensitivity while maintaining sufficient

background statistics and computation feasibility. The increasing bin widths at higher mass reflect

both the decrease in background statistics and the increase in the signal width due to resolution

effects. The full details of the statistical interpretation, including the likelihood definition, fitting

procedure, and hypothesis testing are presented in Sections 5.7 and 5.8. For the sake of notational

simplicity, mZ` will always refer to mshifted
Z` unless otherwise stated.

Bin Width [GeV] mshifted
Z` Range [GeV]

20 [90, 270)
30 [270, 360)
40 [360, 440)
140 [440, 580)

inclusive [580, ∞)

Table 5.6: The binning used for the shape-fit of the signal region mshifted
Z` distributions.

Suppressing Combinatorial Standard Model Backgrounds

While no Standard Model particle resonantly decays to three leptons, various background processes

can produce events capable of passing the signal region criteria described above. To mitigate such
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processes entering the signal regions, additional requirements are placed on the event kinematics

and object multiplicities.

The ZZ process can enter either SR4` or SRFR if both bosons decay leptonically. In the latter

case, two jets from initial state radiation or pileup must coincidentally form a dijet pair with an

invariant mass in the boson mass window. To reject this background, both signal regions veto events

containing exactly four leptons that form two SFOS pairs if the mass of the second pair satisfies

|m``,2 −mZ | < 20 GeV. To further reduce the ZZ background in SR4`, which targets signal events

where the second χ̃±1 /χ̃0
1 decay includes neutrinos, events with a second pair of same-flavor leptons

must satisfy Emiss
T > 80 GeV.

The tt̄Z process can enter all three signal regions, depending on the decays of the two top quarks.

If both decay leptonically, the event may enter either SR4` or SRFR. The latter case requires a pair

of jets that accidentally reconstructs a second boson. This is not uncommon in leptonic tt̄Z events, as

the two b-quark initiated jets are usually tagged. Consequently, the relaxed dijet mass requirement

of 71.2 < mjj < 150 GeV is applied when attempting to reconstruct a second boson. If only one top

quark decays leptonically, the event can only enter SR3` (barring any fake or non-prompt leptons).

The presence of well-separated b-tagged jets in tt̄Z events provides a handle for managing the

background. While signal events may contain Z/H → bb decays, the two b-jets are often collimated

due to the boost of the boson. Therefore, to reject tt̄Z events, all three signal regions veto events

with at least two b-jets that satisfy ∆R (b1, b2) > 1.5.

To further reduce the background from ZZ, tt̄Z, and other rarer processes, SRFR again exploits

the mass degeneracy of the χ̃
±
1 χ̃
∓
1 /χ̃

±
1 χ̃

0
1 pair. If reconstructed properly, the mass asymmetry be-

tween the two χ̃±1 /χ̃0
1 decay chains should be small. By requiring masym

Z` < 0.1, the more evenly

distributed combinatorial background is effectively rejected.

The WZ process is the dominant background in SR3`, which targets signal events where the

second χ̃±1 /χ̃0
1 decay provides no additional leptons. Both the signal and WZ background events

contain three leptons and at least one neutrino, with two of the leptons originating from a Z boson.

Despite the similar lepton and neutrino multiplicities, the kinematics of the two samples differ.

In WZ events, the third lepton and neutrino are produced resonantly from the W boson decay.

Using pmiss
T as a proxy for the neutrino momentum, the transverse mass of the W boson can be

reconstructed from the third lepton pT and pmiss
T as:

mT =
√

2pTEmiss
T (1− cos(∆φ)), (5.6)

where ∆φ is the azimuthal separation between the third lepton pT and pmiss
T . While the WZ
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mT distribution has a kinematic edge at the W mass, the signal mT distribution has no such feature,

since the third lepton and neutrino are produced non-resonantly from separate χ̃±1 /χ̃0
1 decays.26 By

cutting on mT, the WZ background can be effectively rejected.

When all three leptons are of the same flavor, there are two possible SFOS pairs that can be

considered when reconstructing the Z decay. Choosing the pair that minimizes |m`` −mZ | has a

very high efficiency in signal events (> 95%) since the third lepton is produced directly from a χ̃±1

decay and typically has a larger momentum. However, this method for determining the Z leptons

is less efficient for the WZ background since the three leptons are of similar momenta. When the

wrong two Z leptons are chosen, the third lepton and pmiss
T will not correctly reconstruct the W , and

the resulting mT value may exceed mW . Consequently, better WZ background rejection is achieved

by cutting on the minimum mT of all lepton and pmiss
T pairings for which the remaining two leptons

form a SFOS pair. Labeled mmin
T , all SR3` events must satisfy mmin

T > 125 GeV. Finally, Standard

Model backgrounds without neutrinos are suppressed in SR3` by requiring Emiss
T > 150 GeV. This

includes Z+jets events where a jet produces a fake or non-prompt lepton.

The full definitions of the signal regions and the other analysis regions are summarized in Sec-

tion 5.5. The SR distributions of the important kinematic variables will be shown in Section 5.8.

All cut values mentioned above were chosen to optimize the sensitivity to the χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 signal.

Occasionally, this required sacrificing some sensitivity to the low mass signals in favor of the inter-

mediate and high mass signals, as the lower mass signals had sensitivity to spare due to their large

production cross sections. The truth-level acceptances and reconstruction efficiencies are provided

in Appendix D as a function of the χ̃±1 /χ̃0
1 mass and branching fractions to the leptons and bosons.

5.5 Background Estimation and Validation

Presented in this section are the methods used to estimate the various Standard Model backgrounds.

The primary WZ, ZZ, and tt̄Z backgrounds are estimated via a semi-data-driven method, with

control regions (CRs) defined for each by inverting a small number of SR requirements. Designed

to be pure in the targeted background and high in statistics, these CRs can be fit simultaneously

with the SRs to constrain the normalization and systematic uncertainties related to the dominant

backgrounds. Validation regions (VRs) are defined in the intermediate phase space between the

CRs and SRs, and are used to test the extrapolation over the inverted selections. The kinematic

selections applied to each CR and VR are described in Section 5.5.1. The remaining prompt lepton

26Signal events in SR3` may even contain multiple neutrinos contributing to pmiss
T (e.g. χ̃±1 χ̃

0
1 → Z`Zν → ```ννν).
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backgrounds are minor, and their yields in the various analysis regions are taken directly from

simulation. Finally, the background from fake and non-prompt leptons is estimated via the data-

driven fake factor method, presented in Section 5.5.2. While this method requires an additional CR

and VR, the CR is not included in the fit. More information on the fit procedure is provided in

Sections 5.7 and 5.8.

Events in all analysis regions are required to contain at least three leptons, two of which form

a SFOS pair satisfying |m`` −mZ | < 10 GeV. Additionally, an mZ` > 90 GeV selection is applied

in all regions, in line with the lowest probed χ̃±1 /χ̃0
1 mass of 100 GeV. This selection also mitigates

Z → 4` events where one lepton may avoid reconstruction, which are difficult to estimate. While the

SRs are binned in mZ`, the CRs and VRs are defined inclusively, as this variable is well-modeled by

the simulation. The selections used to define the CRs, VRs, and SRs are summarized in Table 5.7.

Table 5.7: Selection criteria for the various signal, control, and validation regions used in the analysis.
All regions require a pair of leptons with the same flavor and opposite sign of their electric charge
whose invariant mass is between 81.2 GeV and 101.2 GeV. Additionally, they require a third lepton
and a trilepton invariant mass above 90 GeV. The 2nd boson requirement indicates the presence of
two additional jets or leptons consistent with a W , Z, or Higgs boson decay. The asterisk (*) in the
SR4` Emiss

T requirement indicates that this selection is only considered for events with two pairs of
same-flavor leptons. The ∆R(b1, b2) selection is only considered for events with at least two b-jets.

Region Nlep Emiss
T [GeV] mmin

T [GeV]
2nd 2nd leptonic Z;

Nb-jet ∆R(b1, b2) masym
Z`boson |m``,2 −mZ | [GeV]

SRFR ≥4 - - Yes veto; <20 - <1.5 <0.1
SR4` ≥4 >80* - No veto; <20 - <1.5 -
CRZZ =4 - - - require; <5 - <1.5 -
VRZZ =4 - - - require; [5,20] - <1.5 -
CRtt̄Z ≥3 >40 - - veto; <20 ≥2 >2.5 -
VRtt̄Z ≥3 >40 - - veto; <20 ≥2 [1.5,2.5] -

SR3` =3 >150 >125 - - - <1.5 -
CRWZ =3 <80 [50,100] - - - <1.5 -
VREmiss

T =3 >80 <100 - - - <1.5 -
VRmmin

T =3 <80 >125 - - - <1.5 -

CRFake =3 <30 <30 - - - <1.5 -
VRFake =3 [30,80] <30 - - - <1.5 -

5.5.1 Primary Prompt Backgrounds

Control and validation regions are defined to estimate the primary WZ, ZZ, and tt̄Z backgrounds.

The remaining prompt backgrounds, including the Higgs, triboson, tWZ, tt̄W , and tZ processes,

are minor and estimated directly from simulation.
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The dominant background in SR3` is the WZ process. As explained in Section 5.4, the mmin
T

distribution of the WZ background has a kinematic edge at the W mass, while the signal distribution

is smooth. Additionally, both the Emiss
T and mmin

T distributions are softer in WZ events, especially

compared to the higher χ̃±1 /χ̃0
1 mass signals. To define CRWZ, the Emiss

T and mmin
T requirements

of SR3` are inverted. By requiring Emiss
T < 80 GeV and 50 < mmin

T < 100 GeV, the WZ process

is enhanced while the signal contamination is minimized. Two validation regions, VREmiss
T and

VRmmin
T , are defined between CRWZ and SR3` to test the extrapolation over the two variables.

The contamination in CRWZ from possible low mass χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 signals is large, which

can inflate the WZ normalization factor obtained from a background-only fit should the signal

exist. Consequently, the post-fit WZ background would be over-estimated in the signal regions,

reducing the sensitivity to the signal. However, the production cross-sections are so large for the

low mass signals that this slight decrease in sensitivity is acceptable. Expressed as a percentage

of the expected total background yield before the fit, the signal contamination from χ̃±1 χ̃
∓
1 + χ̃±1 χ̃

0
1

signals with democratic branching fractions starts at about 25% for mχ̃1
= 100 GeV, dropping

rapidly to 13% for mχ̃1
= 150 GeV, 4% for mχ̃1

= 200 GeV, and 0.5% for mχ̃1
= 300 GeV.

The ZZ process is an important background in both SR4` and SRFR. CRZZ is defined by

requiring exactly four leptons with a second SFOS pair satisfying |m``,2 − mZ | < 5 GeV. While

extremely pure in ZZ events, CRZZ also has significant contamination from low mass signals.

However, the contamination drops rapidly from 40% to just 2% between mχ̃1
= 100 and 200 GeV.

VRZZ is then defined by loosening this second Z boson mass window to 5 < |m``,2−mZ | < 20 GeV,

falling between the CRZZ requirement and the m``,2 vetoes of SR4` and SRFR.

Finally, the tt̄Z background is significant in SR4` and SRFR, and is often characterized by

two well-separated b-jets. While the signal may produce two b-jets via Z/H → bb decays, the

two jets tend to be collimated due to the boost of the boson. CRtt̄Z and VRtt̄Z are therefore

defined by requiring at least three leptons and two b−tagged jets satisfying ∆R(b1, b2) > 2.5 and

1.5 < ∆R(b1, b2) < 2.5, respectively. All other analysis regions veto events with two b-tagged

jets with ∆R(b1, b2) > 1.5 to reduce the tt̄Z contribution and to maintain orthogonality with

CRtt̄Z and VRtt̄Z. Lastly, to mitigate contamination from the Z+jets process, both regions require

Emiss
T > 40 GeV. The signal contamination peaks at about 15% for the mχ̃1

= 200 GeV signal point,

decreasing to just 3% for mχ̃1
= 300 GeV.

A background-only fit to the observed data in the CRs and SRs is performed to evaluate the

background modeling.27 In the fit, the normalization factors for the WZ, ZZ, and tt̄Z processes

27When designing the analysis, only the CRs were used in the fit since the SRs were blinded.
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Background NF

WZ 1.03± 0.01
ZZ 1.12± 0.03
tt̄Z 1.05± 0.11

Table 5.8: Normalization factors after a background-only fit to the observed data in the CRs & SRs.

are allowed to float, and are mostly constrained by the CRs due to their high statistics and purity

for the targeted process. The post-fit normalization factors are summarized in Table 5.8. The post-

fit CR and VR distributions for all variables relevant in the extrapolation to the SRs are shown in

Figure 5.3. The mZ` distributions in each CR and VR are shown in Figures 5.4 and 5.5, respectively.

No significant shape disagreement is seen in the mZ` distributions, justifying the choice to normalize

the primary backgrounds inclusively in mZ` to benefit from the improved statistics.
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Figure 5.3: Distributions of the data and post-fit background in the CRs and VRs that are relevant
in the extrapolation to the SRs, including (top left) mmin

T in CRWZ and VRmmin
T , (top right)

Emiss
T in CRWZ, (middle left) Emiss

T in VREmiss
T , (middle right), m``,2 in CRZZ and VRZZ, and

(bottom) ∆R(b1, b2) in CRtt̄Z and VRtt̄Z. Black (red) arrows indicate the CR (VR) selection on
the variable shown, with all other region selections applied. The first (last) bin includes underflow
(overflow) events. The “Other” category consists mostly of the tWZ, tt̄W and tZ processes. The
hatched bands indicate the combined theoretical, experimental, and MC statistical uncertainties
in the background prediction. The bottom panel shows the ratio of the data to the background
prediction.



5. Trilepton Resonance Search 93

obs_x_CRWZ_all_mymZlMinusmZPlusZmass

1−10

1

10

210

310

410

510

610

E
ve

nt
s 

/ 2
0 

G
eV Data Total SM

WZ              ZZ              
Fake lepton     Other           
ttZ             Higgs           
Triboson        

 ATLAS
-1 = 13 TeV, 139 fbs

CRWZ

100 200 300 400 500 600

 [GeV]Zlm

0.5

1

1.5

D
at

a/
S

M

obs_x_CRZZ_all_mymZlMinusmZPlusZmass

1−10

1

10

210

310

410

510

610

E
ve

nt
s 

/ 2
0 

G
eV Data Total SM

ZZ              Fake lepton     
Triboson        ttZ             
Other           Higgs           

 ATLAS
-1 = 13 TeV, 139 fbs

CRZZ

100 200 300 400 500 600

 [GeV]Zlm

0.5

1

1.5
D

at
a/

S
M

obs_x_CRttZ_all_mymZlMinusmZPlusZmass

1−10

1

10

210

310

410

510

E
ve

nt
s 

/ 2
0 

G
eV Data Total SM

ttZ             Other           
WZ              Fake lepton     
ZZ              Higgs           
Triboson        

 ATLAS
-1 = 13 TeV, 139 fbs

CRttZ

100 200 300 400 500 600

 [GeV]Zlm

0.5

1

1.5

D
at

a/
S

M

Figure 5.4: The mZ` distributions of the data and post-fit background in the CRWZ, CRZZ and
CRtt̄Z regions, respectively. The first (last) bin includes underflow (overflow) events. The “Other”
category consists mostly of the tWZ, tt̄W and tZ processes. The hatched bands indicate the
combined theoretical, experimental, and MC statistical uncertainties in the background prediction.
The bottom panel shows the ratio of the data to the background prediction.
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Figure 5.5: The mZ` distributions of the data and post-fit background in the VREmiss
T , VRmmin

T ,
VRZZ, VRtt̄Z and VRFake regions, respectively. The first (last) bin includes underflow (overflow)
events. The “Other” category consists mostly of the tWZ, tt̄W and tZ processes. The hatched bands
indicate the combined theoretical, experimental, and MC statistical uncertainties in the background
prediction. The bottom panel shows the ratio of the data to the background prediction.
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A summary of the observed data and expected background estimates in each CR and VR is

shown in Figure 5.6. The background estimates shown here are pre-fit for the CRs and post-fit

for the VRs. In the bottom panel, the pre-fit relative difference between the data and expected

background yields are shown for each CR, and the post-fit significances are shown for each VR.

A nearly 2σ overestimate is seen in VREmiss
T , however, no major mismodeling is observed in the

shapes of the mZ` (Figure 5.5) or Emiss
T (Figure 5.3) distributions in the region. In VRtt̄Z, a 1.5σ

excess is observed. Again, no feature is seen in the mZ` distribution (Figure 5.5). Additionally,

decent agreement is seen in the ∆R(b1, b2) distribution (Figure 5.3) on either side of VRtt̄Z, which

is defined over 1.5 < ∆R(b1, b2) < 2.5.
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Figure 5.6: The observed data and the SM background expectation in the CRs (pre-fit) and VRs
(post-fit). The bottom panel shows the fractional difference between the observed data and ex-
pected yields for the CRs and the significance of the difference for the VRs, calculated following the
recommendation [198].

5.5.2 Fake & Non-Prompt Background

Fake and non-prompt leptons are the result of misidentified light flavor (LF) jets, semi-leptonic

decays of heavy flavor (HF) hadrons, and photon conversions. While the non-prompt leptons from

heavy flavor decays and photon conversions are real, all three sources are collectively labeled fake

and estimated via the data-driven fake factor method.

The processes contributing to the fake background vary significantly between the various analysis

regions. Some processes that are almost entirely prompt backgrounds in the 3l regions contribute
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to the fake background in the 4l regions (e.g. WZ). The relative contributions of each process

to the total fake background in the various analysis regions is shown in Table 5.9. Also shown is

the fake background as a percent of the total background. These percentages are measured in MC

simulation.

fake process CRWZ VREmiss
T VRmmin

T CRtt̄Z VRtt̄Z SR3` SR4` SRFR
Z+jets/Z + γ 74% 47% 63% 37% 23% 41% 22% 5%
WZ - - - - - - 45% 21%
ZZ - - - - - - 15% 19%
tt̄Z - - - - - - - 40%
top-like 20% 43% 28% 54% 69% 48% 3% 10%
tot. fake / tot. bkgd 4% 5% 8% 12% 11% 7% 5% 2%

Table 5.9: The relative contributions of each process to the fake and total background in the various
analysis regions. The “top-like” background includes tt̄, single top, and WW . The ZZ regions are
very pure in real ZZ events and are not included in the table.

Fake Factor Method

The data-driven fake factor method is used to estimate the fake and non-prompt lepton background,

as the rate at which these leptons pass the signal requirements is not modeled well by the simulation.

In addition to the signal (aka tight or ID) leptons defined in Section 5.3, the fake factor method uses

a second, disjoint set of leptons referred to as anti-ID (or loose) leptons. These anti-ID leptons are

required to pass the baseline lepton requirements and overlap removal, but fail at least one signal

lepton requirement. Consequently, the anti-ID leptons are enriched in fakes. The anti-ID electron

and muon requirements are summarized in Table 5.10.

Electrons Muons

fail MediumLLH identification -
–or– |d0-significance| > 5 |d0-significance| > 3

–or– fail FCTight isolation –or– fail FCTight FixedRad isolation

Table 5.10: Anti-ID electron and muon definitions used for the fake estimate. These leptons must
pass the baseline requirements and overlap removal. However, by satisfying one of the conditions
listed in the table, they must fail at least one signal requirement.

The fake factor F is defined as the ratio of signal to anti-ID leptons, as measured in data in a

kinematic region enriched in fake leptons. Typically, the fake factor is binned in some kinematic
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variable(s), as the probability of a fake lepton passing the signal criteria is kinematic-dependent.

Ideally, the composition of the fake leptons in this region matches the other analysis regions in both

process (e.g. Z+jets vs. top-like) and source (HF vs. LF vs. conversions). Alternatively, the fake

factors can be binned in some variable that provides a handle on the composition (e.g. Nb-jets), or the

signal and anti-ID definitions can be tuned such that the fake factors are robust against composition

changes (i.e. the LF, HF, and conversion fake factors are the same). Any contamination from events

with only real leptons is removed using MC, thus ensuring only fake leptons are considered in the

measurement of the fake factors. The fake factors are of the form:

F (i) =
NID, data(i)−NID, prompt MC(i)

Nanti-ID, data(i)−Nanti-ID, prompt MC(i)
(5.7)

where N is the number of events and i refers to the ith bin.

Once measured, the fake factors can be used to estimate the fake background in the various

analysis regions. For each region, a corresponding anti-ID region is defined with identical require-

ments, except at least one signal lepton is replaced with an anti-ID lepton. For the 3` regions, the

number of events with at least one fake lepton can then be estimated with the following equation:

NFake
TTT = NTTT −NRRR

TTT = F1(NLTT −NRRR
LTT ) + F2(NTLT −NRRR

TLT ) + F3(NTTL −NRRR
TTL )

−F1F2(NLLT −NRRR
LLT )− F1F3(NLTL −NRRR

LTL )− F2F3(NTLL −NRRR
TLL )

+F1F2F3(NLLL −NRRR
LLL )

(5.8)

where “RRR” denotes events with three real leptons, and Fi is the fake factor for the ith lepton.

NLTT, NLLT, and NLLL (plus all permutations) are measured in data, and their “RRR” analogs are

determined from MC. While this equation holds for regions with exactly three leptons, analogous

equations can be found for any number of leptons.

Measuring Fake Factors

The fake factors for this analysis are derived in a region dominated by Z+jets events with fake

leptons. Events in this region must contain exactly three baseline leptons. Two of these leptons,

known as the tag leptons, must also pass the signal lepton requirements and together form a Z boson

candidate (SFOS pair with |mll −mZ | < 10 GeV). Additionally, one of the two tag leptons must

also fire a single lepton trigger and pass its associated offline pT cut, as described in Section 5.3.

The remaining baseline lepton, known as the probe lepton, is used for the fake factor measurement.
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To increase the Z+jets purity and reduce prompt contamination (mostly WZ), the fake factor

measurement region CRFake is defined with mmin
T < 30 GeV and Emiss

T < 30 GeV. To reduce the

number of Z → 4l events (with one lost lepton), events must satisfy mZ` > 105 GeV. All selections

used to define CRFake are summarized in Table 5.11.

Three baseline leptons
SFOS pair of signal leptons with |mll −mZ | < 10 GeV, one of which fires a

single lepton trigger and passes its associated offline pT cut.
mmin

T < 30 GeV
Emiss

T < 30 GeV
mZ` > 105 GeV

Table 5.11: Selection criteria used to define the Z+jets dominated fake factor measurement region,
CRFake.

While the processes contributing to the fake background vary significantly across the analysis

regions, the Z+jets fake factors will be used to estimate fakes from all processes. Consequently, the

chosen fake factor parameterization must be reasonable for all processes. Any residual differences

or non-closure will be covered by systematic uncertainties.

After studying multiple possible fake factor parameterizations, pcone
T was chosen. Defined as:

pcone
T = pT + piso

T , (5.9)

pcone
T includes the scalar pT-sum of all tracks in the lepton’s track-based isolation cone (piso

T ), which

varies in radius as described in Section 5.3. In general, pcone
T provides a better handle on the

momentum of the underlying jet giving rise to the fake/non-prompt lepton. Fake leptons passing

the signal requirements tend to carry a larger fraction of the underlying jet momentum than those

that fail, particularly due to the isolation requirement. As a result, when the fake factors are binned

in pT, a signal and an anti-ID lepton falling in the same bin may originate from jets with significantly

different momenta. By including the isolation cone momentum, pcone
T helps correct for this. While

the effect of adding the cone is negligible for the well isolated signal leptons, it significantly increases

the momenta of the anti-ID leptons. By binning in pcone
T instead, signal and anti-ID fake leptons

falling in the same bin originate from more similarly boosted jets. More pragmatically, these fake

factors provided the best agreement between the expected background and observed data in the fake

factor validation region and other analysis regions.

The pcone
T -binned fake factors measured in CRFake are shown in Figure 5.7. These fake factors

are used for all fake estimates in this analysis. The fake factors are cutoff at 100 (50) GeV for
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electrons (muons) due to a lack of statistics above these values. Events with anti-ID leptons above

the cutoff have the fake factor from the highest bin applied. The data and MC fake factors are not

necessarily expected to agree, since the processes giving rise to fake leptons are not well-modeled by

the MC. Alternative parameterizations of the fake factors can be found in Appendix B.1.
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Figure 5.7: Data and Z+jets MC fake factors for electrons (left) and muons (right), binned in pcone
T .

Validating Fake Factors

The fake estimate is validated in an intermediate Emiss
T region. The goal when designing this region

was to move closer to the other analysis regions while maintaining Z+jets purity. The definition of

the fake factor validation region, VRFake, is summarized in Table 5.12.

Various kinematic distributions in the validation region are shown in Fig. 5.8-5.12, with decent

agreement seen in most distributions. Figures 5.8 and 5.9 show the kinematics of the lepton not

assigned to the Z boson, which is most likely the fake in Z+jets events. The kinematics of the

leading, subleading, and third leptons are shown in Figures 5.10 and 5.11, split by flavor. The

object multiplicities and additional event-level distributions are shown in Figure 5.12 and 5.13,

respectively. All distributions are shown before the background-only fit to the observed data in the

CRs and SRs, and all uncertainties are statistical only.

Exactly three signal leptons, no additional leptons
SFOS pair of signal leptons with |mll −mZ | < 10 GeV,
mmin

T < 30 GeV
30 < Emiss

T < 80 GeV

Table 5.12: Selection criteria used to define the Z+jets fake factor validation region, VRFake.
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To better understand any discrepancies between the data and the estimated background in the

validation region, the fake factors were measured in the VRFake. These are shown and discussed

in Appendix B.2. In general, the fake factors are lower in the validation region, suggesting that it

is harder for a baseline lepton to pass the signal requirements. This is consistent with the slight

over-prediction of the background in the validation region seen in Figures 5.8-5.12. A systematic

uncertainty is assessed to cover this non-closure in VRFake.
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Figure 5.8: Various kinematic distributions in the fake factor validation region when the non-Z
lepton is an electron. This lepton is most likely the fake in the Z+jets events. In the min∆R(e, jet)
and min∆R(e, b-jet) distributions, events without a (b-tagged) jet are added to the overflow. All
uncertainties shown are statistical only.
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Figure 5.9: Various kinematic distributions in the fake factor validation region when the non-Z
lepton is a muon. This lepton is most likely the fake in the Z+jets events. In the min∆R(µ, jet)
and min∆R(µ, b-jet) distributions, events without a (b-tagged) jet are added to the overflow. All
uncertainties shown are statistical only.
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Figure 5.10: The pT, η, and φ distributions of the leading, subleading, and third leptons in VRFake
when they are electrons. All uncertainties shown are statistical only.
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Figure 5.11: The pT, η, and φ distributions of the leading, subleading, and third leptons in VRFake
when they are muons. All uncertainties shown are statistical only.
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Figure 5.12: Object multiplicity distributions in the fake factor validation region. All uncertainties
shown are statistical only.
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Figure 5.13: Additional distributions in the fake factor validation region. All uncertainties shown
are statistical only.
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5.6 Systematic Uncertainties

Systematic uncertainties on the signal and background estimates include those associated with the

data-driven background estimation methods, as well as the statistical uncertainties from the simu-

lated MC samples, experimental uncertainties on detector measurements, and theoretical uncertain-

ties in the MC simulation. For each systematic effect, a parametric model is defined. The model and

its parameters may be theoretical (e.g. a Lagrangian parameter like αS), phenomenological (e.g. the

factorization scale in a MC generator), empirical (e.g. the jet energy scale), or statistical (e.g. the

Poisson error for some MC sample in some bin). These nuisance parameters are not of particular

interest to the analysis, but they must be incorporated in the statistical model (see Section 5.7).

Many of the nuisance parameters are constrained by auxiliary measurements, which may be

performed specifically for this analysis (e.g. fake systematics), by combined performance groups for

general use on ATLAS (e.g. jet energy scale), or even by outside collaborations (e.g. parton distri-

bution functions). These auxiliary measurements provide central values and some uncertainty band

for the nuisance parameters, allowing their incorporation in the statistical model through constraint

terms.28 Each nuisance parameter is assumed to be independent and Gaussian distributed with a

mean and width determined from an auxiliary measurement. Correlated uncertainties are described

by the same nuisance parameter, while uncorrelated uncertainties are given separate nuisance pa-

rameters.

When propagating the systematic uncertainties to the signal and background estimates, each

nuisance parameter is varied independently. The expected yields for all values of the nuisance

parameters are then interpolated from the nominal estimate and the ±1σ variations. While the

nuisance parameters are assumed to be Gaussian (and therefore symmetrically) distributed about

their means, the corresponding variations in the expected signal and background yields need not

be. The systematic variations on the estimates are implemented either as additional event weights

(when the same events are used in all variations) or alternative ROOT trees (when the events may

vary).

The relative systematic uncertainties on the expected background yields in the signal regions are

shown in Figure 5.14. The various sources of uncertainty are grouped into categories: experimen-

tal, theoretical, fake lepton, MC statistics, and normalization. The MC statistics category includes

all uncertainties resulting from the finite statistics of the simulated samples used to estimate the

28Some parameters, like the factorization and renormalization scales, cannot be constrained by auxiliary measure-
ments and are instead given reasonable uncertainties.
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prompt backgrounds, while the normalization category includes the uncertainties related to the nor-

malization procedure used to estimate the primary WZ, ZZ, and tt̄Z backgrounds. The remaining

categories will be discuss in detail below.

The jagged bin-to-bin fluctuations in the total uncertainty are primarily driven by the system-

atic uncertainties associated with the fake estimate. As explained in the upcoming discussion, a

conservative uncertainty is applied to any bin with no observed anti-ID events in data, resulting in

large relative uncertainties in the more statistically-limited SR bins. In particular, the highest mZ`

bin in SRFR has a 200% uncertainty on a total post-fit background expectation of about 0.1 event

due to the fake systematics. However, the effect of a fluctuation in a particular SR bin is mitigated

due to the complementary nature of the three SRs; all three SRs contribute to the signal sensitivity.
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Figure 5.14: The relative uncertainties in the post-fit SM background prediction as a function
of mZ` from the background-only fit for the (top left) SRFR, (top right) SR4`, and (bottom)
SR3` regions. Sources of uncertainty are grouped into experimental, theoretical, and MC statistical
categories. Separate categories are provided for the fake/non-prompt backgrounds and for the
normalization procedure of the major WZ, ZZ, and tt̄Z backgrounds. The individual uncertainties
can be correlated and do not necessarily contribute in quadrature to the total uncertainty.
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Experimental Uncertainties

Included in the experimental uncertainties are those related to the limited precision of the detector,

for example, the energy/momentum scales and resolutions of the leptons and jets. Varying these

within their uncertainties will modify the event kinematics, and possibly the signal object and

reconstructed boson multiplicities as well. Consequently, these variations may cause an event to

migrate between analysis regions. The jet energy scale and resolution uncertainties [199, 200] in

particular constitute a large fraction of the total experimental uncertainty. They are derived as

a function of the jet pT and η, while also accounting for the flavor and pileup dependence of the

energy measurement. Similar scale and resolution uncertainties are included for electrons [201] and

muons [191]. These per-object uncertainties are propagated through the Emiss
T calculation, with

additional uncertainties accounting for the scale and resolution of the Emiss
T soft term [196].

Also included in the experimental uncertainties are those related to the MC simulation mismod-

eling electron [201] and muon [191] efficiencies for passing trigger, identification, reconstruction, and

isolation requirements. They also include modeling uncertainties for the identification and rejection

of pileup jets by the jet vertex tagger [192] and the identification of b-jets by the flavor-tagging

algorithm [202]. Finally, there is a 1.7% experimental uncertainty on the total integrated luminos-

ity, as measured primarily by the LUCID-2 detector [203]. The experimental uncertainties are fully

correlated across the analysis regions.

Theoretical Uncertainties

Theoretical uncertainties account for potential mismodeling in both the shape and cross section

of the simulated backgrounds. For the major diboson, triboson, and tt̄Z backgrounds, the shape

uncertainties are derived using MC simulation with varied generator parameters. A 1% variation in

the strong coupling constant, αS, is propagated to the event yields, while uncertainties related to the

choice of PDF sets, CT14NNLO [204] or MMHT2014NNLO [205], are derived by taking the envelope

of 100 propagated uncertainties [173]. Uncertainties due to the choice of QCD renormalization and

factorization scales [206] are assessed by varying the relevant generator parameters up and down by

a factor of two around the nominal values, allowing for both independent and correlated variations

of the two scales but prohibiting anti-correlated variations. Each QCD variation is kept separate

and is treated as correlated across analysis regions. For the other minor backgrounds, a conservative

20% uncertainty is applied.

Additional sample-specific theoretical uncertainties are assessed for the primary WZ, ZZ, and
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tt̄Z backgrounds. These are related to assumptions made in the event generators and parton shower

(PS) models, which can affect both the event kinematics and the cross section of the physics process.

For the WZ and ZZ backgrounds, the Sherpa parameters related to the PS matching scale and

resummation scale are varied up and down by a factor of two around the nominal values, and an

alternative recoil scheme is studied. For the tt̄Z background, the uncertainties in the hard scatter

and in the PS are derived through a comparison with the Sherpa and MadGraph5 aMC@NLO

+Herwig7 predictions, respectively. Additional uncertainties in the amount of initial-state radia-

tion (ISR) in the tt̄Z background are assessed by varying the related generator parameters.

Finally, theoretical uncertainties on the signal cross section are applied, ranging from 4.5% at

100 GeV to 16% at 1500 GeV. Uncertainties related to the QCD scale, PS matching scale, and

amount of ISR are derived by varying the related generator parameters of the A14 tune [163].

Fake Background Uncertainties

The derivation of the systematic uncertainties related to the fake factor method are described in de-

tail in Appendix C. These uncertainties are summarized in Table 5.13 and account for the following:

• Fake factor statistics:

The statistical uncertainties on fake factors themselves are propagated to the fake estimates.

A separate nuisance parameter is assigned to each fake factor bin, so events using the same

(different) fake factors are correlated (uncorrelated) across all analysis regions.

• Magnitude of prompt subtraction:

When deriving the fake factors in CRFake, any contamination from (real) prompt events must

be subtracted using MC simulation. The magnitude of the prompt subtraction is varied by the

cross-section uncertainty when deriving the fake factors. While the impact of this variation

depends on which fake factor bin is used, the uncertainty is correlated across all fake events.

• Parametrization:

While the fake factors are parameterized in pcone
T , they may have a residual dependence on

other kinematic variables, such as η or Nb-jets. Alternative fake estimates are derived using

various 2D parameterizations and are treated as one-sided systematic variations.

• Composition:

The composition of the fake lepton background varies in both process (e.g. Z+jets vs. tt̄) and

source (e.g. heavy flavor vs. light flavor). To account for this, region-specific MC fake factors
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are derived by taking a weighted average of the heavy and light flavor fake factors, matching

the composition of each region. It is assumed that the heavy and light flavor fake factors,

when binned in pcone
T , are process universal. The difference between the region-specific and

nominal MC fake factors is applied as an uncertainty.

• Closure:

The fake factor method may suffer from non-closure, mostly due to kinematic dependencies

that are not covered by the nominal pcone
T parameterization of the fake factors. A data-driven

closure systematic is derived in the fake factor validation region, VRFake, by analyzing the

data vs. background agreement, assuming all non-closure is due to error in the fake estimate.

An additional conservative systematic uncertainty is applied when the fake estimate in a signal

region mZ` bin is negative. This can occur when the number of data events with anti-ID leptons is

very low. More details on this systematic can be found in Appendix C.

Fake Systematic Relative Weight Comment

Statistical 3 - 31%
The statistical errors on the fake factors themselves.
Events using the same (different) FFs are correlated
(uncorrelated) across the analysis regions.

Prompt Subtraction 0.5 - 34%
The magnitude of the prompt subtraction is varied by 5%
when deriving the FFs. Value depends on which FFs are
used. Correlated across all fake factors and analysis regions.

Parameterization 0.1 - 35%

Derived alternative fake estimates using 2D fake factor
parameterizations: pcone

T vs. η and pcone
T vs. Nb-jets.

Applied as a one-sided systematic on the fake yields, and
uncorrelated across analysis regions.

Composition 14-53%

Derived region-specific MC FFs by matching the heavy vs.
light flavor fake composition. Only applied to events with
anti-ID electrons. Value depends on the analysis region.
Uncorrelated across the analysis regions.

Kinematic/Closure 23% (e), 27% (µ)
A data-driven flat uncertainty derived in the fake factor
validation region, VRFake. Value depends on the flavor of the
anti-ID lepton. Uncorrelated across the analysis regions.

Table 5.13: Summary of the fake factor method systematics. The relative errors on the fake factors
are shown for the weight-based systematics. The parameterization systematic is the only tree-based
uncertainty, requiring alternative fake estimates. Detailed information on the derivation of these
systematics can be found in Appendix C.
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5.7 Statistical Framework

In this section, the statistical model and methods used in the analysis are presented. The statis-

tical inference is performed using a software framework known as HistFitter [197]. Built around

HistFactory [207] and RooStats [208], HistFitter facilitates statistical model building, book-

keeping, fitting, and hypothesis testing.

Statistical Model

Let n and λ be the set of observed and expected data yields in the 48 SR mZ` bins and the three

CRs. The number of events in any given bin, ni, is distributed according to a Poisson distribution

with expectation λi = µsigsi(θ)+bi(θ), where si(θ) and bi(θ) are the expected number of signal and

background events in the bin, respectively. The signal strength, µsig = σ/σtheory, is the parameter

of interest. It is defined such that µsig = 1 corresponds to the nominal signal production cross

section. Note both the signal and background yields depend on the values of additional parameters,

θ, referred to as nuisance parameters.

These nuisance parameters include the normalization factors for the three primary backgrounds

(µWZ , µZZ , and µtt̄Z), as well as the parameters used to model the systematic effects described

in Section 5.6. Correlated systematic uncertainties are described by the same nuisance parameter,

while uncorrelated uncertainties are given separate nuisance parameters. The nuisance parameters

are constrained by auxiliary measurements and assumed to be independent. Consequently, their joint

probability density function Csyst(θ
0,θ) is taken to be the product of individual Gaussians centered

at the central values of the auxiliary measurements, θ0, with widths reflecting the uncertainty

bands.29 The effects of varying the nuisance parameters on the signal and background expectations

are described by s(θ) and b(θ). These estimates are determined explicitly for the nominal and ±1σ

variations of the nuisance parameters, and interpolated for all other values. While the probability

density function of any nuisance parameter is symmetric, its impact on the expected yields need not

be.

The statistical model for this analysis is defined as:

f(n,θ0|µsig,θ) =
∏
i∈SRs

Pois(ni|λ(SR)
i ) ×

∏
j∈CRs

Pois(nj |λ(CR)
j )× Csyst(θ

0,θ),

λi = µsigsi(θ) + bi(θ), Csyst(θ
0,θ) =

∏
k∈S

G(θ0
k − θk).

(5.10)

29In practice, the Gaussian constraint on each NP is transformed into a unit width Gaussian centered at zero. As
a result, θk = 0 and θk = ±1 correspond to the central and ±1σ values of the auxiliary measurement.
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This equation can be interpreted as a probability density function (PDF), which is a function of the

data n and auxiliary measurements θ0 under some hypothesis specified by fixed values of µsig and

θ. Alternatively, it can be interpreted as a likelihood, which is a function of µsig and θ given some

fixed observed data n and auxiliary measurements θ0.

Profile Likelihood and CLs Methods

According to the Neyman-Pearson lemma, the most powerful test between two simple hypotheses

with no free parameters is the likelihood ratio test. The likelihood ratio is defined as

Λ(x) =
L(H0|x)

L(H1|x)
, (5.11)

where H0 and H1 are the null and alternative hypotheses, and L is the likelihood for the hypothesis

given some observed data x. The test statistic Λ(x) follows some distribution under the null hypoth-

esis, but once the data is observed, a specific value for the test statistic is obtained, Λobs(x). The

null hypothesis is rejected in favor of the alternative if the probability of obtaining Λ(x) ≤ Λobs(x)

under the null hypothesis (the p-value) is below some threshold.

Now consider the case of composite hypotheses, where the null and alternative are differentiated

by a continuous parameter, µsig. A null hypothesis defined by a specific µsig value (µ′sig) should be

tested against an alternative hypothesis where µsig takes on any other value. This is accomplished

by performing a likelihood ratio test with the alternative hypothesis defined using the value of µsig

that maximizes the likelihood given the observed data (µ̂sig):

Λµ′sig(x) =
L(µ′sig|x)

L(µ̂sig|x)
. (5.12)

Such statistical models, where the simpler null can be specified by constraining some parameters of

the more complex alternative, are considered nested.

Finally, consider the statistical model specified in Equation 5.10, which contains a parameter of

interest and many nuisance parameters. While a straightforward extension of the likelihood ratio

in Equation 5.12 could be used to perform hypothesis testing, this would require either specifying

or scanning over all values the nuisance parameters. The profile likelihood method addresses this

issue.

The profile likelihood method [209, 210] defines a new test statistic, q̃µ, that follows a distribu-

tion f(q̃µ|µsig) that is approximately independent of the nuisance parameters. This is achieved by

using the (un)conditional maximum likelihood estimates (MLEs) of the nuisance parameters. The
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unconditional MLEs of the model parameters, denoted µ̂sig and θ̂, are the values that maximize

the likelihood function given the observed data. The conditional MLEs of the nuisance parameters,

denoted
ˆ̂
θ(µsig), are the values that maximize the likelihood function given some fixed value of µsig.

The profile likelihood ratio is then given by

λ(µ′sig) =
L(µ′sig,

ˆ̂
θ(µ′sig))

L(µ̂sig, θ̂)
(5.13)

where µ′sig is the value of µsig to be tested. In the above equation, µ̂sig may be negative due to

a deficit of events with respect to the background-only expectation. While some models of new

physics may predict deficits (e.g. due to interference effects), the χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 signal targeted by

this analysis can only add events over the background in any region or bin. Therefore, a constraint

is placed on the test statistic:

λ̃(µ′sig) =


L(µ′sig,

ˆ̂
θ(µ′sig))

L(µ̂sig,θ̂)
µ̂sig ≥ 0,

L(µ′sig,
ˆ̂
θ(µ′sig))

L(0,
ˆ̂
θ(0))

µ̂sig < 0.
(5.14)

When performing a discovery hypothesis test, the background-only null hypothesis is tested

against an alternative with µsig > 0. The discovery test statistic q̃0 is used, defined as

q̃0 =

−2 log λ̃(0) µ̂sig > 0,

0 µ̂sig ≤ 0.

(5.15)

The log-likelihood (multiplied by a factor of −2) has the same MLEs as the likelihood, and its

use is motivated by the nice mathematical properties of logarithms in multiplication, division and

exponentiation.30 Since λ̃(µ′sig) is bounded between 0 and 1, the discovery test statistic q̃0 ranges

from 0 to infinity, with larger q̃0 implying increased incompatibility between the data and the µsig = 0

hypothesis. Notice this test statistic has no power in the case of a deficit, since only an excess of

events is taken as evidence for the signal.

The level of agreement between the data and background-only null hypothesis is quantified by

the p-value:

p0 =

∫ ∞
q̃0,obs

f(q̃0|0,θ) dq̃0, (5.16)

where f(q̃0|0,θ) is the probability density function of the discovery test statistic under the µsig = 0

hypothesis. Notice the PDF, and therefore the p-value, depends on the values of the nuisance

parameters. As these are unknown, a strict frequentist would only exclude the null hypothesis

30Also, Wilks [211] and Wald [212] showed that its probability distribution has a nice asymptotic form.
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if the p-value is below the chosen threshold for all values of the nuisance parameters. With the

large number of systematic uncertainties in this analysis, any reasonable sampling of the nuisance

parameter space would be incredibly computationally expensive.

Fortunately, the set of nuisance parameters that give the maximal p-value can be estimated using

the conditional MLEs,
ˆ̂
θ(0). The approximately maximal p-value is then given by:

p0 =

∫ ∞
q̃0,obs

f(q̃0|0, ˆ̂θ(0)) dq̃0. (5.17)

This use of the conditional MLEs of the nuisance parameters is known as the profile construc-

tion [210]. The p-value can be translated into a quantile of the standard Gaussian, or significance,

using:

Z0 = Φ−1(1− p0), (5.18)

where Φ is the cumulative distribution of the standard Gaussian, and Φ−1 is its inverse. The

background-only hypothesis is rejected and a discovery is claimed if the significance exceeds 5σ, or

equivalently, the p-value is below 2.87× 10−7.

To set limits on possible signals (i.e. possible µsig values), the following test statistic is used:

q̃µ′sig =

−2 log λ̃(µ′sig) µ̂sig ≤ µ′sig

0 µ̂sig > µ′sig.
=


−2 log

L(µ′sig,
ˆ̂
θ(µ′sig))

L(0,
ˆ̂

θ(0))
µ̂sig < 0,

−2 log
L(µ′sig,

ˆ̂
θ(µ′sig))

L(µ̂sig,θ̂)
0 ≤ µ̂sig ≤ µ′sig,

0 µ̂sig > µ′sig.

(5.19)

Again, since λ̃(µ′sig) is bounded between 0 and 1, the limit setting test statistic q̃µ′sig ranges from

0 to infinity, with larger q̃µ′sig implying increased incompatibility between the data and the µ′sig

hypothesis. Notice that this test statistic has no power when testing a signal strength hypothesis

smaller than the best fit value. Again using the profile construction, the p-value under the µ′sig

hypothesis is given by:

pµ′sig =

∫ ∞
q̃µ′

sig
,obs

f(q̃µ′sig |µ
′
sig,

ˆ̂
θ(µ′sig)) dq̃µ′sig . (5.20)

Notice a downward fluctuation in the data can create arbitrarily small pµ′sig -values. Consequently,

a p-value under the signal-plus-background hypothesis alone is insufficient for rejecting signal hy-

potheses. To insulate against downward fluctuations, the CLs method [213] is used to determine if

the µ′sig hypothesis is excluded at some confidence level. The CLs statistic is defined as:

CLs =
pµ′sig

1− pb
, (5.21)
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where pb is the p-value derived from q̃µ′sig,obs, but under the background-only hypothesis:

pb = 1−
∫ ∞
q̃µ′

sig
,obs

f(q̃µ′sig |0,
ˆ̂
θ(0)) dq̃µ′sig . (5.22)

The µ′sig hypothesis is excluded at 95% confidence level if the CLs falls below 5%. An upper limit

on the signal strength given the observed data can be set at 95% confidence level by finding the

value of µ′sig for which the CLs is exactly 5%. The CLs method is conservative and overcovers the

targeted confidence level, since the denominator is less than unity. At 95% confidence level, the

coverage can range from 95% to 100%.

The CLs method and its relevant p-values are illustrated in Figure 5.15 for two different toy

experiments. In the first experiment, the test statistic PDFs under the background-only and signal

hypotheses are well-separated. The observed data agrees well with the background-only hypothesis,

and the signal hypothesis is excluded. In the second experiment, the two hypotheses are less sepa-

rated, and a downward fluctuation is observed in the data. Despite a small pµ′sig , the CLs method

prevents the exclusion of the signal hypothesis due to the large pb.

0 5 10 15 20 25 30
q
˜
μ

b-onlys+b

q̃μ,obs

pb pμsig

(a) Signal hypothesis excluded.

0 5 10 15 20 25 30
q
˜
μ

b-only

s+b

q̃μ,obs

pb
pμsig

(b) Signal hypothesis not excluded.

Figure 5.15: Illustration of the CLs method for two different experiments. In (a), the PDFs of the
test statistic under the two hypotheses are well-separated, and the observed data agrees well with
the background-only hypothesis. In (b), the two hypotheses are less separated, and a downward
fluctuation is observed. Despite the small pµsig

, the CLs method prevents the exclusion of the
signal-plus-background hypothesis due to the large pb.

Finally, when attempting to reject the background-only hypothesis and discover new physics, a

p-value must be calculated from q̃0,obs and its probability density function under the background-

only hypothesis. When setting limits on the signal strength via the CLs method, a p-value must be

calculated using q̃µ′sig,obs and its PDFs under both the µsig = 0 and µsig = µ′sig hypotheses. These

PDFs can be obtained by generating a large ensemble of pseudo-experiments and calculating the
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test statistic in each. The pseudo-experiments are generated via Monte Carlo methods using the

model in Equation 5.10. Again, the ideal frequentist approach would be to scan over all possible

nuisance parameter values, generating an ensemble of pseudo-experiments for each set of values and

calculating the p-value for each. The largest (i.e. most conservative) p-value would then be used

to determine if the µ′sig hypothesis is rejected. However, this method is incredibly computationally

intensive. Instead, in the profile construction, the profiled values are used when generating pseudo-

experiments. The resulting p-value is approximately equal to the maximal value.

Alternatively, if the data yields are sufficiently large, the PDFs of the test statistics follow

asymptotic formulae that are obtained through the application of both Wilks’ and Wald’s theo-

rems [211, 212, 214]. In this asymptotic regime, the PDFs are approximately independent of the

nuisance parameters — an attractive feature of the profile likelihood ratio method.

5.8 Results

Presented in this section are the unblinded signal region yields and the statistical inference. First,

the results of a background-only fit to the observed data in the control and signal regions are shown.

Afterwards, model-independent limits are set on generic signals that may populate the SR bins.

Finally, limits are set on the targeted χ̃±1 χ̃
∓
1 + χ̃±1 χ̃

0
1 signal while scanning over the χ̃±1 /χ̃0

1 mass

and branching fractions to the leptons and bosons.

5.8.1 Signal Region Observation and Background-Only Fit

The observed data and expected background yields in the signal regions are shown in Table 5.14.

The background expectations are obtained by simultaneously fitting the model in Equation 5.10 to

the observed yields in the three CRs and all 48 SR bins with the signal strength parameter fixed at

zero.31 As previously shown in Figures 5.3-5.6, the post-fit background distributions and yields are

well-modeled, showing good agreement with the data in the CRs and VRs.

As discussed in Section 5.4, two additional sets of signal regions are defined alongside SR3`,

SR4`, and SRFR with identical selections except the chosen direct leptons are required to be either

electrons (SR3`e, SR4`e, SRFRe) or muons (SR3`µ, SR4`µ, SRFRµ). These flavor-specific SRs

are eventually used when setting limits on χ̃±1 χ̃
∓
1 + χ̃±1 χ̃

0
1 signals with 100% branching fractions to

31To be more precise, the conditional MLEs of the nuisance parameters are found. The background expectations

in each region are then given by bi(
ˆ̂
θ(µsig = 0)).
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electrons or muons. When observed inclusively in mZ`, there are slight excesses in SR4`, SR4`e,

SR3`, and SR3`µ.

Note that in SR3` and SR4`, the sum of observed data yields in the electron and muon flavor

channels is equal to the flavor-inclusive yield. This is not the case in SRFR, as the flavor require-

ments are applied to both direct leptons. As a result, SRFR events with different flavor direct

leptons (eµ/µe) are not included in either SRFRe or SRFRµ. In all SRs, the flavor-inclusive post-fit

background yields are not equal in the sum of the electron and muon flavor channels, as the yields

for the three flavor channels are obtained from separate fits.

The signal region mZ` distributions are shown in Figure 5.16 with the shape-fit binning. Also

included are the distributions for three possible χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 signals, with mχ̃1

= 200, 500, and 800

GeV. Each signal peaks strongly in the corresponding mZ` bin of all three SRs. Notice the yields

are normalized by the bin widths, which increases at higher mZ`. The statistical significance of the

observation in each bin is shown in the bottom panel, with no bin reaching Z0 ≥ 2σ. Additionally, no

coherent excess is seen near the same mZ` value across all three SRs. These post-fit mZ` distributions

are also shown in Figure 5.17, but with uniform 20 GeV binning. Here, the bottom panel shows the

ratio of the data to the background prediction. The signal distributions have longer tails in SR4`

and SRFR due to events where the wrong third lepton is paired with the Z boson to reconstruct

the χ̃±1 → Z`→ ``` decay.

Finally, the distributions for the important kinematic variables used to define the signal re-

gions are shown in Figure 5.18. Good agreement is seen between the data and post-fit background

expectation, both inside and outside the signal regions.
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Table 5.14: The observed yields and post-fit background expectations in SRFR, SR4` and SR3`,
shown inclusively and when the direct lepton from a χ̃±1 /χ̃0

1 decay is required to be an electron or
muon. The “Other” category consists mostly of the tWZ, tt̄W and tZ processes. Uncertainties in the
background expectation include combined statistical and systematic uncertainties. The individual
uncertainties may be correlated and do not necessarily combine in quadrature to give the total
background uncertainty.

Region SRFR SRFRe SRFRµ SR4` SR4`e SR4`µ

Observed yield 42 15 17 89 48 41

Expected background yield 39.3± 3.5 13.8± 2.1 15.7± 2.6 76± 5 36± 4 38.4± 2.9

WZ yield − − − − − −
ZZ yield 19.5± 2.8 7.2± 1.7 10.4± 2.5 21.0± 1.1 9.6± 0.7 11.2± 0.8
tt̄Z yield 12.3± 2.4 2.5± 0.7 3.0± 0.7 18± 5 9.1± 3.2 8.6± 1.6
Triboson yield 1.3± 0.4 0.26± 0.09 0.32± 0.12 12.2± 2.4 5.7± 1.4 5.9± 1.5
Higgs yield 2.7± 0.5 0.73± 0.18 1.17± 0.25 11.2± 1.7 5.2± 1.0 5.5± 1.1
Other yield 2.2± 0.4 0.25± 0.17 0.39± 0.16 7.9± 1.3 4.0± 0.8 3.5± 0.8
Fake yield 1.3± 0.7 2.9± 1.5 0.5± 0.5 6.4± 2.1 2.1± 1.1 3.6± 1.7

Region SR3` SR3`e SR3`µ

Observed yield 61 28 33

Expected background yield 55.1± 3.0 27.6± 2.4 28.0± 2.3

WZ yield 33.7± 2.1 16.6± 1.8 17.7± 1.9
ZZ yield 0.93± 0.23 0.11± 0.04 0.79± 0.25
tt̄Z yield 7.5± 1.6 4.1± 1.4 3.5± 0.7
Triboson yield 5.6± 1.2 2.7± 0.8 2.7± 0.7
Higgs yield 0.51± 0.09 0.25± 0.06 0.23± 0.06
Other yield 4.2± 0.7 2.0± 0.4 2.0± 0.5
Fake yield 2.6± 1.1 1.9± 1.1 1.0± 0.8
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Figure 5.16: The observed data and post-fit SM background expectation as a function of mZ` in
(top left) SRFR, (top right) SR4`, and (bottom) SR3`. The mZ` binning is the same as that
used in the fit and the yield is normalized to the bin width, with the last bin normalized using a
width of 200 GeV. The “Other” category consists mostly of the tWZ, tt̄W and tZ processes. The
hatched bands indicate the combined theoretical, experimental, and MC statistical uncertainties in
the background prediction. The bottom panel shows the significance of the differences between the
observed data and expected yields.
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Figure 5.17: The observed data and post-fit SM background expectation as a function of mZ` with
uniform binning in (top left) SRFR, (top right) SR4`, and (bottom) SR3`. The last bin includes
overflow events. The “Other” category consists mostly of the tWZ, tt̄W and tZ processes. The
hatched bands indicate the combined theoretical, experimental, and MC statistical uncertainties
in the background prediction. The bottom panel shows the ratio of the data to the background
prediction.
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Figure 5.18: Example kinematic distributions in the signal regions showing the data and the post-fit
background expectation, including (top left) mZ` asymmetry in SRFR, (top right) Emiss

T in SR4`,
and (bottom left) mmin

T and (bottom right) Emiss
T in SR3`. The fit uses all CRs and SRs, and the

distributions are shown inclusively in mZ`. The full event selection for each of the corresponding
regions is applied except for the variable shown, where the selection is indicated by a blue arrow.
The last bin includes overflow events. The “Other” category consists mostly of the tWZ, tt̄W
and tZ processes. The hatched bands indicate the combined theoretical, experimental, and MC
statistical uncertainties in the background prediction. The bottom panel shows the ratio of the data
to the background prediction.
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5.8.2 Model-Independent Limits

Before setting limits set on the targeted χ̃±1 χ̃
∓
1 + χ̃±1 χ̃

0
1 signal, model-independent limits are set on

generic signals in each SR mZ` bin. Hypothesis tests are performed by fitting the control regions

and a single SR mZ` bin at a time, as fitting multiple SR bins would require some knowledge of

the signal shape. For the same reason, the signal contamination in the control regions is assumed

to be zero. If a real signal happens to populate both the CRs and the SR bin, the excess of

events in the CRs will be covered primarily by the background normalization factors, increasing the

background expectation in the SR bin and reducing the sensitivity to the signal. The limits resulting

from this hypothesis testing procedure are therefore conservative. The generic signal is assumed to

populate the SR bin with a single event when µsig = 1, so the signal strength is also the number

of expected signal events. No systematic uncertainties are associated with the generic signal except

the uncertainty on the recorded luminosity.

For each SR bin, upper limits on the number of generic signal events S95
obs are set at 95% confidence

level using the CLs method. These limits are powerful and particularly useful for the physics

community, as any new physics model can be excluded if it predicts more signal events than S95
obs in

any SR bin. These results are translated to upper limits on the generic signal’s visible cross section

〈εσ〉95
obs, which incorporates the reconstruction efficiency, acceptance, and production cross section

of the generic signal. Additionally, the discovery p-value under the background-only hypothesis is

calculated and converted to an equivalent significance Z.32 Due to the limited number of events in the

SR bins, the PDFs of the q̃0 and q̃µsig
test statistics are obtained from ensembles of simulated pseudo-

experiments, as opposed to asymptotic formulae. The full results from the model-independent

hypothesis testing are shown in Table 5.15.

Three SR bins have excesses with Z ≥ 2σ, the largest of which (Z = 2.2σ) is seen in the

SRFR bin between 150 and 170 GeV. Notice the significance values differ from those previously

shown in Figure 5.16. The significance values in Table 5.15 are calculated from the discovery p-

values (p0), which were obtained by performing hypothesis tests. The p-values are calculated using

Equation 5.17, with the discovery test statistic PDF determined from an ensemble of pseudo-data.

When performing the hypothesis tests, only a single SR bin is included with the three CRs in the

likelihood.

In contrast, the significance values in Figure 5.16 are calculated not from p-values, but instead

from an approximate formula that relies on the asymptotic behavior of the profile likelihood ra-

32Note the discovery p-value uses the q̃0 test statistic. It is not the p-value calculated using q̃µsig under the
background-only hypothesis, which is used for the CLs calculation.
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tio [198]. The formula is derived for a simple Poisson statistical model with one SR and one CR.

The uncertainty on the total background in the SR is constrained by the auxiliary measurement

in the CR. In the asymptotic limit of many observed events, the significance is given by a sim-

ple formula that depends only on the observed data, the total post-fit background, and the total

post-fit background uncertainty. When applying this formula to a particular SR bin, the total back-

ground and its uncertainty are obtained from a background-only fit that includes all SR bins in the

likelihood.



5. Trilepton Resonance Search 123

Table 5.15: Model-independent results where each row targets one mZ` bin of one SR and probes scenarios where a generic
beyond-the-SM process is assumed to contribute only to that mZ` bin. The first two columns refer to the signal region and mZ` bin
probed, while the third and fourth columns show the observed (Nobs) and expected (Nexp) event yields. The expected yields are
obtained using a background-only fit of all the CRs, and the errors include statistical and systematic uncertainties. The fifth and sixth
columns show the observed 95% CL upper limit on the visible cross section (〈εσ〉95obs) and on the number of signal events (S95

obs), while

the seventh column shows the expected 95% CL upper limit on the number of signal events (S95
exp) with the associated 1σ uncertainties.

The last column provides the discovery p-value and significance (Z) of any excess of data above background expectation. Cases for
which the observed yield is less than the expected yield are capped at a p-value of 0.5.

Region Range of mZ` [GeV] Nobs Nexp 〈εσ〉95obs [fb] S95
obs S95

exp p(s = 0) (Z)

S
R

F
R

[90, 110] 2 1.6± 0.3 0.03 4.2 4.0+1.7
−0.7 0.43 (0.2)

[110, 130] 5 5.9± 1.0 0.04 5.7 6.4+2.5
−1.7 0.50 (0.0)

[130, 150] 2 6.0± 1.1 0.03 4.2 6.2+2.3
−1.5 0.50 (0.0)

[150, 170] 12 6.1± 1.1 0.10 14.2 7.9+2.7
−1.3 0.01 (2.2)

[170, 190] 5 4.5± 0.8 0.05 6.4 5.6+2.5
−1.2 0.31 (0.5)

[190, 210] 4 3.4± 0.6 0.04 6.1 5.2+2.0
−1.4 0.26 (0.7)

[210, 230] 2 2.6± 1.5 0.03 4.7 4.9+1.9
−1.4 0.50 (0.0)

[230, 250] 2 1.8± 0.3 0.03 4.6 4.0+1.7
−0.9 0.42 (0.2)

[250, 270] 1 1.2± 0.2 0.03 3.9 3.7+1.6
−0.7 0.50 (0.0)

[270, 300] 0 1.2± 0.3 0.03 3.6 3.7+1.5
−0.7 0.50 (0.0)

[300, 330] 3 0.9± 0.2 0.05 6.6 4.2+0.7
−0.5 0.02 (2.1)

[330, 360] 2 0.5± 0.2 0.04 5.6 3.5+0.8
−0.1 0.03 (1.9)

[360, 400] 1 0.5± 0.2 0.03 4.0 3.4+0.8
−0.1 0.18 (0.9)

[400, 440] 0 0.3± 0.1 0.03 3.7 3.1+0.8
−0.1 0.50 (0.0)

[440, 580] 1 0.3± 0.2 0.03 4.4 3.3+0.9
−0.1 0.12 (1.2)

>580 0 0.1+0.2
−0.1 0.02 3.2 3.0+0.1

−0.0 0.50 (0.0)

S
R

4
`

[90, 110] 9 6.1± 0.9 0.07 9.7 7.1+2.3
−1.1 0.14 (1.1)

[110, 130] 22 15.4± 1.3 0.12 16.0 10.2+4.2
−2.1 0.05 (1.6)

[130, 150] 15 10.9± 0.9 0.09 12.7 8.5+3.7
−1.2 0.09 (1.3)

[150, 170] 10 7.9± 0.9 0.07 9.9 7.7+2.8
−1.4 0.18 (0.9)

[170, 190] 12 5.9± 0.6 0.10 14.3 8.5+3.2
−0.8 0.02 (2.0)

[190, 210] 7 4.9± 0.9 0.06 8.4 6.6+2.2
−1.2 0.16 (1.0)

[210, 230] 2 3.2± 0.3 0.03 4.3 4.8+2.2
−1.4 0.50 (0.0)

[230, 250] 2 2.4± 0.3 0.03 4.2 4.4+2.7
−1.4 0.50 (0.0)

[250, 270] 2 2.1± 0.6 0.03 4.5 4.5+1.9
−1.0 0.50 (0.0)

[270, 300] 2 1.9± 0.2 0.03 4.9 4.8+1.6
−1.2 0.48 (0.1)

[300, 330] 1 1.0± 0.2 0.03 4.7 4.2+1.6
−0.9 0.50 (0.0)

[330, 360] 1 0.9± 0.2 0.03 3.9 3.6+1.6
−0.5 0.30 (0.5)

[360, 400] 0 0.8± 0.2 0.03 3.6 3.6+1.1
−0.5 0.50 (0.0)

[400, 440] 1 0.6± 0.2 0.03 4.2 3.2+1.1
−0.2 0.17 (1.0)

[440, 580] 2 2.0± 0.4 0.03 4.7 4.5+1.7
−1.2 0.50 (0.0)

>580 1 2.3± 0.5 0.03 3.5 4.5+1.7
−1.2 0.50 (0.0)

S
R

3
`

[90, 110] 0 1.1± 0.2 0.02 3.0 3.5+2.2
−0.5 0.50 (0.0)

[110, 130] 5 2.8± 0.6 0.06 7.8 5.7+1.3
−1.1 0.09 (1.3)

[130, 150] 5 4.1± 0.8 0.05 6.8 5.7+2.3
−1.2 0.27 (0.6)

[150, 170] 2 4.0± 0.7 0.03 3.8 5.3+2.4
−1.5 0.50 (0.0)

[170, 190] 3 3.9± 0.5 0.04 4.9 5.4+2.2
−1.7 0.50 (0.0)

[190, 210] 7 3.7± 0.8 0.07 9.1 6.2+1.8
−1.6 0.12 (1.2)

[210, 230] 6 3.5± 0.9 0.06 8.9 6.2+2.0
−1.1 0.09 (1.4)

[230, 250] 4 3.3± 0.7 0.04 6.0 5.4+1.8
−1.2 0.29 (0.6)

[250, 270] 3 2.5± 0.4 0.04 5.4 4.8+1.8
−1.3 0.37 (0.3)

[270, 300] 3 3.7± 0.5 0.04 5.1 5.4+2.0
−1.7 0.50 (0.0)

[300, 330] 3 3.0± 0.5 0.04 5.0 4.9+2.1
−1.2 0.50 (0.0)

[330, 360] 2 2.1± 0.4 0.03 4.7 4.4+1.7
−1.1 0.50 (0.0)

[360, 400] 3 3.2± 0.9 0.04 5.4 5.6+2.0
−1.8 0.50 (0.0)

[400, 440] 0 1.7± 0.3 0.02 3.0 4.0+1.2
−0.6 0.50 (0.0)

[440, 580] 7 4.3± 0.7 0.06 8.7 6.3+1.5
−1.6 0.11 (1.2)

>580 8 4.6± 0.7 0.07 10.0 6.6+2.3
−1.6 0.08 (1.4)
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5.8.3 Model-Dependent Limits

With no significant excess observed, limits are set on the targeted χ̃
±
1 χ̃
∓
1 +χ̃

±
1 χ̃

0
1 signal by performing

a simultaneous shape-fit of the mZ` distribution in the three signal regions. The three control

regions are also included in the fit to constrain the nuisance parameters associated with the primary

backgrounds, particularly their normalization factors. Limits are set at 95% confidence level via

the profile likelihood and CLs methods using the statistical model defined in Equation 5.10, as

described in Section 5.7. Since every SR mZ` bin is fit simultaneously, every bin contributes to the

limit on a particular signal; even bins with very low expected signal yields are useful in constraining

the background in the signal region phase space. Due to the higher effective data statistics from

fitting all 48 SR bins, asymptotic formulae are used instead of simulated pseudo-data to calculate

the necessary p-values.

Limits are set on the χ̃±1 χ̃
∓
1 + χ̃±1 χ̃

0
1 signal as a function of the χ̃±1 /χ̃0

1 mass and branching

fractions to the different leptons and bosons. These branching fractions are assumed to be fully

correlated between the χ̃±1 and χ̃0
1. The expected number of signal events from each branching

fraction hypothesis is determined by reweighting the simulated events, as described in Section 5.4.

The branching fractions to leptons and bosons can be specified by two parameters each, since all

three decay probabilities must sum to unity. With the χ̃±1 /χ̃0
1 mass taken as a free parameter as

well, this results in a 5-dimensional scan over signal parameter space. At each point in the scan, the

observed and expected CLs values are calculated for the nominal signal strength (µsig = 1),33 from

which a 5-dimensional 95% CLs exclusion contour can be interpolated. In the upcoming results,

the exclusion contour is projected to lower dimensions by holding some signal parameters constant.

For the χ̃±1 /χ̃0
1 branching fractions to leptons, four points are considered: equal branching

fractions to the three flavors, 100% to electrons, 100% to muons, and 100% to tau leptons. When

setting limits on signals with 100% branching fractions to electrons or muons, the signal regions

that constrain the direct lepton flavor are used (e.g. SRFRe and SRFRµ); otherwise, the nominal

SRs are used. For each of the four points in lepton branching fraction space, the χ̃±1 /χ̃0
1 mass and

branching fractions to bosons are then scanned more finely.

In Figure 5.19, the exclusion contours are shown for each lepton branching fraction hypothesis

as a function of the χ̃±1 mass and branching fraction to Z bosons. For these exclusion contours, the

remaining boson branching fraction space is split evenly between the W and H decay channels if

the latter is kinematically possible. For example, if the Z branching fraction is 50% and the χ̃±1 /χ̃0
1

33When setting upper limits on µsig, the scan becomes 6-dimensional. See Appendix D for these results.
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mass is above 125 GeV, the W and H branching fractions are each set to 25%. The decision to

reduce the dimensionality of the exclusion contours in this way will be justified shortly.

As expected, the χ̃±1 /χ̃0
1 mass exclusions become stronger as the Z branching fraction increases,

reaching 1100 GeV and 1050 GeV for the electron and muon channels, respectively. This limit is

slightly weaker for the lepton universal contour due to the increase in τ -leptons, reaching 975 GeV

at 100% branching fraction to Z. When the χ̃±1 and χ̃0
1 both decay purely to τ -leptons, χ̃±1 /χ̃0

1

masses are excluded up to 625 GeV. In all cases, the mass limits become weaker as the branching

fraction to Z bosons is reduced. At 1% branching fraction to Z bosons, the observed mass limit

drops to 350 GeV, 375 GeV, and 175 GeV for the electron, muon, and lepton universal scenarios,

respectively. No limits are set for Z branching fractions below 11% when the χ̃±1 and χ̃0
1 decay

purely to τ -leptons. Due to the slight excesses seen, particularly in high mZ` events where the direct

lepton is a muon, the observed limits are slightly weaker than expected.

For a limited number of interesting mass points, the full boson branching fraction space is

explored. Shown in Figures 5.20-5.23 are the exclusion contours drawn as a function of the χ̃±1 /χ̃0
1

branching fractions to Higgs and Z bosons. For each contour, the χ̃±1 /χ̃0
1 mass and lepton branching

fractions are fixed. As the mass is increased, the limits in the boson branching fraction plane become

weaker, shifting towards higher branching fractions to Z bosons. In most cases, the exclusion

contours are fairly vertical, and are therefore dominated by the χ̃±1 /χ̃0
1 branching fractions to Z

bosons. This is expected, as the signal region selections are optimized to target χ̃±1 → Z` → ```

decays. As a result, the exclusion contours shown in Figure 5.19 are expected to be stable under

changes in how the remaining branching fraction space is divided between the W and Higgs decay

channels.

To better understand how each signal region contributes to the combined limits, the expected

and observed CLs values were calculated for the 700 GeV mass point using only a single SR at a

time. The resulting 95% CLs exclusion contours are shown in Figure 5.24 for the electron, muon,

and lepton universal scenarios.

In general, SR3` provides the strongest expected limits of the three SRs, and the contour (dashed

blue) is mostly independent of the W and Higgs branching fractions. The expected SR4` contours

(dashed red) are usually the weakest, but they improve drastically as the Higgs branching fraction

is decreased in favor of decays involving W bosons. The opposite behavior is seen in the expected

contours from SRFR (dashed green), which become slightly stronger as the Higgs branching frac-

tion is increased at the expense of the W branching fraction. Finally, the limits are improved by

combining the signal regions. While the relative sensitivities of the individual signal regions may
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depend on how the non-Z branching fraction space is split between the W and H decay channels, the

complementarity of the signal regions results in limits that are mostly dependent on the Z branching

fraction only.

Additional results can be found in Appendix D, including the expected and observed upper limits

on the χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 cross section. Also included are the χ̃

±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 truth-level acceptances

and reconstruction efficiencies in the SRs, as well as detailed cutflows showing the number of signal

events remaining after each SR requirement is applied sequentially.
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Figure 5.19: Exclusion curves for the simplified model of χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 production as a function of

χ̃±1 /χ̃0
1 mass and branching fraction to Z bosons. Curves are derived separately when requiring that

the charged-lepton decays of χ̃±1 /χ̃0
1 are into (top left) any leptons with equal probability, (top right)

electrons only, (bottom left) muons only, or (bottom right) τ -leptons only. The expected 95% CL
exclusion (dashed black line) is shown with ±1σexp variations (shaded yellow band) from systematic
and statistical uncertainties in the expected yields. The observed 95% CL exclusion (solid red line)
is shown with ±1σSUSY

theory variations (dotted red lines) from cross-section uncertainties for the signal
models. The phase-space excluded by the search is shown in the hatched regions. The sum of the
χ̃±1 /χ̃0

1 branching fractions to W , Z, and Higgs bosons is unity for each point, and the branching
fractions to W and Higgs bosons are chosen so as to be equal everywhere.
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Figure 5.20: Exclusion curves for the simplified model of χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 production as a function

of the branching fractions to Z and Higgs bosons, assuming equal branching fractions to each
lepton flavor. Results are shown for the charged-lepton decays of χ̃±1 /χ̃0

1 into any leptons with
equal probability for χ̃±1 /χ̃0

1 masses of (top left) 600, (top right) 700, (bottom left) 800, and
(bottom right) 900 GeV. The expected 95% CL exclusion (dashed black line) is shown with ±1σexp

variations (shaded yellow band) from systematic and statistical uncertainties in the expected yields.
The observed 95% CL exclusion (solid red line) is shown with ±1σSUSY

theory variations (dotted red lines)
from cross-section uncertainties for the signal models. The phase-space excluded by the search is
shown in the hatched regions.
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Figure 5.21: Exclusion curves for the simplified model of χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 production as a function

of the branching fractions to Z and Higgs bosons. Results are shown for the charged-lepton decays
of χ̃±1 /χ̃0

1 into electrons only for χ̃±1 /χ̃0
1 masses of (top left) 600, (top right) 700, (bottom left)

800, and (bottom right) 900 GeV. The expected 95% CL exclusion (dashed black line) is shown
with ±1σexp variations (shaded yellow band) from systematic and statistical uncertainties in the
expected yields. The observed 95% CL exclusion (solid red line) is shown with ±1σSUSY

theory variations
(dotted red lines) from cross-section uncertainties for the signal models. The phase-space excluded
by the search is shown in the hatched regions.
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Figure 5.22: Exclusion curves for the simplified model of χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 production as a function of

the branching fractions to Z and Higgs bosons. Results are shown for the charged-lepton decays of
χ̃±1 /χ̃0

1 into muons only for χ̃±1 /χ̃0
1 masses of (top left) 600, (top right) 700, (bottom left) 800, and

(bottom right) 900 GeV. The expected 95% CL exclusion (dashed black line) is shown with ±1σexp

variations (shaded yellow band) from systematic and statistical uncertainties in the expected yields.
The observed 95% CL exclusion (solid red line) is shown with ±1σSUSY

theory variations (dotted red lines)
from cross-section uncertainties for the signal models. The phase-space excluded by the search is
shown in the hatched regions.
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Figure 5.23: Exclusion curves for the simplified model of χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 production as a function

of the branching fractions to Z and Higgs bosons. Results are shown for the charged-lepton decays
of χ̃±1 /χ̃0

1 into τ -leptons only for χ̃±1 /χ̃0
1 masses of (top left) 200, (top right) 300, (bottom left)

400, and (bottom right) 500 GeV. The expected 95% CL exclusion (dashed black line) is shown
with ±1σexp variations (shaded yellow band) from systematic and statistical uncertainties in the
expected yields. The observed 95% CL exclusion (solid red line) is shown with ±1σSUSY

theory variations
(dotted red lines) from cross-section uncertainties for the signal models. The phase-space excluded
by the search is shown in the hatched regions.
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Figure 5.24: Exclusion curves for the simplified model of χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 production as a function

of the branching fractions to Z and Higgs bosons. Results are shown for the (green) SRFR, (red)
SR4`, and (blue) SR3` regions separately as well as for the total from the regions combined for
χ̃±1 /χ̃0

1 masses of 700 GeV. Results are shown for the charged-lepton decays of χ̃±1 /χ̃0
1 into (top

left) any leptons with equal probability, (top right) electrons only, and (bottom) muons only. Both
the observed 95% CL exclusion (solid line) and expected 95% CL exclusion (dashed line) are shown.
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5.8.4 Public Likelihoods and pyhf

To preserve the statistical model and to facilitate reinterpretations of the results, the full likelihoods

are made public on HEPData [215]. As mentioned in Section 5.7, the likelihoods are specified using

the HistFactory [207] model. Based on the RooFit/RooStats [208] framework, HistFactory was

developed for measurements based on binned data. Instead of interacting with HistFactory directly,

this analysis uses a tool known as HistFitter [197] for the statistical model building, book-keeping,

fitting, and hypothesis testing.

To build the statistical model, HistFactory requires a set of XML files that specify the form of

the likelihood. The user must also provide ROOT files containing histograms of the observed data and

expected background yields in the various channels. With a separate histogram for each channel,

sample, and systematic variation, these ROOT files are large and difficult to publish. Additionally,

since the histograms are stored in the binary ROOT format, the observed and expected yields are

not human-readable. Finally, HistFactory is tied to ROOT, which is not as widely used or actively

developed as Python or R.

Therefore, this search explored a new tool for performing statistical analysis in high energy

physics: pyhf. A pure Python implementation of HistFactory, pyhf uses a likelihood specification

based solely on the human-readable JSON format, which is ubiquitous in the software industry. Due

to the small file sizes, the pyhf likelihoods are much easier to publish. With both a Python and

command line Application Programming Interface (API), statistical analysis is easy in pyhf. For

example, CLs values can be calculated from the likelihoods via a single command or a couple lines

of Python code. Additionally, pyhf benefits from all the useful libraries and active development

of Python. By leveraging machine learning frameworks for tensor computations, pyhf can often

perform fitting and hypothesis testing far quicker than the ROOT-based frameworks like HistFitter.

Before publishing the likelihoods for this analysis, they must be re-implemented in the pyhf

framework and validated. This must be done for all signal models, as well as the background-

only model. First, the HistFactory XML files and ROOT histograms were built using the nominal

HistFitter setup. Afterwards, these files were converted to the pyhf JSON format using a built-in

functionality of pyhf. As part of the verification process, the CLs values for the χ̃±1 /χ̃0
1 signals

were recalculated using pyhf. An overlay of the exclusion contours calculated using HistFitter

and pyhf is shown in Figure 5.25. Additionally, the percent differences in the CLs values are shown

in Figure 5.26. The two frameworks produce very similar results, although the pyhf exclusions are

slightly stronger.
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Figure 5.25: Overlay of the exclusions contours calculated using HistFitter (red) and pyhf (blue)
for equal branching fractions to electrons, muons, and tau leptons.

Figure 5.26: The percent difference between the CLs values calculated by HistFitter and pyhf.
The observed and expected CLs percent differences are shown on the left and right, respectively.
The two methods agree near the contour at the level of a few percent, with the pyhf exclusions
being slightly stronger. Farther from the contour, where the CLs values are extremely small, the
differences can be large; however, these points are heavily excluded.
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Instead of publishing separate likelihood specifications for the background-only model and the

thousands of signal models, only the full background-only specification is uploaded. Separate JSON

patches [216] are then created for each signal point and uploaded as well. When applied to the

background-only JSON specification, these patches insert the expected signal yields in each chan-

nel and any associated systematics. With the background-only specification and signal patches,

maximum likelihood estimation and hypothesis testing can be performed easily through either the

command line or Python API. For example, the CLs value for a particular signal model can be

calculated from the command line using

$ pyhf cls bkgonly_LH_spec.json --patch signal_patch.json

This command will return the observed CLs value, as well as the expected CLs value with the ±1σ

and ±2σ bands.

With pyhf, reinterpretations can be performed by patching in any new signal. However, the

expected yields from this new signal must first be found. This typically involves reproducing the

analysis selections and algorithms from the paper text, which can be difficult. These selections are

then applied to a simulated sample of signal events, which must be corrected from truth-level to

reconstruction-level in order to accurately estimate the signal yields in each channel. To ease this

process, cutflow tables, signal acceptance and efficiency maps, and analysis code are also included

in the HEPData entry [215]. The cutflows show the number of signal events that pass each analysis

selection as they are applied sequentially. The truth-level signal acceptances and reconstruction

efficiencies are provided in each signal region as a function of the χ̃±1 /χ̃0
1 mass and branching

fractions. Finally, the analysis code demonstrate how the kinematic variables are calculated and

event selections are applied. Some of the auxiliary results for the HEPData entry are reproduced in

Appendix D.

5.9 Outlook

With no significant deviation from the Standard Model observed, this search provides strong limits

on wino charginos and neutralinos in the B −L MSSM, especially at high branching fractions to Z

bosons and light leptons. With the limited statistics in some signal region mZ` bins, this analysis

would benefit from the Run 3 dataset. Also, including reconstructed tau leptons in the analysis

would help the sensitivity, as the current sensitivity to events with taus relies on their leptonic

decays.
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The limits on this model can also be improved by designing a new analysis targeting the hadronic

decays of the bosons. These final states are particularly interesting for high mass signals, since

the decay products of the bosons are collimated in large-radius jets. These bosonic jets could be

distinguished from the background using jet substructure variables and boson tagging [217,218]. By

requiring a lepton and a boson-tagged large-radius jet, the fully visible χ̃±1 → Z` → qq`, χ̃±1 →

H` → bb`, and χ̃0
1 → W` → qq` decays can be targeted. The χ̃±1 /χ̃0

1 signal would then produce

a resonance in the mJ` distribution. Like the trilepton resonance analysis, information from the

second χ̃±1 /χ̃0
1 decay can be used to discriminate the signal from the background. Three signal

regions can be similarly defined, with the reconstructed bosons replaced by a boson-tagged large-

radius jet. While the χ̃±1 /χ̃0
1 mass resolution would be worse than in the trilepton analysis, this

new search would cover many more χ̃
±
1 χ̃
∓
1 /χ̃

±
1 χ̃

0
1 final states while also benefiting from the higher

hadronic branching fractions of the bosons. With sensitivity to all three bosons, the results of this

new analysis would be more robust to variations in the χ̃±1 /χ̃0
1 branching fractions. The increased

sensitivity to χ̃±1 → H` decays is particularly interesting, as this decay channel is favored by the

parameter space scan discussed in Chapter 2.

Finally, the results from the trilepton resonance search can be maximized by performing reinter-

pretations for other signals. For example, the type-III seesaw mechanism predicts the existence of

isospin triplets of heavy leptons (Σ+,Σ0,Σ−) that mix with the active neutrinos, generating their

small masses [219]. While their production cross sections differ, the Σ± and Σ0 have the same

decay paths as the χ̃±1 and χ̃0
1, particularly Σ± → Z`→ ```. Alternatively, the trilepton results can

be reinterpreted for vector-like lepton signals, like those in composite Higgs models [220]. These

vector-like leptons are non-chiral and can have mass terms in the Lagrangian without violating the

gauge symmetries. Instead of acquiring mass through the Higgs mechanism, the Standard Model

leptons become massive by mixing with the vector-like leptons. These models are appealing as

they may explain the observed hierarchy in the lepton masses. The heavy vector-like leptons again

have decays similar to the charginos and neutralinos targeted by this analysis. As discussed in Sec-

tion 5.8.4, these reinterpretations are facilitated by the publication of the full likelihoods, cutflows,

truth acceptances, reconstruction efficiencies, and sample analysis code to HEPData.



Chapter 6

Conclusion

This dissertation has presented the performance of the Transition Radiation Tracker compression

algorithm under the strenuous conditions of Run 2, as well as a search for trilepton resonances from

the R-parity violating decays of charginos in the B − L MSSM. The theoretical framework of the

SM and B − L MSSM was established in Chapter 2, followed by a brief introduction to the LHC

and the ATLAS detector in Chapter 3.

Chapter 4 focused on the readout bandwidth limitations of the TRT and the upgrades performed

in Run 2. To operate the TRT at high trigger rates, the straw data must be compressed before it

is sent off the detector. While the lossless Huffman algorithm drastically reduces the data size, it

proved insufficient under the harsher conditions of Run 2. As the pileup, detector occupancy, and

Level-1 trigger rate increased, the TRT approached its bandwidth limit. Therefore, a new lossy

compression scheme was developed which improved the compression performance at the expense of

some information loss. This lossy scheme was designed such that the tracking capabilties of the

TRT were unaffected. While the compression performance was significantly improved by the lossy

scheme, the more complicated logic was difficult to implement in the firmware. Ultimately, the

original Huffman algorithm was reoptimized on the new high pileup data. In parallel, a hardware

upgrade was performed to increase the total available bandwidth. With the increased bandwidth and

improved compression, the TRT successfully collected the high pileup Run 2 data at the maximum

trigger rate of 100 kHz.

Presented in Chapter 5 is the first trilepton resonance search at the LHC in Run 2. This analysis

was inspired by the B−L MSSM with spontaneous R-parity violation, where the LSPs are the mass-

degenerate wino chargino and neutralino. Targeting charginos decaying via χ̃±1 → Z`→ ```, a search

was performed for resonances in the trilepton invariant mass spectrum. Unfortunately, no significant
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deviation from the Standard Model was observed. Limits were set on the χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 signal as

a function of the χ̃±1 /χ̃0
1 mass and branching fractions to SM bosons and leptons. Additionally,

model-independent limits were set on generic signals in each individual mass bin. Finally, to facilitate

reinterpretations of these results, the full likelihoods were published to HEPData in the pyhf format.

While compelling evidence of physics beyond the Standard Model has yet to be observed, much

of the LHC data remains unexplored. Supersymmetry is an extremely rich framework with many

possible low-energy manifestations. SUSY may present itself through new particles, anomalous

rates, modified couplings, or new interactions. Therefore, the LHC experiments benefit from a

diverse program of precision measurements and searches for new physics. While the simplest and

most easily discoverable supersymmetric models were not found, SUSY may still be lurking in the

Run 2 dataset. With Run 3 starting in the coming years, followed by the High-Luminosity LHC,

the discovery potential of ATLAS and CMS will only increase. Perhaps new physics, whatever it

may be, is waiting just around the corner.
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Appendix A

SR4` Optimization

In SR4`, the second χ̃±1 /χ̃0
1 decay cannot be fully reconstructed. Therefore, the mass asymmetry

cannot be used to choose the correct three leptons to reconstruct the χ̃±1 → Z` → ``` decay. Each

event contains at least four leptons, two of which reconstruct a Z boson. Choosing the correct third

lepton to pair with the Z is difficult, as the event kinematics change drastically with the χ̃±1 /χ̃0
1

mass. At low mass, the χ̃
±
1 χ̃
∓
1 /χ̃

±
1 χ̃

0
1 pair are boosted and recoil against each other. As a result,

the decay products of each χ̃±1 /χ̃0
1 are collimated. At high mass, the χ̃

±
1 χ̃
∓
1 /χ̃

±
1 χ̃

0
1 pair are produced

almost at rest, so the direct lepton and Z boson from the χ̃±1 → Z` decay are well-separated.

To maximize the sensitivity over a range of possible χ̃±1 /χ̃0
1 masses, an SR4`-specific matching

algorithm was developed. The goal was to find a kinematic variable to serve as a proxy for the

χ̃±1 /χ̃0
1 mass, allowing separate matching algorithms at low and high mass. This proxy mass has to

be appropriate for the full range of final states targeted by SR4`. The common feature of all these

targeted final states is the presence of at least four leptons. Consequently, the scalar pT-sum of all

the leptons in the event, LT, was used as the proxy for the χ̃±1 /χ̃0
1 mass:

LT =
∑
leps

pT. (A.1)

The observed data and pre-fit background LT distributions are shown in Figure A.1, and the unit-

normalized χ̃
±
1 χ̃
∓
1 signal distributions are shown in Figure A.2 for a range of χ̃±1 masses. While the

background peaks at low LT, the signal distribution peaks above the χ̃±1 mass, becoming harder and

more broad as the χ̃±1 mass increases.

After studying many methods for selecting the correct direct lepton, the following algorithm was

chosen. If an event has LT < 550 GeV, it is assumed to be a low mass signal, and the lepton that

minimizes ∆R(Z, `) is chosen to reconstruct the χ̃±1 → Z` → ``` decay. If an event has LT > 550
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GeV, it is assumed to be a high mass signal, and the lepton that maximizes mZ` is chosen instead.

The efficiency for choosing the correct three leptons to reconstruct the χ̃±1 → Z`→ ``` decay under

this algorithm is shown in Figure A.3 as a function of the χ̃±1 mass on the x-axis and the LT value

used to switch between the two methods on the y-axis.

To determine the optimal LT value at which to switch between the min [∆R(Z, `)] and max [mZ`]

methods for selecting the direct lepton, several factors must be considered. By maximizing the

efficiency for choosing the correct three leptons to reconstruct the χ̃±1 → Z` → ``` decay, the

signal mZ` distribution becomes more strongly peaked at the true χ̃±1 mass. However, this does not

necessarily lead to the optimal sensitivity, as various matching algorithms may shape the background

mZ` distribution differently. Additionally, since a shape-fit is performed in the signal regions, all mZ`



A. SR4` Optimization 141

0.00987746 0.432036 0.474876 0.604536 0.62442 0.674065 0.740471 0.710224

0.00987746 0.432036 0.474876 0.604536 0.62442 0.674065 0.740471 0.710224

0.0106287 0.432036 0.474876 0.604536 0.62442 0.674065 0.740471 0.710224

0.0331805 0.431715 0.474876 0.604536 0.62442 0.674065 0.740471 0.710224

0.138589 0.431715 0.474876 0.604536 0.62442 0.674065 0.740471 0.710224

0.317868 0.428223 0.474876 0.604536 0.62442 0.674065 0.740471 0.710224

0.455726 0.424523 0.474876 0.604536 0.62442 0.674065 0.740471 0.710224

0.580983 0.40479 0.471881 0.604536 0.62442 0.674065 0.740471 0.710224

0.6603 0.371496 0.468773 0.604536 0.62442 0.674065 0.740471 0.710224

0.720917 0.321226 0.462014 0.604536 0.621213 0.674065 0.740471 0.710224

0.769738 0.297247 0.446942 0.604536 0.621213 0.674065 0.740471 0.710224

0.79721 0.302735 0.423394 0.602044 0.621213 0.674065 0.740471 0.710224

0.817583 0.33324 0.392114 0.602044 0.617885 0.674065 0.740471 0.710224

0.832044 0.372746 0.363145 0.594129 0.617885 0.670365 0.740471 0.710224

0.840131 0.406657 0.318176 0.583347 0.617885 0.670365 0.740471 0.709201

0.851741 0.436068 0.286858 0.571029 0.605348 0.670335 0.740471 0.709201

0.861539 0.465643 0.256768 0.561364 0.602 0.667136 0.740471 0.705451

0.864823 0.486487 0.247979 0.54419 0.598891 0.664884 0.740471 0.705451

0.868429 0.511873 0.248333 0.486944 0.59314 0.658631 0.736709 0.705451

0.871688 0.520048 0.268463 0.4444 0.586704 0.655537 0.736709 0.701876

0.875899 0.534036 0.282266 0.402015 0.565829 0.639292 0.73294 0.699465

0.877992 0.541671 0.305892 0.376352 0.540991 0.620863 0.718517 0.693046

0.878863 0.546375 0.324282 0.35755 0.527862 0.612136 0.70875 0.690844

0.880412 0.558424 0.340274 0.346132 0.508658 0.597553 0.690079 0.690844

100 200 300 400 500 600 700 800

mass [GeV]

0

100

200

300

400

500

600
 c

ut
 [G

eV
]

T
L

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Hybrid Eff (minDR or maxMZl)

Figure A.3: The correct lepton selection efficiency in SR4`. The efficiency only considers events
where all three leptons from a chargino decay are reconstructed and pass the signal lepton re-
quirements. Below the LT cut on the y-axis, the direct lepton is chosen via minimizing ∆R(Z, l).
Otherwise, the direct lepton is chosen via maximizing mZ`.

bins contribute to the sensitivity. As a result, even the mismatched signal events in the combinatorial

tails of the mZ` distribution can contribute to the sensitivity.

Various matching algorithms were evaluated using HistFitter [197] to perform the shape-fit,

with the algorithm described above providing the best sensitivity over the probed χ̃±1 /χ̃0
1 mass range.

Shown in Figure A.4 are the expected CLs upper limits on µsig for a wide range of methods for

selecting the direct lepton. The tested methods include:

• minDR: choose lepton closest in ∆R to the reconstructed Z boson.

• min: choose lepton that minimizes mZ`.

• max : choose lepton that maximizes mZ`.

• hybrid [Lswitch
T ]: if LT < Lswitch

T , use minDR, else use max.

• hybrid minmax [Lswitch
T ]: if LT < Lswitch

T , use min, else use max.
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Figure A.4: Upper limit on µsig for each mass point in SR4`, for various lepton matching schemes.
The numbers in some labels represent the LT value used for this scheme. On each plot there is one
filled point for each mass point. This filled point marks the lowest limit achieved for this mass point.

Various values are also tested for Lswitch
T in the hybrid and hybrid minmax methods, ranging from

200 to 800 GeV. There are two sets of error bars on each point in the plot, ±1σ and ±2σ, which only

include statistical uncertainties. For each χ̃±1 /χ̃0
1 mass tested, there is one filled marker indicating

the lowest limit achieved for this mass.

In Figure A.5, the relative differences between the limit achieved from a given method and the

best limit achieved from any method is shown. The method with the lowest spread was chosen for

the analysis: hybrid 550. For all tested mass points, the expected upper limits on the signal strength

when using hybrid 550 are within 10% of the best limits from any method.



A. SR4` Optimization 143

Figure A.5: Relative difference between each lepton matching scheme and the best performing
scheme for each mass point.



Appendix B

Fake Studies

This appendix presents additional studies regarding the fake lepton background and its estimation.

First, alternative parameterization of the fake factors are shown in Appendix B.1. Afterwards,

to better understand the dependence on event-level kinematic requirements, these fake factors are

derived in VRFake and shown in Appendix B.2. In Appendices B.3 and B.4, the data vs. expected

background agreement in VRFake is studied, but using the pT-binned fake factors or Z+jets MC

instead. Next, the fake lepton composition in each analysis region is shown in Appendix B.5. Finally,

the light and heavy flavor MC fake factors are presented in Appendix B.6.

B.1 Alternative Fake Factor Parameterizations

As described in Section 5.5.2, the nominal fake factors used for this analysis are binned in pcone
T .

Other choices for the parameterization of the fake factors are shown in Figures B.1-B.2. The fake

factors are independent of the variable chosen in some cases (η, φ, Njets) but clearly depend on the

variable in other cases (lepton pT, Emiss
T ). This is only concerning if the nominal pcone

T parameter-

ization does not already account for this dependence. For example, a clear downward trend can

be seen in the Emiss
T -binned fake factors, especially for electrons. If this information isn’t captured

in our nominal parameterization (i.e. if Emiss
T isn’t correlated with pcone

T ), this may lead to worse

agreement in analysis regions that require significant Emiss
T . A systematic uncertainty associated

with the choice of fake factor parameterization is assessed (see Appendix C).

The data and MC fake factor agreement is generally worse for electrons than muons, possibly

due to the more complicated fake electron composition. While the fake muons are almost always

the result of a heavy flavor decay, the electrons are a mix of heavy and light flavor fakes (see B.5).
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Figure B.1: Various parameterizations of the electron Z+jets fake factors. All uncertainties shown
are only statistical.
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Figure B.2: Various parameterizations of the muon Z+jets fake factors. All uncertainties shown are
only statistical.
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B.2 Fake Factors Derived in the Validation Region

To better understand any discrepancies between the data and the estimated background in the

validation region (VRFake), the fake factors were measured in VRFake. While the control region

(CRFake) requires Emiss
T < 30 GeV, VRFake requires 30 GeV < Emiss

T < 80 GeV. The fake factors

measured in VRFake are shown in Figures B.3 and B.4. In general, the fake factors are lower in the

validation region, suggesting that it is harder for a baseline lepton to pass the signal requirements.

This is consistent with the slight over-prediction of the background in the validation region seen

in Fig. 5.8- 5.12. The over-prediction is a bit worse for fake electrons, as seen in the lowest lepton

pT bin in Fig. 5.8. This can also be seen in the ne = 1 or ne = 3 bins in Fig. 5.12, since the non-Z

(and likely fake) lepton in these events is an electron.

As shown in Appendix B.1, the Emiss
T -binned fake factors decrease quickly with increasing Emiss

T

in CRFake. Here in VRFake, the fake factors continue to decrease, but more gradually. This

suggests that the higher Emiss
T requirement of VRFake is the cause of the lower fake factors. As

will be shown in Appendix B.5, the higher Emiss
T requirement shifts the Z+jets fake composition

towards heavy flavor (HF) fakes, which are produced alongside neutrinos in the semileptonic decays

of HF hadrons. Also, the Emiss
T may be correlated with the pT of the HF hadron giving rise to the

non-prompt lepton. The higher Emiss
T requirement may therefore bias the selection towards harder

HF jets, which have more collimated decay products and larger d0-significance values. As a result,

the non-prompt leptons produced in the HF hadron decays may fail the signal impact parameter

and isolation requirements at higher rates, reducing the fake factors.

Via an analogous argument, one would expect the fake factors to decrease with increasing lepton

pT, as the non-prompt lepton pT is also correlated with the boost of the underlying jet. Indeed,

the heavy flavor MC fake factors decrease with pT, as shown in Appendix B.6. The pT of the

reconstructed Z boson might also be a handle on the underlying jet pT if the two recoil against each

other; however, the inclusive jet selection may decrease the correlation. In both the measurement

and validation regions, the pZT-binned fake factors decrease with the Z boson momentum.

The observed sensitivity to the underlying jet momentum motivated the parameterization of

the fake factors in pcone
T . Initially, the more conventional pT parameterization was attempted, and

the validation region distributions are shown in Appendix B.3. The over-prediction of the fake

background was much worse using the pT-binned fake factors, presumably because it is a worse

estimate of the underlying jet momentum. Also, the validation region distributions using MC for

all background estimates are shown in Appendix B.4.
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It is possible that binning the FFs in both pcone
T and Emiss

T would improve the agreement in this

Z+jets dominated fake factor validation region. However, this is problematic for two reasons:

1. The fake factor region is defined with Emiss
T < 30 GeV, while the validation region has 30 <

Emiss
T < 80. As a result, only the fake factors from the highest Emiss

T bin would be applied

to all anti-ID events in the validation region. Additionally, all other analysis regions have

significant portions of their phase-space at Emiss
T > 30 GeV.

2. The fake factor estimate must cover fakes from other processes (e.g. leptonic tt̄). These can

have sources of Emiss
T other than the neutrino from the HF decay. As a result, fakes from other

processes will have a different Emiss
T profile.

In conclusion, since pcone
T is a lepton-level variable, unlike the event-level Emiss

T , the pcone
T -binned

fake factors should be more applicable to processes other than Z+jets.
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Figure B.3: Various parameterizations of the electron Z+jets fake factors, but measured in the
validation region. All uncertainties shown are only statistical. The fake factors measured here
are lower in general compared to those measured in the fake factor measurement region, which is
consistent with the over-prediction of the background in the validation region shown in Fig. 5.8-
5.12.
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Figure B.4: Various parameterizations of the muon Z+jets fake factors, but measured in the
validation region. All uncertainties shown are only statistical. The fake factors measured here
are lower in general compared to those measured in the fake factor measurement region, which is
consistent with the over-prediction of the background in the validation region shown in Fig. 5.8-
5.12.
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B.3 Validation Region Agreement Using pT-binned Fake Factors

The following figures show the kinematic distributions in the fake factor validation region, but using

the pT-binned fake factors instead. The data vs. estimated background agreement is noticeably

worse than that achieved using the nominal pcone
T fake factor parameterization (Section 5.5.2).
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Figure B.5: Various kinematics in the fake factor validation region when the non-Z lepton is an
electron, but using the pT-binned fake factors instead. This lepton is most likely the fake
in the Z+jets events. In the min∆R(e, jet) and min∆R(e,b-jet) distributions, events without a
(b-tagged) jet are added to the overflow. All uncertainties shown are only statistical.
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Figure B.6: Various kinematics in the fake factor validation region when the non-Z lepton is a muon,
but using the pT-binned fake factors instead. This lepton is most likely the fake in the Z+jets
events. In the min∆R(µ, jet) and min∆R(µ,b-jet) distributions, events without a (b-tagged) jet are
added to the overflow. All uncertainties shown are only statistical.
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Figure B.7: The pT, η, and φ distributions of the leading, subleading, and third leptons in VRFake
when they are electrons, but using the pT-binned fake factors instead. All uncertainties shown
are only statistical.
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Figure B.8: The pT, η, and φ distributions of the leading, subleading, and third leptons in VRFake
when they are muons, but using the pT-binned fake factors instead. All uncertainties shown
are only statistical.
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Figure B.9: Object multiplicity distributions in the fake factor validation region, but using the
pT-binned fake factors instead. All uncertainties shown are only statistical.
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Figure B.10: Additional event level variable distributions in VRFake, but using the pT-binned
fake factors instead. All uncertainties shown are only statistical.
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B.4 Validation Region Agreement Using MC Only

The following figures show the kinematic distributions in the fake factor validation region using

only MC for all background estimates. Instead of the fake factor method, the fake estimates is

taken directly from MC. The data vs. estimated background agreement is noticeably worse than

that achieved using the data-driven fake factor method with the pcone
T fake factor parameterization

(Section 5.5.2). Additionally, the Z+jets MC statistical errors are much larger than those of the

fake factor estimate.
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Figure B.11: Various kinematics in the fake factor validation region when the non-Z lepton is an
electron, but using only MC to estimate the backgrounds instead. This lepton is most
likely the fake in the Z+jets events. In the min∆R(e, jet) and min∆R(e, b-jet) distributions, events
without a (b-tagged) jet are added to the overflow. All uncertainties shown are only statistical.
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Figure B.12: Various kinematics in the fake factor validation region when the non-Z lepton is a
muon, but using only MC to estimate the backgrounds instead. This lepton is most likely
the fake in the Z+jets events. In the min∆R(µ, jet) and min∆R(µ,b-jet) distributions, events
without a (b-tagged) jet are added to the overflow. All uncertainties shown are only statistical.
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Figure B.13: The pT, η, and φ distributions of the leading, subleading, and third leptons in VRFake
when they are electrons, but using only MC to estimate the backgrounds instead. All
uncertainties shown are only statistical.
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Figure B.14: The pT, η, and φ distributions of the leading, subleading, and third leptons in VRFake
when they are muons, but using only MC to estimate the backgrounds instead. All uncer-
tainties shown are only statistical.
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Figure B.15: Object multiplicity distributions in the fake factor validation region, but using only
MC to estimate the backgrounds instead. All uncertainties shown are only statistical.
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Figure B.16: Additional event level variable distributions in VRFake, but using only MC to
estimate the backgrounds instead. All uncertainties shown are only statistical.
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B.5 Fake Lepton Composition

Signal leptons

The fake signal lepton sources (heavy flavor, light flavor, etc.) are shown Fig. B.17-B.20, split by

analysis region. The classification of the leptons is performed using the IFFTruthClassifier tool

on MC simulation. While muon fakes are dominated by HF decays, the primary source of fake

electrons varies across the regions. The processes giving rise to fake leptons (Z+jets, tt̄, etc.) also

vary. There is an issue with the truth record in the triboson samples causing the muons to be

classified as “unknown”. Since triboson is expected to be almost entirely real, it is treated as always

prompt.

Focusing on the fake regions, the fake factor measurement region has more LF fake electrons,

while the validation region has more HF electrons. The higher Emiss
T requirement in the validation

region biases the fake composition towards HF fakes, which are produced alongside neutrinos in the

semileptonic decays of HF hadrons.

Interestingly, there are no fake electrons from conversions seen from the Z+jets samples, which

overlap with the Z + γ samples due to the inclusion of diagrams with ISR and FSR photons. In

the analysis regions, some Z → 3e events are expected (a prompt electron from a Z → ee decay

undergoes bremsstrahlung and radiates a photon, which converts to two electrons with only one

reconstructed). While the fake factor measurement region has an mZ` > 105 GeV cut to remove

these events, the other regions have no such cut. These Z+jets “conversion” electrons are not

seen in these distributions because the IFFTruthClassifier tool classifies these electrons from FSR

as isolated, since they are collinear with the prompt electron. As a result, these Z+jets events

are considered to have three prompt electrons and are not included in the fake estimate. These

“prompt” events must be estimated from the Z+jets MC. This applies similarly to tt̄ → eeµ/eee

and WZ → eeee/µeee events where an electron produces an FSR photon that converts.
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(a) CRFake fake signal electrons
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(b) CRFake fake signal muons
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(c) VRFake fake signal electrons
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(d) VRFake fake signal muons

Figure B.17: Sources of fake signal electrons and muons in CRFake and VRFake, the FF measure-
ment and validation regions. Only fake leptons are included in the distributions. The classification
of the leptons is done using the IFFTruthClassifier tool.
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(a) CRWZ fake signal electrons
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(b) CRWZ fake signal muons
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(c) VREmiss
T fake signal electrons
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(d) VREmiss
T fake signal muons
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(e) VRmmin
T fake signal electrons
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(f) VRmmin
T fake signal muons

Figure B.18: Sources of fake signal electrons and muons in CRWZ, VREmiss
T , and VRmmin

T . Only
fake leptons are included in the distributions. The classification of the leptons is done using the
IFFTruthClassifier tool.
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(a) CRtt̄Z fake signal electrons
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(b) CRtt̄Z fake signal muons
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(c) VRtt̄Z fake signal electrons
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(d) VRtt̄Z fake signal muons

Figure B.19: Sources of fake signal electrons and muons in CRtt̄Z and VRtt̄Z. Only fake leptons are
included in the distributions. The classification of the leptons is done using the IFFTruthClassifier
tool.
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(a) SR3` fake signal electrons
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(b) SR3` fake signal muons
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(c) SR4` fake signal electrons
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(d) SR4` fake signal muons
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(e) SRFR fake signal electrons
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(f) SRFR fake signal muons

Figure B.20: Sources of fake signal electrons and muons in the signal regions. Only fake leptons are
included in the distributions. The classification of the leptons is done using the IFFTruthClassifier
tool.
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Anti-ID leptons

The fake anti-ID lepton sources (HF, LF, etc.) are shown Fig. B.21-B.24, split by analysis region.

The composition of anti-ID electrons shifts drastically across the various regions, and the systematic

uncertainty derived to cover these shifts is detailed in Appendix C.

While the source of fake electrons passing the signal requirements in CRFake is split somewhat

evenly between HF and LF jets (Figure B.17), the anti-ID electrons are much more biased towards

LF jets. As a result, the average fake factor is smaller for LF fake electrons (see Appendix B.6).
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(a) CRFake fake anti-ID electrons
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(b) CRFake fake anti-ID muons
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(c) VRFake fake anti-ID electrons
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(d) VRFake fake anti-ID muons

Figure B.21: Sources of fake anti-ID electrons and muons in CRFake and VRFake, the FF measure-
ment and validation regions. Only fake leptons are included in the distributions. The classification
of the leptons is done using the IFFTruthClassifier tool.
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(a) CRWZ fake anti-ID electrons
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(b) CRWZ fake anti-ID muons
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(c) VREmiss
T fake anti-ID electrons
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(d) VREmiss
T fake anti-ID muons

un
kn

ow
n 

kn
ow

n 

is
oE

l 

ch
. f

lip
 .

pr
om

pt
 m

u 

co
nv

. 

m
u 

el
 

ta
u 

de
ca

y 

B
 d

ec
ay

 

c 
de

ca
y LF

0

20

40

60

80

100

120

140

160

E
ve

nt
s

un
kn

ow
n 

kn
ow

n 

is
oE

l 

ch
. f

lip
 .

pr
om

pt
 m

u 

co
nv

. 

m
u 

el
 

ta
u 

de
ca

y 

B
 d

ec
ay

 

c 
de

ca
y LF

0.6
0.8

1
1.2
1.4

da
ta

/S
M

SingleTop (3.27) Triboson (0.00)
Higgs (0.04) OtherTop (0.11)
ttZ (0.16) ttW (0.06)
tty (0.62) ttbar (31.46)
Diboson2l (2.80) Diboson4l (0.20)
Diboson3l (1.17) Zjets (87.52)
data (0.00)

ATLAS Internal
-1=13 TeV, 139.0 fbs

(e) VRmmin
T fake anti-ID electrons
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(f) VRmmin
T fake anti-ID muons

Figure B.22: Sources of fake anti-ID electrons and muons in CRWZ, VREmiss
T and VRmmin

T . Only
fake leptons are included in the distributions. The classification of the leptons is done using the
IFFTruthClassifier tool.
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(a) CRtt̄Z fake anti-ID electrons
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(b) CRtt̄Z fake anti-ID muons
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(c) VRtt̄Z fake anti-ID electrons
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(d) VRtt̄Z fake anti-ID muons

Figure B.23: Sources of fake anti-ID electrons and muons in CRtt̄Z and VRtt̄Z. Only fake leptons are
included in the distributions. The classification of the leptons is done using the IFFTruthClassifier
tool.
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(a) SR3` fake anti-ID electrons
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(b) SR3` fake anti-ID muons
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(c) SR4` fake anti-ID electrons
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(d) SR4` fake anti-ID muons
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(e) SRFR fake anti-ID electrons
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(f) SRFR fake anti-ID muons

Figure B.24: Sources of fake anti-ID electrons and muons in the signal regions. Only fake leptons are
included in the distributions. The classification of the leptons is done using the IFFTruthClassifier
tool.
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B.6 Heavy vs. Light Flavor Fake Factors

As shown in Appendix B.5, the composition of the fake signal and anti-ID electrons varies across

the analysis regions. Therefore, it is interesting to examine the electron heavy flavor and light flavor

fake factors individually using the Z+jets MC. These MC fake factors are shown in Fig. B.25.

While the LF fake factors increase with pT, the HF fake factors decrease. As mentioned in

Appendix B.2, the HF fake factors may decrease with pT due to a larger boost of the heavy flavor

hadron producing the non-prompt electron. A more boosted HF hadron may have a longer decay

length and more collimated decay products. As a result, the non-prompt electron produced in the

decay may have a large d0-significance and more energy in its isolation cone. Since the non-prompt

electron pT is correlated with the boost of the parent HF hadron, the non-prompt electron may be

more likely to fail the signal electron requirements at higher pT.

For comparison, Fig. B.26 shows the HF and LF fake factors derived in the fake factor validation

region (VRFake) instead. While the fake factor trends here are similar to those in the measurement

region, the fake factors are smaller in general, likely due to the higher Emiss
T requirement.

As the dominant source of fake muons is heavy flavor decays, the muon versions of the plots

shown in Fig. B.25-B.26 are not included.
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Figure B.25: Various parameterizations of the HF and LF electron Z+jets fake factors, derived in
MC in the fake factor measurement region (CRFake). All uncertainties shown are statistical only.
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Figure B.26: Various parameterizations of the HF and LF electron Z+jets fake factors, derived in
MC in the fake factor validation region (VRFake) instead. All uncertainties shown are statistical
only.



Appendix C

Derivation of Fake Systematics

This section details the derivation and implementation of the systematic uncertainties associated

with the fake background estimate.

C.1 Fake Factor Statistical Systematic

The statistical uncertainties on the fake factors themselves are propagated to the fake event weight.

The uncertainty on a given fake factor bin is independent from those on all other bins; however,

events using the same fake factor bins should be correlated. This is accomplished by associating

a nuisance parameter with each fake factor bin. In practice, each bin is assigned 1σ up and down

weight systematics that are set to non-unity for the event if that particular bin is used. These

statistical systematics are correlated accross the analysis regions.

C.2 Prompt Subtraction Systematic

When measuring the fake factors in data, the prompt contamination must be subtracted using

MC. A systematic uncertainty associated with this prompt subtraction is derived by varying the

normalization of the prompt MC in the fake factor measurement region by 5%. The amount by

which the prompt MC is varied is informed by the recent ATLAS WZ [221] and ZZ [222] cross

section measurement with 36.1 fb−1 at 13 TeV. Additionally, this 5% is consistent with typical

observed normalization factors on WZ and ZZ background estimates.

The pcone
T distributions of the tight probe leptons in the fake factor measurement region are shown

in Fig. C.1. The binning of these distributions matches that of the fake factors. These plots are

populated with the numerator leptons from the fake factor calculation. The prompt contamination

172
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(a) Signal probe electrons
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(b) Signal probe muons

Figure C.1: The data and prompt MC pcone
T distributions for the probe leptons in the fake factor

measurement region (CRFake) when the signal lepton requirements are passed. The binning matches
that of the fake factors. The difference in each bin between the data and the prompt MC is
the numerator of the fake factor. The prompt contamination is worse at higher values of pcone

T ,
particularly for muons.

becomes more significant at higher values of pcone
T , particularly for muons. The denominator (anti-

ID) lepton version of these plots are dominated by fake events, so the variation in the prompt

subtraction is negligible.

The fake factors derived with the 5% up and down fluctuations in the prompt subtraction are

shown in Fig. C.2, along with the nominal fake factors. Note that the statistical error bars are

correlated, as each set of fake factors uses the exact same events. As expected from the pcone
T

distributions, the relative variation of the fake factors grows with pcone
T , with the muon fake factors

being more sensitive.

Since the prompt subtraction systematic is a reflection of the uncertainty on the WZ and ZZ

cross sections, only one nuisance parameter is used. The values assigned to the 1σ up and down

weights are determined by which FF bins are used, pulling from the ratios in the bottom panel

in Figure C.2. The relative uncertainty for each FF bin can be seen in Table C.1. The prompt

systematic is also correlated across analysis regions. With this statistical treatment, as the NP is

varied, the fake factors are constrained to pull in the same direction, across pcone
T bins, lepton flavor,

and analysis region.
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Figure C.2: The effect of varying the prompt subtraction normalization up and down by 5% when
deriving the fake factors. The prompt contamination becomes more significant in the higher pcone

T

bins, especially for muons, resulting in larger deviations from the nominal fake factors.

FF bin [GeV] 12-15 15-20 20-30 30-50 50-100

electron rel. uncert. 0.5% 1.0% 2.4% 5.7% 14%
muon rel. uncert. 0.9% 2.6% 8.0% 34% -

Table C.1: The relative uncertainty on the fake factors due to prompt subtraction systematic.

C.3 Parameterization Systematic

The parameterization systematic is assessed by creating alternative fake estimates using other rea-

sonable fake factor parameterizations. The two alternative parameterizations to the nominal pcone
T -

binning are pcone
T vs. η and pcone

T vs. Nb-jets. The three sets of fake factors can be seen in Fig C.3.

These 2D parameterizations contain extra information relative to the nominal, but the statistical

errors are worse. The nominal and two alternative fake estimate trees are all passed to HistFitter,

with the alternative estimates used as one-sided systematic uncertainties.
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Figure C.3: Fake factor parameterizations. The 1D pcone
T parameterization is used for the nominal

fake estimate, and the two 2D parameterization are used to derive the parameterization systematic.

C.4 Composition Systematic

As shown in Table 5.9 in Section 5.5, the processes giving rise to the fake background vary across

the analysis regions. The light flavor vs. heavy flavor fake composition varies as well, as shown in

Appendix B.5.

To assess a systematic uncertainty to cover these variations, it is assumed that the fake factors

only depend on the source (HF vs. LF) and not the process (Z+jets vs. tt̄, etc.). In other words,

the HF and LF fake factors are assumed to be process universal. The validity of this assumption

can be assessed from Fig. C.4, which shows the fake factors derived from Z+jets and tt̄ MC in the

preselection region (the only region with enough tt̄ stats), split by fake source. Only the HF fake

factors are shown for muons, as the fake muons are dominated by heavy flavor decays. It is also

assumed that the HF and LF fake factors are region independent, however, a separate systematic is

derived to cover any residual kinematic dependence (see Appendix C.5).

Region specific fake factors are then derived by taking a weighted average of the HF and LF fake
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Figure C.4: Comparing Z+jets vs tt̄ MC fake factors, binned in pcone
T , and separated by heavy flavor

and light flavor. These fake factors are measured in the preselection region to achieve enough tt̄
stats. Only the heavy flavor fake factors are shown for muons due to the lack of light flavor statistic.

factors, where the weights match the composition of the anti-ID leptons in that region. If the HF

fake fraction in a given region is XHF, the region specific fake factor for the ith pcone
T -bin is:

F (i) = XHF · FHF(i) + (1−XHF) · FLF(i). (C.1)

The HF fake fractions are measured inclusively, not bin-by-bin. The sources of the fake anti-ID

leptons in the various analysis regions are shown in Figures B.21-B.24. Note the ZZ regions are

very pure in real ZZ events and are not shown.

As a test of this method, the nominal Z+jets MC electron fake factors were recreated from the

HF and LF fake factors using Eq. C.1. The results can be seen in Fig. C.5. Included are the nominal

(solid black), LF (green), HF (blue), and recreated fake factors (dotted black). The ratios of the

recreated fake factors to the nominal are shown in the bottom pad, and good agreement is seen. The

use of inclusive HF fake fractions, as opposed to bin-by-bin, introduces some error. As the statistics

are much higher in the low pcone
T bins, these bins dominate XHF, resulting in better agreement at

low pcone
T . An additional source of error is the omission of all fake sources other than HF and LF in

Eq. C.1. As shown in Fig. B.21-B.24, fake electrons occasionally fall in other categories.

The region-specific fake factors are shown in Fig. C.6-C.7, plotted in red. The lower pad shows

the ratio of the region-specific fake factors to the nominal Z+jets MC ones from the fake factor

measurement region. The deviation from the nominal fake factors is greatest in SR3` and SR4`,

where the HF fraction is the largest. A region-specific relative weight systematic is derived by taking
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Figure C.5: The nominal (solid black), heavy flavor (blue), light flavor (green), and recreated (dotted
black) MC fake factors, derived in the fake factor measurement region (CRFake). The recreated
fake factor is derived by taking a weighted average of the HF and LF fake factors, matching the
composition of the fake factor measurement region. Good agreement is seen between the nominal
and recreated fake factors.

the RMS of the bin-by-bin percent errors:

σrel
comp =

√√√√ 1

n

n∑
i=1

(1− Fregion(i)

Fnominal(i)
)2 (C.2)

The 1σ up and down relative weights are set to (1 ± σrel
comp)k where k is the number of anti-ID

electrons in the event. The fake anti-ID muons are dominantly produced in heavy flavor decays, so

no composition systematic is applied for fake events where all anti-ID leptons are muons. The values

of σrel
comp for each region are contained in Table C.2. By using the RMS, only one number needs to be

derived and applied for each region. Alternatively, the systematic could be assessed based on which

fake factor bins were used in the event, but this would require a systematic uncertainty derived for

every bin in every region. The composition systematic is not correlated across the analysis regions.

VRFake CRWZ VREmiss
T VRmmin

T CRtt̄Z VRtt̄Z SR3` SR4` SRFR

relative comp. syst. 14% 16% 44% 10% 26% 26% 52% 53% 37%

Table C.2: Relative systematic uncertainty on the electron fake factors due to HF vs LF composition
differences across the analysis regions. Note the ZZ regions are very pure in real ZZ events and are
not assigned a composition systematic.



C. Derivation of Fake Systematics 178

10 20 30 40 50 60 70 80 90 100
T

conep

0

0.05

0.1

0.15

0.2

0.25

F
F Electron Closure MC FFs: VRZj

nominal recon. nom.

HF LF

HF = 30.3622614242%

Electron Closure MC FFs: VRZj

10 20 30 40 50 60 70 80 90 100

T
conep

0.5

1

1.5

2

va
r.

/n
om

.

1.13 1.07 1.13

0.89
0.79

(a) VRFake

10 20 30 40 50 60 70 80 90 100
T

conep

0

0.05

0.1

0.15

0.2

0.25

F
F Electron Closure MC FFs: CRWZ

nominal recon. nom.

HF LF

HF = 32.4252955173%

Electron Closure MC FFs: CRWZ

10 20 30 40 50 60 70 80 90 100

T
conep

0.5

1

1.5

2

va
r.

/n
om

.

1.16 1.10 1.16

0.87
0.78

(b) CRWZ

10 20 30 40 50 60 70 80 90 100
T

conep

0

0.05

0.1

0.15

0.2

0.25

F
F Electron Closure MC FFs: VRMet

nominal recon. nom.

HF LF

HF = 54.0972340896%

Electron Closure MC FFs: VRMet

10 20 30 40 50 60 70 80 90 100

T
conep

0.5

1

1.5

2

va
r.

/n
om

.

1.56
1.45 1.48

0.71 0.63

(c) VREmiss
T

10 20 30 40 50 60 70 80 90 100
T

conep

0

0.05

0.1

0.15

0.2

0.25

F
F Electron Closure MC FFs: VRmTmin

nominal recon. nom.

HF LF

HF = 26.2842585922%

Electron Closure MC FFs: VRmTmin

10 20 30 40 50 60 70 80 90 100

T
conep

0.5

1

1.5

2

va
r.

/n
om

.

1.05 1.01 1.07
0.92 0.82

(d) VRmmin
T

10 20 30 40 50 60 70 80 90 100
T

conep

0

0.05

0.1

0.15

0.2

0.25

F
F Electron Closure MC FFs: CRttZ

nominal recon. nom.

HF LF

HF = 40.5026843197%

Electron Closure MC FFs: CRttZ

10 20 30 40 50 60 70 80 90 100

T
conep

0.5

1

1.5

2

va
r.

/n
om

.

1.31 1.23 1.28

0.81 0.72

(e) CRtt̄Z
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Figure C.6: The region-specific MC fake factors (red) compared with the nominal (solid black),
heavy flavor (blue), and light flavor (green) fake factors. These region-specifc fake factors are found
by taking a weighted average of the HF and LF fake factors, matching the composition of the region.
The ratio of the region-specific fake factors to the nominal, shown in the ratio plot, are used to derive
region-specific composition systematics.
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Figure C.7: The region-specific MC fake factors (red) compared with the nominal (solid black),
heavy flavor (blue), and light flavor (green) fake factors. These region-specifc fake factors are found
by taking a weighted average of the HF and LF fake factors, matching the composition of the region.
The ratio of the region-specific fake factors to the nominal, shown in the ratio plot, are used to derive
region-specific composition systematics.

C.5 Kinematic and Closure Systematic

A systematic uncertainty is derived to cover any remaining kinematic dependence of the fake factors

and any non-closure of the fake factor method. To do so, the pcone
T distribution of the non-Z lepton

in the fake factor validation region is used, as this lepton is most likely the fake. By examining the

distribution with the same binning as the fake factors, data-driven systematics can be derived for

each FF bin. For each bin, the factor by which the fake yield must change for data vs. background

closure is calculated, accounting for the data and prompt background statistical errors only. This

factor, labeled f , is the value closest to 1 for which the following relation holds:

|Ndata −Nprompt − f ·Nfake| ≤
√
σ2

data,stat + σ2
prompt,stat, (C.3)
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where Ndata is the data yield in the bin, Nprompt is the prompt background yield, Nfake is the

fake yield, and σdata,stat and σprompt,stat are the absolute statistical errors on the data and prompt

background yields, respectively. One can think of Ndata − Nprompt as the “observed” fake yield in

the bin, and f as a normalization factor on the expected fake yield in the bin, and therefore on

the corresponding fake factor. Instead of requiring perfect agreement, the observed and expected

must only agree within the statistical errors of the observed yield. For some bins, the observed and

expected fake yields already agree within the statistical errors before any scaling (i.e. for f = 1).

The pcone
T distributions of the non-Z electrons and muons are shown in Figure C.8.
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Figure C.8: The pcone
T distributions of the non-Z electrons and muons in the fake factor validation

region. These distributions have the same binning as the fake factors and are used to derive a
kinematic and closure systematic.

Once f has been calculated for every bin, the following equation is used to obtain a combined

relative error:

σrel
closure =

√√√√ 1

n

n∑
i=1

(1− f(i))2. (C.4)

This σrel
closure is calculated separately for electrons and muons, and all bins that cover before any

scaling of the expected fake yield are skipped in the sum. The values are found to be 23% for electrons

and 27% for muons. By combining the relative errors this way, only two nuisance parameters are

needed, as opposed to separate nuisance parameters for every fake factor bin. The pairs of 1σ up

and down relative weights corresponding to the two nuisance parameters are set to (1± σrel
closure, el)

k

and (1 ± σrel
closure,µ)j , where k and j are the number of anti-ID electrons and muons in the event,

respectively. Notice this method does not consider any other sources of error on the fake estimate

and is therefore conservative. Also, it only considers the statistical errors on the observed data and
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prompt MC.

C.6 Negative Yields Systematic

With the fake factor method, it is possible to obtain a fake estimate with negative yields in some

regions or bins. Typically, this occurs when the statistics are low for data events with anti-ID

leptons. Momentarily ignoring all events with multiple fake leptons, the fake estimate in a three

lepton region is given by the following:

N fake
TTT = NTTT −NRRR

TTT

= F1(NLTT −NRRR
LTT ) + F2(NTLT −NRRR

TLT ) + F3(NTTL −NRRR
TTL ) + ...,

(C.5)

where “RRR” denotes events with three real leptons, and Fi is the fake factor for the ith lepton.

NLTT and its permutations are measured in data, and their “RRR” analogs are determined from

MC. Notice that if the prompt subtraction is larger than the number of data events with an anti-ID

lepton, the fake estimate will be negative.

Once multiple anti-ID leptons are allowed, a new source of negative fake yields appears. Below

is the full equation for the fake estimate in a three lepton region:

N fake
TTT = NTTT −NRRR

TTT = F1(NLTT −NRRR
LTT ) + F2(NTLT −NRRR

TLT ) + F3(NTTL −NRRR
TTL )

− F1F2(NLLT −NRRR
LLT )− F1F3(NLTL −NRRR

LTL )− F2F3(NTLL −NRRR
TLL )

+ F1F2F3(NLLL −NRRR
LLL ).

(C.6)

Now, data events with two anti-ID leptons contribute negatively to the fake yield, and prompt

MC events with two real anti-ID leptons contribute positively (so “prompt subtraction” is a bit

of a misnomer). Finally, when all three leptons are anti-ID, the data (prompt MC) contributes

positively (negatively) again. As the fake factors are smaller than unity, events with two or three

anti-ID leptons have smaller contributions to the total fake yields than events with just a single

anti-ID lepton.

This analysis did observe negative fake estimates in some signal region bins, particularly at

high mZ`. This was primarily driven by very low statistics for data events with anti-ID leptons.

After setting the negative yields to zero and recentering the uncertainties about zero, an additional

systematic uncertainty was assessed using the following algorithm:

1. If no anti-ID events are observed in data:

Apply an additional systematic uncertainty of λ68×Fmax, where Fmax is the largest fake factor
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(0.28) and λ68 is the quantile of order 0.68 for a Poisson distribution with zero observed events,

given by:
∫ λ68

0
Poisson(0|λ)dλ = 0.68 =⇒ λ68 ≈ 1.14.

2. If at least one anti-ID event is observed in data AND the negative fake yield is

consistent with zero when considering the statistical uncertainty:

Do not apply any additional systematic uncertainty.

3. If at least one anti-ID events is observed in data AND the negative fake yield is

inconsistent with zero when considering the statistical uncertainty:

Apply the magnitude of the negative yield as an additional systematic uncertainty.



Appendix D

Auxiliary Results for HEPData

D.1 Event Displays

183



D. Auxiliary Results for HEPData 184

Figure D.1: The event display shows a data event recorded in September of 2017 which falls into
the fully reconstructed signal region (SRFR). The event consists of three electrons (blue lines),
one muon (red line) and two jets (yellow cones), neither of which are b-tagged. Two electrons
with kinematic properties (pT, η, φ) of (46.5 GeV, 1.14, 0.52) and (61.8 GeV, -2.14, 0.42) form an
invariant mass of m`` = 93.2 GeV, consistent with a Z boson. They are paired with a third electron
(103.4 GeV, 0.09, 1.31), with mZ` = 365.8 GeV. The first jet (77.9 GeV, -1.17, -2.00) and second
jet (32.3 GeV, -0.76, 0.26) are used to reconstruct a second Z boson candidate of mjj = 94.7 GeV.
The jets are paired with the muon (44.7 GeV, 2.33, 2.04), with mZ` = 403.0 GeV. The event has
a missing transverse energy of Emiss

T = 116.49 GeV, which is represented as a dashed white line at
φ = −2.40.
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Figure D.2: The event display shows a data event recorded in October of 2017 which falls into
the four lepton signal region (SR4`). This event consists of four muons (red lines). Two muons
with kinematic properties (pT, η, φ) of (179.0 GeV, -0.26, 0.53) and (292.9 GeV, 0.10, 0.43) form
an invariant mass of m`` = 88.4 GeV, consistent with a Z boson. They are paired with a third
muon (206.8 GeV, -1.08, -2.50), with mZ` = 719.4 GeV. There is a fourth muon (126.6 GeV, -0.29,
0.85) that is unpaired. The event has a missing transverse energy of Emiss

T = 390.6 GeV, which is
represented as a dashed white line at φ = −2.66.
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Figure D.3: The event display shows a data event recorded in September of 2016 which falls into the
three lepton signal region (SR3`). This event consists of two muons (red lines) and one electron (blue
line). The muons with kinematic properties (pT, η, φ) of (217.0 GeV, -2.05, 1.87) and (14.4 GeV,
-0.97, 0.74) form an invariant mass of of m`` = 87.0 GeV, consistent with a Z boson. The muons
are paired with the electron (362.2 GeV, -0.53, -1.06), with mZ` = 742.7 GeV. The event has a
missing transverse energy of Emiss

T = 172.5 GeV, which is represented as a dashed white line at
φ = 2.51.
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D.2 Upper Limits on Signal Production Cross Section



D. Auxiliary Results for HEPData 188

200 400 600 800 1000 1200 1400 1600
) [GeV]

1

0χ∼(m) = 
1

±χ∼(m

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1Z
 B

ra
nc

hi
ng

 F
ra

ct
io

n 
to

 
10 χ∼ /

1± χ∼

)expσ1 ±Expected Limit (

)SUSY

theory
σ1 ±Observed Limit (

Observed Exclusion Region

ATLAS
-1=13 TeV, 139 fbs

All limits at 95% CL

 production
1

0χ∼
1

±χ∼+
1

±

χ∼
1

±χ∼

ν±W, ±Hl, ±Zl→
1

±χ∼

±

l±W, νH, νZ→
1

0χ∼

)τ, µe,  = (l

0.045

0.0052

0.0069

0.0068

0.0027

0.0097

0.49

0.0034

0.0035

0.031

0.028

0.0067

0.02

0.086
0.0074

0.01

0.17

0.0089

0.034

0.38
0.12

0.0088

0.0038

0.015

0.003

0.0093

0.12

0.056

0.017

0.0069

0.0044

0.0081

0.0031

0.0069

0.0017

0.0031

0.0096

0.0028

0.061

0.0026

0.0098

0.0027

0.0083

0.0078

0.0075

0.0026

0.19

0.002

17

0.0018

0.0032
0.003

0.0066

0.014

0.0017

0.0077

0.016

0.009

0.37
0.025

0.0069

0.031

0.0032

0.047

0.0036

0.0084

0.011

0.0055

0.3

0.0073

0.0026

0.023

0.034

0.022

0.0041

0.019

3.6

0.0089

0.0049

0.7

0.0064
0.0077

0.023

0.0055

0.066

0.049

0.0025

0.011

0.011

0.022

0.25

0.22

0.012

0.003

1.5

0.0028

0.0067

0.0079

0.66

0.0052

0.015

0.076

0.006

0.067

0.0051

0.014

0.0037

0.39

0.067

0.0023

0.0047

0.014

0.0038
0.0063

0.0028

0.022

0.003

0.038

0.0032
0.0041

0.0052

0.25

0.004

0.013

0.0054

0.0035
0.0075

0.036

1.8

0.0052

0.043

0.073

0.049

6.4

0.0091

0.36

0.028

0.25

0.0033

0.011

0.0037

0.0084

0.0028

0.0034

0.002

0.013

0.0035

0.0018

0.01

0.0051

0.0037

0.36

0.02

0.55

0.16

0.052

0.0049

0.0059

0.007
0.0072

0.031

0.0021

0.0059
0.0042

0.0066

0.0024

0.43

0.0058

0.22

0.013

0.0041

0.021

0.0051

0.47

0.0096

0.0031

0.029

0.029

0.011

0.0026

0.015

0.11

0.003

0.012

0.0066

0.27

0.029

0.088

0.04

0.0021
0.0039

0.033

0.0037

0.017

0.015

0.42

0.021

0.015

0.004
0.019

0.0024

0.0024

0.0022

0.0056

0.011

0.011

0.0043

0.0026

0.0035

0.027

0.0053

0.0091

0.0064

0.043

0.0039

0.0042
0.0037

0.028

0.0057

0.015

0.0045

0.002

0.013

0.0027

0.003

0.0082
0.02

0.0056

0.92

0.019

0.011

0.0042

0.0052

0.25
0.014

0.014

0.0053

0.031

0.0033

0.12

0.0048

0.0075

0.0058

0.054

0.012

0.0031

0.037

0.013
0.0048

0.0032
0.0045

0.0051

0.14

0.67

0.0076

0.021

G
rey N

um
bers are O

bserved U
pper Lim

it on C
ross S

ection [pb]

200 400 600 800 1000 1200 1400 1600
) [GeV]

1

0χ∼(m) = 
1

±χ∼(m

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1Z
 B

ra
nc

hi
ng

 F
ra

ct
io

n 
to

 
10 χ∼ /

1± χ∼

)expσ1 ±Expected Limit (

)SUSY

theory
σ1 ±Observed Limit (

Observed Exclusion Region

ATLAS
-1=13 TeV, 139 fbs

All limits at 95% CL

 production
1

0χ∼
1

±χ∼+
1

±

χ∼
1

±χ∼

ν±W, ±Hl, ±Zl→
1

±χ∼

±

l±W, νH, νZ→
1

0χ∼

)τ, µe,  = (l

0.025

0.0049

0.0065

0.0048

0.002

0.0092

0.45

0.003

0.0026

0.025

0.02

0.0051

0.016

0.047
0.0057

0.011

0.23

0.0066

0.058

0.36
0.11

0.0081

0.0028

0.012

0.0021

0.0072

0.087

0.045

0.015

0.0053

0.0052

0.0077

0.0031

0.0071

0.0016

0.0022

0.0074

0.0022

0.061

0.0019

0.0087

0.002

0.0055

0.0056

0.0051

0.0026

0.2

0.0019

11

0.0018

0.0023
0.0022

0.0051

0.011

0.0016

0.0079

0.015

0.0091

0.2 0.027

0.007

0.025

0.0023

0.034

0.0025

0.0085

0.013

0.0042

0.29

0.0073

0.0019

0.021

0.032

0.024

0.0031

0.024

1.9

0.0061

0.005

0.88

0.0048
0.0068

0.017

0.0041

0.052

0.051

0.0018

0.011

0.011

0.026

0.2

0.25

0.009

0.0029

1.3

0.002

0.007

0.0061

0.56

0.0051

0.019

0.07

0.0045

0.064

0.0051

0.014

0.006

0.51

0.036

0.0017

0.0035

0.011

0.0039
0.01

0.0027

0.023

0.0022

0.045

0.0023
0.0029

0.0038

0.24

0.0029

0.013

0.0041

0.0025
0.009

0.033

1.2

0.0039

0.041

0.071

0.039

4

0.0071

0.28

0.02

0.26

0.0033

0.012

0.0028

0.006

0.002

0.0034

0.0019

0.011

0.0026

0.0018

0.0078

0.0085

0.0027

0.26

0.018

0.44

0.15

0.037

0.0033

0.0039

0.0053
0.0055

0.024

0.002

0.007
0.004

0.0051

0.0017

0.29

0.0044

0.23

0.011

0.003

0.023

0.0039

0.36

0.0074

0.0022

0.023

0.021

0.0075

0.0025

0.012

0.1

0.0022

0.011

0.0051

0.22

0.016

0.064

0.05

0.0016
0.0046

0.018

0.0027

0.029

0.018

0.31

0.016

0.012

0.0039
0.018

0.0017

0.0024

0.0016

0.0038

0.0077

0.011

0.0032

0.0019

0.0026

0.023

0.0054

0.0071

0.0043

0.031

0.0039

0.0031
0.0036

0.023

0.0042

0.012

0.0033

0.0019

0.012

0.0026

0.0022

0.0062
0.015

0.0043

0.63

0.013

0.013

0.0032

0.0039

0.23
0.011

0.0096

0.0046

0.025

0.0026

0.14

0.0034

0.0076

0.0044

0.03

0.012

0.0023

0.029

0.012
0.0035

0.0032
0.0033

0.0034

0.098

0.47

0.0058

0.022

G
rey N

um
bers are E

xpected U
pper Lim

it on C
ross S

ection [pb]

200 400 600 800 1000 1200 1400 1600
) [GeV]

1

0χ∼(m) = 
1

±χ∼(m

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1Z
 B

ra
nc

hi
ng

 F
ra

ct
io

n 
to

 
10 χ∼ /

1± χ∼

)expσ1 ±Expected Limit (

)SUSY

theory
σ1 ±Observed Limit (

Observed Exclusion Region

ATLAS
-1=13 TeV, 139 fbs

All limits at 95% CL

 production
1

0χ∼
1

±χ∼+
1

±

χ∼
1

±χ∼

ν±W, ±Hl, ±Zl→
1

±χ∼

±

l±W, νH, νZ→
1

0χ∼

e = l

0.014

0.0052

0.0043

0.021

0.0013

0.014

0.4

0.0018

0.0017

0.0032

0.015

0.0037

0.008

0.055

0.0029

0.017

0.13

0.018

0.0011

0.16

0.0054

0.15

0.016

0.0013

0.0021

0.052

0.023

0.0021

0.0084
0.0014

0.014

0.015

0.0016

0.0021

0.0082

0.0011

0.0013

0.0049

0.42

0.0033

0.0012
0.0012

0.0032

0.0017

0.0073

0.0012

11

0.015

0.0016
0.0014

0.015

0.0028

0.0011

0.0047

0.076

0.0053

0.026

0.0016
0.0015

0.0026

0.0034

0.0059

0.0015

0.0024

0.0072

0.0027

0.0037

0.0011

0.0018

0.0081

0.015

0.02
0.0041

0.86

0.0033

0.68

0.0029
0.0039

0.0026

0.028

0.017

0.025

0.0012

0.17

0.0072

0.019

0.0077

0.015

0.0023

0.0046

0.0017

0.72

0.19

0.0046

0.0031

0.0026

0.0018

0.0025

0.085

0.0033

0.0021

0.0085

0.17

0.0027

0.0015

0.0026
0.0031

0.0018

0.0076

0.015

0.0015

0.026

0.0014

0.0026

0.0017

0.0052
0.0046

0.0018

0.0038

0.0026

0.0015

0.0021

0.15

1.1

0.0026

0.011

0.041

0.02

4.5

0.0048

0.0034
0.069

0.0073

0.0011

0.0046

0.0036

0.17

0.0013

0.0021

0.0011

0.007

0.0061

0.0012

0.0047
0.0055

0.0017
0.0017

0.14

0.0049

0.19

0.099

0.0099

0.0018

0.0021

0.0035

0.21

0.0012

0.012

0.0021

0.0034

0.0011

0.17

0.01

0.0023

0.15

0.0063

0.0018

0.014

0.002

0.041

0.0047

0.0013

0.0072

0.11

0.0091

0.0073
0.16

0.033

0.0014

0.0076

0.0033

0.13

0.0045

0.017

0.0034

0.0011

0.0012

0.0014

0.01

0.019

0.14

0.024

0.13

0.0099

0.25

0.014

0.0026

0.02

0.0011

0.0033

0.0014

0.0011

0.0062
0.0021

0.0013

0.0019
0.0051

0.0017

0.014

0.002

0.0046

0.0024

0.0099

0.044

0.0025

0.002

0.0074
0.037

0.0024

0.0058

0.0049

0.012
0.0022

0.0012

0.0066

0.0017

0.0071

0.017

0.0015

0.021

0.0026

0.58

0.007

0.004

0.0021

0.0043

0.35

0.007

0.0027

0.012

0.0017

0.0033

0.0019

0.31

0.0026
0.013

0.036

0.0015
0.0014

0.0038

0.0086
0.002

0.0023

0.0021

0.0091

0.0034

0.0071

G
rey N

um
bers are O

bserved U
pper Lim

it on C
ross S

ection [pb]

200 400 600 800 1000 1200 1400 1600
) [GeV]

1

0χ∼(m) = 
1

±χ∼(m

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1Z
 B

ra
nc

hi
ng

 F
ra

ct
io

n 
to

 
10 χ∼ /

1± χ∼

)expσ1 ±Expected Limit (

)SUSY

theory
σ1 ±Observed Limit (

Observed Exclusion Region

ATLAS
-1=13 TeV, 139 fbs

All limits at 95% CL

 production
1

0χ∼
1

±χ∼+
1

±

χ∼
1

±χ∼

ν±W, ±Hl, ±Zl→
1

±χ∼

±

l±W, νH, νZ→
1

0χ∼

e = l

0.012

0.0052

0.0033

0.016

0.0011

0.014

0.31

0.0017

0.0015

0.0025

0.014

0.0029

0.0084

0.047

0.0028

0.014

0.14

0.027

0.00095

0.14

0.0036

0.15

0.015

0.0012

0.0019

0.053

0.026

0.0019

0.0069
0.0013

0.01

0.014

0.0024

0.0019

0.0075

0.00096

0.0012

0.0045

0.28

0.003

0.0011
0.0011

0.0031

0.0015

0.0068

0.0011

7.9

0.015

0.0014
0.0013

0.014

0.0028

0.00097

0.0044

0.047

0.005

0.023

0.0015
0.0014

0.0024

0.0031

0.0055

0.0014

0.0022

0.0059

0.0025

0.0038

0.001

0.0016

0.0076

0.014

0.018
0.0041

0.76

0.0033

0.4

0.0027
0.0039

0.0024

0.03

0.011

0.027

0.0011

0.16

0.0066

0.017

0.007

0.014

0.0021

0.0047

0.0016

0.56

0.17

0.0042

0.0032

0.0024

0.0028

0.004

0.068

0.003

0.0019

0.013

0.24

0.0026

0.0013

0.0023
0.0049

0.0016

0.0071

0.012

0.0013

0.021

0.0013

0.0027

0.0016

0.0049
0.0042

0.0016

0.0035

0.0023

0.0014

0.0019

0.15

0.83

0.0023

0.011

0.042

0.022

2.6

0.0044

0.0031
0.068

0.0048

0.00098

0.0042

0.0033

0.19

0.0012

0.002

0.001

0.0066

0.0047

0.001

0.0043
0.0087

0.0015
0.0016

0.14

0.0049

0.21

0.094

0.01

0.0018

0.002

0.0032

0.19

0.0011

0.011

0.0033

0.003

0.00098

0.14

0.0068

0.0023

0.15

0.0052

0.0016

0.013

0.002

0.033

0.0043

0.0012

0.0066

0.096

0.008

0.0067
0.15

0.035

0.0013

0.0058

0.003

0.12

0.0042

0.016

0.0032

0.00095

0.0011

0.0021

0.0091

0.015

0.12

0.015

0.12

0.0081

0.21

0.014

0.0023

0.02

0.00095

0.003

0.0013

0.00096

0.0042
0.002

0.0011

0.0018
0.0039

0.0016

0.014

0.0019

0.0042

0.0023

0.0075

0.032

0.0023

0.0019

0.0068
0.023

0.0022

0.0061

0.0044

0.0097
0.002

0.0011

0.0067

0.0015

0.0066

0.016

0.0013

0.022

0.0024

0.44

0.0071

0.0063

0.0018

0.004

0.3

0.0065

0.0026

0.013

0.0015

0.0032

0.0018

0.25

0.0024
0.0084

0.031

0.0014
0.0013

0.0036

0.0057
0.0019

0.0023

0.0019

0.0086

0.0032

0.0066

G
rey N

um
bers are E

xpected U
pper Lim

it on C
ross S

ection [pb]

200 400 600 800 1000 1200 1400 1600
) [GeV]

1

0χ∼(m) = 
1

±χ∼(m

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1Z
 B

ra
nc

hi
ng

 F
ra

ct
io

n 
to

 
10 χ∼ /

1± χ∼

)expσ1 ±Expected Limit (

)SUSY

theory
σ1 ±Observed Limit (

Observed Exclusion Region

ATLAS
-1=13 TeV, 139 fbs

All limits at 95% CL

 production
1

0χ∼
1

±χ∼+
1

±

χ∼
1

±χ∼

ν±W, ±Hl, ±Zl→
1

±χ∼

±
l±W, νH, νZ→

1

0χ∼

µ = l
0.0033

0.017

0.0018

0.0016

0.0034

0.28

0.0025

0.0017

0.015

0.0021

0.012

0.17

0.0035

0.0037

0.021

0.11

0.11

0.018

0.0011

0.13

0.0029

0.0018

0.0071

0.0014

0.0045

7.2

0.028

0.007
0.0017

0.007

0.0039

0.0021

0.002
0.0024

0.0011

0.0018

0.0055

0.015

0.0073

0.0012

0.0067

0.0018

0.0014

0.0042

0.0024

0.0021

0.0013

0.054

0.0012

0.0018
0.0014

0.023

0.0036

0.0011

0.0024

0.036

0.0063

0.069

0.019

0.0033

0.003

0.0034

0.0074

0.0021

0.011

0.0053

0.0031

0.0056

0.0012

0.0086

0.0081
0.0071

0.029
0.0054

1.6

0.0051

0.0033

0.3

0.0036

0.0046

0.0032

0.032

0.0031

0.031

0.0014

0.0068
0.14

0.028
0.015

0.0026

0.0028

0.0069

0.004

0.79

0.0014

0.0046

0.004

0.27

0.002

0.007

0.029

0.0032

0.0025

0.0089

0.22

0.0055

0.0034
0.0023

0.0034

0.0022

0.017

0.011

0.0018

0.021

0.0018

0.004

0.002

0.0062

0.0025

0.0025

0.0022

0.0079

0.0031

0.0016
0.0033

0.21

0.75

0.0026

0.03

0.044

0.025

0.19

0.0046

0.17

0.015

0.0038

0.13

0.0022

0.2

0.0054

0.22

0.0014

0.005

0.0016

0.018

0.0012

0.0056

0.017

0.0022

0.061

0.014

0.31

0.069

0.094

0.038

0.0034

0.0026

0.004

0.017

0.0016

0.017

0.0024

0.0039

0.21

0.0046

0.003

0.16

0.0052

0.0024

0.017

0.003

0.0029

0.0017

0.014

0.0019
0.0018

0.037

0.0022

0.0047

0.0083

0.11

0.013
0.0012

0.016

0.0052

0.0011

0.0083

0.0016

0.013

0.0083

0.014

0.0079

0.15

0.011

0.1

0.0081

2.8

0.0018

0.0025

0.034

0.0015

0.0019

0.0011

0.0026

0.0026
0.0013

0.0021
0.0027

0.0018

0.014

0.0029

0.0044

0.0035

0.006
0.19

0.0026

0.0083
0.015

0.0028

0.0088

0.0022

0.0012

0.0092

0.0017

0.014

0.0046

0.0015
0.0024

0.0032

0.35

0.011

0.0052

0.002

0.0054

0.26

0.0017

0.007

0.0035

0.018

0.0017

0.0042

0.0028

0.0047

0.0022

0.0056

0.0083

0.045

0.0075

0.0019

0.0047

0.0038

0.12

0.0041

0.0022

0.011

0.0044

0.0084

G
rey N

um
bers are O

bserved U
pper Lim

it on C
ross S

ection [pb]

200 400 600 800 1000 1200 1400 1600
) [GeV]

1

0χ∼(m) = 
1

±χ∼(m

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1Z
 B

ra
nc

hi
ng

 F
ra

ct
io

n 
to

 
10 χ∼ /

1± χ∼

)expσ1 ±Expected Limit (

)SUSY

theory
σ1 ±Observed Limit (

Observed Exclusion Region

ATLAS
-1=13 TeV, 139 fbs

All limits at 95% CL

 production
1

0χ∼
1

±χ∼+
1

±

χ∼
1

±χ∼

ν±W, ±Hl, ±Zl→
1

±χ∼

±
l±W, νH, νZ→

1

0χ∼

µ = l
0.0041

0.011

0.0023

0.0011

0.0029

0.23

0.0013

0.0014

0.013

0.0014

0.0077

0.093

0.0029

0.0025

0.014

0.12

0.12

0.028

0.00088

0.095

0.0035

0.0015

0.0061

0.0011

0.0038

5.8

0.02

0.0068
0.0012

0.0095

0.0028

0.0025

0.0017
0.0017

0.00088

0.0012

0.0039

0.013

0.0062

0.001

0.0039

0.0015

0.0011

0.0024

0.0026

0.0013

0.001

0.041

0.00094

0.0012
0.0012

0.03

0.0023

0.0009

0.0019

0.044

0.0044

0.045

0.014

0.0028

0.0023

0.0028

0.0053

0.0012

0.015

0.0058

0.0022

0.0036

0.00095

0.0093

0.0068
0.0061

0.017
0.0034

0.89

0.0027

0.0028

0.38

0.0024

0.004

0.0022

0.023

0.0022

0.024

0.001

0.0059
0.11

0.017
0.013

0.002

0.002

0.0044

0.0028

0.62

0.0011

0.004

0.003

0.23

0.0029

0.0089

0.031

0.0027

0.0017

0.014

0.25

0.0039

0.0024
0.0018

0.005

0.0015

0.012

0.012

0.0012

0.02

0.0012

0.0026

0.0014

0.0043

0.0017

0.0022

0.0015

0.0067

0.0022

0.0013
0.004

0.13

0.61

0.0022

0.019

0.033

0.018

0.16

0.0039

0.14

0.013

0.0047

0.13

0.0018

0.14

0.0039

0.14

0.0011

0.0041

0.001

0.0092

0.00092

0.004

0.012

0.0015

0.065

0.0084

0.22

0.052

0.072

0.021

0.0017

0.0014

0.0028

0.012

0.001

0.0097

0.0034

0.0043

0.14

0.0065

0.0022

0.1

0.0051

0.0016

0.013

0.002

0.0019

0.0011

0.012

0.0013
0.0012

0.028

0.0014

0.0053

0.0061

0.1

0.0073
0.00092

0.014

0.0031

0.00089

0.006

0.0022

0.0084

0.0062

0.015

0.0058

0.11

0.014

0.081

0.0078

1.9

0.0014

0.0021

0.017

0.00099

0.0012

0.0009

0.0017

0.0017
0.001

0.0016
0.0036

0.0014

0.012

0.0015

0.0037

0.0019

0.0069
0.19

0.0021

0.0061
0.021

0.0022

0.0057

0.0018

0.001

0.0055

0.0014

0.013

0.0031

0.0012
0.0031

0.0022

0.32

0.0059

0.0065

0.0017

0.0038

0.23

0.0012

0.0043

0.002

0.012

0.0014

0.003

0.0017

0.0039

0.0018

0.008

0.01

0.029

0.0063

0.0013

0.0032

0.0054

0.13

0.0028

0.0018

0.0083

0.003

0.0063

G
rey N

um
bers are E

xpected U
pper Lim

it on C
ross S

ection [pb]

200 400 600 800 1000 1200 1400 1600
) [GeV]

1

0χ∼(m) = 
1

±χ∼(m

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1Z
 B

ra
nc

hi
ng

 F
ra

ct
io

n 
to

 
10 χ∼ /

1± χ∼

)expσ1 ±Expected Limit (

)SUSY

theory
σ1 ±Observed Limit (

Observed Exclusion Region

ATLAS
-1=13 TeV, 139 fbs

All limits at 95% CL

 production
1

0χ∼
1

±χ∼+
1

±

χ∼
1

±χ∼

ν±W, ±Hl, ±Zl→
1

±χ∼

±

l±W, νH, νZ→
1

0χ∼

τ = l

0.042

0.69

0.087

0.088

0.012

0.12

10

0.029

0.019

0.07

0.038

0.11

3.8

0.054

0.055

0.8

2.6

0.54

10 2.3

0.089

0.023

0.071

0.021

0.025

1.9

1

0.12

0.052

0.021
0.023

0.0094

0.017

0.043

1.3

0.014

0.082

0.024

0.016

0.11

0.076

0.044

0.011

2.8e+02

0.012

0.016
0.014

0.93

0.05

0.0097

0.028

0.34
0.093

1.6 0.12

0.031

0.23

0.027

0.031

0.017

0.19

0.21

6.5 0.04

0.014

3

0.14

0.18

0.021

0.025
0.055

15

0.059

8.7

0.044

0.1

0.024

1.1

0.02

0.36

0.013

0.038

0.11

0.39

0.034

0.065

0.025

12

0.013

0.034

0.044

5.3

0.016

0.18

0.093

0.86
0.68

0.94

0.049

4.5

0.067

0.011

0.026

0.018

0.025
0.093

0.021

0.13

0.012

0.74

0.021
0.025

0.062

2.3

0.028

0.045

0.03

0.022
0.1

1.7

39

0.025

0.13

1.5

0.91

66

0.045

0.031

0.32

0.12

3.8

0.022

0.051
0.039

1.3

0.05

0.014

0.046

0.015

0.015

0.013

0.016

0.074
0.21

0.016

3 0.33

2.7

3

0.036

0.038

0.033

0.39

0.034

0.14

0.018

0.59

0.075

0.013

1.5

0.32

0.032

0.13

0.023

0.06

0.028

1.5

0.043

0.025

0.059

0.024

0.087
3.3

1.4

0.19

0.016

0.34

0.18

0.22

0.05

0.011

0.084

0.035

0.51

0.019

0.26

0.3

8.1

0.025

0.022

0.17

0.015

0.02

0.013

0.038

0.13
0.023

0.011

0.014

0.037

0.033

0.037

0.48

0.028

0.026

0.69

0.045

0.063

0.028

0.012

0.053

0.021

0.068

0.26

0.043

0.035

15

0.12

0.12

0.024

0.049

6.5

0.037
0.088

0.045

0.17

0.017

0.25
0.029

0.06

0.032
0.23

0.24

1.4

0.02
0.014

0.069

0.15
0.029

0.022
0.02

0.2

0.023

G
rey N

um
bers are O

bserved U
pper Lim

it on C
ross S

ection [pb]

200 400 600 800 1000 1200 1400 1600
) [GeV]

1

0χ∼(m) = 
1

±χ∼(m

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1Z
 B

ra
nc

hi
ng

 F
ra

ct
io

n 
to

 
10 χ∼ /

1± χ∼

)expσ1 ±Expected Limit (

)SUSY

theory
σ1 ±Observed Limit (

Observed Exclusion Region

ATLAS
-1=13 TeV, 139 fbs

All limits at 95% CL

 production
1

0χ∼
1

±χ∼+
1

±

χ∼
1

±χ∼

ν±W, ±Hl, ±Zl→
1

±χ∼

±

l±W, νH, νZ→
1

0χ∼

τ = l

0.029

0.36

0.058

0.078

0.011

0.11

8.6

0.023

0.013

0.07

0.04

0.12

2.3

0.038

0.04

0.42

3

0.56

6.8 1.1

0.064

0.017

0.064

0.014

0.018

0.88

0.53

0.11

0.047

0.015
0.016

0.0086

0.013

0.039

0.66

0.0099

0.065

0.016

0.011

0.088

0.067

0.033

0.0096

2.2e+02

0.011

0.014
0.012

0.72

0.042

0.0085

0.021

0.29
0.07

1.2 0.093

0.028

0.17

0.026

0.032

0.017

0.18

0.14

4.9 0.056

0.012

3.9

0.11

0.13

0.014

0.023
0.061

7.2

0.05

4.8

0.033

0.11

0.023

0.59

0.019

0.36

0.0091

0.027

0.082

0.29

0.027

0.069

0.023

7.4

0.012

0.031

0.047

4.4

0.011

0.14

0.081

0.64
0.37

0.51

0.055

3.3

0.073

0.0091

0.024

0.013

0.018
0.1

0.016

0.12

0.01

0.5

0.015
0.019

0.06

3.5

0.02

0.043

0.022

0.02
0.074

2.1

23

0.017

0.16

0.75

0.49

31

0.032

0.03

0.24

0.089

4.3

0.02

0.037
0.036

1.8

0.041

0.012

0.045

0.011

0.01

0.012

0.011

0.053
0.18

0.015

1.5 0.26

2.2

1.4

0.026

0.03

0.027

0.23

0.031

0.13

0.013

0.31

0.066

0.0098

2

0.31

0.034

0.12

0.017

0.056

0.03

0.76

0.042

0.017

0.056

0.016

0.065
2

0.91

0.14

0.011

0.24

0.13

0.21

0.051

0.008

0.06

0.04

0.27

0.018

0.28

0.19

5.7

0.023

0.02

0.13

0.01

0.014

0.0081

0.031

0.092
0.021

0.0091

0.013

0.025

0.026

0.034

0.37

0.02

0.024

0.45

0.032

0.087

0.019

0.01

0.042

0.014

0.049

0.19

0.036

0.024

12

0.1

0.13

0.016

0.053

3.8

0.026
0.078

0.035

0.18

0.012

0.16
0.023

0.042

0.029
0.16

0.21

0.84

0.015
0.013

0.051

0.11
0.027

0.015
0.019

0.23

0.021

G
rey N

um
bers are E

xpected U
pper Lim

it on C
ross S

ection [pb]

Figure D.4: Exclusion curves for the simplified model of χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 production as a function of χ̃±1 /χ̃0

1 mass and

branching fraction to Z bosons. Curves are derived separately when requiring that the charged-lepton decays of χ̃±1 /χ̃0
1 are

into (top) any leptons with equal probability, (second row) electrons only, (third row) muons only, or (bottom) τ -leptons only.
The expected 95% CL exclusion (dashed black line) is shown with ±1σexp variations (shaded yellow band) from systematic

and statistical uncertainties in the expected yields. The observed 95% CL exclusion (solid red line) is shown with ±1σSUSY
theory

variations (dotted red lines) from cross-section uncertainties for the signal models. The phase-space excluded by the search

is shown in the hatched regions. The sum of the χ̃±1 /χ̃0
1 branching fractions to W , Z, and Higgs bosons is unity for each

point, and the branching fractions to W and Higgs bosons are chosen so as to be equal everywhere. Grey numbers represent
the observed (left) and expected (right) upper cross-section limits.
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Table D.1: Upper limits on the (left) observed and (right) expected cross section of the χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 processes as a

function of χ̃±1 /χ̃0
1 mass and branching fraction to Z bosons. Upper limits are derived when requiring that the charged-lepton

decays of χ̃±1 /χ̃0
1 are into any leptons with equal probability. The sum of the χ̃±1 /χ̃0

1 branching fractions to W , Z, and Higgs
bosons is unity for each point, and the branching fractions to W and Higgs bosons are chosen so as to be equal everywhere.

l = (e, µ, τ)

m
χ̃
±
1 /χ̃

0
1

Z b.f. σ95obs [pb] σ95exp [pb] m
χ̃
±
1 /χ̃

0
1

Z b.f. σ95obs [pb] σ95exp [pb] m
χ̃
±
1 /χ̃

0
1

Z b.f. σ95obs [pb] σ95exp [pb]

100 1.0 0.17 0.23 500 1.0 0.0049 0.0033 900 1.0 0.0024 0.0017
100 0.9 0.25 0.24 500 0.9 0.0056 0.0038 900 0.9 0.0027 0.002
100 0.8 0.22 0.25 500 0.8 0.0064 0.0043 900 0.8 0.0032 0.0023
100 0.7 0.25 0.26 500 0.7 0.0075 0.0051 900 0.7 0.0028 0.0027
100 0.6 0.36 0.28 500 0.6 0.0089 0.0061 900 0.6 0.0045 0.0033
100 0.5 0.42 0.31 500 0.5 0.011 0.0075 900 0.5 0.0055 0.0041
100 0.4 0.38 0.36 500 0.4 0.014 0.0096 900 0.4 0.007 0.0053
100 0.3 0.49 0.45 500 0.3 0.019 0.013 900 0.3 0.0096 0.0074
100 0.2 0.92 0.63 500 0.2 0.028 0.02 900 0.2 0.015 0.012
100 0.1 1.8 1.2 500 0.1 0.043 0.041 900 0.1 0.022 0.024
100 0.01 17 11 500 0.01 0.47 0.36 950 1.0 0.0018 0.0018
150 1.0 0.049 0.039 550 1.0 0.0034 0.003 950 0.9 0.0028 0.002
150 0.9 0.056 0.045 550 0.9 0.0051 0.0034 950 0.8 0.0032 0.0023
150 0.8 0.066 0.052 550 0.8 0.0059 0.0039 950 0.7 0.0037 0.0028
150 0.7 0.061 0.061 550 0.7 0.0053 0.0046 950 0.6 0.0045 0.0033
150 0.6 0.073 0.071 550 0.6 0.0083 0.0055 950 0.5 0.0055 0.0042
150 0.5 0.12 0.087 550 0.5 0.0077 0.0068 950 0.4 0.0053 0.0054
150 0.4 0.12 0.11 550 0.4 0.0098 0.0087 950 0.3 0.0096 0.0074
150 0.3 0.16 0.15 550 0.3 0.013 0.012 950 0.2 0.011 0.012
150 0.2 0.25 0.23 550 0.2 0.02 0.018 950 0.1 0.022 0.023
150 0.1 0.67 0.47 550 0.1 0.052 0.037 1000 1.0 0.0024 0.0017
150 0.01 6.4 4 550 0.01 0.3 0.29 1000 0.9 0.0027 0.002
200 1.0 0.029 0.016 600 1.0 0.0036 0.0025 1000 0.8 0.0031 0.0023
200 0.9 0.033 0.018 600 0.9 0.0041 0.0029 1000 0.7 0.0037 0.0027
200 0.8 0.029 0.021 600 0.8 0.0048 0.0034 1000 0.6 0.0033 0.0033
200 0.7 0.045 0.025 600 0.7 0.0042 0.004 1000 0.5 0.0054 0.0041
200 0.6 0.054 0.03 600 0.6 0.0068 0.0048 1000 0.4 0.0069 0.0053
200 0.5 0.067 0.036 600 0.5 0.0084 0.006 1000 0.3 0.0093 0.0072
200 0.4 0.086 0.047 600 0.4 0.0081 0.0077 1000 0.2 0.011 0.011
200 0.3 0.088 0.064 600 0.3 0.011 0.011 1000 0.1 0.029 0.023
200 0.2 0.14 0.098 600 0.2 0.023 0.017 1050 1.0 0.0017 0.0016
200 0.1 0.37 0.2 600 0.1 0.047 0.034 1050 0.9 0.002 0.0019
200 0.01 3.6 1.9 600 0.01 0.43 0.29 1050 0.8 0.003 0.0022
250 1.0 0.013 0.011 650 1.0 0.0031 0.0022 1050 0.7 0.0035 0.0026
250 0.9 0.011 0.013 650 0.9 0.0035 0.0025 1050 0.6 0.0032 0.0032
250 0.8 0.017 0.015 650 0.8 0.003 0.0029 1050 0.5 0.0052 0.0039
250 0.7 0.015 0.018 650 0.7 0.0048 0.0035 1050 0.4 0.0066 0.0051
250 0.6 0.023 0.021 650 0.6 0.0057 0.0042 1050 0.3 0.0091 0.0071
250 0.5 0.022 0.026 650 0.5 0.0052 0.0051 1050 0.2 0.014 0.011
250 0.4 0.036 0.033 650 0.4 0.0089 0.0066 1050 0.1 0.028 0.023
250 0.3 0.038 0.045 650 0.3 0.009 0.0091 1100 1.0 0.0017 0.0016
250 0.2 0.076 0.07 650 0.2 0.014 0.014 1100 0.9 0.0026 0.0019
250 0.1 0.12 0.14 650 0.1 0.037 0.029 1100 0.8 0.003 0.0022
250 0.01 1.5 1.3 650 0.01 0.36 0.26 1100 0.7 0.0035 0.0026
300 1.0 0.0088 0.0081 700 1.0 0.0021 0.002 1100 0.6 0.0042 0.0031
300 0.9 0.0075 0.009 700 0.9 0.0032 0.0023 1100 0.5 0.0039 0.0039
300 0.8 0.011 0.011 700 0.8 0.0037 0.0027 1100 0.4 0.0066 0.0051
300 0.7 0.013 0.012 700 0.7 0.0043 0.0032 1100 0.3 0.0069 0.0071
300 0.6 0.016 0.015 700 0.6 0.0052 0.0038 1100 0.2 0.014 0.011
300 0.5 0.019 0.018 700 0.5 0.0064 0.0048 1100 0.1 0.021 0.023
300 0.4 0.019 0.024 700 0.4 0.0082 0.0062 1150 1.0 0.0023 0.0017
300 0.3 0.034 0.032 700 0.3 0.0084 0.0085 1150 0.9 0.002 0.0019
300 0.2 0.04 0.05 700 0.2 0.013 0.013 1150 0.8 0.003 0.0022
300 0.1 0.11 0.1 700 0.1 0.025 0.027 1150 0.7 0.0027 0.0026
300 0.01 0.7 0.88 700 0.01 0.22 0.23 1150 0.6 0.0042 0.0032
350 1.0 0.0052 0.0049 750 1.0 0.002 0.0019 1150 0.5 0.004 0.0039
350 0.9 0.0078 0.0056 750 0.9 0.0031 0.0022 1150 0.4 0.0051 0.0051
350 0.8 0.0069 0.0065 750 0.8 0.0026 0.0026 1150 0.3 0.0091 0.0071
350 0.7 0.011 0.0077 750 0.7 0.0041 0.003 1150 0.2 0.014 0.011
350 0.6 0.0097 0.0092 750 0.6 0.0037 0.0036 1150 0.1 0.027 0.023
350 0.5 0.012 0.011 750 0.5 0.006 0.0045 1200 1.0 0.0022 0.0016
350 0.4 0.02 0.015 750 0.4 0.0076 0.0058 1200 0.9 0.0026 0.0019
350 0.3 0.028 0.02 750 0.3 0.0077 0.0079 1200 0.8 0.003 0.0022
350 0.2 0.043 0.031 750 0.2 0.012 0.012 1200 0.7 0.0035 0.0026
350 0.1 0.067 0.064 750 0.1 0.031 0.025 1200 0.6 0.0041 0.0031
350 0.01 0.66 0.56 750 0.01 0.27 0.22 1200 0.5 0.0052 0.0039
400 1.0 0.0039 0.0046 800 1.0 0.0026 0.0019 1200 0.4 0.0066 0.0051
400 0.9 0.0044 0.0052 800 0.9 0.003 0.0021 1200 0.3 0.0069 0.007
400 0.8 0.0037 0.006 800 0.8 0.0026 0.0025 1200 0.2 0.01 0.011
400 0.7 0.0059 0.007 800 0.7 0.004 0.0029 1200 0.1 0.021 0.022
400 0.6 0.0051 0.0085 800 0.6 0.0047 0.0035 1250 1.0 0.0021 0.0016
400 0.5 0.0063 0.01 800 0.5 0.0058 0.0044 1250 0.9 0.0025 0.0018
400 0.4 0.011 0.013 800 0.4 0.0074 0.0057 1250 0.8 0.0028 0.0022
400 0.3 0.015 0.019 800 0.3 0.01 0.0078 1250 0.7 0.0033 0.0026
400 0.2 0.017 0.029 800 0.2 0.015 0.012 1250 0.6 0.0031 0.0031
400 0.1 0.034 0.058 800 0.1 0.031 0.025 1250 0.5 0.0038 0.0039
400 0.01 0.39 0.51 800 0.01 0.25 0.2 1250 0.4 0.0049 0.005
450 1.0 0.0051 0.0039 850 1.0 0.0018 0.0018 1250 0.3 0.0067 0.007
450 0.9 0.0058 0.0044 850 0.9 0.0028 0.002 1250 0.2 0.013 0.011
450 0.8 0.0067 0.0051 850 0.8 0.0024 0.0024 1250 0.1 0.021 0.016
450 0.7 0.0079 0.0061 850 0.7 0.0038 0.0028
450 0.6 0.0073 0.0073 850 0.6 0.0034 0.0034
450 0.5 0.012 0.009 850 0.5 0.0056 0.0043
450 0.4 0.015 0.012 850 0.4 0.0072 0.0055
450 0.3 0.02 0.016 850 0.3 0.0075 0.0076
450 0.2 0.031 0.025 850 0.2 0.015 0.012
450 0.1 0.049 0.051 850 0.1 0.031 0.024
450 0.01 0.55 0.44 850 0.01 0.19 0.2
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Table D.2: Upper limits on the (left) observed and (right) expected cross section of the χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 processes as a

function of χ̃±1 /χ̃0
1 mass and branching fraction to Z bosons. Upper limits are derived when requiring that the charged-lepton

decays of χ̃±1 /χ̃0
1 are into electrons only. The sum of the χ̃±1 /χ̃0

1 branching fractions to W , Z, and Higgs bosons is unity
for each point, and the branching fractions to W and Higgs bosons are chosen so as to be equal everywhere.

l = e

m
χ̃
±
1 /χ̃

0
1

Z b.f. σ95obs [pb] σ95exp [pb] m
χ̃
±
1 /χ̃

0
1

Z b.f. σ95obs [pb] σ95exp [pb] m
χ̃
±
1 /χ̃

0
1

Z b.f. σ95obs [pb] σ95exp [pb]

100 1.0 0.13 0.14 500 1.0 0.0018 0.0018 900 1.0 0.0011 0.00098
100 0.9 0.15 0.15 500 0.9 0.0021 0.002 900 0.9 0.0013 0.0011
100 0.8 0.17 0.16 500 0.8 0.0024 0.0023 900 0.8 0.0015 0.0013
100 0.7 0.19 0.17 500 0.7 0.0028 0.0028 900 0.7 0.0018 0.0016
100 0.6 0.21 0.19 500 0.6 0.0033 0.0033 900 0.6 0.0021 0.0019
100 0.5 0.25 0.21 500 0.5 0.0041 0.0041 900 0.5 0.0026 0.0024
100 0.4 0.31 0.25 500 0.4 0.0052 0.0052 900 0.4 0.0034 0.0031
100 0.3 0.4 0.31 500 0.3 0.007 0.0071 900 0.3 0.0047 0.0043
100 0.2 0.58 0.44 500 0.2 0.011 0.011 900 0.2 0.0073 0.0067
100 0.1 1.1 0.83 500 0.1 0.021 0.022 900 0.1 0.015 0.014
100 0.01 11 7.9 500 0.01 0.17 0.19 900 0.01 0.13 0.12
150 1.0 0.02 0.022 550 1.0 0.0018 0.0017 950 1.0 0.0012 0.001
150 0.9 0.023 0.026 550 0.9 0.002 0.0019 950 0.9 0.0013 0.0012
150 0.8 0.028 0.03 550 0.8 0.0023 0.0023 950 0.8 0.0016 0.0014
150 0.7 0.033 0.035 550 0.7 0.0027 0.0026 950 0.7 0.0018 0.0016
150 0.6 0.041 0.042 550 0.6 0.0032 0.0031 950 0.6 0.0022 0.002
150 0.5 0.052 0.053 550 0.5 0.0039 0.0039 950 0.5 0.0027 0.0025
150 0.4 0.069 0.068 550 0.4 0.0049 0.0049 950 0.4 0.0036 0.0033
150 0.3 0.099 0.094 550 0.3 0.0066 0.0067 950 0.3 0.0049 0.0045
150 0.2 0.16 0.15 550 0.2 0.0099 0.01 950 0.2 0.0076 0.0071
150 0.1 0.35 0.3 550 0.1 0.02 0.02 950 0.1 0.015 0.015
150 0.01 4.5 2.6 550 0.01 0.15 0.15 1000 1.0 0.0011 0.00095
200 1.0 0.0091 0.008 600 1.0 0.0015 0.0014 1000 0.9 0.0012 0.0011
200 0.9 0.01 0.0091 600 0.9 0.0017 0.0016 1000 0.8 0.0014 0.0013
200 0.8 0.012 0.011 600 0.8 0.0019 0.0018 1000 0.7 0.0017 0.0015
200 0.7 0.014 0.012 600 0.7 0.0023 0.0021 1000 0.6 0.0021 0.0019
200 0.6 0.017 0.014 600 0.6 0.0027 0.0026 1000 0.5 0.0026 0.0023
200 0.5 0.02 0.018 600 0.5 0.0033 0.0032 1000 0.4 0.0033 0.003
200 0.4 0.026 0.023 600 0.4 0.0043 0.004 1000 0.3 0.0046 0.0042
200 0.3 0.036 0.031 600 0.3 0.0059 0.0055 1000 0.2 0.0072 0.0066
200 0.2 0.055 0.047 600 0.2 0.0091 0.0086 1000 0.1 0.015 0.014
200 0.1 0.11 0.096 600 0.1 0.019 0.017 1050 1.0 0.0011 0.00097
200 0.01 0.86 0.76 600 0.01 0.17 0.14 1050 0.9 0.0012 0.0011
250 1.0 0.0063 0.0052 650 1.0 0.0013 0.0012 1050 0.8 0.0015 0.0013
250 0.9 0.0072 0.0059 650 0.9 0.0015 0.0014 1050 0.7 0.0017 0.0016
250 0.8 0.0084 0.0069 650 0.8 0.0017 0.0016 1050 0.6 0.0021 0.0019
250 0.7 0.0099 0.0081 650 0.7 0.002 0.0019 1050 0.5 0.0026 0.0024
250 0.6 0.012 0.0097 650 0.6 0.0024 0.0022 1050 0.4 0.0034 0.0031
250 0.5 0.015 0.012 650 0.5 0.0029 0.0028 1050 0.3 0.0048 0.0044
250 0.4 0.019 0.015 650 0.4 0.0038 0.0036 1050 0.2 0.0074 0.0068
250 0.3 0.026 0.021 650 0.3 0.0053 0.005 1050 0.1 0.015 0.014
250 0.2 0.041 0.033 650 0.2 0.0081 0.0076 1100 1.0 0.0011 0.00096
250 0.1 0.085 0.068 650 0.1 0.017 0.016 1100 0.9 0.0012 0.0011
250 0.01 0.72 0.56 650 0.01 0.14 0.14 1100 0.8 0.0014 0.0013
300 1.0 0.0054 0.0036 700 1.0 0.0012 0.0011 1100 0.7 0.0017 0.0015
300 0.9 0.0062 0.0042 700 0.9 0.0014 0.0013 1100 0.6 0.002 0.0019
300 0.8 0.0073 0.0048 700 0.8 0.0016 0.0015 1100 0.5 0.0025 0.0023
300 0.7 0.0086 0.0057 700 0.7 0.0019 0.0018 1100 0.4 0.0033 0.003
300 0.6 0.01 0.0068 700 0.6 0.0024 0.0022 1100 0.3 0.0045 0.0042
300 0.5 0.013 0.0084 700 0.5 0.0029 0.0027 1100 0.2 0.007 0.0065
300 0.4 0.017 0.011 700 0.4 0.0038 0.0035 1100 0.1 0.014 0.013
300 0.3 0.024 0.015 700 0.3 0.0052 0.0049 1150 1.0 0.0011 0.00095
300 0.2 0.037 0.023 700 0.2 0.0082 0.0075 1150 0.9 0.0012 0.0011
300 0.1 0.076 0.047 700 0.1 0.017 0.016 1150 0.8 0.0014 0.0013
300 0.01 0.68 0.4 700 0.01 0.15 0.15 1150 0.7 0.0017 0.0015
350 1.0 0.0032 0.0025 750 1.0 0.0011 0.001 1150 0.6 0.0021 0.0018
350 0.9 0.0037 0.0029 750 0.9 0.0013 0.0012 1150 0.5 0.0026 0.0023
350 0.8 0.0043 0.0033 750 0.8 0.0015 0.0014 1150 0.4 0.0033 0.003
350 0.7 0.0051 0.0039 750 0.7 0.0018 0.0016 1150 0.3 0.0046 0.0042
350 0.6 0.0061 0.0047 750 0.6 0.0021 0.002 1150 0.2 0.0071 0.0066
350 0.5 0.0076 0.0058 750 0.5 0.0026 0.0024 1150 0.1 0.014 0.014
350 0.4 0.0099 0.0075 750 0.4 0.0034 0.0032 1200 1.0 0.0011 0.00096
350 0.3 0.014 0.01 750 0.3 0.0047 0.0044 1200 0.9 0.0013 0.0011
350 0.2 0.021 0.016 750 0.2 0.0073 0.0068 1200 0.8 0.0015 0.0013
350 0.1 0.044 0.032 750 0.1 0.015 0.014 1200 0.7 0.0017 0.0015
350 0.01 0.42 0.28 750 0.01 0.13 0.12 1200 0.6 0.0021 0.0019
400 1.0 0.0014 0.0021 800 1.0 0.0011 0.001 1200 0.5 0.0026 0.0023
400 0.9 0.0016 0.0024 800 0.9 0.0013 0.0012 1200 0.4 0.0034 0.003
400 0.8 0.0018 0.0028 800 0.8 0.0015 0.0014 1200 0.3 0.0046 0.0042
400 0.7 0.0021 0.0033 800 0.7 0.0018 0.0016 1200 0.2 0.0071 0.0066
400 0.6 0.0025 0.004 800 0.6 0.0021 0.002 1200 0.1 0.014 0.014
400 0.5 0.0031 0.0049 800 0.5 0.0026 0.0024 1250 1.0 0.0011 0.00095
400 0.4 0.004 0.0063 800 0.4 0.0034 0.0032 1250 0.9 0.0012 0.0011
400 0.3 0.0055 0.0087 800 0.3 0.0047 0.0043 1250 0.8 0.0014 0.0013
400 0.2 0.0085 0.013 800 0.2 0.0072 0.0066 1250 0.7 0.0017 0.0015
400 0.1 0.018 0.027 800 0.1 0.015 0.014 1250 0.6 0.0021 0.0019
400 0.01 0.17 0.24 800 0.01 0.14 0.12 1250 0.5 0.0026 0.0023
450 1.0 0.002 0.002 850 1.0 0.0011 0.00098 1250 0.4 0.0033 0.003
450 0.9 0.0023 0.0023 850 0.9 0.0012 0.0011 1250 0.3 0.0046 0.0042
450 0.8 0.0026 0.0027 850 0.8 0.0014 0.0013 1250 0.2 0.007 0.0066
450 0.7 0.0031 0.0032 850 0.7 0.0017 0.0016 1250 0.1 0.014 0.014
450 0.6 0.0037 0.0038 850 0.6 0.0021 0.0019
450 0.5 0.0046 0.0047 850 0.5 0.0026 0.0024
450 0.4 0.0058 0.0061 850 0.4 0.0035 0.0032
450 0.3 0.008 0.0084 850 0.3 0.0049 0.0044
450 0.2 0.012 0.013 850 0.2 0.0077 0.007
450 0.1 0.025 0.027 850 0.1 0.016 0.015
450 0.01 0.19 0.21 850 0.01 0.16 0.14
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Table D.3: Upper limits on the (left) observed and (right) expected cross section of the χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 processes as a

function of χ̃±1 /χ̃0
1 mass and branching fraction to Z bosons. Upper limits are derived when requiring that the charged-lepton

decays of χ̃±1 /χ̃0
1 are into muons only. The sum of the χ̃±1 /χ̃0

1 branching fractions to W , Z, and Higgs bosons is unity for
each point, and the branching fractions to W and Higgs bosons are chosen so as to be equal everywhere.

l = µ

m
χ̃
±
1 /χ̃

0
1

Z b.f. σ95obs [pb] σ95exp [pb] m
χ̃
±
1 /χ̃

0
1

Z b.f. σ95obs [pb] σ95exp [pb] m
χ̃
±
1 /χ̃

0
1

Z b.f. σ95obs [pb] σ95exp [pb]

100 1.0 0.11 0.12 500 1.0 0.0026 0.0014 900 1.0 0.0012 0.00092
100 0.9 0.11 0.12 500 0.9 0.0026 0.0017 900 0.9 0.0016 0.0011
100 0.8 0.12 0.13 500 0.8 0.0035 0.0019 900 0.8 0.0018 0.0012
100 0.7 0.13 0.13 500 0.7 0.0036 0.0023 900 0.7 0.0022 0.0015
100 0.6 0.17 0.14 500 0.6 0.0051 0.0027 900 0.6 0.0022 0.0018
100 0.5 0.19 0.16 500 0.5 0.0054 0.0034 900 0.5 0.0032 0.0022
100 0.4 0.19 0.19 500 0.4 0.007 0.0043 900 0.4 0.004 0.0028
100 0.3 0.28 0.23 500 0.3 0.011 0.0059 900 0.3 0.0055 0.0039
100 0.2 0.35 0.32 500 0.2 0.018 0.0092 900 0.2 0.0071 0.0061
100 0.1 0.75 0.61 500 0.1 0.03 0.019 900 0.1 0.017 0.012
100 0.01 7.2 5.8 500 0.01 0.22 0.14 900 0.01 0.1 0.081
150 1.0 0.025 0.018 550 1.0 0.0025 0.0013 950 1.0 0.0012 0.00092
150 0.9 0.028 0.02 550 0.9 0.0029 0.0015 950 0.9 0.0014 0.0011
150 0.8 0.032 0.023 550 0.8 0.0034 0.0017 950 0.8 0.0018 0.0012
150 0.7 0.037 0.028 550 0.7 0.0035 0.002 950 0.7 0.0018 0.0015
150 0.6 0.044 0.033 550 0.6 0.0042 0.0024 950 0.6 0.0022 0.0018
150 0.5 0.054 0.041 550 0.5 0.0052 0.0031 950 0.5 0.0031 0.0022
150 0.4 0.069 0.052 550 0.4 0.0067 0.0039 950 0.4 0.004 0.0028
150 0.3 0.094 0.072 550 0.3 0.0092 0.0055 950 0.3 0.0055 0.0039
150 0.2 0.14 0.11 550 0.2 0.014 0.0084 950 0.2 0.0083 0.006
150 0.1 0.26 0.23 550 0.1 0.034 0.017 950 0.1 0.017 0.012
150 0.01 2.8 1.9 550 0.01 0.21 0.13 1000 1.0 0.0015 0.00099
200 1.0 0.013 0.0073 600 1.0 0.0021 0.0012 1000 0.9 0.0014 0.0011
200 0.9 0.013 0.0084 600 0.9 0.002 0.0014 1000 0.8 0.0019 0.0013
200 0.8 0.017 0.0097 600 0.8 0.0028 0.0017 1000 0.7 0.0022 0.0015
200 0.7 0.017 0.011 600 0.7 0.0028 0.002 1000 0.6 0.0022 0.0018
200 0.6 0.021 0.014 600 0.6 0.0034 0.0024 1000 0.5 0.0031 0.0022
200 0.5 0.029 0.017 600 0.5 0.0042 0.003 1000 0.4 0.0039 0.0028
200 0.4 0.038 0.021 600 0.4 0.0054 0.0038 1000 0.3 0.0045 0.0038
200 0.3 0.045 0.029 600 0.3 0.0074 0.0053 1000 0.2 0.0068 0.0059
200 0.2 0.069 0.045 600 0.2 0.011 0.0083 1000 0.1 0.014 0.012
200 0.1 0.17 0.093 600 0.1 0.028 0.017 1050 1.0 0.0011 0.0009
200 0.01 1.6 0.89 600 0.01 0.21 0.14 1050 0.9 0.0013 0.001
250 1.0 0.0052 0.0051 650 1.0 0.0017 0.0011 1050 0.8 0.0015 0.0012
250 0.9 0.0053 0.0058 650 0.9 0.0016 0.0013 1050 0.7 0.0018 0.0014
250 0.8 0.007 0.0068 650 0.8 0.0022 0.0014 1050 0.6 0.0025 0.0017
250 0.7 0.0081 0.0078 650 0.7 0.0026 0.0017 1050 0.5 0.0031 0.0022
250 0.6 0.0086 0.0093 650 0.6 0.0026 0.002 1050 0.4 0.0034 0.0028
250 0.5 0.011 0.012 650 0.5 0.0037 0.0025 1050 0.3 0.0046 0.0039
250 0.4 0.014 0.015 650 0.4 0.0047 0.0032 1050 0.2 0.0083 0.0061
250 0.3 0.021 0.02 650 0.3 0.0063 0.0044 1050 0.1 0.014 0.013
250 0.2 0.029 0.031 650 0.2 0.0081 0.0068 1100 1.0 0.0011 0.00088
250 0.1 0.061 0.065 650 0.1 0.016 0.014 1100 0.9 0.0012 0.001
250 0.01 0.79 0.62 650 0.01 0.2 0.14 1100 0.8 0.0017 0.0012
300 1.0 0.0029 0.0035 700 1.0 0.0016 0.001 1100 0.7 0.0017 0.0014
300 0.9 0.0033 0.004 700 0.9 0.0018 0.0012 1100 0.6 0.0024 0.0017
300 0.8 0.0038 0.0047 700 0.8 0.0018 0.0014 1100 0.5 0.0026 0.0021
300 0.7 0.0038 0.0054 700 0.7 0.0021 0.0016 1100 0.4 0.0033 0.0028
300 0.6 0.0046 0.0065 700 0.6 0.0029 0.0019 1100 0.3 0.0054 0.0039
300 0.5 0.0056 0.008 700 0.5 0.0036 0.0024 1100 0.2 0.0083 0.0061
300 0.4 0.0083 0.01 700 0.4 0.0046 0.0031 1100 0.1 0.017 0.013
300 0.3 0.011 0.014 700 0.3 0.0062 0.0043 1150 1.0 0.0011 0.00088
300 0.2 0.015 0.021 700 0.2 0.0079 0.0067 1150 0.9 0.0012 0.001
300 0.1 0.036 0.044 700 0.1 0.019 0.014 1150 0.8 0.0014 0.0012
300 0.01 0.3 0.38 700 0.01 0.16 0.1 1150 0.7 0.0017 0.0014
350 1.0 0.0018 0.0023 750 1.0 0.0016 0.001 1150 0.6 0.002 0.0017
350 0.9 0.0024 0.0026 750 0.9 0.0018 0.0012 1150 0.5 0.0025 0.0021
350 0.8 0.0024 0.0031 750 0.8 0.0021 0.0013 1150 0.4 0.0032 0.0027
350 0.7 0.0027 0.0036 750 0.7 0.0024 0.0016 1150 0.3 0.0044 0.0037
350 0.6 0.0039 0.0043 750 0.6 0.0024 0.0019 1150 0.2 0.0079 0.0058
350 0.5 0.0047 0.0053 750 0.5 0.003 0.0023 1150 0.1 0.014 0.012
350 0.4 0.006 0.0069 750 0.4 0.0044 0.003 1200 1.0 0.0011 0.0009
350 0.3 0.007 0.0095 750 0.3 0.005 0.0041 1200 0.9 0.0013 0.001
350 0.2 0.011 0.015 750 0.2 0.0075 0.0063 1200 0.8 0.0018 0.0012
350 0.1 0.023 0.03 750 0.1 0.015 0.013 1200 0.7 0.0021 0.0014
350 0.01 0.27 0.23 750 0.01 0.11 0.1 1200 0.6 0.0025 0.0017
400 1.0 0.0016 0.0022 800 1.0 0.0012 0.00095 1200 0.5 0.0026 0.0022
400 0.9 0.0021 0.0025 800 0.9 0.0014 0.0011 1200 0.4 0.0034 0.0029
400 0.8 0.002 0.0029 800 0.8 0.0019 0.0013 1200 0.3 0.0046 0.004
400 0.7 0.0024 0.0034 800 0.7 0.0022 0.0015 1200 0.2 0.0084 0.0063
400 0.6 0.0033 0.0041 800 0.6 0.0023 0.0018 1200 0.1 0.015 0.013
400 0.5 0.0034 0.005 800 0.5 0.0028 0.0022 1250 1.0 0.0011 0.00089
400 0.4 0.0052 0.0065 800 0.4 0.0035 0.0029 1250 0.9 0.0014 0.001
400 0.3 0.007 0.0089 800 0.3 0.0056 0.004 1250 0.8 0.0017 0.0012
400 0.2 0.0089 0.014 800 0.2 0.0073 0.0062 1250 0.7 0.0017 0.0014
400 0.1 0.018 0.028 800 0.1 0.015 0.013 1250 0.6 0.002 0.0017
400 0.01 0.22 0.25 800 0.01 0.15 0.11 1250 0.5 0.0025 0.0022
450 1.0 0.003 0.002 850 1.0 0.0012 0.00094 1250 0.4 0.0033 0.0028
450 0.9 0.003 0.0022 850 0.9 0.0014 0.0011 1250 0.3 0.0046 0.004
450 0.8 0.004 0.0026 850 0.8 0.0019 0.0012 1250 0.2 0.0083 0.0062
450 0.7 0.004 0.003 850 0.7 0.0018 0.0015 1250 0.1 0.015 0.013
450 0.6 0.0056 0.0036 850 0.6 0.0022 0.0018
450 0.5 0.0069 0.0044 850 0.5 0.0032 0.0022
450 0.4 0.0088 0.0057 850 0.4 0.0041 0.0028
450 0.3 0.012 0.0077 850 0.3 0.0047 0.0039
450 0.2 0.018 0.012 850 0.2 0.0071 0.0061
450 0.1 0.031 0.024 850 0.1 0.017 0.012
450 0.01 0.31 0.22 850 0.01 0.13 0.095
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Table D.4: Upper limits on the (left) observed and (right) expected cross section of the χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 processes as a

function of χ̃±1 /χ̃0
1 mass and branching fraction to Z bosons. Upper limits are derived when requiring that the charged-lepton

decays of χ̃±1 /χ̃0
1 are into τ -leptons only. The sum of the χ̃±1 /χ̃0

1 branching fractions to W , Z, and Higgs bosons is unity
for each point, and the branching fractions to W and Higgs bosons are chosen so as to be equal everywhere.

l = τ

m
χ̃
±
1 /χ̃

0
1

Z b.f. σ95obs [pb] σ95exp [pb] m
χ̃
±
1 /χ̃

0
1

Z b.f. σ95obs [pb] σ95exp [pb] m
χ̃
±
1 /χ̃

0
1

Z b.f. σ95obs [pb] σ95exp [pb]

100 1.0 2.6 3 500 1.0 0.033 0.027 900 1.0 0.013 0.0098
100 0.9 2.3 3.5 500 0.9 0.038 0.031 900 0.9 0.012 0.011
100 0.8 3 3.9 500 0.8 0.043 0.036 900 0.8 0.018 0.013
100 0.7 3.8 4.3 500 0.7 0.05 0.042 900 0.7 0.021 0.016
100 0.6 6.5 4.9 500 0.6 0.059 0.05 900 0.6 0.02 0.019
100 0.5 8.1 5.7 500 0.5 0.055 0.061 900 0.5 0.024 0.023
100 0.4 10 6.8 500 0.4 0.088 0.078 900 0.4 0.031 0.03
100 0.3 10 8.6 500 0.3 0.12 0.1 900 0.3 0.043 0.042
100 0.2 15 12 500 0.2 0.13 0.16 900 0.2 0.087 0.065
100 0.1 39 23 500 0.1 0.32 0.31 900 0.1 0.18 0.13
100 0.01 2.8e+02 2.2e+02 500 0.01 1.3 1.8 950 1.0 0.016 0.011
150 1.0 0.91 0.49 550 1.0 0.029 0.023 950 0.9 0.014 0.012
150 0.9 1 0.53 550 0.9 0.033 0.026 950 0.8 0.016 0.014
150 0.8 1.1 0.59 550 0.8 0.038 0.03 950 0.7 0.024 0.016
150 0.7 1.3 0.66 550 0.7 0.045 0.035 950 0.6 0.028 0.019
150 0.6 1.5 0.75 550 0.6 0.053 0.042 950 0.5 0.025 0.023
150 0.5 1.9 0.88 550 0.5 0.05 0.051 950 0.4 0.042 0.029
150 0.4 2.3 1.1 550 0.4 0.082 0.065 950 0.3 0.043 0.039
150 0.3 3 1.4 550 0.3 0.11 0.088 950 0.2 0.084 0.06
150 0.2 3.3 2 550 0.2 0.17 0.13 950 0.1 0.13 0.12
150 0.1 6.5 3.8 550 0.1 0.33 0.26 1000 1.0 0.015 0.01
150 0.01 66 31 550 0.01 1.7 2.1 1000 0.9 0.016 0.011
200 1.0 0.34 0.24 600 1.0 0.017 0.017 1000 0.8 0.014 0.013
200 0.9 0.51 0.27 600 0.9 0.025 0.019 1000 0.7 0.016 0.015
200 0.8 0.59 0.31 600 0.8 0.029 0.023 1000 0.6 0.025 0.018
200 0.7 0.69 0.36 600 0.7 0.034 0.027 1000 0.5 0.03 0.022
200 0.6 0.8 0.42 600 0.6 0.031 0.032 1000 0.4 0.038 0.027
200 0.5 0.94 0.51 600 0.5 0.05 0.041 1000 0.3 0.051 0.037
200 0.4 0.86 0.64 600 0.4 0.049 0.053 1000 0.2 0.059 0.056
200 0.3 1.4 0.84 600 0.3 0.067 0.073 1000 0.1 0.12 0.11
200 0.2 1.6 1.2 600 0.2 0.1 0.11 1050 1.0 0.0097 0.0085
200 0.1 3.8 2.3 600 0.1 0.2 0.23 1050 0.9 0.011 0.0096
200 0.01 15 7.2 600 0.01 1.5 2 1050 0.8 0.016 0.011
250 1.0 0.13 0.12 650 1.0 0.025 0.017 1050 0.7 0.014 0.013
250 0.9 0.21 0.14 650 0.9 0.022 0.02 1050 0.6 0.022 0.015
250 0.8 0.25 0.16 650 0.8 0.025 0.023 1050 0.5 0.02 0.019
250 0.7 0.3 0.19 650 0.7 0.029 0.027 1050 0.4 0.026 0.024
250 0.6 0.39 0.23 650 0.6 0.045 0.032 1050 0.3 0.045 0.032
250 0.5 0.39 0.29 650 0.5 0.055 0.04 1050 0.2 0.068 0.049
250 0.4 0.68 0.37 650 0.4 0.069 0.051 1100 1.0 0.0094 0.0086
250 0.3 0.74 0.5 650 0.3 0.093 0.07 1100 0.9 0.014 0.0099
250 0.2 1.5 0.76 650 0.2 0.14 0.11 1100 0.8 0.016 0.011
250 0.1 3 1.5 650 0.1 0.22 0.21 1100 0.7 0.019 0.013
250 0.01 12 7.4 700 1.0 0.018 0.013 1100 0.6 0.023 0.016
300 1.0 0.089 0.064 700 0.9 0.021 0.015 1100 0.5 0.028 0.02
300 0.9 0.1 0.074 700 0.8 0.019 0.018 1100 0.4 0.037 0.026
300 0.8 0.12 0.089 700 0.7 0.023 0.021 1100 0.3 0.039 0.036
300 0.7 0.15 0.11 700 0.6 0.036 0.026 1100 0.2 0.06 0.056
300 0.6 0.18 0.13 700 0.5 0.044 0.033 1150 1.0 0.011 0.0091
300 0.5 0.23 0.16 700 0.4 0.045 0.043 1150 0.9 0.012 0.01
300 0.4 0.24 0.21 700 0.3 0.062 0.06 1150 0.8 0.014 0.012
300 0.3 0.34 0.29 700 0.2 0.12 0.093 1150 0.7 0.021 0.014
300 0.2 0.69 0.45 700 0.1 0.26 0.19 1150 0.6 0.024 0.016
300 0.1 1.4 0.91 750 1.0 0.015 0.011 1150 0.5 0.022 0.02
300 0.01 8.7 4.8 750 0.9 0.017 0.013 1150 0.4 0.037 0.025
350 1.0 0.087 0.058 750 0.8 0.02 0.015 1150 0.3 0.037 0.034
350 0.9 0.076 0.067 750 0.7 0.023 0.017 1200 1.0 0.013 0.0081
350 0.8 0.088 0.078 750 0.6 0.028 0.021 1200 0.9 0.011 0.0091
350 0.7 0.13 0.092 750 0.5 0.027 0.026 1200 0.8 0.012 0.01
350 0.6 0.12 0.11 750 0.4 0.044 0.033 1200 0.7 0.013 0.012
350 0.5 0.19 0.14 750 0.3 0.046 0.045 1200 0.6 0.021 0.014
350 0.4 0.19 0.18 750 0.2 0.07 0.07 1200 0.5 0.025 0.017
350 0.3 0.32 0.24 750 0.1 0.18 0.14 1200 0.4 0.023 0.021
350 0.2 0.48 0.37 800 1.0 0.014 0.012 1200 0.3 0.031 0.028
350 0.1 0.93 0.72 800 0.9 0.021 0.014 1250 1.0 0.011 0.008
350 0.01 5.3 4.4 800 0.8 0.024 0.016 1250 0.9 0.013 0.0091
400 1.0 0.035 0.04 800 0.7 0.028 0.02 1250 0.8 0.015 0.01
400 0.9 0.052 0.047 800 0.6 0.026 0.024 1250 0.7 0.017 0.012
400 0.8 0.049 0.055 800 0.5 0.032 0.029 1250 0.6 0.021 0.015
400 0.7 0.075 0.066 800 0.4 0.054 0.038 1250 0.5 0.025 0.018
400 0.6 0.093 0.081 800 0.3 0.074 0.053 1250 0.4 0.025 0.023
400 0.5 0.093 0.1 800 0.2 0.11 0.082 1250 0.3 0.034 0.031
400 0.4 0.12 0.13 800 0.1 0.23 0.17
400 0.3 0.21 0.18 850 1.0 0.012 0.011
400 0.2 0.26 0.28 850 0.9 0.013 0.012
400 0.1 0.54 0.56 850 0.8 0.02 0.014
400 0.01 4.5 3.3 850 0.7 0.023 0.017
450 1.0 0.028 0.03 850 0.6 0.022 0.02
450 0.9 0.032 0.034 850 0.5 0.035 0.024
450 0.8 0.038 0.04 850 0.4 0.034 0.031
450 0.7 0.044 0.047 850 0.3 0.06 0.042
450 0.6 0.04 0.056 850 0.2 0.071 0.064
450 0.5 0.065 0.069 850 0.1 0.14 0.13
450 0.4 0.063 0.087
450 0.3 0.11 0.12
450 0.2 0.17 0.18
450 0.1 0.36 0.36
450 0.01 2.7 2.2
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Figure D.5: Exclusion curves for the simplified model of χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 production as a function of the

branching fractions to Z and Higgs bosons. Results are shown for the charged-lepton decays of χ̃±1 /χ̃0
1 into

any leptons with equal probability for χ̃±1 /χ̃0
1 masses of (top) 600, (second row) 700, (third row) 800, and

(bottom) 900 GeV. The expected 95% CL exclusion (dashed black line) is shown with ±1σexp variations
(shaded yellow band) from systematic and statistical uncertainties in the expected yields. The observed
95% CL exclusion (solid red line) is shown with ±1σSUSY

theory variations (dotted red lines) from cross-section
uncertainties for the signal models. The phase-space excluded by the search is shown in the hatched regions.
Grey numbers represent the observed (left) and expected (right) upper cross-section limits.
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Figure D.6: Exclusion curves for the simplified model of χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 production as a function of the

branching fractions to Z and Higgs bosons. Results are shown for the charged-lepton decays of χ̃±1 /χ̃0
1 into

electrons only for χ̃±1 /χ̃0
1 masses of (top) 600, (second row) 700, (third row) 800, and (bottom) 900 GeV.

The expected 95% CL exclusion (dashed black line) is shown with ±1σexp variations (shaded yellow band)
from systematic and statistical uncertainties in the expected yields. The observed 95% CL exclusion (solid
red line) is shown with ±1σSUSY

theory variations (dotted red lines) from cross-section uncertainties for the signal
models. The phase-space excluded by the search is shown in the hatched regions. Grey numbers represent
the observed (left) and expected (right) upper cross-section limits.
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Figure D.7: Exclusion curves for the simplified model of χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 production as a function of the

branching fractions to Z and Higgs bosons. Results are shown for the charged-lepton decays of χ̃±1 /χ̃0
1 into

muons only for χ̃±1 /χ̃0
1 masses of (top) 600, (second row) 700, (third row) 800, and (bottom) 900 GeV. The

expected 95% CL exclusion (dashed black line) is shown with ±1σexp variations (shaded yellow band) from
systematic and statistical uncertainties in the expected yields. The observed 95% CL exclusion (solid red
line) is shown with ±1σSUSY

theory variations (dotted red lines) from cross-section uncertainties for the signal
models. The phase-space excluded by the search is shown in the hatched regions. Grey numbers represent
the observed (left) and expected (right) upper cross-section limits.
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Figure D.8: Exclusion curves for the simplified model of χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 production as a function of the

branching fractions to Z and Higgs bosons. Results are shown for the charged-lepton decays of χ̃±1 /χ̃0
1 into

τ -leptons only for χ̃±1 /χ̃0
1 masses of (top) 200, (second row) 300, (third row) 400, and (bottom) 500 GeV.

The expected 95% CL exclusion (dashed black line) is shown with ±1σexp variations (shaded yellow band)
from systematic and statistical uncertainties in the expected yields. The observed 95% CL exclusion (solid
red line) is shown with ±1σSUSY

theory variations (dotted red lines) from cross-section uncertainties for the signal
models. The phase-space excluded by the search is shown in the hatched regions. Grey numbers represent
the observed (left) and expected (right) upper cross-section limits.
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Figure D.9: Exclusion curves for the simplified model of χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 production as a function of the

branching fractions to Z and Higgs bosons. Results are shown for the (top) SRFR, (middle) SR4`, and
(bottom) SR3` regions separately for χ̃±1 /χ̃0

1 masses of 700 GeV for the charged-lepton decays of χ̃±1 /χ̃0
1

into any leptons with equal probability. The expected 95% CL exclusion (dashed black line) is shown with
±1σexp variations (shaded yellow band) from systematic and statistical uncertainties in the expected yields.
The observed 95% CL exclusion (solid red line) is shown with ±1σSUSY

theory variations (dotted red lines) from
cross-section uncertainties for the signal models. The phase-space excluded by the search is shown in the
hatched regions. Grey numbers represent the observed (left) and expected (right) upper cross-section limits.
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Figure D.10: Exclusion curves for the simplified model of χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 production as a function of

the branching fractions to Z and Higgs bosons. Results are shown for the (top) SRFR, (middle) SR4`,
and (bottom) SR3` regions separately for χ̃±1 /χ̃0

1 masses of 700 GeV for the charged-lepton decays of
χ̃±1 /χ̃0

1 into electrons. The expected 95% CL exclusion (dashed black line) is shown with ±1σexp variations
(shaded yellow band) from systematic and statistical uncertainties in the expected yields. The observed
95% CL exclusion (solid red line) is shown with ±1σSUSY

theory variations (dotted red lines) from cross-section
uncertainties for the signal models. The phase-space excluded by the search is shown in the hatched regions.
Grey numbers represent the observed (left) and expected (right) upper cross-section limits.
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Figure D.11: Exclusion curves for the simplified model of χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 production as a function of

the branching fractions to Z and Higgs bosons. Results are shown for the (top) SRFR, (middle) SR4`, and
(bottom) SR3` regions separately for χ̃±1 /χ̃0

1 masses of 700 GeV for the charged-lepton decays of χ̃±1 /χ̃0
1 into

muons. The expected 95% CL exclusion (dashed black line) is shown with ±1σexp variations (shaded yellow
band) from systematic and statistical uncertainties in the expected yields. The observed 95% CL exclusion
(solid red line) is shown with ±1σSUSY

theory variations (dotted red lines) from cross-section uncertainties for
the signal models. The phase-space excluded by the search is shown in the hatched regions. Grey numbers
represent the observed (left) and expected (right) upper cross-section limits.
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D.4 Signal Region Cutflows

Table D.5: Summary of event selections for χ̃±1 /χ̃0
1 masses of 200, 500, and 800 GeV, shown separately

for the χ̃
±
1 χ̃
∓
1 and χ̃±1 χ̃

0
1 processes. The yields are normalized to a luminosity of 139 fb−1, and MC-to-data

efficiency weights from triggering and from the reconstruction and identification of individual physics objects
are applied to the final yields in each signal region. After the initial selections, the yields are assigned into
inclusive SRFR, SR4`, and SR3` regions before further selections, and then separated into the e and µ
channels after MC-to-data efficiency weights have been applied. Democratic branching fractions into bosons
(W , Z, and Higgs) and leptons (e, µ, and τ) are used, with no branching fraction reweighting performed.
The generator filters are discussed in detail in Section 5.2. The preliminary event reduction is a centralized
stage that requires at least two electrons or muons of uncalibrated pT > 9 GeV and |η| < 2.6.

200 GeV 500 GeV 800 GeV

Selection χ̃±1 χ̃
0
1 χ̃±1 χ̃

∓
1 χ̃±1 χ̃

0
1 χ̃±1 χ̃

∓
1 χ̃±1 χ̃

0
1 χ̃±1 χ̃

∓
1

Total production (L × σ) 251000 125000 6440 3070 661 307
Generator filters (Z/3`) 5800 8670 171 214 18.5 21.0
Preliminary event reduction 5640 6970 169 189 18.3 19.0
Triggering 5540 6790 168 187 18.1 18.9
≥3 signal leptons 2340 2200 82.1 74.4 8.89 7.66
Z candidate 1870 1600 63.0 52.0 6.79 5.41

SRFR assignment 107 236 4.58 11.1 0.475 1.05
4`2Z event veto 103 218 4.51 10.9 0.471 1.04
masym

Z` < 0.1 75.6 163 2.82 7.35 0.293 0.692
∆R(b1, b2) < 1.5 74.3 131 2.80 6.74 0.287 0.661
MC-to-data eff. weights 68.2 121 2.59 6.33 0.271 0.627

SRFRe 15.1 22.5 0.589 1.53 0.069 0.154
SRFRµ 17.4 32.0 0.665 1.61 0.063 0.166

SR4` assignment 263 310 8.74 10.1 1.03 1.20
4`2Z event veto 240 272 8.29 9.81 0.992 1.18

Emiss,SF
T > 80 GeV 141 176 6.46 7.60 0.817 0.972

∆R(b1, b2) < 1.5 140 175 6.44 7.56 0.812 0.965
MC-to-data eff. weights 133 166 6.06 7.16 0.770 0.916

SR4`e 63.7 83.7 2.95 3.62 0.383 0.462
SR4`µ 69.3 82.3 3.11 3.54 0.386 0.454

SR3` assignment 1500 1060 49.5 30.8 5.29 3.16

Emiss
T > 150 GeV 198 114 33.4 15.2 4.41 2.03

mmin
T > 125 GeV 139 80.5 25.8 11.2 3.65 1.59

∆R(b1, b2) < 1.5 132 78.9 24.8 10.7 3.54 1.49
MC-to-data eff. weights 125 73.4 23.5 10.0 3.34 1.41

SR3`e 59.8 37.1 11.9 4.85 1.71 0.711
SR3`µ 64.8 36.3 11.5 5.19 1.63 0.703

D.5 Signal Acceptances and Efficiencies
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Figure D.12: The combined χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 (left) truth-level acceptances and (right) reconstruction

efficiencies in the inclusive SRFR region after MC-to-data efficiency weights are applied. Results are
given as a function of χ̃±1 /χ̃0

1 mass and branching fraction to Z bosons, and are derived separately
when requiring that the charged-lepton decays of χ̃±1 /χ̃0

1 are into (top) any leptons with equal
probability, (second row) electrons only, (third row) muons only, or (bottom) τ -leptons only.
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Figure D.13: The combined χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 (left) truth-level acceptances and (right) reconstruction

efficiencies in the inclusive SR4` region after MC-to-data efficiency weights are applied. Results are
given as a function of χ̃±1 /χ̃0

1 mass and branching fraction to Z bosons, and are derived separately
when requiring that the charged-lepton decays of χ̃±1 /χ̃0

1 are into (top) any leptons with equal
probability, (second row) electrons only, (third row) muons only, or (bottom) τ -leptons only.
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Figure D.14: The combined χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 (left) truth-level acceptances and (right) reconstruction

efficiencies in the inclusive SR3` region after MC-to-data efficiency weights are applied. Results are
given as a function of χ̃±1 /χ̃0

1 mass and branching fraction to Z bosons, and are derived separately
when requiring that the charged-lepton decays of χ̃±1 /χ̃0

1 are into (top) any leptons with equal
probability, (second row) electrons only, (third row) muons only, or (bottom) τ -leptons only.



D. Auxiliary Results for HEPData 204

0.
05

0.
47

0.
96

1.
47

2.
00

2.
55

3.
12

3.
71

4.
32

4.
94

5.
59

0.
05

0.
48

0.
98

1.
50

2.
03

2.
59

3.
17

3.
76

4.
38

5.
01

0.
06

0.
49

1.
00

1.
52

2.
07

2.
63

3.
21

3.
82

4.
44

0.
06

0.
51

1.
02

1.
55

2.
10

2.
68

3.
27

3.
88

0.
07

0.
52

1.
04

1.
58

2.
14

2.
72

3.
32

0.
09

0.
54

1.
07

1.
62

2.
18

2.
77

0.
10

0.
56

1.
10

1.
65

2.
23

0.
12

0.
59

1.
13

1.
69

0.
14

0.
61

1.
16

0.
16

0.
64

0.
18

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

 Branching Fraction to Z
0

1
χ∼ / ±

1
χ∼

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

 B
ra

nc
hi

ng
 F

ra
ct

io
n 

to
 H

0 1χ∼
 / ± 1χ∼

0

1

2

3

4

5

]
-3

 1
0

×
A

cc
ep

ta
nc

e 
[

ATLAS
-1=13 TeV, 139 fbs

 production
0

1
χ∼±

1
χ∼ + 

±

1
χ∼±

1
χ∼

ν±, W±, Hl±Zl → ±

1
χ∼

±

l±, Wν, HνZ → 
0

1
χ∼

)τ,µl = (e,

SRFR

 = 700 GeV
1

χ∼m

0.
55

0.
55

0.
55

0.
55

0.
54

0.
54

0.
54

0.
54

0.
53

0.
53

0.
53

0.
53

0.
55

0.
55

0.
55

0.
54

0.
54

0.
54

0.
54

0.
53

0.
53

0.
51

0.
55

0.
55

0.
55

0.
54

0.
54

0.
54

0.
54

0.
53

0.
49

0.
54

0.
55

0.
54

0.
54

0.
54

0.
54

0.
54

0.
47

0.
54

0.
55

0.
54

0.
54

0.
54

0.
54

0.
46

0.
54

0.
54

0.
54

0.
54

0.
54

0.
45

0.
54

0.
54

0.
54

0.
54

0.
44

0.
53

0.
54

0.
54

0.
44

0.
53

0.
54

0.
43

0.
53

0.
43

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

 Branching Fraction to Z
0

1
χ∼ / ±

1
χ∼

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

 B
ra

nc
hi

ng
 F

ra
ct

io
n 

to
 H

0 1χ∼
 / ± 1χ∼

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

E
ffi

ci
en

cy

ATLAS
-1=13 TeV, 139 fbs

 production
0

1
χ∼±

1
χ∼ + 

±

1
χ∼±

1
χ∼

ν±, W±, Hl±Zl → ±

1
χ∼

±

l±, Wν, HνZ → 
0

1
χ∼

)τ,µl = (e,

SRFR

 = 700 GeV
1

χ∼m

0.
14

1.
32

2.
53

3.
63

4.
62

5.
50

6.
27

6.
93

7.
48

7.
91

8.
24

0.
14

1.
25

2.
39

3.
42

4.
33

5.
14

5.
83

6.
42

6.
89

7.
26

0.
14

1.
19

2.
25

3.
20

4.
04

4.
77

5.
40

5.
91

6.
31

0.
14

1.
12

2.
11

2.
99

3.
75

4.
41

4.
96

5.
39

0.
14

1.
05

1.
97

2.
77

3.
46

4.
05

4.
52

0.
14

0.
99

1.
83

2.
55

3.
17

3.
68

0.
13

0.
92

1.
68

2.
34

2.
88

0.
13

0.
85

1.
54

2.
12

0.
13

0.
78

1.
40

0.
13

0.
71

0.
12

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

 Branching Fraction to Z
0

1
χ∼ / ±

1
χ∼

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

 B
ra

nc
hi

ng
 F

ra
ct

io
n 

to
 H

0 1χ∼
 / ± 1χ∼

0

1

2

3

4

5

6

7

8
]

-3
 1

0
×

A
cc

ep
ta

nc
e 

[

ATLAS
-1=13 TeV, 139 fbs

 production
0

1
χ∼±

1
χ∼ + 

±

1
χ∼±

1
χ∼

ν±, W±, Hl±Zl → ±

1
χ∼

±

l±, Wν, HνZ → 
0

1
χ∼

)τ,µl = (e,

SR4l

 = 700 GeV
1

χ∼m

0.
54

0.
54

0.
54

0.
54

0.
54

0.
54

0.
54

0.
54

0.
54

0.
53

0.
53

0.
52

0.
53

0.
53

0.
53

0.
53

0.
53

0.
53

0.
53

0.
52

0.
52

0.
51

0.
52

0.
52

0.
52

0.
52

0.
52

0.
52

0.
51

0.
51

0.
49

0.
51

0.
51

0.
51

0.
51

0.
51

0.
50

0.
50

0.
48

0.
50

0.
50

0.
50

0.
50

0.
49

0.
49

0.
47

0.
49

0.
49

0.
49

0.
48

0.
48

0.
45

0.
48

0.
47

0.
47

0.
46

0.
44

0.
46

0.
46

0.
45

0.
42

0.
44

0.
43

0.
41

0.
42

0.
39

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

 Branching Fraction to Z
0

1
χ∼ / ±

1
χ∼

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

 B
ra

nc
hi

ng
 F

ra
ct

io
n 

to
 H

0 1χ∼
 / ± 1χ∼

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

E
ffi

ci
en

cy

ATLAS
-1=13 TeV, 139 fbs

 production
0

1
χ∼±

1
χ∼ + 

±

1
χ∼±

1
χ∼

ν±, W±, Hl±Zl → ±

1
χ∼

±

l±, Wν, HνZ → 
0

1
χ∼

)τ,µl = (e,

SR4l

 = 700 GeV
1

χ∼m

0.
15

1.
63

3.
66

6.
08

8.
90

12
.1

1
15

.7
1

19
.7

2
24

.1
1

28
.9

1
34

.0
9

0.
16

1.
65

3.
69

6.
12

8.
94

12
.1

6
15

.7
8

19
.7

9
24

.2
0

29
.0

0

0.
17

1.
68

3.
72

6.
16

8.
99

12
.2

2
15

.8
4

19
.8

6
24

.2
8

0.
19

1.
69

3.
75

6.
19

9.
03

12
.2

7
15

.9
0

19
.9

3

0.
20

1.
71

3.
77

6.
23

9.
08

12
.3

2
15

.9
6

0.
20

1.
73

3.
79

6.
26

9.
12

12
.3

7

0.
21

1.
74

3.
82

6.
29

9.
16

0.
21

1.
75

3.
83

6.
32

0.
21

1.
76

3.
85

0.
21

1.
76

0.
21

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

 Branching Fraction to Z
0

1
χ∼ / ±

1
χ∼

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

 B
ra

nc
hi

ng
 F

ra
ct

io
n 

to
 H

0 1χ∼
 / ± 1χ∼

0

5

10

15

20

25

30

]
-3

 1
0

×
A

cc
ep

ta
nc

e 
[

ATLAS
-1=13 TeV, 139 fbs

 production
0

1
χ∼±

1
χ∼ + 

±

1
χ∼±

1
χ∼

ν±, W±, Hl±Zl → ±

1
χ∼

±

l±, Wν, HνZ → 
0

1
χ∼

)τ,µl = (e,

SR3l

 = 700 GeV
1

χ∼m

0.
65

0.
65

0.
65

0.
65

0.
65

0.
65

0.
65

0.
65

0.
66

0.
66

0.
66

0.
65

0.
65

0.
65

0.
65

0.
65

0.
65

0.
65

0.
65

0.
65

0.
65

0.
65

0.
65

0.
65

0.
65

0.
65

0.
65

0.
65

0.
65

0.
65

0.
65

0.
65

0.
65

0.
65

0.
65

0.
65

0.
65

0.
65

0.
65

0.
64

0.
64

0.
64

0.
65

0.
65

0.
65

0.
65

0.
64

0.
64

0.
64

0.
64

0.
65

0.
65

0.
64

0.
64

0.
64

0.
64

0.
65

0.
64

0.
64

0.
64

0.
65

0.
63

0.
63

0.
65

0.
63

0.
65

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

 Branching Fraction to Z
0

1
χ∼ / ±

1
χ∼

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

 B
ra

nc
hi

ng
 F

ra
ct

io
n 

to
 H

0 1χ∼
 / ± 1χ∼

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

E
ffi

ci
en

cy

ATLAS
-1=13 TeV, 139 fbs

 production
0

1
χ∼±

1
χ∼ + 

±

1
χ∼±

1
χ∼

ν±, W±, Hl±Zl → ±

1
χ∼

±

l±, Wν, HνZ → 
0

1
χ∼

)τ,µl = (e,

SR3l

 = 700 GeV
1

χ∼m

Figure D.15: The combined χ̃
±
1 χ̃
∓
1 + χ̃±1 χ̃

0
1 (left) truth-level acceptances and (right) reconstruction

efficiencies in the inclusive (top) SRFR, (middle) SR4`, and (bottom) SR3` regions after MC-to-data
efficiency weights are applied. Results are derived for χ̃±1 /χ̃0

1 masses of 700 GeV and given as a
function of the branching fractions to Z and Higgs bosons.



D. Auxiliary Results for HEPData 205

0

0.05

0.1

0.15

0.2

0.25

3−10×

A
cc

ep
ta

nc
e

2.5e-05 7.5e-05 1.0e-04 1.1e-04 1.4e-04 1.2e-04 1.3e-04 1.1e-04 1.2e-04 1.0e-04 9.1e-05 9.1e-05

6.0e-05 2.0e-04 2.4e-04 2.9e-04 2.7e-04 2.8e-04 2.7e-04 2.5e-04 2.4e-04 1.9e-04 1.9e-04 1.8e-04

4.5e-06 2.5e-05 3.2e-05 2.9e-05 2.5e-05 3.0e-05 2.3e-05 2.9e-05 2.4e-05 2.8e-05 2.6e-05 2.0e-05

3.2e-05 8.8e-05 1.2e-04 1.5e-04 1.5e-04 1.3e-04 1.4e-04 1.4e-04 1.2e-04 1.1e-04 8.6e-05 9.1e-05

4.8e-06 2.4e-05 2.7e-05 3.3e-05 3.4e-05 2.3e-05 3.1e-05 2.7e-05 3.3e-05 2.8e-05 2.0e-05 2.4e-05
3.2e-07 6.3e-06 8.6e-06 3.8e-06 1.2e-05 7.3e-06 8.8e-06 7.2e-06 8.0e-06 5.1e-06 7.3e-06 5.2e-06

2.3e-06 3.9e-06 4.9e-06 6.0e-06 8.2e-06 4.4e-06 6.6e-06 3.6e-06 2.2e-06 2.9e-06 6.5e-06 3.0e-06

2.5e-06 4.1e-06 4.5e-06 1.5e-06 4.5e-06 3.7e-06 5.1e-06 3.7e-06 2.9e-06 2.2e-06 5.9e-06

7.1e-08 7.3e-07 4.5e-07 7.5e-07 2.3e-06 1.5e-06 7.3e-07 2.2e-06 1.5e-06 7.3e-07 7.3e-07 3.0e-06

4.9e-05 8.2e-05 1.0e-04 1.3e-04 1.1e-04 1.2e-04 1.2e-04 1.2e-04 1.1e-04 1.1e-04 1.1e-04

6.5e-05 8.6e-05 1.1e-04 1.3e-04 9.8e-05 1.2e-04 1.3e-04 1.4e-04 1.3e-04 1.2e-04 1.3e-04

9.3e-06 9.9e-06 1.3e-05 1.3e-05 1.5e-05 1.4e-05 1.4e-05 1.8e-05 1.7e-05 1.5e-05 1.3e-05

6.1e-05 8.9e-05 1.2e-04 1.4e-04 1.4e-04 1.2e-04 1.4e-04 1.2e-04 1.2e-04 1.2e-04 1.0e-04

6.2e-05 8.5e-05 1.0e-04 1.2e-04 1.5e-04 1.4e-04 1.4e-04 1.3e-04 1.4e-04 1.1e-04 1.1e-04

1.1e-05 7.2e-06 1.7e-05 1.7e-05 1.4e-05 2.1e-05 1.7e-05 1.8e-05 1.6e-05 2.3e-05 1.6e-05

1.4e-05 1.8e-05 1.4e-05 2.3e-05 2.0e-05 1.6e-05 1.5e-05 1.6e-05 1.2e-05 2.0e-05 1.9e-05

1.8e-05 2.0e-05 2.5e-05 2.0e-05 2.1e-05 1.7e-05 2.5e-05 2.3e-05 2.0e-05 2.1e-05 1.9e-05

5.1e-06 6.3e-06 7.5e-06 7.5e-06 6.6e-06 1.1e-05 9.4e-06 6.6e-06 8.8e-06 5.1e-06 2.2e-06
4.8e-07 9.0e-07 1.5e-06

6.1e-07 9.0e-07 7.3e-07 7.3e-07 7.3e-07

1.2e-07 4.5e-07 7.5e-07 7.5e-07 1.5e-06

1.2e-06 4.5e-07 2.2e-06 7.5e-07 1.5e-06 2.2e-06 2.2e-06 7.3e-07 2.2e-06 1.5e-06 2.2e-06

3.5e-06 5.4e-06 8.2e-06 1.5e-06 2.9e-06 6.6e-06 3.6e-06 4.4e-06 2.9e-06 2.2e-06 7.4e-07

6.1e-07 1.8e-06 1.5e-06 2.2e-06 7.3e-07 7.2e-07 7.3e-07 7.3e-07 2.2e-06

1.2e-06 9.0e-07 4.5e-06 3.0e-06 3.7e-06 2.2e-06 7.2e-07 5.1e-06 2.9e-06 7.3e-07 1.5e-06

1.3e-06 1.8e-06 7.5e-07 7.5e-07 7.3e-07 1.4e-06 7.3e-07 7.3e-07 7.3e-07 1.5e-06

1.2e-07 1.5e-06 7.2e-07 7.3e-07 7.3e-07

4.2e-05 7.4e-05 9.4e-05 9.8e-05 1.1e-04 1.2e-04 1.0e-04 1.0e-04 8.6e-05 8.0e-05 7.6e-05 6.2e-05

4.7e-05 9.0e-05 1.1e-04 1.1e-04 1.0e-04 1.1e-04 1.1e-04 1.1e-04 9.5e-05 8.4e-05 6.7e-05 6.5e-05

6.4e-06 1.3e-05 1.7e-05 1.7e-05 1.5e-05 1.8e-05 1.8e-05 1.1e-05 1.7e-05 1.2e-05 1.4e-05 9.1e-06
4.6e-05 8.5e-05 1.0e-04 1.1e-04 1.3e-04 9.9e-05 1.0e-04 9.2e-05 1.0e-04 8.8e-05 7.7e-05 7.4e-05

4.7e-05 9.1e-05 1.2e-04 1.2e-04 1.3e-04 1.1e-04 1.2e-04 9.7e-05 9.3e-05 9.6e-05 8.6e-05 6.8e-05

7.3e-06 1.5e-05 1.4e-05 1.4e-05 1.6e-05 1.3e-05 1.5e-05 1.3e-05 1.4e-05 1.5e-05 1.2e-05 1.2e-05

5.0e-06 1.3e-05 1.5e-05 1.5e-05 1.5e-05 1.3e-05 1.4e-05 1.1e-05 1.1e-05 2.2e-05 1.1e-05 1.2e-05

5.4e-06 1.5e-05 2.0e-05 1.7e-05 1.9e-05 9.7e-06 1.4e-05 1.4e-05 1.3e-05 1.3e-05 9.7e-06 1.4e-05

5.8e-07 7.3e-06 6.7e-06 9.9e-06 7.2e-06 8.5e-06 7.5e-06 6.4e-06 7.7e-06 7.7e-06 6.4e-06 7.1e-06

6.8e-06 6.0e-06 5.2e-06 3.6e-06 4.3e-06 6.3e-06 5.7e-06 2.6e-06 1.3e-06 4.5e-06 3.9e-06

7.4e-06 5.5e-06 2.3e-06 6.0e-06 5.5e-06 5.0e-06 5.1e-06 5.8e-06 5.2e-06 1.9e-06 6.5e-06

4.0e-06 5.0e-06 4.1e-06 4.8e-06 2.4e-06 1.9e-06 1.9e-06 6.4e-07 1.9e-06 3.9e-06 6.5e-07

2.3e-06 3.5e-06 4.3e-06 5.2e-06 4.8e-06 1.2e-06 1.1e-05 7.0e-06 3.2e-06 3.9e-06 5.2e-06 2.6e-06

3.8e-06 5.0e-06 4.5e-06 3.5e-06 1.1e-05 3.7e-06 4.4e-06 3.8e-06 5.1e-06 6.5e-06 5.2e-06 8.4e-06

5.0e-07 1.5e-06 2.9e-06 1.7e-06 1.8e-06 3.7e-06 1.3e-06 1.9e-06 3.8e-06 1.3e-06 1.9e-06 2.6e-06

3.5e-04 1.1e-03 1.4e-03 1.6e-03 1.8e-03 1.7e-03 1.7e-03 1.6e-03 1.6e-03 1.4e-03 1.3e-03 1.3e-03

200 400 600 800 1000 1200 1400 1600

)  [GeV]
0

1
χ∼ (m) = ±

1
χ∼ (m

Ze Ze
µZe Z
τZe Z
µ ZµZ
τ ZµZ
τ ZτZ
νZe W
ν WµZ
ν WτZ

Ze He
µZe H
τZe H

 HeµZ
µ HµZ
τ HµZ

 HeτZ
µ HτZ
τ HτZ

 HeνW
µ HνW
τ HνW

He He
µHe H
τHe H
µ HµH
τ HµH
τ HτH

Ze We
µZe W
τZe W

 WeµZ
µ WµZ
τ WµZ

 WeτZ
µ WτZ
τ WτZ
νZe H
ν HµZ
ν HτZ
νZe Z
ν ZµZ
ν ZτZ

All

 D
ec

ay
 M

od
e

0 1χ∼± 1χ∼
 / ± 1χ∼± 1χ∼

ATLAS
-1=13 TeV, 139 fbs

 production
0

1
χ∼±

1
χ∼ + 

±

1
χ∼±

1
χ∼

ν±, W±, Hl±Zl → ±

1
χ∼

±

l±, Wν, HνZ → 
0

1
χ∼

)τ,µl = (e,

SRFR

Figure D.16: The truth-level acceptances for each decay mode of the generated χ̃±1 χ̃
∓
1 + χ̃±1 χ̃
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signals in the inclusive SRFR region. Results are given as a function of χ̃±1 /χ̃0
1 mass and the final

state boson and lepton combination.
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Figure D.17: The truth-level acceptances for each decay mode of the generated χ̃±1 χ̃
∓
1 + χ̃±1 χ̃

0
1

signals in the inclusive SR4` region. Results are given as a function of χ̃±1 /χ̃0
1 mass and the final

state boson and lepton combination.
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