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ABSTRACT

GEOMETRIC APPROACHES TO QUANTUM FIELDS AND STRINGS AT STRONG

COUPLINGS

Thomas Rochais

Jonathan J. Heckman

Geometric structures and dualities arise naturally in quantum field theories and string

theory. In fact, these tools become very useful when studying strong coupling effects,

where standard perturbative techniques can no longer be used. In this thesis we look at

several conformal field theories in various dimensions. We first discuss the structure of

the nilpotent networks stemming from T-brane deformations in 4D N = 1 theories and

then go to the stringy origins of 6D superconformal field theories to realize deformations

associated with T-branes in terms of simple combinatorial data. We then analyze non-

perturbative generalizations of orientifold 3-planes (i.e. S-folds) in order to produce different

4D N = 2 theories. Afterwards, we turn our attention towards a few dualities found at

strong coupling. For instance, abelian T-duality is known to be a full duality in string

theory between type IIA and type IIB. Its nonabelian generalization, Poisson-Lie T-duality,

has only been conjectured to be so. We show that Poisson-Lie symmetric σ-models are

at least two-loop renormalizable and their β-functions are invariant under Poisson-Lie T-

duality. Finally, we review recent progress leading to phenomenologically relevant dualities

between M-theory on local G2 spaces and F-theory on locally elliptically fibered Calabi-

Yau fourfolds. In particular, we find that the 3D N = 1 effective field theory defined by

M-theory on a local Spin(7) space unifies the Higgs bundle data associated with 4D N = 1

M-theory and F-theory vacua. We finish with some comments on 3D interfaces at strong

coupling.
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Coulomb branch parameter ũ across the three different phases. The

top panel gives the periods while the bottom shows the coupling

τ . The left-hand side gives the real part while the right-hand side

shows the imaginary piece. We start off in the trivial phase (θ = 0),

then transition at τ = i into the strongly coupled phase |τ | = 1.

The topological insulator phase (θ = π) is then reached at τ =

eπi/3. Finally, going to the weak coupling limit (τ = i∞) we can go

back into the trivial (θ = 0) phase. Note that the mass parameter

m, while not plotted, also varies. . . . . . . . . . . . . . . . . . . . 491

FIGURE 100: Choice of branch cuts in the two cases (F.1.12). . . . . . . . . . . 492

xxxiii



INTRODUCTION

Our universe presents itself with many mysteries that have fascinated humankind for millen-

nia. By studying the making of the universe, whether it be atoms, or yet smaller elementary

particles, a whole zoo of particles has been unearthed. Those are divided in two classes:

fermions, which make up the known matter (and antimatter) of the universe, and bosons

which mediate interactions between fermions. The discovery of those force carriers has al-

lowed the so-called Standard Model to explain three of the four known fundamental forces.

First we have the electromagnetic force, initially explained by Maxwell’s equations, which

is carried by photons. Then, the weak interaction is mediated by both the W and Z bosons,

and finally the strong nuclear force is mediated by the three family of gluons. Paradoxi-

cally, this leaves gravity – the one force we are most acquainted with – largely unexplained.

Newton first came up with an inverse-square law relation which was later improved upon

by Einstein’s theory of general relativity. However, this framework only applies at large

scales; and to this day, there does not exist any complete theory of gravity which can work

at the quantum scale. As a result, the scientific community is left with the task of unifying

Einstein theory, which describes gravity on large scales, with quantum field theory and the

Standard Model, which already unifies the other three fundamental forces. To that end,

string theory appears to be the most likely candidate for a “theory of everything”.

The postulate of string theory is rather simple: the fundamental building blocks of the

universe are not point-like particles such as electrons, or photons, but instead they are

tiny vibrating strings, around twenty orders of magnitude smaller. Strings then come in

two flavors: either open strings, with two ends free to move and attach to larger objects

called “branes”, or closed strings forming loops. One such closed string turns out to be

the graviton, i.e. the particle mediating the gravitational force. In fact, while the theory

of general relativity is modified at very short distance scales, string theory presents itself

in exactly the form proposed by Einstein at ordinary distances. Furthermore, it solves

many issues found in ordinary quantum field theory such as UV divergences, it has no free
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parameters to be artificially fixed by hand, and it is, so far, the only consistent theory of

quantum gravity we know sufficiently well.

However, string theory also comes with its fair share of surprises. Not least of all is the

prediction of extra dimensions: ten space-time dimensions in its original formulation, but

eleven in M-theory, or even twelve dimensions for F-theory. So, how does one recover

the four space-time dimensions we observe? It is possible that the extra dimensions that

are needed to define a consistent string theory in D = 10 are actually compact and so

small that they have avoided detection at the energy scales accessible by current particle

accelerators. Intuitively, this is similar to an observer standing far away from a very long

cylinder of very small radius. Such a person would only see a one-dimensional line instead

of a two-dimensional object. This idea predates string theory. It finds its origin in the

proposal of Kaluza who attempted to unify electromagnetism with gravity by introducing

a fifth dimension. Klein then gave a quantum interpretation to this classical extension

of general relativity by hypothesizing that the fifth dimension was curled up like a circle

and was microscopic. We can now generalize this process by taking the long dimension

of the cylinder to be our four-dimensional space-time while the small circle dimension is

replaced by an appropriate d-dimensional compact manifold. This Kaluza-Klein procedure

is now commonly known as compactification. It is important to note that even though

the small internal manifold is invisible to current experiments, it plays an important role

in determining the particle content and structure of the four-dimensional theory. Different

choices of topologies, for instance, will lead to vastly different theories. So, it is natural to

study various configurations to learn more about the properties of string theory as well as

which setups would be more likely to yield a phenomenologically relevant model. For that

purpose, Calabi-Yau manifolds were first considered for compactifying six extra dimensions.

Those are Kähler manifolds in n complex dimensions with SU(n) holonomy. Similarly,

manifolds of special holonomy such as Spin(7) and G2 have garnered much recent interest.

Another important feature of string theory is that it requires the existence of supersym-
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metry, which is a symmetry that relates bosons to fermions. It is possible to formulate

a bosonic string theory, but the complete absence of fermions makes it unrealistic as a

proper description of our universe. Instead, bosonic fields must be paired up with fermionic

partners. It turns out to be possible to have more than one kind of supersymmetry transfor-

mation, controlled by the spinor generators. For instance, in four dimensions, a spinor has

four degrees of freedom and thus for the minimal amount of supersymmetry, i.e. N = 1, we

have four supersymmetry generators. On the other hand, having eight copies of supersym-

metry, i.e. N = 8, yields 32 supersymmetry generators. The existence of supersymmetry is

a very strong prediction of string theory, which has yet to be observed at the energy scales

being probed by current particle accelerators. It is thus necessary to find mechanisms that

can explain the breaking of this supersymmetry as one moves to lower energy scales. One

path is to carefully choose to compactify string theory on manifolds that break the initial

supersymmetry. Unlike the circle initially considered by Kaluza-Klein the purpose of these

manifolds is to break symmetries rather than make them. However the exact choice of com-

pact manifold can feel somewhat arbitrary and the number of possible low-energy effective

theories compatible with string theory could be on the order of 10500 or more. As a result, it

is crucial to classify the various resulting theories to properly identify which configurations

can or cannot yield a model that realistically describes the observed world.

One prominent tool to study string theory is its many dualities and symmetries. For in-

stance, two different versions of string theory, called type IIA and type IIB, compactified

on different Calabi-Yau manifolds can turn out to be equivalent in a non-trivial way. This

particular situation is known as mirror symmetry. In fact, internal constraints imply the

existence of exactly five consistent string theories, all related by a web of dualities as il-

lustrated in figure 1. In the superstring formalism we observe both left-moving modes and

right-moving modes. It can be shown that the supersymmetries associated with left-movers

and right-movers can have either opposite handedness or the same handedness. We thus get

two options called type IIA and type IIB superstring theories. By performing an orientifold

projection it is possible to mod-out the left-right symmetry of the type IIB theory, thus
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yielding what is known as the type I superstring theory. The last two options are known

as “heterotic” due to their construction which involves formalism from the 26-dimensional

bosonic string and the 10-dimensional superstring. They can either have SO(32) or E8×E8

gauge groups.

Among the dualities relating these theories, one is called T-duality. This duality implies that

in many cases two different geometries for the extra dimensions are physically equivalent.

In its simplest form it relates to the fact that a circle of radius R is equivalent to a circle

of radius l2s/R, where ls is the fundamental string length scale. In particular it relates

the two type II and the two heterotic theories. A second kind of duality, called S-duality,

exists. Instead of relating different geometries it relates the string coupling constant gs to

1/gs. Thus, once we know the perturbative behavior for these theories we can immediately

deduce their behavior when gs � 1. This however leaves out the strongly coupled phases

where the string coupling is of order one. Finally, when S-duality is applied to the type IIA

and the E8×E8 heterotic theories, that is in the regime where gs becomes large, they grow

an eleventh dimension of size gsls. In this large coupling limit we are outside the regime

of perturbative string theory and a new type of quantum theory in 11 dimensions, called

M-theory, emerges. It is also possible to realize a non-perturbative version of type IIB

by observing that it has an SL(2,Z) symmetry, the modular group of a torus. It further

contains a complex scalar field τ which transforms under that SL(2,Z) as the complex

structure of a torus. Geometrically, the type IIB theory is then interpreted as having an

auxiliary two-torus. This framework then leads to what is known as F-theory.

On top of all these geometrical tools, there is one particular symmetry which turns out to be

a very important feature of string theory: conformal symmetry. We can see this symmetry

already from the study of bosonic string theory. There we begin with the free motion of

a string in space-time which can be described using the principle of minimal action. The

string sweeps out a two-dimensional surface as it moves through space-time. This surface

is referred to as the worldsheet. The points on the worldsheet are parametrized by the
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Figure 1: Duality web of the five string theories in 10 dimensions, all interconnected via the
11 dimensional M-theory. Furthermore, T-duality relates the two type II as well as the two
heterotic theories, while S-duality relates the SO(32) heterotic theory with type I string
theory. S-duality maps type IIB back to itself, so it is actually a symmetry there.

two coordinates τ , which is time-like, and σ, which is space-like. A closed string is then

obtained by taking σ to be periodic, while an open string requires σ to cover a finite interval.

The action is then given in analogy to that of a point particle. For the classical motion

of a point particle the action is proportional to the invariant length of the particle’s path.

Similarly, the string’s action is proportional to the area it sweeps out. This action, called

the Nambu-Goto action takes the form:

SNG = −T
∫
dσdτ

√(
Ẋ ·X ′

)2
− Ẋ2X ′2 , (0.0.1)

where T is the tension and

Ẋµ = ∂Xµ

∂τ
, Xµ′ = ∂Xµ

∂σ
. (0.0.2)
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Thus we see that the classical string motion extremizes the worldsheet area. After Wick

rotation of the worldsheet to a Riemann surface Σ, string theory can be stated in terms

of a two-dimensional conformal field theory on the worldsheet. In the conformal gauge the

bosonic string action is then given by:

S = − 1
2π

∫
dσdτ∂αXµ∂

αXµ . (0.0.3)

To generalize this action, and incorporate supersymmetry, we must introduce additional

internal degrees of freedom describing fermions on the worldsheet. Explicitly, we add D

Majorana fermions so that the action now reads:

S = − 1
2π

∫
dσdτ

(
∂αXµ∂

αXµ + ψ
µ
ρα∂αψµ

)
, (0.0.4)

where ρα, with α = 0, 1 represents the two-dimensional Dirac matrices.

The fact that the worldsheet is described by a two-dimensional conformal field theory is

especially interesting for the study of another duality known as AdS/CFT correspondence.

This holographic duality is a conjectured relationship between anti-de Sitter (AdS) spaces

– which are used in quantum gravities such as string theory or M-theory – and CFTs.

This is another strong-weak duality: when the fields of the QFT are strongly interacting,

the ones in the gravitational theory are weakly interacting and vice-versa. Thus, it can

give a non-perturbative formulation of quantum gravity, at least in AdS space. However, a

non-perturbative understanding of conformal field theories would be necessary.

As a matter of fact, a realistic phenomenological model would most likely arise in a non-

perturbative regime. Thus, an important objective is to make precise the various effects

one can have from interacting strings. Naturally, we then ask: What do strongly coupled

string theory and quantum field theories look like? To answer this question we can use the

rich geometric structure and various dualities of string theory and quantum field theory.

In particular, string dualities tell us that seemingly different string compactifications may
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nevertheless describe aspects of the same physical system, simply in different regimes of

validity. So, by linking together various strongly coupled theories we can obtain a more

complete approach to constructing and studying string vacua of phenomenological relevance.

On the QFT side, we have superconformal field theories (SCFTs) which are fixed points of

the renormalization group (RG). As a result, CFTs are scale invariant, which means their

physics does not change with scale, implying that they are fixed points of the renormalization

group. By introducing small deformations, RG flows can take us from one fixed point to the

next. In between we can have other strongly coupled QFTs. Thus, by mapping the fixed

points of RG flows in various dimensions it is possible to probe various strong coupling

effects in QFTs and get a more precise idea of the structure and geometry of quantum

field theories in general. One important area of research has been to better understand

the structure of all possible 6D RG flows obtained from deformations of different conformal

fixed points, with the ultimate goal being to obtain a full classification of such RG flows.

To attack this problem, we can use several geometrical tools once again. Indeed, M5-branes

probing an ADE singularity lead to 6D SCFTs with N = (1, 0) supersymmetry. Also, the

geometry of F-theory can be used to extract various data as the M5-branes are moved off

the singularity.

This thesis is divided into three parts. In part I we look at SCFTs in both four and six

dimensions. First, by starting from a general N = 2 SCFT, we can study the network of

N = 1 SCFTs obtained from relevant deformations by nilpotent mass parameters. Those are

associated with T-branes (for “Triangular branes”), which are non-abelian bound states of

branes characterized by the condition that, on some loci, their matrix of normal deformation,

or Higgs field is upper triangular. It turns out that nilpotent elements of semi-simple

algebras admit a partial ordering connected by a corresponding directed graph. We find

strong evidence that the resulting fixed points are connected by a similar network of 4D

RG flows. To illustrate these general concepts, we also present a full list of nilpotent

deformations in the case of explicit N = 2 SCFTs, including the case of a single D3-brane
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probing a D- or E-type F-theory 7-brane, and 6D (G,G) conformal matter compactified on

a torus, as described by a single M5-brane probing a D- or E-type singularity.

The next chapter then returns to the stringy origin of six dimensional SCFTs. There is an

intricate correspondence between certain Higgs branch deformations and nilpotent orbits of

flavor symmetry algebras associated with T-branes. We show that many aspects of these

deformations can be understood in terms of simple combinatorial data associated with

multi-pronged strings stretched between stacks of intersecting 7-branes in F-theory. This

data lets us determine the full structure of the nilpotent cone for each semi-simple flavor

symmetry algebra, and it further allows us to characterize symmetry breaking patterns in

quiver-like theories with classical gauge groups.

In the third chapter we turn to S-folds, which are a non-perturbative generalization of

orientifold 3-planes which figure prominently in the construction of 4D N = 2 SCFTs.

There we develop a general procedure for reading off the flavor symmetry experienced by

D3-branes probing 7-branes in the presence of an S-fold. We develop an S-fold generalization

of orientifold projection which applies to non-perturbative string junctions. This procedure

leads to a different 4D flavor symmetry algebra depending on whether the S-fold supports

discrete torsion. We also show that this same procedure allows us to read off admissible

representations of the flavor symmetry in the associated 4D N = 2 SCFTs. Furthermore,

this provides a prescription for how to define F-theory in the presence of S-folds with discrete

torsion.

In Part II, we turn our focus more specifically towards T-duality. Abelian T-duality is known

to be a full duality in string theory between type IIA and type IIB. On the other hand,

its nonabelian generalization – Poisson-Lie (PL) T-duality – has only been conjectured to

be so. At first we show that, to leading order in α′ (the inverse of the string tension) PL

T-duality is a proper map between CFTs. A very powerful tool to make the duality manifest

has been Double Field Theory (DFT). Indeed, PL symmetric target spaces can look very

complicated but their underlying structure becomes much simpler in the framework of DFT,
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where they are expressed in the language of generalized geometry. Thus, we actually start

from the doubled (unifying) description and extract both PL T-dual target spaces according

to the diagram of figure 2.

To finish part II, we show that the one-loop and two-loop β-functions of the closed, bosonic

string can be written in a manifestly O(D,D)-covariant form. Based on this result, we

prove that 1) Poisson-Lie symmetric σ-models are two-loop renormalizable, and 2) their β-

functions are invariant under Poisson-Lie T-duality. Moreover, we identify a distinguished

scheme in which Poisson-Lie symmetry is manifest. It simplifies the calculation of two-

loop β-functions significantly and thereby provides a powerful new tool to advance into the

quantum regime of integrable σ-models and generalized T-dualities.

We end in part III by exploring situations which could have promising phenomenological

applications. First, we have F-theory which is a strongly coupled formulation of type IIB

string theory. Upon compactification on a Calabi-Yau (CY ) fourfold, it leads to a 4D N = 1

theory. On the other hand, M-theory compactified on a G2 manifold also yields 4D N = 1.

As a result, it is natural to expect the existence of some duality between the two. Indeed,

we show the existence of a geometric unification of the Higgs bundle data associated with

4D N = 1 M-theory and F-theory vacua. While finding a map between M-theory on a G2

and F-theory on a CY4 would be hard to obtain directly, we lift up the problem by studying

M-theory on a local Spin(7) space and then show how it reduces to G2 or SU(4). This is

schematically shown in the diagram of figure 2. As a result, we are able to go back and

forth between two sides of this duality, even though it was not immediately manifest. This

technique turns out to be very useful as, for instance, it would allow one to use F-theory to

gain some insight into G2 manifolds, which are notoriously difficult to understand.

In the final chapter, we study 4D systems in which parameters of the theory have position

dependence in one spatial direction. In the limit where these parameters jump, this can

lead to 3D interfaces supporting localized degrees of freedom. A priori, this sort of position

dependence can occur at either weak or strong coupling. Demanding time-reversal invari-
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M/F-duality

Figure 2: On the right, we have a duality between two 4D N = 1 M- and F-theory vacua
made manifest by embedding G2 and SU(4) inside Spin(7). On the left, nonabelian T-
duality between IIA and IIB is made apparent by lifting to DFT.

ance for U(1) gauge theories with a duality group Γ ∈ SL(2,Z) leads to interfaces at strong

coupling which are characterized by the real component of a modular curve specified by

Γ. This provides a geometric method for extracting the electric and magnetic charges of

possible localized states. We illustrate these general considerations by analyzing some 4D

N = 2 theories with 3D interfaces. These 4D systems can also be interpreted as descending

from a six-dimensional theory compactified on a three-manifold generated by a family of

Riemann surfaces fibered over the real line. We show more generally that 6D superconfor-

mal field theories compactified on such spaces also produce trapped matter by using the

known structure of anomalies in the resulting 4D bulk theories.
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CHAPTER 1: Nilpotent Network and 4D RG flows

1.1 Introduction

Conformal field theories (CFTs) play a central role in physics. Deformations which drive

one fixed point to another also provide important insights into more general quantum field

theories.

Even so, it is often difficult to establish the existence of fixed points, let alone determine

deformations to new ones. Common techniques include combinations of methods from

supersymmetry, string compactification, holography, and / or the conformal bootstrap.

Part of the issue with understanding relevant perturbations of CFTs is that (by definition)

they grow deep in the infrared. From this perspective, it is perhaps not surprising that

comparatively short flows where there is only a small drop in the number of degrees of

freedom (as measured by various anomalies) are often easier to study.

One way to understand long flows is to break them up into a sequence of nearby short

flows. This strategy has recently been used to make surprisingly sharp statements in the

study of 6D supersymmetric RG flows [236, 116, 238, 126, 240, 313, 241]. In particular, the

mathematical partial ordering of nilpotent orbits in flavor symmetry algebras automatically

defines a hierarchy of 6D RG flows [240, 313, 241]. For a recent review of 6D superconformal

field theories, see reference [239].

In this chapter we ask whether the same mathematical structure leads to an improved

understanding of RG flows in lower-dimensional systems. The specific class of theories

we study are N = 1 deformations of 4D N = 2 SCFTs. For the UV theories under

consideration, we assume the existence of a flavor symmetry algebra gflav, which a priori

could be composed of several simple factors:

gflav = g
(1)
flav × ...× g

(n)
flav (1.1.1)

12



for g
(i)
flav a simple Lie algebra. Associated with this flavor symmetry are a collection of mass

parameters madj, and corresponding dimension two mesonic operators Oadj transforming

in the adjoint representation1, which can be used to activate relevant deformations to new

conformal fixed points in the IR via superpotential deformations:

δW = Trgflav (madj · Oadj) . (1.1.2)

Promoting the mass parameters to a chiral superfield Madj transforming in the adjoint

representation of gflav, we can consider the related deformations associated with expanding

around background vacuum expectation values (vevs) for these “flipper fields:”

δW = Trgflav ((madj +Madj) · Oadj) , (1.1.3)

where now, we interpret the mass deformation madj = 〈Madj〉 as a background vev.

The key point we shall be exploiting in this work is that given a flavor symmetry Lie algebra

gflav, there is a partial ordering available for nilpotent elements, as defined by the orbit of

an element under the adjoint action of the algebra. Given nilpotent elements µ, ν ∈ gflav, we

say that µ ≺ ν when Orbit(µ) ⊂ Orbit(ν). Since the mass parameters madj transform in the

adjoint, this sets up a conjectural relation between relevant deformations, as in lines (1.1.2)

and (1.1.3) and 4D RG flows. Intuitively, as the size of the orbit increases, the number of

degrees of freedom which pick up a mass also increases, leading to a longer flow into the

infrared.

Another quite interesting feature of nilpotent mass deformations is that at least in the case

where we have a plain mass deformation as in line (1.1.2), the Seiberg-Witten curve of the

UV N = 2 theory descends to an N = 1 curve of the deformed N = 1 theory which fixes

the relative scaling dimensions of various operators [242]. The fact that it is still singular

provides evidence of an N = 1 fixed point.
1More canonically, one can view the mass parameters as elements in the dual g∗flav.
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One of our aims in this work will be to provide substantial evidence that this network of

nilpotent orbits defines a corresponding hierarchy of 4D RG flows. For the most part, this

involves a mild generalization of the procedure proposed in [244], studied in detail in [242]

(see also [94]) and further extended in references [179, 9, 5, 6, 310, 309, 8], and applied in

various model building contexts in references [245, 230, 231, 232, 228, 137].

The appearance of a nilpotent element µ implies the existence of an su(2) ⊂ gflav subalgebra,

with generators µ, µ† and [µ, µ†]. Labeling the associated generator of the Cartan subalgebra

for this su(2) subalgebra as T3, the infrared R-symmetry is given by a linear combination

of the form (see e.g. [242]):

RIR = RUV +
(
t

2 −
1
3

)
JN=2 − tT3 +

∑
i

tiFi, (1.1.4)

where RUV and RIR respectively denote the UV and IR R-symmetry (treated as an N = 1

theory), JN=2 is an additional U(1) symmetry which is always present in an N = 2 SCFT

when interpreted as an N = 1 theory. The last set of terms refers to the possibility of

additional U(1)’s, including those which emerge in the infrared. The IR R-symmetry is

then fixed via the procedure of a-maximization over the parameters t and ti, as in reference

[266].2

In the absence of these emergent U(1)’s, we find strong evidence that the partially ordered

set defined by the nilpotent elements of a Lie algebra exactly aligns with the corresponding

hierarchy of 4D RG flows. For example, the conformal anomalies aIR and cIR decrease

along such trajectories, and anomalies involving flavor currents (with generators suitably

normalized) also decrease along such flows.

Far more non-trivial is that even in the presence of emergent U(1)’s, there is still such a

partial ordering of 4D theories, as dictated by the nilpotent cone of the Lie algebra. This

is considerably more subtle and requires a case by case analysis. For this reason, we focus
2In practice it is often necessary to make additional assumptions about these emergent symmetries to

actually carry out concrete calculations.
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on explicit examples.

One class of theories already studied in [242] for plain mass deformations, and with some

masses promoted to chiral superfields in [310, 309] involves nilpotent mass deformations

of the N = 2 theories defined by a D3-brane probing an F-theory 7-brane with constant

axio-dilaton. This includes the H0, H1, H2 Argyres-Douglas theories [32, 37], the E6, E7,

E8 Minahan Nemeschansky theories [321, 322], and N = 2 SU(2) gauge theory with four

flavors and corresponding SO(8) flavor symmetry (namely D4) [364]. The string theory

interpretation of nilpotent deformations is also quite interesting, as they are associated

with T-brane configurations of 7-branes (see e.g. [41, 155, 94, 20, 113, 114, 60, 302, 21,

61, 300, 133]), namely they leave intact the Weierstrass model of the associated F-theory

geometry, but nevertheless deform the physical theory.

Here, we systematically study all possible nilpotent deformations for the D- and E-series

theories, systematically sweeping out the corresponding network of 4D RG flows (we do not

consider the H-series in any detail since they have only a few nilpotent deformations). An

interesting feature of these examples is that only the Coulomb branch operator sometimes

appears to drop below the unitarity bound, and even this happens only for the largest

nilpotent orbits. In such cases, we see no evidence that the fixed point does not exist

(since the underlying geometry is still singular), and instead find it most plausible that the

Coulomb branch operator decouples as a free field, with a corresponding emergent U(1)

acting on only this operator, as per the procedure advocated in [295, 267].

We also study nilpotent mass deformations of 4D N = 2 conformal matter, namely the

compactification of 6D conformal matter [140, 227] on a T 2. Here, we consider the case

where there is a GL × GR flavor symmetry with GL = GR = G given by SO(8), E6, E7,

or E8. The 4D anomaly polynomials for these theories were computed in [338, 339]. The

Seiberg-Witten and Gaiotto curves for these models are known, both via mirror symmetry

[141], and via its relation to compactifications of class S theories [338, 339].
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Nilpotent mass deformations of 4D conformal matter involve specifying a pair of nilpotent

elements, one for each flavor symmetry factor. In this case, the string theory interpretation

involves a pair of 7-branes intersecting along the common T 2. Such nilpotent deformations

involve activating background values for gauge fields of the corresponding 7-branes.

This already leads to many new N = 1 fixed points and the partial ordering for the prod-

uct Lie algebra predicts a corresponding hierarchy of 4D fixed points. We present strong

evidence that this is the case, again sweeping over all pairs of nilpotent orbits, and for

each one computing the corresponding values of various IR anomalies, checking there is a

corresponding decrease along a given trajectory in the nilpotent cone.

One issue which shows up in these cases is that in sufficiently long flows, mesonic operators

often decouple. This in turn signals that such operators cannot be used to trigger further

flows. A priori, this could mean that the network of connections in the nilpotent cone may

have links which do not produce 4D RG flows. Even though we have not found a single

example where this actually occurs, we leave a systematic analysis of this possibility for

future work.

With this set of theories in hand, additional numerical studies are amenable to treatment,

though the list of theories is so large that we have chosen to collect the full data set in an

accompanying Mathematica package available for download with the arXiv submission of

[26]. For example, by sweeping over all theories, we find several examples of theories where

the conformal anomalies aIR and cIR are rational numbers. In some cases such as reference

[310, 309], this was interpreted as evidence for an emergent N = 2 supersymmetry in the

infrared, and we find another example of this type for a deformation of the E7 Minahan-

Nemeschansky theory. It is not clear to us whether there is N = 2 enhancement in all

cases, but certainly the list of such rational theories we find suggests additional structure

is present. Another numerical curiosity we observe is that for a given choice of UV N = 2
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Figure 3: Depiction of the network of 4D RG flows generated by elements of the nilpotent
cone. Starting from a UV N = 2 fixed point, each nilpotent orbit in the flavor symmetry
algebra determines a candidate N = 1 fixed point. Additionally, the network of connections
between nilpotent orbits also motivates the existence of additional flows between these
N = 1 fixed points.

SCFT, the value of the ratio:

aIR
cIR
' constant±O(1%− 5%) (1.1.5)

is nearly constant over all nilpotent deformations, in line with the observation made in

reference [308] for a different set of theories.

The rest of this chapter is organized as follows. First, in section 1.2 we analyze for a general

N = 2 theory with flavor symmetries, the structure of the N = 1 theories obtained via both

plain mass deformations and their extension to flipper field deformations. In particular, we

analyze the network of 4D RG flows predicted by the nilpotent cone. Section 1.3 discusses

the structure of IR fixed points assuming no operators decouple, and section 1.4 discusses

the structure of theories in the presence of emergent IR symmetries. In section 1.5 we discuss
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nilpotent deformations of D3-brane probes of D- and E-type 7-branes and in section 1.6 we

discuss nilpotent deformations of 4D N = 2 conformal matter. We conclude in section 1.7.

Some additional review material, as well as technical details and instructions on how to use

the companion Mathematica files are presented in the Appendices.

1.2 Nilpotent Deformations: Generalities

In this section we discuss some general features of nilpotent mass deformations of N = 2

SCFTs. Throughout, we assume the existence of a continuous flavor symmetry algebra

which may consist of several simple factors:

gUV ≡ gflav = g
(1)
flav × ...× g

(n)
flav. (1.2.1)

We assume either that there are no abelian factors in the UV, or more generally, that

the only non-vanishing anomalies involving flavor symmetry currents involve precisely two

insertions of the same kind (which is automatic in the traceless non-abelian case). Note that

we can then also allow the appearance of abelian symmetry factors, provided they satisfy

this condition.

We assume adjoint valued mass parameters madj, and corresponding dimension two mesonic

operators Oadj which serve as coordinates on the Higgs branch of moduli space. Note that

there could be non-trivial chiral ring relations for these operators, as can often happen when

there is more than one simple Lie algebra factor for gUV. Since we will couch our analysis

in terms of basic properties of symmetry breaking patterns, our analysis will not depend on

such detailed knowledge of the UV theory.

It will prove useful to view our N = 2 SCFT as anN = 1 SCFT with additional symmetries.

Along these lines, we recall that the N = 2 SCFT has an SU(2) × U(1) R-symmetry.

Labeling the generator of the Cartan subalgebra for the SU(2) factor by I3 with eigenvalues

±1/2 in the fundamental representation, and RN=2 for the U(1) factor normalized so that

the complex scalar of a free N = 2 vector multiplet has charge +2, the N = 1 R-symmetry
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Oadj Zi
RUV 4/3 2/3 ∆UV(Zi)
JN=2 −2 2 ∆UV(Zi)
RN=2 0 2 ∆UV(Zi)
I3 1 0

Table 1: Charge assignments for the mesons Oadj and Coulomb branch parameters Zi in
the UV theory.

is given by the linear combination (see e.g [383, 242]):

RUV = 1
3RN=2 + 4

3I3. (1.2.2)

There is another linear combination which we can form which is a global symmetry of the

UV theory. We label this as:

JN=2 = RN=2 − 2I3. (1.2.3)

See table 1 for the charge assignments of Coulomb branch operators and mesonic operators

which serve as coordinates on the Higgs branch.

The Higgs branch is parameterized by dimension two operators transforming in the adjoint

representation of gflav ≡ gUV, which we denote by Oadj. The mass parameters madj which

pair with these operators transform in the adjoint representation of gflav.

We consider both the case of a plain mass deformation:

δWplain = Trgflav (madj · Oadj) , (1.2.4)

as well as the flipper field deformations associated with promoting the mass parameters to

a dynamical chiral superfield in the adjoint of the flavor symmetry which mixes with the

original interacting theory:

δWflip = Trgflav ((madj +Madj) · Oadj) . (1.2.5)
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We shall often first deal with the case of plain mass deformations, since flipper field de-

formations are a mild extension of this case (though the resulting IR physics can be quite

different, see e.g. [179, 6, 310, 309]). An important feature of our analysis is that the general

structure of symmetries and anomalies enables us to give a uniform analysis of RG flows

for many such relevant deformations.

Though it may be difficult to explicitly construct, we know that the IR physics on the

Coulomb branch is controlled by a Seiberg-Witten curve [363, 364], and mass deformations

enter as flavor symmetry neutral combinations constructed from the holomorphic Casimir

invariants of gflav. In the special case of an N = 2 SCFT, all mass deformations have been

switched off and this curve will exhibit singularities, as required to have massless degrees

of freedom at the origin of the Coulomb branch.

We will in particular be interested in nilpotent deformations. For the classical algebras, these

can always be presented in terms of an explicit nilpotent matrix, which upon conjugation

by a complexified symmetry generator can always be taken to be proportional to a matrix

in Jordan normal form. For example, in su(4) we have:



0 m12 0 0

0 0 m23 0

0 0 0 m34

0 0 0 0


∼ m×



0 1 0 0

0 0 1 0

0 0 0 1

0 0 0 0


. (1.2.6)

The labeling scheme for the classical su, sp and so algebras are dictated by its presentation

as a direct sum of nilpotent Jordan blocks. These blocks in turn define a partition of an

integer which we write as [µa1
1 , ..., µ

ak
k ] with µ1 > ... > µk > 0 and ai the multiplicity. In

the case of su(N), each partition of the integer N defines a nilpotent orbit. In the case of

so(2N), there are some additional restrictions on partitions of 2N , namely we require every

even number in a partition to appear an even number of times. Similar considerations hold

for sp(N) and so(2N + 1). In the case of the exceptional algebras, we instead label the
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nilpotent orbit by its embedding in some subalgebra of the larger parent algebra, which is

known as the Bala-Carter label.

Now, one of the very interesting features of nilpotent mass deformations is that all holomor-

phic Casimir invariants (by definition) must vanish, and so the presentation of the singular

geometry is exactly the same as the N = 2 theory. In contrast to the N = 2 case, however,

this does not mean it is possible to read absolute scaling dimensions of operators from the

curve (see reference [37] for the analysis of N = 2 theories), but instead only the relative

scaling dimensions of operators [242]. Nevertheless, the appearance of a singular curve pro-

vides one indication that we are still dealing with a conformal field theory, albeit one with

reduced supersymmetry.

Assuming the existence of such a fixed point, there is a partial ordering of nilpotent orbits

which suggests a physical ordering of theories. Given a pair of nilpotent elements µ and ν,

we say that µ ≺ ν when Orbit(µ) ⊂ Orbit(ν), where the overline denotes the Zariski closure

of the orbit in gflav.

Physically, the bigger the orbit, the more degrees of freedom have picked up a mass. So,

it is natural to expect bigger orbits to be deeper in the infrared. Moreover, for each of the

simple Lie algebras, there is a classification of all possible nilpotent orbits, and the associated

containment relations for these choices. This partially ordered set and its interconnections

defines a directed graph, namely the Hasse diagram of the nilpotent cone. Returning to our

example of explicit nilpotent matrices in su(4), for example, we can see a clear hierarchy:



0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0


≺



0 m12 0 0

0 0 0 0

0 0 0 0

0 0 0 0


≺



0 m12 0 0

0 0 m23 0

0 0 0 m34

0 0 0 0


. (1.2.7)

It is tempting to also interpret this diagram as a collection of candidate RG flows between

21



Figure 4: Depiction of the deformations from one nilpotent orbit to another. Here, we label
a theory by a choice of nilpotent orbit T [µ], and subsequent deformations deeper down in
the nilpotent cone to theories T [ν], T [ν ′] and T [ν ′′]. These physical paths to new orbits are
parameterized by the remnants of the original mesonic operators. An important subtlety
with this picture is that as we proceed from the UV to the IR, various mesonic operators
may decouple, severing some of the candidate links between theories. In explicit examples,
however, we have not observed this pathological behavior.

N = 1 fixed points. Given a sequence of theories TUV → ... → Ti → Ti+1 → ..., and

associated nilpotent orbits ∅ ≺ ... ≺ µi ≺ µi+1 ≺ ..., we can ask whether there is a flow

directly from the intermediate N = 1 fixed point Ti to Ti+1. Indeed, we can subtract the

two deformations of the original parent theory:

δWi→i+1 = Trgflav ((µi+1 − µi) · Oadj) , (1.2.8)

which is itself a relevant deformation of the UV fixed point theory. Assuming that the

operators necessary to perform such a deformation do not decouple in theory Ti, this strongly

indicates that each link in the directed graph defined by the Hasse diagram also defines a

flow between N = 1 fixed points. Carrying out a systematic analysis of this is somewhat

subtle, especially when operators start to decouple in long flows, but this at least shows

that the structure of the nilpotent cone leads to a rich network of 4D RG flows. See figure

4 for a depiction of the flows generated by these mesonic operators.

Let us now make more precise the sense in which operator deformations such as those of line

(1.2.8) lead to perturbations of one fixed point to another. Along these lines, we start in

some theory T [µ], as characterized by Orbit(µ). Given a nilpotent element, the Jacobson-
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Morozov theorem guarantees the existence of a homomorphism su(2)→ gUV, and we label

the generators of this algebra by T3, T+ and T− in the obvious notation. Decomposing the

adjoint representation into irreducible representations of this su(2) subalgebra, we get:

Vadj =
⊕
j

(j), (1.2.9)

where we allow each spin j to come with some multiplicity. The highest spin states of each

representation specify the deformations of the nilpotent orbit. Indeed, a convenient way to

compute the dimension of the orbit is via the formula:

dim Orbit(µ) = dimVadj − dimV0 − dimV1/2, (1.2.10)

where here, we have decomposed the states of the adjoint representation under the T3

grading:

Vadj =
⊕
s

Vs. (1.2.11)

In the physical theory, these top spin states are distinguished by their role in the breaking

pattern of the flavor symmetry. More formally, we begin with the N = 1 current super-

multiplet for the flavor symmetry of the original theory JA, with A an index in the adjoint

representation. In the unbroken phase, we have the conservation rule:

D
2JA = 0. (1.2.12)

We can also track what becomes of this relation in the broken phase (after the mass defor-

mation has been switched on). Since JA transforms in the adjoint representation of gUV,

we can decompose it into representations of this su(2) subalgebra, so we label it by a choice

of spin j, and T3 charge s, namely Jj,s. In the broken phase, the current is not conserved,

since it is explicitly broken by our mass deformation. We can follow the standard Noether

procedure to see the source of the current non-conservation. Introducing a “pion” chiral
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superfield Λ which parameterizes the flavor symmetry generators, we can send:

Oadj → eiΛOadje
−iΛ. (1.2.13)

Then, the superpotential deformation transforms as:

δW → TrgUV(madj · eiΛOadje
−iΛ), (1.2.14)

so since madj can, without loss of generality, be taken to be the raising operator of the

su(2)D subalgebra, we learn that we instead have (see e.g. [414, 310]):

− 1
4D

2Jj,s = Oj,s−1. (1.2.15)

Note in particular the relative shift in the T3 charge s.

As explained in [414, 310], this relation tells us that in the perturbed chiral ring relations,

operators which are not the highest spin states can pair with components of the current

multiplet, forming a long multiplet. Said differently, in the chiral ring, the operators ap-

pearing on the right-hand side of equation (1.2.15) are automatically set to zero (since they

appear as D2 of something else), and do not parameterize vacua of the deformed theory.

This leaves us with just the highest spin states, namely Oj,j for the various spin j represen-

tations. Indeed, all other mesons with Oj,s for s < j can be expressed in terms of the Oj,j

using the field equations [414, 310, 309, 65].

In particular, we see that any further deformations of the nilpotent orbit, namely a candidate

flow from theory Ti to a theory Ti+1, will involve precisely these directions. Provided no

such operators decouple as we flow from the UV to the IR, this shows that the directed

graph defined by the Hasse diagram is also a network of RG flows. The caveat to this

statement is that it could indeed happen that some operators decouple as we flow from

the UV to the IR. Indeed, as we will shortly explain, for a given su(2) representation, the
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highest spin states have lowest scaling dimension.

To study this and related issues in more detail, it is of course helpful to have an explicit

example where the underlying theory is described by a Lagrangian. In subsequent sections

we will present a more general analysis which does not rely on the existence of a Lagrangian.

1.2.1 Illustrative Lagrangian Example

We now illustrate some of the above considerations for a UV N = 2 SCFT which has a

Lagrangian description. Most of the other examples we consider do not admit a convenient

presentation of this sort, and so we will instead need to rely on more general abstract

considerations.

The example we consider is N = 2 SU(2) gauge theory with four flavors in the fundamental

representation. Some nilpotent mass deformations for this theory were considered previously

in [242], so we refer the interested reader there for additional background. Our main interest

here will be to characterize every possible nilpotent orbit of the parent so(8) flavor symmetry

algebra, and to discuss the explicit structure of the broken symmetry generators.

From the definition of the theory, there is a manifest su(4) flavor symmetry which rotates

the fields. In N = 1 language, we specify four chiral superfields q in the (2,4) of su(2)gauge×

su(4)flav, and four chiral superfields q̃ in the (2,4) of su(2)gauge × su(4)flav. There is also a

coupling to the adjoint valued chiral superfield associated with the su(2)gauge N = 2 vector

multiplet:

WN=2 =
√

2q̃fϕq
f , (1.2.16)

where the sum on f = 1, ..., 4 runs over the flavors of the model, and we suppress su(2)gauge

indices. This presentation allows us to explicitly track nilpotent mass deformations associ-

ated with the su(4) symmetry algebra, as in reference [242].

Though convenient, this presentation obscures the fact that there is actually an so(8) flavor

symmetry. We can assemble the q and q̃ into an eight-dimensional representation of SO(8),
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and instead treat our field content as a half hypermultiplet transforming in the (2,8s) of

su(2)gauge × so(8)flav. Labeling the associated holomorphic chiral superfield by Qi with

i = 1, ..., 8, we introduce a conjugate spinor of SO(8) Qci which canonically pairs with this

field so that the superpotential can then be written as:

WN=2 =
√

2QciϕQi, (1.2.17)

where again, we suppress the su(2)gauge indices. The associated mesons can be written as:

OA =
(
ρA
)i
j
QciQ

j , (1.2.18)

with ρA the explicit matrix representatives acting on the 8s, and A an adjoint index of

SO(8). In this language, nilpotent mass deformations can be viewed as specific choices for

the ρA (upon complexification of the flavor symmetry algebra).

Figure 5 illustrates the resulting network of nilpotent orbits and RG flows in this specific

case. We also display the value of aIR as we pass from the UV to the IR. The specific

method used to calculate the IR R-charges is essentially the same as in reference [242], and

we will discuss it in greater detail in sections 1.3 and 1.4.

Another important aspect of this example is that we can also explicitly track the structure

of the broken symmetry currents. To do so, we observe that the Lagrangian density for the

SO(8) theory is, in N = 1 language, given by:

LN=2 = Lgauge +
∫
d2θ d2θ̄ Q†ie

VQi +
∫
d2θ WN=2 + h.c. , (1.2.19)

with V the SU(2)N = 1 vector multiplet. Here, Lgauge includes the remaining contributions

to the N = 2 vector multiplet, namely the kinetic terms for the vector multiplet and adjoint

valued chiral superfield.
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Figure 5: The network of RG flows induced by nilpotent plain mass deformations for N = 2
Super Yang-Mills with SU(2) gauge group and four flavors. This theory has an SO(8) flavor
symmetry in the UV. This network is identical to the Hasse diagram of the Lie algebra
so(8). The parameter r = 2Trso(8)(T3T3) is the embedding index for the homomorphism
su(2) → so(8) defined by a nilpotent orbit. The value of the conformal anomaly aIR
decreases, as expected. These flows are determined using the method described in sections
1.3 and 1.4.
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By varying the action with respect to Qi, we obtain the following equation of motion:

− 1
4D

2
Q†ie

V + 2
√

2(Qc)iϕ = 0. (1.2.20)

For the theory with no mass deformations, we have the on-shell F-term constraint:

(Qc)iϕ = 0. (1.2.21)

Using the on shell equations of motion, we observe that the flavor current in the UV:

JA = (ρA)j i(Qc)†jeVQi , (1.2.22)

is actually conserved, namely D2JA = 0.

Next, we add the superpotential deformation:

WD = mj
i(Qc)jQi. (1.2.23)

The current JA is no longer conserved, because of this explicit breaking term. To see what

happens, consider following the Noether procedure with flavor transformation:

δflavQ
i = εA(ρA)ijQj . (1.2.24)

This yields:

− 1
4D

2JA = (Qc)imi
j(ρA)j lQl . (1.2.25)

mi
j is the raising operator of the su(2)D subalgebra and expressing the adjoint index A in

terms of spin j and T3 eigenvalue results exactly in equation (1.2.15). As already mentioned,

an analogous procedure also works for non-Lagrangian theories (see e.g. [414, 310, 309]).
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1.3 Inherited Infrared Symmetries

In this section we turn to an analysis of the 4D N = 1 fixed points generated by nilpotent

mass deformations, focusing on the structure of the symmetries inherited from the origi-

nal UV N = 2 SCFT. Our aim will be to understand both the structure of the infrared

R-symmetry, as well as global symmetries preserved by a nilpotent mass deformation. Ad-

ditionally, we compute the anomalies associated with these symmetries.

One technical assumption we make in this section is that there are no emergent abelian

symmetries. When emergent symmetries are present, as necessarily occurs when some

operators decouple, it is necessary to track which operators have dimension coming close

to the unitarity bound. This requires a more case by case treatment of the nilpotent

deformation in question, and is best handled by way of explicit cases.

We begin by treating the case of plain mass deformations and then turn to the case of

flipper field deformations. After this, we show that under mild assumptions on the values of

aUV and cUV that various numerical quantities are strictly monotonic along directed paths

through the Hasse diagram of nilpotent orbits.

1.3.1 Plain Mass Deformations

Suppose, then, that we introduce a nilpotent mass deformation of a 4D N = 2 SCFT. This

initiates an explicit breaking pattern of the SU(2) × U(1) R-symmetry of the UV theory,

as well as well as the flavor symmetries gUV. By definition, there is a generator T3 in the

Cartan subalgebra such that the operator TrgUV (µ · Oadj) has T3 charge −1. What this

means is that a linear combination of T3 and JN=2 will remain unbroken along the entire

flow to the infrared.

In addition to these symmetries, there are of course all the generators of gUV which commute

with our nilpotent orbit. This defines another flavor symmetry algebra gIR which may also

include various abelian symmetry factors.
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Assuming that we indeed flow to a new fixed point in the infrared with N = 1 super-

symmetry, the infrared R-symmetry will be a linear combination of all available abelian

symmetries:

RIR = RUV + tJJN=2 − tT3 + totherTother, (1.3.1)

where Tother is shorthand for all other abelian symmetries inherited from the UV.

Now, for our plain mass deformation to be a relevant perturbation, it follows that the IR

R-charge of this operator deformation is fixed to be +2. Since Trgflav (µ · Oadj) has charges

RUV = +4/3, JN=2 = −2, T3 = −1 and is neutral under Tother, we learn that the IR

R-symmetry is actually constrained to be:

RIR = RUV +
(
t

2 −
1
3

)
JN=2 − tT3 + totherTother, (1.3.2)

where to fix the remaining parameters t and tother, we must resort to a-maximization [266],

namely we calculate the trial value of the conformal anomaly atrial(t, tother) as a function of

t and tother:

atrial(t, tother) = 3
32
(
3TrR3

IR(t, tother)− TrRIR(t, tother)
)
, (1.3.3)

and find the local maximum with respect to these parameters.

Since we are assuming the absence of emergent symmetries in the infrared, we can use

anomaly matching to express various IR quantities in terms of UV data. In particular, we

shall have need to reference the anomalies:

aUV = 3
32
(
3TrR3

UV − TrRUV
)

(1.3.4)

cUV = 1
32
(
9TrR3

UV − 5TrRUV
)

(1.3.5)

kUV × δAB = −6Tr
(
RUVJ

A
flavJ

B
flav

)
, (1.3.6)

in the obvious notation.
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Let us first establish that tother actually vanishes. To this end, we note that since we have

assumed below line (1.2.1) that the anomalies involving the UV flavor symmetries always

involve precisely two insertions of the same flavor symmetry,3 the only way for tother to

make an appearance in atrial is through a mixed anomaly with a symmetry generator of the

SU(2) × U(1) R-symmetry of the N = 2 SCFT. Since the dependence on tother has only

quadratic dependence, the local maximum necessarily has tother = 0. Hence, the infrared

R-symmetry is actually given by the linear combination:

RIR = RUV +
(
t

2 −
1
3

)
JN=2 − tT3, (1.3.7)

with t to be fixed by a-maximization.

This analysis was already carried out in reference [242] for a specific class of deformations,

but the generalization to our case follows formally the same steps. The only change is that

now, we need to pay attention to the appearance of possibly multiple UV symmetry factors

in:

gUV = g
(1)
UV × ...× g

(n)
UV, (1.3.8)

so we need to label the RFF anomaly for each such factor:

Tr
(
RUVJ

(i)
Ai
J

(i)
Bi

)
= −k

(i)
UV
6 δAiBi . (1.3.9)

Since we can decompose our T3 generator as a direct sum for each simple factor:

T3 = T
(1)
3 ⊕ ...⊕ T (n)

3 . (1.3.10)
3Indeed, recall that the “other” in tother is shorthand for labeling possibly multiple abelian symmetry

factors. This means there could be mixed terms between these factors. If all these abelian factors descend
from a non-abelian symmetry, such mixed anomalies automatically vanish, but it could a priori still be
present for abelian symmetries inherited from the UV theory. This is the main reason the assumption below
line (1.2.1) is required.
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The value of atrial(t) is given by:

atrial(t) = 3
32

[(
36aUV − 27cUV −

9
4

n∑
i=1
k

(i)
UVr

(i)
)
t3

+ (−72aUV + 36cUV)t2 + (48aUV − 12cUV)t
]
,

(1.3.11)

where in obtaining this formula we have used the structure of anomalies as dictated by the

UV N = 2 theory. Here, r(i) refers to the embedding index for the generator T (i)
3 in g

(i)
UV:

r(i) ≡ 2Tr
g
(i)
UV

(
T

(i)
3 T

(i)
3

)
, (1.3.12)

see Appendix A.1 for details.

The local maximum of atrial(t) is then given by the critical point:

t∗ = 4
3 ×

8aUV − 4cUV −
√

4c2
UV + (4aUV − cUV)

n∑
i=1
k

(i)
UVr

(i)

16aUV − 12cUV −
n∑
i=1
k

(i)
UVr

(i)
. (1.3.13)

With this in hand, we can evaluate the anomalies of our candidate infrared fixed point. In

the case of the flavor symmetry anomalies, the structure depends on the remaining flavor

symmetry generators associated with each semi-simple factor, and we denote these unbroken

symmetry currents by J (i)
Ai

. In terms of the parameter t∗, the IR values of these anomalies

are:

aIR = 3
32

[(
36aUV − 27cUV −

9
4

n∑
i=1
k

(i)
UVr

(i)
)
t3∗ + (−72aUV + 36cUV)t2∗

+ (48aUV − 12cUV)t∗
]

(1.3.14)

cIR = 1
32

[(
108aUV − 81cUV −

27
4

n∑
i=1
k

(i)
UVr

(i)
)
t3∗(−216aUV + 108cUV)t2∗

+ (96aUV + 12cUV)t∗
]

(1.3.15)
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and:

K
(i)
IR = 3

2k
(i)
UV × t∗, (1.3.16)

In the above, we have introduced the anomaly coefficient K(i)
IR :

Tr
(
RIRJ

(i)
Ai
J

(i)
Bi

)
= −K

(i)
IR
6 δAiBi , (1.3.17)

where we take the same normalization of all Lie algebra generators as inherited from the

parent UV symmetry. In a given simple factor in the IR, there could be several subalgebras:

h
(i)
1 × ...× h(i)

mi ⊂ g
(i)
IR ⊂ g

(i)
UV, (1.3.18)

each with a different embedding index. We can of course take generators normalized with

respect to these unbroken flavor symmetries to define the more standard quantity via the

embedding index:

k
(i)
li,IR

= Ind(h(i)
li
→ g

(i)
UV)×K(i)

IR . (1.3.19)

The physically more meaningful quantity is k(i)
IR , though it is often more straightforward to

evaluate K(i)
IR .

Operator Scaling Dimensions

Having determined the infrared R-symmetry, we can now extract the scaling dimensions for

a number of operators. It is helpful to organize this analysis according to the representation

content of the subalgebra gIR × su(2)D, where su(2)D is the subalgebra implicitly defined

by a choice of nilpotent orbit. For example, since the mesons transform in the adjoint

representation of gUV, there is a corresponding decomposition into representations:

gUV ⊃ gIR × su(2)D (1.3.20)

adj(gUV)→
⊕
a

(
R(a), j(a)

)
, (1.3.21)
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where on the right-hand side we implicitly sum over irreducible representations of gIR ×

su(2)D which appear in the decomposition of the adjoint. More generally, given operators

in some representation of gUV, we can always decompose into irreducible representations of

gIR × su(2)D.

Supposing then that we have a UV operator transforming in a spin j representation of

su(2)D, we get operators of T3 charge j, j − 1, ...,−j, and we can calculate their scaling

dimension in the IR theory using our infrared R-symmetry:

∆IR = 3
2

(
RUV +

(
t∗
2 −

1
3

)
JN=2 − t∗T3

)
. (1.3.22)

In the specific case of a Coulomb branch scalar Z, we know that since it has vanishing I3

charge, we have 3RUV(Z) = JN=2 (Z), and T3(Z) = 0 (as it is neutral under all of gUV), so

we immediately obtain:

∆IR(Z) = 3
2 t∗ ×∆UV(Z). (1.3.23)

In the case of a mesonic operator Oj,s transforming in a spin j representation of su (2)D,

with T3 charge s, the scaling dimension in the IR is:

∆IR (Oj,s) = 3− 3
2 t∗(1 + s). (1.3.24)

Monotonicity

With these results in place, we now show that various numerical quantities are indeed

monotonic as we proceed to larger orbits in the nilpotent cone. We will also establish this

numerically by “brute force” when we turn to an analysis of explicit N = 2 theories.

To begin, we recall from reference [251, 250] that there is the Hofman-Maldacena bound on

the ratio aUV/cUV for any N = 2 SCFT:

1
2 ≤

aUV
cUV

≤ 5
4 . (1.3.25)
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We now use this general bound to establish some monotonicity results for nilpotent mass

deformations.

Now, as we proceed to larger orbits, the size of the corresponding embedding indices nec-

essarily increases. Introducing the parameter:

K ≡
n∑
i=1
k

(i)
UVr

(i), (1.3.26)

we observe that this quantity always increases as we proceed down a directed path in the

Hasse diagram. To establish various monotonicity results, it thus suffices to evaluate their

response as we vary K.

First of all, we can consider the parameter t∗ given by equation (1.3.13), treated as a

function of K. If we introduce the Hofman-Maldacena bounds, as well as the constraints

from unitarity aUV, cUV, k
(i)
UV > 0, we immediately find (as can be checked explicitly using

Mathematica) that the derivative:
∂t∗
∂K

< 0, (1.3.27)

so in particular, t∗ always decreases along a flow. Moreover, since the Coulomb branch

operators are all proportional to t∗, we also learn that these dimensions are also always

strictly decreasing.

One can also perform a similar analysis for the parameter aIR as a function of K. In addition

to the numerical bounds already introduced, we also require t∗ > 0, which in turn requires

16aUV−12cUV−K > 0. Curiously enough, we find that in order for this quantity to decrease

monotonically, we need to impose a slightly stronger condition than that of line (1.3.25) for

the lower bound:
3
4 ≤

aUV
cUV

≤ 5
4 . (1.3.28)

The most conservative interpretation of this sharper requirement is that as we pass to larger

orbits, we should expect some operators to decouple, in which case the expressions used for
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t∗ and aIR would need to be modified anyway. We will indeed see examples of this type,

though we hasten to add that in the explicit models we consider, the sharper condition of

line (1.3.28) is actually satisfied.

1.3.2 Flipper Field Deformations

Having dealt with the case of plain mass deformations, we now turn to flipper field defor-

mations of an N = 2 SCFT. Recall that this involves promoting the mass parameters of the

N = 2 theory to an adjoint valued chiral superfield, and switching on a background vev:

δW = Trgflav ((madj +Madj) · Oadj) . (1.3.29)

Again, we confine our analysis to the case where this vev is a nilpotent mass deformation.

Since we are activating a breaking pattern which is identical to the case of the plain mass

deformation, much of the analysis of the previous section will carry over unchanged. The

primary issue is that now, we need to track the additional modifications to the infrared

R-symmetry which come from having these additional fields transforming in the adjoint

representation.

From the perspective of the UV theory, we have two decoupled SCFTs, namely the original

N = 2 fixed point, and a decoupled free chiral multiplet. Consequently, there is a U(1)

flavor symmetry with generator Tflip which acts on each flipper field, so that it has charge

+1. The trial infrared R-symmetry is then a general linear combination of the form:

Rflip
IR (t) = Rplain

IR (t) + tflipTflip (1.3.30)

where we have also left implicit the sum over all flippers. Here, the trial infrared R-symmetry

in the case of a plain mass deformation is:

Rplain
IR (t) = RUV +

(
t

2 −
1
3

)
JN=2 − tT3. (1.3.31)
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Now, upon decomposing into representations of su(2)D, we see that all flipper fields will

deform the theory via operators such as Mj,−sOj,s. If we first activate the plain mass

deformation, and then couple to the flipper fields, we see that since the operators Oj,j

with the highest spin have the lowest scaling dimension, then these are the operators which

actually drive a new flow [310, 309]. For this to be so, we require a constraint on the infrared

R-charge assignments (see e.g. [179, 65]):

RIR(Mj,−j) +RIR(Oj,j) = 2, (1.3.32)

so the new trial IR R-symmetry is:

Rflip
IR (t) = Rplain

IR (t) +
(
t− 2

3

)
Tflip. (1.3.33)

We can also calculate the new trial aflip
trial(t) by breaking up the trace over states into those

coming from the original N = 2 theory, and those coming from the flipper fields which

actually participate in the flow. Doing so, we get:

aflip
trial (t) = aplain

trial (t) +
∑
j(a)

[ 3
32

(
3
(
Rflip

IR (Mj(a),−j(a))− 1
)3
−
(
Rflip

IR (Mj(a),−j(a))− 1)
))]

,

(1.3.34)

where in the first term, aplain
trial (t) is the same quantity as in line (1.3.11), and in the second

set of terms, we sum over all highest spin states which appear in the branching rules for

the su(2)D subalgebra. The R-charge for each such flipper field is evaluated with respect to

the original R-symmetry of the plain mass deformation case, namely:

Rplain
IR (Mj(a),−j(a)) = 2

3 + j(a) × t. (1.3.35)

Maximizing over the parameter t appearing in aflip
trial (t), we again obtain the infrared R-

symmetry, and can read off the scaling dimensions of operators, much as before. By a
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similar token, we can also read off the new value of the conformal anomaly cflip
IR . Collecting

these expressions here, we have [203]:

aflip
IR = aplain

IR (t∗) +
∑
j(a)

[ 3
32

(
3
(
Rflip

IR (Mj(a),−j(a))− 1
)3
−
(
Rflip

IR (Mj(a),−j(a))− 1)
))]

(1.3.36)

cflip
IR = aplain

IR (t∗) +
∑
j(a)

[ 1
32

(
9
(
Rflip

IR (Mj(a),−j(a))− 1
)3
− 5

(
Rflip

IR (Mj(a),−j(a))− 1)
))]

,

(1.3.37)

in the obvious notation.

With the infrared R-symmetry in hand, we can also evaluate the new anomalies involving

the flavor symmetry. Since the flipper fields also transform in irreducible representations

of gIR, the IR flavor symmetry, we need to take into account the specific branching rules

associated with the decomposition of the adjoint representation. With notation as in line

(1.3.19), we have:

kIR(h(i)
li

) = Ind(h(i)
li
→ g

(i)
UV)×KIR(gUV) + 6

∑
j(a)

(1− (1− T3(Mj(a),−j(a)))t∗)Ind(ρa(h(i)
li

)).

(1.3.38)

Here, Ind(ρa(h(i)
l )) indicates the index of the representation associated with a given flipper

field for the flavor symmetry algebra h
(i)
li

.

Much as in the case of the plain mass deformations, we can read off the scaling dimensions

of our operators. The operator scaling dimensions for the Coulomb branch scalars and

mesonic operators are basically the same as in lines (1.3.23) and (1.3.24) except that now

we use a modified value for t∗ due to the coupling to flipper fields. In the case of the flipper

fields, we can read off the scaling dimensions of those that actually participate in a flow

via equation (1.3.32). For those flipper fields which do not actually participate in a flow,

we instead have a collection of decoupled free fields. In what follows, we shall ignore these

contributions, focusing exclusively on the interacting fixed point.
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1.4 Emergent Symmetries and Operator Decoupling

In our analysis so far, we have assumed that there are no emergent symmetries in the

infrared. Our aim in this section will be to discuss some general features of when to expect

emergent symmetries in the case of nilpotent mass deformations. We turn to specific UV

theories in the following sections. Turning the discussion around, the mathematical ordering

of nilpotent orbits provides some helpful clues on the nature of these candidate fixed points.

Now, one way such emergent symmetries can show up is when various operators start to

decouple. Assuming that a fixed point is really present, if we assume the absence of emergent

symmetries and find the pathological behavior that some operator has dimension below the

unitarity bound, then it is an indication that this operator has actually decoupled. The

minimal procedure of reference [295] prescribes that we introduce an additional U(1) flavor

symmetry which only acts on the offending operator. From our starting point of an N = 2

theory, the main thing we will be able to check is the scaling dimension of the Coulomb

branch and mesonic operators of the UV parent theory.

Another related possibility is that the IR theory actually enhances to an N = 2 super-

symmetric theory in the infrared. This can occur, for example, in the case of flipper field

deformations [310, 309], and recently a set of general sufficient conditions for such behavior

to occur were proposed in [204]. A necessary (but insufficient) condition to have such an

enhancement is that the various anomalies of the IR fixed point all become rational numbers

rather than the algebraic numbers present for a more general nilpotent mass deformation.

There are however known counter-examples that have rational anomalies but no SUSY

enhancement to N = 2 [164].

Our plan in this section will be to setup some general diagnostics for symmetry enhancement

in the case of nilpotent mass deformations. First, we consider the decoupling of Coulomb

branch operators, and then we turn to the decoupling of mesonic operators. After this we

discuss some special cases associated with rational values for the anomalies. Finally, we
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discuss some preliminary aspects of how the partial ordering implied by a Hasse diagram

lines up with the physical RG flows.

1.4.1 Decoupling of Coulomb Branch Operators

Suppose then, that we perform our initial a-maximization procedure, and, assuming the

absence of any emergent U(1)’s, we calculate the scaling dimension of a Coulomb branch

operator Z. According to our general formula from line (1.3.23), we have:

∆IR(Z) = 3
2 t∗ ×∆UV(Z). (1.4.1)

If this yields a value less than one, but we still expect the presence of an IR fixed point,

this is a strong indication that this operator has actually decoupled (and so has dimension

exactly one). By inspection of our expression for the parameter t∗ we see that this occurs

whenever the embedding index becomes sufficiently large.

Assuming this is the only operator to decouple, it is also straightforward to calculate the

new infrared R-symmetry. Following Appendix B of [267], we have:

anew
IR (t) = aold

IR (t) + 3
32
[ (

3 (Rold(Z) + tZ − 1)3 − 3 (Rold(Z)− 1)3
)

− ((Rold(Z) + tZ − 1)− (Rold(Z)− 1))
]

(1.4.2)

for a in the IR. Here, tZ denotes the charge of Z under the emergent U(1) which only acts

on this operator. Performing a-maximization with respect to tZ then yields

Rnew(Z) ≡ Rold(Z) + tZ = 2
3 . (1.4.3)

At this point, we see that adding the emergent U(1) indeed corrects the scaling dimension

of the offending operator to one, and it decouples. Substituting in this result, along with
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the fact that Rold(Z) = t×∆UV(Z) implies

anew
IR (t) = aold

IR (t)− 3
32
[
3 (∆UV(Z)t− 1)3 − (∆UV(Z)t− 1)

]
+ 1

48 . (1.4.4)

Now, we perform the second part of a-maximization by taking the partial derivative of

anew
IR (t) with respect to t and setting it equal to zero. For the new value

tnew
∗ = − 4

3
(
48aUV − 36cUV − 3kUVr − 4∆3

UV
)(− 24aUV + 12cUV + 3∆2

UV

+
{

36c2
UV + 36aUVkUVr − 6kUVr∆UV + 48aUV (−2 + ∆UV) (−1 + ∆UV) ∆UV

+ ∆4
UV − 3cUV (3kUVr + 4∆UV (6 + (−6 + ∆UV) ∆UV))

}1/2)
(1.4.5)

we find a maximum of anew
IR . Note that we use the abbreviation ∆UV for ∆UV(Z) in this

equation to increase the brevity. One can check that the second derivative of the trial

anew
IR (t) is indeed negative definite at the critical point, so we do get a local maximum.

Let us summarize the central charges after decoupling the offending operator:

anew
IR = aold

IR (tnew
∗ )− 3

32
[
3 (∆UV(Z)tnew

∗ − 1)3 − (∆UV(Z)tnew
∗ − 1)

]
+ 1

48 (1.4.6)

cnew
IR = cold

IR (tnew
∗ )− 1

32
[
9 (∆UV(Z)tnew

∗ − 1)3 − 5 (∆UV(Z)tnew
∗ − 1)

]
+ 1

24 (1.4.7)

Knew
IR = Kold

IR (tnew
∗ ) , (1.4.8)

where aold
IR , cold

IR , and Kold
IR are the central charges which were computed without the emer-

gent U(1). We emphasize that KIR does not receive any additional contributions besides

Kold
IR (tnew

∗ ) due to the fact that Z is not charged under the flavor symmetry. Thus, removing

the contribution from such operators does not directly affect the flavor central charge, just

indirectly by modifying the value of t∗.
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1.4.2 Decoupling of Mesonic Operators

Let us now turn to the possible decoupling of mesonic operators. When we turn to specific

examples, we find that this does not occur for the probe D3-brane theories, but does occur

for 4D conformal matter theories.

We first treat the case of plain mass deformations, and then turn to the case of flipper field

deformations. Returning to our general formula for the operator scaling dimensions (in the

absence of emergent U(1)’s), we see from equation (1.3.24) that the scaling dimension of an

operator Oj,s is:

∆IR (Oj,s) = 3− 3
2 t∗(1 + s). (1.4.9)

So, the bigger the spin of the operator under the su(2)D subalgebra, the smaller the scaling

dimension. This is counteracted to some extent by the decreasing value of t∗, though in

practice, it is still true that as we descend to larger nilpotent orbits, more mesonic operators

start to decouple. For a given spin j representation of su(2)D, it is hopefully clear that

the highest spin state with s = j will have lowest candidate scaling dimension, so if this

operator has scaling dimension above the unitarity bound, the remaining operators in the

same su(2)D multiplet will also be above the bound.

On the other hand, if the highest spin operator falls below the unitarity bound, we can

again posit that it decouples, with a single emergent U(1) which acts only on this operator.

Now, in addition to the highest spin operator Oj,j , there are often other values of s in the

same multiplet which might also appear to violate the unitarity bound. Note, however, that

via our previous discussion of the broken flavor symmetry generators and the relation of

equation (1.2.15):

− 1
4D

2Jj,s = Oj,s−1, (1.4.10)

we know that components of the flavor current and the mesons pair up in long multiplets.

As a result, we again only need to apply our procedure for the “top spin” operators of a

given su(2)D multiplet.
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Once again, reference [267] tells us that all we need to do is remove the contribution from

the offending operator Oi as follows:

anew
IR (t) = aold

IR (t) +
∑
i

3
32
[ (

3 (Rold(Oi) + tOi − 1)3 − 3 (Rold(Oi)− 1)3
)

− ((Rold(Oi) + tOi − 1)− (Rold(Oi)− 1))
]
. (1.4.11)

Naively, one would take the index i in this equation to run over all mesons which appear

to have dimension below the unitarity bound. However, our discussion of the deformed

symmetry current near line (1.2.15) shows that only the highest spin component of each

su(2)D multiplet actually participates in the chiral ring of the IR fixed point.

The procedure of a-maximization with respect to tOi then yields

Rnew(Oi) ≡ Rold(Oi) + tOi = 2
3 .

Again, we see that all bad Oi decouple. The value of t∗ is determined by a-maximization

of anew
IR (t) and the corresponding anomalies are:

anew
IR = aold

IR (t)−
∑
i

3
32
[
3 (Rold(Oi)− 1)3 − (Rold(Oi)− 1)

]
+ 1

48 (1.4.12)

cnew
IR = cold

IR (t)−
∑
i

1
32
[
9 (Rold(Oi)− 1)3 − 5 (Rold(Oi)− 1)

]
+ 1

24 . (1.4.13)

We can also give a general formula for the new kIR(h(i)
li

) after we decouple all the offending

mesons:

kIR(h(i)
li

) = Ind(h(i)
li
→ g

(i)
UV)×KIR(g(i)

UV)− 6
∑
a

(1− (1 + T3(Oa))t∗)Ind(ρa(h(i)
li

)), (1.4.14)

where Ind(ρa(h(i)
l )) is the index of the irreducible representation under which Oi transforms,

and t∗ is the fixed value of the maximization parameter at the last step when there are no

unitarity bound violations anymore.
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Consider next the case of mesonic operators which decouple in the flipper field deformations.

As noted in [65], when an operator decouples, one can introduce an additional “flipping field”

which couples to this field. Doing this is equivalent to the standard procedure of introducing

an additional U(1) anyway. Let us see how this works in detail.

With each M , there comes an additional U(1) symmetry in the UV theory. Coupling the

mesons to the M ’s protects them from dropping below the unitarity bound in the IR.

From another point of view, the process of removing one of the previously offending O’s is

equivalent to adding a coupling to M , as explained in [65]. Compared to the plain mass

deformation the new UV U(1) is equivalent to the emergent U(1) that we would have to

introduce by hand, once a meson drops below the unitarity bound. Hence, for all flipper

field deformations we do not need to worry about any of the mesons decoupling or how

it might affect the anomalies. This is automatically being taken care of by the M ’s. In

fact as explained in [65], the mesons O are zero in the chiral ring, and therefore there are

no unitarity violations associated to them. In the following, we describe this intriguing

mechanism in more detail from another point of view.

The analysis involves essentially the same equations as already presented in section 1.3,

which we present here for convenience of the reader. Recall that with flipper field de-

formations, we have a free chiral superfield M in the adjoint of gUV coupled to Oadj via

δW = TrgUV(Madj · Oadj), with a background value 〈Madj〉 = madj our nilpotent mass term.

There is automatically an extra U(1) symmetry for each Mj(a),−j(a) in the UV. The first

part of the trial IR R-charge is fixed by the plain mass deformation term TrgUV(madj ·Oadj).

In the UV the Mj(a),−j(a) are free multiplets and they are charged under an extra U(1). We

call the generator corresponding the this extra U(1) Tflip. The charge of the fluctuation

of M is normalized to Tflip(M) = 1, and nothing else is charged under it. Moreover we

know that T3(Mj(a),−j(a)) = −T3(O(j(a),j(a))) = −j(a). Now, we have to take this additional
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symmetry into account while computing the trial IR R-charge

RIR = RUV +
(
t

2 −
1
3

)
JN=2 − tT3 + tflipTflip . (1.4.15)

Applying this relation to the superpotential deformation δW , we find

Rnew
IR (δW ) = Rold

IR (Oj(a),j(a)) + tflip + 2
3 − tT3(M(j(a),−j(a))) (1.4.16)

So, we have:

Rold
IR (O) + tflip + 2

3 − tT3(Mj(a),−j(a)) = 2 (1.4.17)

=⇒ tflip = 4
3 −R

old
IR (O) + tT3(Mj(a),−j(a)) = t− 2

3 (1.4.18)

This implies an additional contribution to aIR = aoldIR + δaIR as follows:

δaIR = 3
32

[
3 (tflipTflip(M)− t∗T3(M) +RUV(M)− 1)3 −

(
tflipTflip − t∗T3(M) +RUV(M)−1

)]
= 3

32

[
3(tflipTflip(M)− t∗T3(M))3 − 3(tflipTflip(M)− t∗T3(M))2 + 2

9

]
= 3

32

[
3
(

4
3 −RIR(O)

)3
− 3

(
4
3 −RIR(O)

)2
+ 2

9

]

= − 3
32

[
3 (RIR(O)− 1)3 − (RIR(O)− 1)

]
. (1.4.19)

As a result we can see that adding an additional U(1) through the above coupling is

equivalent to removing the contribution from the “bad” operators directly. This is why

the flipper fields automatically rescue the mesons whenever they would naively drop below

the unitarity bound had this coupling not been there. These additional coupling terms are

identical to the ones that we were forced to add whenever one of the mesons dropped below

the unitarity bound before adding flipper fields.

Another quicker approach which builds upon equation (1.4.19) is to make use of the fact
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that R(M) +R(O) = 2 so that we get:

δaIR = − 3
32
[
3 (2−RIR(M)− 1)3 − (2−RIR(M)− 1)

]
= − 3

32
[
3 (−RIR(M) + 1)3 − (−RIR(M) + 1)

]
= 3

32
[
3 (RIR(M)− 1)3 − (RIR(M)− 1)

]
. (1.4.20)

Therefore, adding directly the contribution from the M ’s is equivalent to removing the

contribution from the “bad” O’s. This recovers our expressions for aIR and cIR up to the

presence of free chiral multiplets that do not couple.

As a result, none of the mesons in the flipper deformed theories can drop below the unitarity

bound because they are all automatically rescued by the M ’s to which they couple.

1.4.3 Rational Theories

One of the interesting features of the “brute force” sweeps we perform in later sections

reveals that in some cases, the anomalies are all rational numbers, even though a priori, we

should only expect algebraic numbers as per the procedure of a-maximization. We refer to

such IR fixed points as rational theories. Clearly, this suggests some additional emergent

structure in the infrared, and in some favorable circumstances, this can also be identified

with the appearance of enhanced N = 2 supersymmetry, as in the case of the Maruyoshi-

Song deformations [310, 309]. In the specific examples we consider, we find that this can

happen both with and without operators decoupling, and both for plain mass deformations

and flipper field deformations, see Appendix A.3 for details.

There has very recently been some progress in understanding some additional sufficient

criteria for N = 2 enhancements [204]. The main idea in this analysis is that whenever we

encounter a flavor singlet operator of the IR theory, we need to be able to interpret as a

scalar operator parameterizing a direction of the Coulomb branch. This is not the case in

our rational theories, but it is also unclear whether there is any additional supersymmetry

enhancement. We leave a full treatment of possible enhancements in these theories for
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future work.

1.4.4 Ordering of RG Flows

As we can see, there is no clean expression that describes aIR as a function of the embedding

index, once we take into account operators that decouple in the IR. One might rightfully

worry that aIR would not necessarily be a simple monotonically decreasing function of

r anymore. However, we observe empirically that the RG flows continue to follow the

trajectory of paths through the Hasse diagram, even after introducing emergent U(1)’s and

flipper field operators. This is explicitly shown in the explicit examples we consider.

We close this section with two important remarks:

1. If no operator drops below the unitarity bound, the theories are guaranteed to follow

the flow pattern specified by the Hasse diagrams.

2. In all of the other cases studied in this chapter, even when operators decouple, we

still observe that the RG flows respect the partial ordering of nilpotent orbits. So,

while the RG flows could have a weaker ordering than the mathematical ordering (if

the wrong mesons hit the unitarity bound) we see that they do not appear to violate

the partial ordering of nilpotent orbits.

1.5 D3-Brane Probe Theories

In the previous sections we introduced a general procedure for treating nilpotent mass

deformations. In this section, we turn to a systematic analysis of all such deformations for

the N = 2 theories defined by a D3-brane probing a 7-brane with D4, E6, E7 or E8 flavor

symmetry. In what follows we do not include the contribution from the decoupled free

hypermultiplet with scalars parameterizing motion of the D3-brane parallel to the 7-brane.

Some examples of nilpotent mass deformations for these theories were analyzed in [242], as

well as [310]. In the F-theory interpretation where we wrap the 7-brane on a surface SGUT,

we have a partially twisted gauge theory with a (0, 1)-connection and an adjoint valued
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(2, 0) form Φ(2,0) [53] (see also [68, 158]). In terms of the associated F-theory geometry,

deformations of Φ(2,0) with non-vanishing Casimir invariant translate to complex structure

deformations of the associated elliptically fibered Calabi-Yau fourfold. The nilpotent case

is especially interesting because it is essentially “invisible” to the complex geometry of the

model. We can then view the mass parameters madj as background values for Φ(2,0) [244,

242], and the particular case of a nilpotent mass deformation defines a T-brane configuration

[41, 155, 94, 20, 113, 114, 60, 302, 21, 61, 300, 133].

From this perspective, it is also natural to view the flipper field deformation as promoting

the zero mode of Φ(2,0) to a dynamical field. This is actually somewhat subtle in the context

of a full F-theory compactification, because making Φ(2,0) dynamical requires us to wrap

the 7-brane on a compact Kähler surface, which also introduces dynamical gauge fields

(zero modes from the (0,1) connection can be eliminated by choosing a suitable surface

and background vector bundle). However, by introducing a sufficiently large number of

additional spectator fields which also interact with this gauge field, we can always take a

limit where this gauge theory is infrared free (in contrast to the case typically assumed in

decoupling limits from gravity).

In both the case of plain mass deformations as well as its extension to flipper field defor-

mations, we see that the IR fixed points defined by the D3-brane provide additional insight

into the structure of T-brane configurations in F-theory.

Let us now turn to an analysis of the fixed points in these theories. Much as in the earlier

sections of this chapter, it is helpful to split our analysis up into the cases of plain mass

deformations and flipper field deformations. We also discuss in detail the special case of

rational theories, which suggest additional structure in the IR. This includes all the previous

N = 2 enhancement theories found in [310], as well as another one which comes about from

deformations of the E7 Minahan-Nemeschansky theory (see also [90]).
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1.5.1 Summary of UV N = 2 Fixed Points

In this section we briefly summarize some aspects of the N = 2 theories. We first list the

anomalies and scaling dimensions of the Coulomb branch operator Z. These values can be

found in [13] and are summarized in table 2 for later convenience:4

G H0 H1 H2 D4 E6 E7 E8

∆UV(Z) 6
5

4
3

3
2 2 3 4 6

aUV
43
120

11
24

7
12

23
24

41
24

59
24

95
24

cUV
11
30

1
2

2
3

7
6

13
6

19
6

31
6

kUV
12
5

8
3 3 4 6 8 12

Table 2: Scaling dimensions and anomalies of rank 1 4D N = 2 SCFTs.

From there the anomalies and scaling dimensions in the IR can directly be computed from

the previously derived equations. The only necessary information is the embedding index

of the su(2)D subalgebra defined by the nilpotent orbit. Since we only have one flavor

symmetry factor, the Cartan matrix is uniquely specified by the nilpotent orbit one wants

to consider. Then it is only a matter of evaluating the formulae of sections 1.3 and 1.4.

1.5.2 Plain Mass Deformations

It is noteworthy that for all of the rank one probe D3-brane theories, the mesons never

appear to decouple. However, ∆IR(Z) sometimes does decouple when the value of r becomes

too large. In general the unitarity bound for the operator Z is violated whenever:

r ≥ 5 for SO(8)

r ≥ 19 for E6

r ≥ 40 for E7

r ≥ 107 for E8 . (1.5.1)

4While it is entirely possible to study nilpotent deformations of the Argyres-Douglas theories they are
too simple to be of interest. However, for convenience we do list their UV values in table 2.
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Figure 6: Plots of aIR (blue stars) and cIR (green triangles) vs embedding index r for the
different probe D3-brane theories. The red vertical dashed line denotes the largest value of
r before the Coulomb branch operator Z decouples. Anything to the right of this line has a
single emergent U(1) to rescue the Coulomb branch operator. The plots are log-scaled on
the x-axis for presentation purposes due to the fact that the region of deformed theories is
denser around lower values of r and becomes more sparse as r increases.

There are a large number of possible nilpotent deformations. Due to the size of the resulting

tables we only list our results for flavor symmetry D4 and all rational results for the ex-

ceptional groups. Rational coefficients are of particular interest as they suggest additional

structure present in the IR. When comparing our results with the subset of cases studied

in [242] we find perfect agreement aside from the last column of table 5 which contains the

correct value of t∗ but a minor typo for the values of aIR and cIR.

The complete list of all the possible deformations can be accessed via a Mathematica routine

summarized in Appendix A.3. Due to the very large amount of data we only list here the

rational results for the exceptional groups in Appendix A.3.
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The tables are organized as follows. For the top tables, first we list the Bala-Carter label

of the deformation, or simply the partition of the fundamental representation’s splitting

in the case of SO(8). The second column gives the value of the embedding index r. The

following three columns give the anomalies aIR and cIR, as well as the value of the parameter

t after re-doing any a-maximization if necessary. Whenever fields decouple (because they

first hit the unitarity bound and are rescued by emergent U(1)’s) then we can look at the

interacting part versus the complete contribution to aIR and cIR. Indeed, whenever an

operator decouples it contributes a factor of 1/48 or 1/24 to aIR and cIR respectively, and

we separately report these values in our tables. The first number in columns 3 and 4 is only

the interacting piece, while the second number also includes the contribution from any free

multiplets that decoupled. Thus those numbers only differ by an integer n times 1/48 (or

1/24), where n is equal to the number of multiplets generators that have decoupled and

become free. If there is no emergent U(1) introduced and no field decouples then there is

only an interacting piece and only the first number makes sense and is listed. Finally, the

last two columns give the scaling dimension of the Coulomb branch parameter Z and the

lowest scaling dimension of the mesons O’s.

For the bottom tables we first list the Bala-Carter label of the deformation, followed by

the residual flavor symmetry. The following four columns correspond to the flavor central

charges kIR taken with respect to the residual flavor symmetry. For each we list their value

with only the interacting part of the theory or including the free fields which decoupled in

separate columns. Finally, we note that there are separate values for each of the subgroups

in the product decomposition of the residual flavor, hence the multiple values listed in each

column. For the theories with exceptional flavor symmetry we only list values that have

rational anomalies.

Furthermore, as it is impractical to list all the other values in a single table we provide plots

of aIR and cIR as functions of the embedding index r:

As we can see, as r increases, the anomalies decrease. Whenever an additional deformation
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Figure 7: Plots of cIR vs. aIR for plain nilpotent mass deformations of the different probe
D3-brane theories.
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is introduced the embedding index increases. Physically, this translates in a flow to a lower

IR theory down the Hasse diagram of possible RG flows. As a result we expect the degrees

of freedom to decrease, that is aIR should decrease along this Hasse diagram. The fact that

aIR is a monotonically decreasing function of r is an easy consistency check. We also note

that the interacting piece of the anomaly (first value of columns 3) also decreases the same

way.

It is also interesting to note that for a given UV N = 2 fixed point, the ratio of anomalies

aIR/cIR remains roughly constant over the entire nilpotent network. Reference [308] noticed

a similar effect. We also determine the overall statistical spread in the value of the ratio

aIR/cIR for plain mass deformations of the probe D3-brane theories. By inspection of the

plots in figure 6, we see that there is a roughly constant value for each theory. We also

calculate the mean and standard deviation by sweeping over all such theories, the results

of which are shown in table 3. Quite remarkably, the standard deviation is on the order of

1% to 5%, indicating a remarkably stable value across the entire network of flows. Another

curious feature is that the mean value of aIR/cIR decreases as we increase to larger flavor

symmetries. Precisely the opposite behavior is observed in the nilpotent networks of 4D

conformal matter.

D4 E6 E7 E8
Mean 0.86 0.83 0.82 0.81

Std. Dev. 0.03 0.03 0.03 0.03
Max 0.94 0.94 0.94 0.94
Min 0.82 0.79 0.78 0.77

Table 3: Table of means and standard deviations for the ratio aIR/cIR across the entire
nilpotent network defined by plain mass deformations of probe D3-brane theories. We also
display the maximum and minimum values.

1.5.3 Flipper Field Deformations

Consider next flipper field deformations of the probe D3-brane theories. As one would

expect, we recover the results from [8]. In Appendix A.3 we present all our results for D4
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flavor symmetry and only list the values with rational anomalies for the exceptional flavors

E6,7,8. Furthermore, we highlight cases where we obtain known enhancements to N = 2

theories such as H0, H1, and H2 (as already pointed out in [8]), and we find an enhancement

of the E7 Minahan-Nemeschansky theory to the Argyres-Douglas theory H1, in agreement

with [203, 204, 90]. It is associated with the Bala-Carter label E6 which has embedding

index r = 156. In such cases we can compute the embedding index rF of the residual flavor

symmetry and see that not only aIR and cIR match the known values but kIRrF also yields

the proper value for the flavor central charge of these theories. It is noteworthy that in those

particular cases, the chiral multiplets, Mj(a),−j(a) , that survive transform trivially under the

residual flavor symmetry and therefore do not introduce any additional contributions to the

flavor central charge. This is however not true in general.

We also again plot aIR and cIR as functions of the embedding index r for each of the above

cases.

This time we see that the central charges do not exactly decrease as the embedding index

r increases. However, they do decrease along the flows defined by the Hasse-diagrams, as

expected. Another interesting feature of these Hasse diagram flows is that the number of

flipper field deformations which actually participate in a flow can vary wildly from orbit to

orbit (since the number of su(2)D irreducible representations also jumps a fair amount). Of

course, such fields must be included in computing various anomalies, even if they serve to

decouple mesonic operators which drop below the unitarity bound. Doing so, we find that

aIR indeed decreases monotonically along a flow.

This raises the question of alternative numerical invariants instead of the embedding index

which might be used to order RG flows in this class of theories. We have chosen the

embedding index because this is the quantity which naturally appears in the construction

of the infrared R-symmetry (see equations 1.3.14). Additionally, it is numerically simple to

obtain and often a useful proxy for the ordering of the RG flows. We are not aware of any

other quantity which could provide a better trade off between accuracy and the complexity
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Figure 8: Plots of aIR (blue stars) and cIR (green triangles) vs embedding index r for the
different flipper field deformations of probe D3-brane theories.
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to compute it. Looking at the Hasse-diagram of the corresponding nilpotent orbits, one

would expect that a more accurate description requires more parameters than just one.

This would turn the presented plots into higher dimensional ones. For instance, the x-axis

would need to be replaced by a series of branches corresponding to the full Hasse diagrams.

The resulting plots would be much more complex than they need to be. Especially given

how closely the embedding index gets to properly ordering the RG flows. Hence, we continue

to rely on this physical parameter rather than try and introduce a less natural quantity.

Finally, another interesting feature of our analysis is that the ratio aIR/cIR is roughly

constant for a fixed deformation, given a flavor symmetry gUV in the UV (see figure 9).

Much as for the plain nilpotent mass deformations, the overall statistical spread in the value

of the ratio aIR/cIR is also remarkably small, and is on the order of 1% to 5%, indicating a

remarkably stable value across the entire network of flows. Another curious feature is that

the mean value of aIR/cIR decreases as we increase to larger flavor symmetries. Precisely

the opposite behavior is observed in the nilpotent networks of 4D conformal matter. See

table 4 for the specific values.

D4 E6 E7 E8
Mean 0.73 0.69 0.67 0.65

Std. Dev. 0.04 0.04 0.03 0.03
Max 0.83 0.78 0.77 0.75
Min 0.66 0.62 0.6 0.59

Table 4: Table of means and standard deviations for the ratio aIR/cIR across the entire
nilpotent network defined by flipper field deformations of probe D3-brane theories. We also
display the maximum and minimum values.

1.6 4D Conformal Matter Theories

In this section we turn to the case of 4D conformal matter theories. In F-theory terms,

these are obtained from a pair of intersecting 7-branes each with gauge group G which

intersect along a common T 2, namely we have the compactification of 6D conformal matter

to an N = 2 theory. Some properties of these theories such as the anomaly polynomial
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Figure 9: Plots of cIR vs. aIR for the different flipper field deformations of probe D3-brane
theories.
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were determined in [338, 339], and their role as building blocks in generalized quiver gauge

theories was studied in [28, 27].

Now, in this case, the interpretation of the mass parameters is somewhat different from

the D3-brane case. The reason is that the 4D conformal matter defines a current which

couples to the gauge fields of the 7-brane. More precisely, from the (0, 1) connection and the

adjoint valued (2, 0)-form, it is now the pullback of the (0, 1) connection A(0,1) onto the T 2

which actually couples to the 4D conformal matter. A mass deformation then corresponds

to switching on a zero mode for this connection along the curve. Now in the case where

the associated Wilson loop is not unipotent (so that the zero mode is not nilpotent), this

would be an element of the Deligne cohomology D2,2(CY4) for the associated elliptically

fibered Calabi-Yau fourfold of the F-theory model (see [41] as well as [20]). This can also be

viewed as a T-brane deformation of sorts, because in the limit where the mass parameter is

nilpotent, this deformation is “invisible” in the associated moduli space problem.5 Clearly, it

is also natural to promote these background parameters to a dynamical field, as will happen

if we wrap these 7-branes on compact Kähler surfaces, and some examples of weakly gauging

flavor symmetries in this way were studied in [27]. To get a stringy embedding of the flipper

fields, however, we must take a suitable limit where the gauge fields become IR free, but

the chiral superfields remain dynamical.

Our plan in the remainder of this section will be to discuss some further aspects of these

conformal matter theories. We begin by reviewing some aspects of the original N = 2

theories, and then turn to an analysis of the resulting nilpotent network of N = 1 fixed

points. When we turn to the plots and statistics for these networks, we treat the nilpotent

orbit with GL ↔ GR interchanged as distinct.
5More precisely, the moduli space can develop singularities, and as explained in [20], the gauge theory

on the 7-brane serves to complete the moduli space in these singular limits.
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1.6.1 Summary of UV N = 2 Fixed Points

We now review some aspects of N = 2 (G,G) 4D conformal matter obtained from com-

pactification of (G,G) 6D conformal matter on a T 2. We present in table 5 the values for

the central charges and flavor symmetries, together with the dimensions and multiplicities

of the Coulomb branch operators. We give further details on how those results are obtained

in Appendix A.2.

(GL, GR) (Dk, Dk) (E6, E6) (E7, E7) (E8, E8)
aUV

1
24 (k(14k − 19)− 53) 613

24
817
12

1745
8

cUV
1
6 (k(4k − 5)− 13) 173

6
442
6

457
2

kflavL , kflavR 4k − 4 24 36 60

∆(Zi) {61, ..., (2k − 2)1}
{61, 81, 91,
122}

{61, 81, 101,
122, 142, 183}

{61, 81, 122, 142,
183, 203, 244, 305}

Table 5: Anomalies and scaling dimensions for 4D N = 2 (G,G) conformal matter. In the
last row, the subscripts are the multiplicities, i.e. the number of Coulomb branch operators
with that specific scaling dimension.

The dimension of the Coulomb branch for the different conformal matter theories on T 2 are

dimC (Coul [(Dk, Dk)]) = k − 3, (1.6.1)

dimC (Coul [(E6, E6)]) = 5, (1.6.2)

dimC (Coul [(E7, E7)]) = 10, (1.6.3)

dimC (Coul [(E8, E8)]) = 21. (1.6.4)

which matches the expectation from 6D [140]:

dimC (Coul [G])) = h∨G − rG − 1 , (1.6.5)

where rG is the rank of G and h∨G is the dual Coxeter number of G. In order to extract the

dimensions of the Coulomb branch operators for the different conformal matter theories,

we read off the scaling dimension of the deformations from the mirror geometries of the

59



elliptic threefold of the F-theory geometry. The mirror geometries for (En, En) theories

were provided in [141] and the (Dk, Dk) case can be obtained from the curve in equation

(5.4) of reference [338].

1.6.2 Plain Mass Deformations

The computations for conformal matter follow the general procedure outlined in previous

sections. We now have two flavor groups, so two nilpotent orbits labeled by corresponding

Bala-Carter labels. Each one comes with an embedding index rL and rR.

We have actually already encountered the (D4, D4) 4D conformal matter theory: it is

simply the rank one E8 Minahan-Nemeschansky theory (it can still be accessed with the code

described in Appendix A.3). It mainly serves as a cross-check on the general procedure, and

we find perfect agreement for those deformations which live in an so(8)× so(8) subalgebra.

Thus, we simply list in Appendix A.3 the rational theories in the case where the parent

4D conformal matter theory has exceptional flavor symmetry. Due to their large size the

tables are also split in their length. The top half contains the Bala-Carter labels, embedding

indices, anomalies and t∗. The bottom half repeats the Bala-Carter labels and t∗ before

providing scaling dimensions. Finally, the tables for the flavor central charges are too large

to include here. So, we refer the reader to the companion Mathematica code for those

results.

We also provide contour plots of aIR vs. the embedding indices of the right and left flavors.

We hasten to add that while the partial ordering of nilpotent orbits enforces a corresponding

ordering for the associated embedding indices, the converse is not true (the Hasse diagram

has more fine structure). This is an unfortunate artifact of displaying all of our data with

respect to a two-dimensional contour plot. Of course, the plots (just like the tables) are

symmetric under the interchange of rL with rR. We also see that for any fixed value of rL the

value of aIR decreases as the deformation on the right increases (along the Hasse diagram)

when the interacting piece plus free decoupled fields are considered, as well as when central

charges of only the interacting piece are analyzed (the plots for only the interacting piece
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Figure 10: Plots of aIR vs left and right embedding indices for the different plain mass
nilpotent deformations of 4D conformal matter theories. The contour plots are obtained
by extrapolating between the actual data points which are labeled in green diamonds and
red circles. The green diamonds correspond to deformations where all operators remain
above the unitarity bound and no emergent U(1) appears. The red circles correspond to
deformations where some operators hit the unitarity bound and emergent U(1)’s are present.
We emphasize that sometimes different nilpotent orbits can have the same embedding index.
A log-scale is used to spread the dense region at low values of the embedding indices.
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would look very similar).

Furthermore, if we simultaneously increase both rL and rR while keeping rL = rR (along

the Hasse diagram), then aIR monotonically decreases. This is again consistent with the

expectation that the number of degrees of freedom should decrease as the deformations

becomes larger along the RG flows.

Another interesting feature of our numerical sweep is that we sometimes encounter theories

where an operator decouples, but further down the Hasse diagram, we see no apparent

unitarity bound violations. This does not contradict the general structure implied by the

nilpotent cone, since deeper down in the Hasse diagram it often happens that the top spin

operator of su(2)D may not be a top-spin operator deeper down in the nilpotent cone. As

we have already explained, the lower spin operators are trivial in the chiral ring of the IR

fixed point, so it is neither here nor there to see a jump in the number of emergent U(1)’s

as we proceed deeper into the IR.

We also determine the overall statistical spread in the value of the ratio aIR/cIR for plain

mass deformations of the probe D3-brane theories. By inspection of the plots in figure

11, we see that there is a roughly constant value for each theory. We also calculate the

mean and standard deviation by sweeping over all such theories. Just as in the case of the

probe D3-brane theories, we find that the standard deviation is on the order of 1% to 5%,

indicating a remarkably stable value across the entire network of flows. The specific values

are displayed in table 6. Another curious feature is that the mean value of aIR/cIR increases

as we go to larger UV flavor symmetries. Precisely the opposite behavior is observed in the

nilpotent networks of probe D3-brane theories.
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Figure 11: Plots of cIR vs aIR for the different plain mass nilpotent deformations of 4D
conformal matter theories.

(D4, D4) (E6, E6) (E7, E7) (E8, E8)
Mean 0.80 0.91 0.94 0.97

Std. Dev. 0.01 0.01 0.004 0.003
Max 0.81 0.91 0.95 0.98
Min 0.77 0.89 0.92 0.96

Table 6: Table of means and standard deviations for the ratio aIR/cIR across the entire
nilpotent network defined by plain mass deformations of 4D conformal matter. We also
display the maximum and minimum values.

1.6.3 Flipper Field Deformations

Finally, we come to flipper field deformations of conformal matter. The analysis is sim-

plified by the fact that we do not need to worry about mesons decoupling since they are

automatically rescued (if they drop below the unitarity bound) by the flipper fields M to

which they couple.
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As before, the results with rational values are tabulated in Appendix A.3, and more general

deformations can be accessed via the Mathematica code.

Finally, we provide contour plots of aIR vs. the left and right embedding indices rL and rR.

Again, we emphasize that what really needs to be monotonic is the flow down the Hasse

diagram, which in most cases (though not all) aligns with the increase of the embedding

indices rL and rR. Quite remarkably, even this coarse data based on the embedding indices

(though there are a few exceptions) usually is enough to establish monotonicity.

We also determine the overall statistical spread in the value of the ratio aIR/cIR for flipper

field deformations of 4D conformal matter. By inspection of the plots in figure 13, we see

that there is a roughly constant value for each theory. We also calculate the mean and

standard deviation by sweeping over all such theories, displaying the results in table 7. As

in all the other cases we have considered, the standard deviation is on the order of 1%

to 5%, indicating a remarkably stable value across the entire network of flows. Another

curious feature is that the mean value of aIR/cIR increases as we increase to larger flavor

symmetries. Precisely the opposite behavior is observed in the nilpotent networks of probe

D3-brane theories.

(D4, D4) (E6, E6) (E7, E7) (E8, E8)
Mean 0.73 0.87 0.92 0.96

Std. Dev. 0.01 0.02 0.01 0.01
Max 0.80 0.91 0.95 0.98
Min 0.68 0.81 0.86 0.91

Table 7: Table of means and standard deviations for the ratio aIR/cIR across the entire
nilpotent network defined by flipper field deformations of 4D conformal matter. We also
display the maximum and minimum values.
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Figure 12: Plots of aIR vs left and right embedding indices for the different conformal matter
theories, with flipper field deformations. The contour plots are obtain by extrapolating
between the actual data points which are labeled in green.
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Figure 13: Plots of cIR vs. aIR for flipper field deformations of 4D conformal matter.
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1.7 Conclusions

One of the important open issues in the study of conformal field theories is to better

understand the totality of fixed points, and their network of flows under deformations.

In this chapter we have shown that a great deal of information on the structure of RG flows

for 4D SCFTs can be extracted in the special case of nilpotent mass deformations. Starting

from a UV N = 2 SCFT, we have presented a general analysis of the resulting N = 1 fixed

points, both in the case of plain mass deformations, as well as in the generalization to flipper

field deformations, where these parameters are treated as background vevs for a dynamical

adjoint valued N = 1 chiral superfield of the parent theory. In addition to presenting a

general analysis of the resulting fixed points, we have performed an explicit sweep over all

possible nilpotent deformations for the N = 2 theories defined by D3-branes probing a D-

or E-type 7-brane, as well as the nilpotent deformations of 4D (G,G) conformal matter. In

both cases, we have found strong evidence that the mathematical partial ordering defined

by the nilpotent cone of the associated Lie algebras is obeyed in the physical theories as well.

Moreover, the directed graph of this partially ordered set also lines up with the possible

relevant deformations of the physical theory, providing a very detailed picture of the possible

RG flows from one fixed point to another. The structure of the Hasse diagrams obtained

provides a partially ordered set, which cleanly matches to physical 4D RG flows. We can

then take advantage of this fact (even in a more general setting) whenever there is a flavor

symmetry present and we activate a breaking pattern generated by a nilpotent orbit. In

addition to presenting the full sweep over theories in a companion Mathematica program,

we have also observed a number of intriguing “phenomenological” features, including the

appearance of several theories with rational anomalies. We have also seen that for a given

UV N = 2 fixed point, the ratio aIR/cIR is roughly constant over the entire nilpotent

network. In the remainder of this section we discuss some avenues of further investigation.

One item left open by our analysis is a full treatment of the full network of RG flows in cases

where mesonic operators decouple from the new IR fixed point. As we have already ex-
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plained, such mesonic operators are often necessary to perform further perturbations deeper

down in the Hasse diagram, so the absence of these operators could a priori pose some issues

in the context of matching the full network defined by the Hasse diagram to corresponding

RG flows. Even so, we have not found an explicit example which demonstrates that any

links are in fact “broken.” It would be most illuminating to further understand this class of

theories.

Even within the class of theories considered here, there are some additional relevant deforma-

tions we could contemplate switching on. This includes the possibility of mass deformations

which are semi-simple, namely their matrix representatives are diagonalizable. Since such

diagonal elements can also be presented as the sum of two nilpotent elements, it is quite

likely that the analysis presented here may implicitly cover such cases as well, and may

actually help to “explain” the appearance of our rational theories. It would be interesting

to analyze this issue further.

The bulk of this chapter has focused on determining various properties of the new infrared

fixed points generated by nilpotent mass deformations, including the operator scaling di-

mensions of various operators. Another tractable quantity to potentially extract is the

superconformal index. This could shed additional light on the IR properties of these the-

ories. Additionally, it would be quite interesting to see whether there is a corresponding

partial ordering for these indices, as induced by the partial ordering on nilpotent orbits.

Much of our analysis has focused on the case of a single D3-brane probing an F-theory 7-

brane, as well as the case of “rank one 6D conformal matter,” namely (in M-theory terms)

a single M5-brane probing an ADE singularity. It would be quite natural to extend the

analysis presented here to the case of additional branes. While the anomalies for the case

of multiple D3-branes have already been determined [13], the corresponding statements for

multiple M5-branes probing an ADE singularity, and the resulting 4D anomaly polynomial

are apparently unknown. With this result in hand, it would then be possible to study

nilpotent mass deformations for this class of theories as well.
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Another natural class of theories involves the compactification of 6D conformal matter on

more general Riemann surfaces in the presence of background fluxes and punctures. In this

case, even before switching on nilpotent mass deformations, we expect from the general

procedure outlined in [64] to get a 4D N = 1 SCFT, as in references [184, 338, 141, 170,

339, 115, 331, 229, 353, 45, 28, 278, 223, 80, 277, 27]. Many of these theories admit a weakly

coupled Lagrangian description [277, 354], so studying the possible nilpotent deformation

and comparing the central charges with the class of theories studied here might lead to

Lagrangian descriptions for some of the resulting IR fixed points.

Moreover, we have also seen a number of numerical coincidences, including the appearance of

rational theories, as well as a relatively constant value for aIR/cIR over an entire nilpotent

network. It would be very interesting to understand whether these coincidences have a

simple top down interpretation.

Finally, it is interesting to look at SCFTs in higher dimensions and ask how they are affected

by nilpotent deformations. This is particularly useful given that many higher dimensional

theories can be compactified to four dimensions. In fact, many 6D SCFTs serve as the

“master theories” for understanding a wide variety of lower-dimensional, strongly coupled

phenomena. A typical example is the flat T 2 compactification of 6D SCFTs with 16 real

supercharges which yields the 4D N = 4 super Yang-Mills theory. We will thus probe

several 6D SCFTs by introducing nilpotent deformations from strings stretching between

stacks of intersecting 7-branes. The aim of the next chapter is to leverage the power of

string junctions to better understand the Higgs branch deformations and nilpotent orbits

of these theories.
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CHAPTER 2: T-Branes, String Junctions, and 6D SCFTs

2.1 Introduction

One of the surprises from string theory is the prediction of whole new classes of quantum

field theories decoupled from gravity. While the previous chapter dealt with 4D super-

conformal field theories (SCFTs), we will now look to other central examples of this sort:

6D SCFTs. The only known way to reliably engineer examples of such theories is to start

with a background geometry in string / M- / F-theory, and to consider a singular limit

in which all length scales are sent to zero or infinity (for early work in this direction see

e.g. [406, 379, 365]). Since small deformations away from these scaling limits have a sen-

sible coupling to higher-dimensional gravity, there is strong evidence that this leads to an

interacting conformal fixed point.

The most flexible method known for constructing such theories is via F-theory on a non-

compact, elliptically-fibered Calabi-Yau threefold. SCFTs are generated by simultaneously

contracting a configuration of curves in the base geometry. There is now a classification of

all elliptic threefolds which can generate a 6D SCFT, and in fact, each known 6D SCFT can

be associated with some such threefold [237, 235] (see also [69, 70]).1 For a recent review,

see reference [239].

In these sorts of constructions, one begins away from the fixed point of interest and then

tunes to zero various operator vevs in the low energy effective field theory. In this UV

limit, the effective field theory description breaks down, but the stringy description still

remains well-behaved. From this perspective, the main question is to better understand the

microscopic structure of these 6D SCFTs.

The F-theory realization of 6D SCFTs provides insight into the corresponding structure of

these theories as well as their moduli spaces (see [239]). Perhaps surprisingly, all known
1The caveat to this statement is that in all known constructions, there is a non-trivial tensor branch.

Additionally, in F-theory there can be “frozen” singularities [410, 382, 71]. We note that all such models
still are described by elliptic threefolds with collapsing curves in the base.
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6D SCFTs resemble generalizations of quiver gauge theories in which (on a partial tensor

branch) the theory involves ADE gauge groups linked together by 6D conformal matter

[140, 227]. The topology of these quivers is rather simple, and consists of a single spine of

such gauge groups. The space of tensor branch deformations translates in the geometry to

the moduli space of volumes for the contractible curves in the base of the elliptic threefolds.

Additionally, Higgs branch deformations translate to complex structure deformations of the

corresponding elliptic threefolds.

The quiver-like description of 6D SCFTs also suggests that Higgs branch deformations

can be understood in terms of breaking patterns associated with the flavor symmetries of

these theories. For example, in the 7-brane gauge theory, nilpotent elements of the flavor

symmetry algebra correspond to “T-brane configurations” of 7-branes. For a partial list of

references to the T-brane literature, see references [41, 155, 93, 94, 159, 20, 114, 106, 240,

111, 60, 302, 21, 112, 105, 300, 241, 26, 133, 90, 301, 62, 49].

A pleasant aspect of nilpotent elements is that they come equipped with a partial ordering,

as dictated by the symmetry breaking pattern in the original UV theory. Indeed, the orbit of

each nilpotent element under the adjoint action specifies (under Zariski closure) a partially

ordered set. This partial ordering determines fine-grained structure for Higgs branch flows

between different 6D SCFTs [240, 313] and points the way to a possible classification of RG

flows between 6D SCFTs [241].2

This has been established in the case of 6D SCFTs with a sufficient number of gauge group

factors in the quiver-like description, i.e., “long quivers,” where Higgsing of the different

flavor symmetries is uncorrelated, and there are also hints that it extends to the case of

“short quivers” in which the structure of Higgsing is correlated.

One feature which is somewhat obscure in this characterization of Higgs branch flows is

the actual breaking pattern taking place in the quiver-like gauge theory. Indeed, in the

case of a weakly-coupled quiver gauge theory, the appearance of matter transforming in
2See also references [242, 26] for a related discussion of partial ordering in the case of certain 4D SCFTs.
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representations of different gauge groups means that the corresponding D-flatness conditions

for one vector multiplet will automatically be correlated with those of neighboring gauge

group nodes. This means that each breaking pattern defined on the exterior of a quiver

will necessarily propagate towards the interior of the quiver. Even in the case of quiver

gauge theories with classical algebras, the resulting combinatorics for tracking the breaking

pattern of a Higgs branch deformation can be quite intricate.

To address these issues, in this chapter we use the physics of brane recombination to extract

the combinatorics of Higgs branch flows in 6D SCFTs. In stringy terms, brane recombination

is associated with the condensation of strings stretched between different branes. In the

context of F-theory, strings can be bound states of F1- and D1- strings, and they can

have multiple ends. Our task, then, will be to show how such multi-pronged strings attach

between different stacks of branes, and moreover, how this leads to a natural characterization

of brane recombination for Higgs branch flows in 6D SCFTs.

Since we will be primarily interested in flows driven by nilpotent orbits, we first spell out

how a given configuration of multi-pronged strings attached to bound states of [p, q] 7-

branes maps on to the breaking pattern associated with a particular nilpotent orbit of

an algebra. Separating these branes from one another corresponds to a choice of Cartan

subalgebra, and strings stretched between these separated branes correspond to Lie algebra

elements associated with roots of the Lie algebra, defining a directed graph between the

nodes spanned by these branes. In particular, we show that we can always generate a

nilpotent element of the (complexified) Lie algebra by working in terms of a directed graph

which points in one direction. We also show that, starting from such a directed graph,

appending additional strings always leads to a nilpotent element with a strictly larger

nilpotent orbit. We thus construct the entire nilpotent cone of each Lie algebra of type

ABCDEFG using such multi-pronged string junctions.

With this result in place, we next turn to an analysis of Higgs branch flows in quiver-like 6D

SCFTs, as generated by T-brane deformations. We primarily focus on 6D SCFTs generated
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by M5-branes probing an ADE singularity with flavor symmetry GADE ×GADE , as well as

tensor branch deformations of these cases to non-simply laced flavor symmetry algebras. As

found in [241], these are progenitor theories for many 6D SCFTs (the other being E-string

probes of ADE singularities [227, 235, 312, 173, 87]). The partial tensor branch of these

parent UV theories are all of the form:

[G0]−G1 − ...−Gk − [Gk+1] (2.1.1)

with G0, Gk+1 flavor symmetries and G1, ..., Gk gauge symmetries. We show that Higgs

branch flows are determined by a system of coupled D-term constraints, one for each node

of such a quiver gauge theory. This in turn means that the “links” between gauge nodes

behave as a generalization of matter, as suggested by the structure of these quivers. We

also show that condensing these strings leads to a sequence of brane recombinations, relying

on a parallel with Hanany-Witten moves [216] seen in the type IIA framework to derive

the type IIB recombination moves. We present a complete characterization of quiver-like

theories with classical algebras, and briefly discuss what would be needed to extend this

analysis to quiver-like theories with exceptional gauge group factors.

The explicit characterization of nilpotent orbits in terms of string junctions also allows us

to study Higgs branch flows in which the number of gauge groups is small. This case is

especially interesting because there are non-trivial correlations on the symmetry breaking

patterns, one emanating from the left flavor symmetry G0 and the subsequent D-term

constraints on its gauged neighbors and one emanating from the right flavor symmetry

Gk+1 and its gauged neighbors in the quiver of line (2.1.1). This sort of phenomenon occurs

whenever the size of the nilpotent orbit of the flavor algebras is sufficiently large, and the

number of gauge groups k is sufficiently small. We study these “overlapping T-branes”

in detail in the case of the classical algebras. In particular, we show how to extract the

resulting IR SCFT using our picture in terms of brane recombination. We leave the case of

short quivers with exceptional gauge groups / flavor symmetries to future work.
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The rest of this chapter is organized as follows. First, in section 2.2, we review in gen-

eral terms the structure of 6D SCFTs as quiver-like gauge theories, and we explain how the

worldvolume theory on 7-branes leads to a direct link between Higgs branch flows and nilpo-

tent orbits of flavor symmetries. In section 2.3, we show how to reconstruct the nilpotent

cone of a flavor symmetry algebra in terms of the combinatorial data of strings stretched

between stacks of [p, q] 7-branes. Section 2.4 uses this combinatorial data to provide a sys-

tematic method for analyzing Higgs branch flows in quiver-like theories with classical gauge

groups, including cases with 6D conformal matter. In section 2.5, we study Higgs branch

flows from overlapping nilpotent orbits in short quivers, and in section 2.6 we present our

conclusions. A number of additional detailed computations are included in the Appendices.

2.2 6D SCFTs as Quiver-Like Gauge Theories

In this section, we briefly review the relevant aspects of 6D SCFTs which we shall be studying

in the remainder of this chapter. The main item of interest for us will be the quiver-like

structure of all such theories, and the corresponding Higgs branch flows associated with

nilpotent orbits of the flavor symmetry algebra.

To begin, we recall that the F-theory realization of 6D SCFTs involves specifying a non-

compact elliptically-fibered Calabi-Yau threefold X → B, where the base B of the elliptic

fibration is a non-compact Kähler surface. In minimal Weierstrass form, these elliptic

threefolds can be viewed as a hypersurface:

y2 = x3 + fx+ g. (2.2.1)

The order of vanishing for the coefficients f , g and the discriminant ∆ = 4f3 + 27g2 dictate

the structure of possible gauge groups, flavor symmetries and matter content in the 6D

effective field theory. We are particularly interested in the construction of 6D SCFTs,

which requires us to simultaneously collapse a collection of curves in the base to zero size

at finite distance in the Calabi-Yau metric moduli space. This can occur for curves with
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negative self-intersection, and compatibility with the condition that we maintain an elliptic

fibration over generic points of each curve imposes further restrictions [237]. Each such

configuration can be viewed as being built up from intersections of non-Higgsable clusters

(NHCs) [328] and possible enhancements in the singularity type over each such curve. The

tensor branch of the 6D SCFT corresponds to resolving the collapsing curves in the base to

finite size, and the Higgs branch of the 6D SCFT corresponds to blow-downs and smoothing

deformations of the Weierstrass model such as [236]:

y2 = x3 + (f + δf)x+ (g + δg). (2.2.2)

In references [237, 235], the full list of possible F-theory geometries which could support a

6D SCFT was determined. Quite remarkably, all of these theories have the structure of a

quiver-like gauge theory with a single spine of gauge group nodes and only small amounts of

decoration by (generalized) matter on the left and right of each quiver. In this description,

7-branes with ADE gauge groups intersect at points where additional curves have collapsed.

These points are often referred to as “conformal matter” since they localize at points just

as in the case of ordinary matter in F-theory [140, 227]. These configurations indicate the

presence of additional operators in the 6D SCFT and, like ordinary matter, can have non-

trivial vevs, leading to a deformation onto the Higgs branch. A streamlined approach to

understanding the vast majority of 6D SCFTs was obtained in [241] where it was found that

any 6D SCFT can be viewed as “fission products,” namely as deformations of a quiver-like

theory with partial tensor branch such as:

[E8]
gADE

1
gADE

2 ...
gADE

2 [GADE ] (2.2.3)

or:

[GADE ]
gADE

2 ...
gADE

2 [GADE ], (2.2.4)

where the few SCFTs which cannot be understood in this way can be obtained by adding
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a tensor multiplet and weakly gauging a common flavor symmetry of these fission products

through a process known as fusion. In the above, each compact curve of self-intersection

−n with a 7-brane gauge group of ADE type is denoted as gADE
n . The full tensor branch

of these theories is obtained by performing further blowups at the collision points between

the compact curves (in the D- and E-type cases). To emphasize this quiver-like structure,

we shall often write:

[G0]−G1 − ...Gk − [Gk+1], (2.2.5)

to emphasize that there are two flavor symmetry factors (indicated by square brackets),

and the rest are gauge symmetries.

The 6D SCFTs given by lines (2.2.3) and (2.2.4) can also be realized in M-theory. The

theories of line (2.2.3) arise from an M5-brane probing an ADE singularity which is wrapped

by an E8 nine-brane. The theories of line (2.2.4) arise from M5-branes probing an ADE

singularity. In what follows, we shall primarily be interested in understanding Higgs branch

flows associated with the theories of line (2.2.4).

For GADE of A or D type, the IR SCFTs of these Higgs branch flows can also be realized in

type IIA. SU gauge algebras are obtained from the worldvolume of D6-branes suspended

between spacetime-filling NS5-branes, while SO algebras and Sp gauge algebras also require

O6− and O6+ branes, respectively, stretched between 1
2 NS5-branes. These constructions

will prove especially useful in section 2.4, where we discuss Hanany-Witten moves of the

branes of the type IIA construction.

One of the main ways to cross-check the structure of proposed RG flows is through anomaly

matching constraints. The anomaly polynomial of a 6D SCFT is calculable because the

tensor branch description of each such theory is available from the F-theory description,

and the anomaly polynomial obtained on this branch of moduli space can be matched to

that of the conformal fixed point [336, 337, 236, 116, 117]. To fix conventions, we often
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write this as a formal eight-form with conventions (as in reference [239]):

I8 = αc2(R)2 + βc2(R)p1(T ) + γp1(T )2 + δp2(T )

+
∑
i

µi TrF 4
i + TrF 2

i

ρip1(T ) + σic2(R) +
∑
j

ηij TrF 2
j

 , (2.2.6)

where in the above, c2(R) is the second Chern class of the SU(2)R symmetry, p1(T ) is the

first Pontryagin class of the tangent bundle, p2(T ) is the second Pontryagin class of the

tangent bundle, and Fi is the field strength of the ith symmetry, where i and j run over the

flavor symmetries of the theory. See the review article [239] as well as the Appendices for

additional details on how to calculate the anomaly polynomial in specific 6D SCFTs.

Returning to the F-theory realization of the 6D SCFTs of line (2.2.4), there is a large

class of Higgs branch deformations associated with nilpotent orbits of the flavor symmetry

algebras.3 Moreover, nilpotent elements admit a partial ordering which also dictates a

partial ordering of 6D fixed points. We say that a nilpotent element µ � ν when there is

an inclusion of the orbits under the adjoint action: Orbit(µ) ⊆ Orbit(ν).

In the 6D SCFT, there is a triplet of adjoint valued moment maps D1
adj, D

2
adj, D

3
adj which

couple to the flavor symmetry current supermultiplet. The nilpotent element can be iden-

tified with the complexified combination DCadj = D1
adj + iD2

adj. Closely related to this triplet

of moment maps are the triplet of D-term constraints for each gauge group factor Gj for

j = 1, ..., k. Labeling these as a three-component vector taking values in the adjoint of each

such group −→D j , supersymmetric vacua are specified in part by the conditions:

−→
D j = 0 for all j, (2.2.7)

modulo unitary gauge transformations. We note that in the weakly coupled context, the
3We note that although a T-brane deformation has vanishing Casimirs and may thus appear to be

“invisible” to the geometry, we can consider a small perturbation away from a T-brane which then would
register as a complex structure deformation. Since we are dealing with the limiting case of an SCFT, all
associated mass scales (as well as fluxes localized on 7-branes) will necessarily scale away. This also means
that each nilpotent element can be associated with an elliptic threefold [140].
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D-term constraints for each gauge group factor are in fact correlated with one another. In

particular, if we specify a choice of moment map −→D0 6= 0 and −→Dk+1 6= 0 on the left and

right of the quiver, respectively, this propagates to a non-trivial breaking pattern in the

interior of the quiver.

That being said, the actual description of this breaking pattern using 6D conformal matter

is poorly understood because there is no weakly coupled description available for these

degrees of freedom. So, while we expect there to be a correlated breaking pattern for gauge

groups in the interior of a quiver, the precise structure of these terms is unclear due to the

unknown structure of the microscopic degrees of freedom in the field theory.

In spite of this, it is often possible to extract the resulting IR fixed point after such a defor-

mation, even in the absence of a Lagrangian description. The main reason this is possible

is because in the context of an F-theory compactification, we already have a classification

of all possible outcomes which could have resulted from a Higgs branch flow (since we have

a classification of 6D SCFTs). In many cases, this leads to a unique candidate theory af-

ter Higgsing, and this has been used to directly determine the Higgsed theory. Even so,

this derivation of the theory obtained after Higgsing involves a number of steps which are

not entirely systematic, thus leading to potential ambiguities in cases where the number of

gauge group factors in the quiver is sufficiently small that there is a non-trivial correlation

in the symmetry breaking pattern obtained from a pair of nilpotent orbits (one on the left

and one on the right of the quiver). We refer to such quivers as being “short,” and the case

where there is no correlation between breaking patterns from different nilpotent orbits as

“long.”

One of our aims in the present chapter will be to determine the condensation of strings

stretched between different stacks of branes. Our general strategy for analyzing Higgs

branch flows will therefore split into two parts:

• First, we determine the particular configuration of multi-pronged strings associated

78



with each nilpotent orbit.

• Second, we determine how to consistently condense these multi-pronged string states

to trigger brane recombination in the quiver-like gauge theory.

2.3 Nilpotent Orbits from String Junctions

One of our aims in this chapter is to better understand the combinatorial structure asso-

ciated with symmetry breaking patterns for 6D SCFTs. In this section we show how to

construct all of the nilpotent orbits of a semi-simple Lie algebra of type ABCDEFG from

the structure of multi-pronged string junctions. The general idea follows earlier work on

the construction of such algebras, as in [178, 150, 75] (see also [208, 209, 207]). We refer

the interested reader to Appendix B.1 for additional details and terminology on nilpotent

orbits which we shall reference throughout this chapter.

Recall that in type IIB, we engineer such algebras using [p, q] 7-branes, namely a bound

state of p D7-branes and q S-dual 7-branes. Labeling the monodromy of the axio-dilaton

around a source of 7-branes by a general element of SL(2,Z):

τ 7→ aτ + b

cτ + d
for

 a b

c d

 ∈ SL(2,Z), (2.3.1)

a [p, q] 7-brane determines a conjugacy class in SL(2,Z) as specified by the orbit of:4

M[p,q] =

 1 + pq −p2

q2 1− pq

 . (2.3.2)

4A note on conventions: One can either consider this matrix or its inverse depending on whether we pass
a branch cut counterclockwise or clockwise. This will not affect our discussion in any material way.
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The relevant structure for realizing the different ADE algebras are the monodromies:

A = M[1,0] =

 1 −1

0 1

 , B = M[1,−1] =

 0 −1

1 2

 ,

C = M[1,1] =

 2 −1

1 0

 , X = M[2,−1] =

 −1 −4

1 3

 . (2.3.3)

The 7-branes necessary to engineer various Lie algebras follow directly from the Kodaira

classification of possible singular elliptic fibers at real codimension two in the base of an

F-theory model [395, 329, 330]. They can also be directly related to a set of basic building

blocks in the string junction picture worked out in [178] which we label as in reference [148]:

AN : AN+1 (2.3.4)

HN : AN+1C (for N = 0, 1, 2) (2.3.5)

DN : ANBC (2.3.6)

EN : AN−1BC2 (for N = 6, 7, 8) (2.3.7)

ẼN : ANXC (for N = 6, 7, 8). (2.3.8)

The HN series in the second line represents an alternative way to realize low rank SU type

algebras. We also note that in the case of the A- and D- series, it is possible to remain

at weak string coupling, while the H- and E-series require order one values for the string

coupling. Here, we have indicated two alternate presentations of the E-type algebras (see

reference [148]). It will prove convenient in what follows to use the ẼN realization with an

X-brane. The non-simply laced algebras have the same SL(2,Z) monodromy type. In the

string junction description, this involves further identifications of some of the generators of

the algebra by a suitable outer automorphism. Some aspects of this case are discussed in

[75].

We would like to understand the specific way that nilpotent generators of the Lie algebra
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are encoded in this physical description. In all these cases, the main idea is to first separate

the 7-branes so that we have a physical realization of the Cartan subalgebra. Then, a string

which stretches from one brane to another will correspond to an 8D vector boson with mass

dictated by the length of the path taken to go from one stack to the other:

mass ∼ length
`2∗

, (2.3.9)

with `∗ a short distance cutoff. In the limit where all the 7-branes are coincident, we get a

massless state.

With this in mind, let us recall how we engineer the gauge algebra su(N) using D7-branes.

All we are required to do in this case is introduce N D7-branes, which are [p, q] 7-branes

with p = 1 and q = 0. Labeling the 7-branes as A1, ..., AN , we can consider an open string

which stretches from brane Ai to brane Aj . Since this string comes with an orientation, we

can write:

Ai → Aj , (2.3.10)

and introduce a corresponding nilpotent N × N matrix with a single entry in the ith row

and jth column. We denote by Ei,j the matrix with a one in this single entry so that

the corresponding nilpotent element is written as vi,jEi,j with no summation on indices.

Conjugation by an SL(n,C) element reveals that the actual entry does not affect the orbit.

We will, however, be interested in RG flows generated by adding perturbations away from a

single entry, so we will often view vi,j as indicating a vev / energy scale. In this manner, we

can represent an RG flow triggered by moving onto the Higgs branch of the theory, which

is labeled by a nilpotent orbit of a Lie algebra, in terms of a collection of strings stretched

between the 7-branes.

Ordering the branes A1, .., AN from left to right in the plane transverse to the stack of

7-branes, we see that we can now populate the strictly upper triangular portion of a matrix

in terms of strings Ai → Aj for i < j (see figure 14). So in other words, we can populate all
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· · · · · · · · ·
A1 A2 Ai Aj AN−1 AN

⇒ Ei,j

Figure 14: Separating a collection of A-type branes leads to a deformation of su(N) to
the Cartan subalgebra. Open strings stretched between distinct branes are associated with
specific generators in the complexified Lie algebra. In the figure, this is shown for a string
stretched from brane Ai to brane Aj .

possible nilpotent orbits (in this particular basis). Similar considerations hold for the other

algebras, but clearly, this depends on a number of additional features such as unoriented

open strings (in the case of the classical SO / Sp algebras) and multi-pronged string junctions

(in the case of the exceptional algebras). A related comment is that we are just constructing

a representative nilpotent element in the orbit of the Lie algebra. What we will show is

that for any deformation onto the Cartan, there is a “minimal length” choice, and all the

other elements of the orbit are obtained through the adjoint action of the Lie algebra.

Our plan in the rest of this section will be to establish in detail how to construct the

corresponding nilpotent orbits for each configuration of strings. Additionally, we show that

not only can we generate all orbits, but that the combinatorial method of “adding extra

strings” automatically generates a partial ordering on the space of nilpotent orbits, which

reproduces the standard partial ordering of the nilpotent cone. The essential information

for the classical Lie algebras, and in particular the list of simple and positive roots, is

illustrated in table 8. We elaborate on the content of this table (as well the exceptional

analogs) in the following subsections.

2.3.1 SU(N): Partition by Grouping Branes with Strings

In the case of an SU(N) flavor we simply have N perturbative A-branes with [p, q] = [1, 0]

charges. The N − 1 simple roots of SU(N) can be represented by strings joining two

adjacent A-branes as shown in figure 15. We refer to these as “simple strings” due to their

correspondence to the simple roots. The remaining (non-simple) roots are then described

by strings connecting any two A-branes. The positive roots are represented by strings
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· · ·
α1 α2 α3 αN−2 αN−1

Figure 15: Brane diagram of strings/roots stretching between the A-branes yielding an
SU(N) flavor symmetry (see [150]). The dashed lines represent the position of branch cuts.
Since they do not contribute to our analysis, they are not drawn in subsequent pictures.

stretching from left to right while the negative ones would go in the opposite direction (as

indicated by the arrows). That is we choose a basis for the generators of the suN algebra

to be given by:

• N(N − 1)/2 nilpositive elements Ei,j with 1 ≤ i < j ≤ N corresponding to strings

stretching from the ith to the jth A-brane (with the arrow pointing from left to right).

• N(N − 1)/2 nilnegative elements Ej,i = XT
k with 1 ≤ i < j ≤ N corresponding to

strings stretching from the jth to the ith A-brane (with the arrow now pointing from

right to left).

• (N − 1) Cartans [Ei,i+1, Ei+1,i] for 1 ≤ i ≤ N − 1.

Through out this chapter we denote Ei,j to be matrix with value +1 in the entry (i, j) but

zeros everywhere else. The positive simple roots are given by αi (1 ≤ i ≤ rank(G)), with the

corresponding matrix representation labeled Eαi . Any non-simple root can then be labeled

explicitly in terms of its simple roots constituents: αi,j,k,...,p,q = αi +αj +αk + · · ·+αp +αq

and the corresponding matrix representation is obtained from nested commutators.

In this basis, the simple positive roots are Ei,i+1 for 1 ≤ i ≤ N − 1, as illustrated by their

corresponding directed strings in figure 15. Furthermore, we use the convention of [150] to

keep track of the different monodromies. Namely, we only display the directions transverse

to the 7-brane, thus representing each 7-brane as a point. In this picture the associated

branch cut for SL(2,Z) monodromy stretches vertically downward to infinity. This will not

enter our analysis in any material way so in order not to overcrowd the figures, we will

mostly not draw the branch cuts.
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Figure 16: Three equivalent ways of describing the partition [3, 2, 1] in the set of nilpotent
orbits of SU(6). To each picture is associated a different matrix, but they all have the same
Jordan block decomposition and thus belong to the same equivalence class.

We have already seen that nilpotent orbits of SU(N) are parametrized by partitions of N

(with no restriction whatsoever). Thus it becomes natural to classify nilpotent orbits by

how branes are grouped together. Namely, we can group any set of A-branes by stretching

strings between them, giving rise to a particular partition of the N branes. This partition is

then in one-to-one correspondence with its corresponding nilpotent orbit. As an equivalence

class, we have many different string configurations belonging to the same orbit (just like

many different matrices have the same Jordan block decomposition). For instance, the three

string junctions of figure 16 all represent the same [3, 2, 1] partition:

• The first string junction picture has a matrix representation M1 = E1,2 +E2,3 +E4,5.

• The second configuration has matrix representation M2 = E1,3 + E3,6 + E4,5.

• And finally, the third one has matrix representation M3 = E1,3 + E4,5 + E5,6.

To each nilpotent orbit of SU(N) we can then associate one of many possible string junction

pictures. To keep the picture as simple as possible, we choose to use only “simple” positive

strings, that is strings stretching from left to right between two adjacent A-branes. This

ensures that we only make use of simple roots. This typically does not completely fix a

string junction representative, so we are free to make a convenient choice of the remaining

possibilities.

By starting with a configuration with no string attached (a [1N ] partition) we can add

more and more strings to go from the [2, 1N−2] orbit all the way to the [N ] partition. This

generates a whole Hasse diagram of nilpotent orbits which exactly matches that which is
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[16]

[2, 14]

[22, 12]

[23] [3, 13]

[3, 2, 1]

[32] [4, 12]

[4, 2]

[5, 1]

[6]

α1

α1 α3

α1 α3 α5 α1 α2

α1 α2 α4

α1 α2 α4 α5 α1 α2 α3

α1 α2 α3 α5

α1 α2 α3 α4

α1 α2 α3 α4 α5

Figure 17: Hasse diagram of SU(6) nilpotent deformations going from top (UV) to bottom
(IR) where all simple roots are turned on and all corresponding “simple strings” connect
the A-branes.

mathematically predicted. Figure 17 illustrates this diagram for the case of SU(6) where

we associate a “standard” string junction picture to each nilpotent orbit according to how

the branes are partitioned as we add more and more strings.

More precisely, in order to flow from one point of the Hasse diagram to the next, one simply

needs to add a small perturbation, that is, an oriented string (moving from left to right)

corresponding to a positive root. By the definition of the partial ordering of nilpotent

orbits, this guarantees that the RG flow indeed always takes us deeper into the IR. Weyl

transformations / brane permutations can then be used to reduce the obtained diagram
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⇓
ε · E2,4

⇔
Figure 18: One way of flowing from the [22, 12] nilpotent orbit (top) to the [3, 13] orbit
(bottom). In the top figure we have the matrix representation M1 = E1,2 + E3,4. The flow
is then induced by adding an extra string stretching between the 2nd and 3rd branes, as
illustrated in the bottom left figure. This corresponds to the matrixM2 = E1,2+E3,4+ε·E2,4.
This matrix is similar to M ′2 = E1,2+E2,3 corresponding to the bottom right diagram. Thus,
both bottom string junctions belong to the same nilpotent orbit [3, 13].

back to one of the standard ones which only relies on the simple roots.

The flows involving only the addition of a simple root (corresponding to linking two more

branes together) are fairly clear. The only cases where that is not so obvious are the ones

corresponding to flows that are similar to the one described in figure 17 by going from

[22, 12] to [3, 13]. For this we can add the string α2 + α3 = a2 − a4, corresponding to a

small deformation ε ·E2,4. This particular flow is illustrated in figure 18. Generalizing this

procedure to arbitrary SU(N) shows that the intermediate RG flows are guaranteed to be

physically realizable in the same fashion.

2.3.2 SO(2N) and SO(2N − 1)

In F-theory, the SO(2N) and SO(2N−1) geometries are realized by the presence of ANBC-

branes. In type IIB however, the BC-branes turn into an O7− orientifold plane (as discussed

in [369]) which we refer here as the “BC-mirror”. This mirror reflects the N A-branes across,

yielding a total of 2N branes (half of which are physical, half of which are “image” branes).

We thus represent SO(2N) by 2N dots separated by a vertical line representing the BC-

mirror, and SO(2N − 1) by merging one A-brane with its mirror image onto the orientifold

so that we have N − 1 A-branes on the left, N − 1 mirror A-branes on the right, and a

single A-brane squeezed onto the vertical line representing the mirror.

Furthermore, [150] provides us with a set of string junctions to represent the simple roots

of SO(2N), as illustrated in figure 19. We can then obtain the corresponding roots for
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· · · 1 2 3 · · · N − 2 N − 1

N

α1 α2 α3 αN−2 αN−1

αN

Figure 19: Brane diagram of strings/roots stretching between the A, B, and C-branes,
making up the SO(2N) symmetry (see [150]). The A-branes are denoted by black circles,
the B-brane by an empty circle, and the C-brane by an empty square. The dashed lines
represent the position of branch cuts, which (once again) are not drawn in subsequent pic-
tures. To the right we give the corresponding Dynkin diagram with simple roots numbered.

SO(2N − 1) via the standard projection (or branching) of SO(2N) → SO(2N − 1). We

see that much like SU(N), we can have strings stretching between any pair of A-branes,

and the simple strings correspond to those stretching between adjacent pairs. However, the

presence of the B and C branes allows for a new kind of string: a two-pronged string which

takes two A-branes and connects them to the B and C-branes. All these configurations are

regulated by charge conservation: the A-branes all have charges [1, 0] so that a fundamental

string can stretch between any pair of them, but the B-brane has charge [1,−1], and the

C-brane has charge [1, 1]. Thus, no string can stretch directly between a B and a C-brane.

However, these two branes together have an overall charge of [2, 0], which is exactly twice

that of an A-brane. Therefore, by combining two A-branes with the B and C-branes, charge

can be conserved. This combination is achieved through the introduction of a two-pronged

string denoted αN in figure 19.

We then visualize this SO(N) geometry by introducing the orientifold, which reflects the

strings as well as the A-branes. This is illustrated in figures 20 and 21 for SO(2N) and

SO(2N − 1) respectively.

As we can see, the presence of the mirror guarantees that even parts (in the partition of

2N or 2N − 1) appear an even number of times whenever we use any of the regular one-

pronged simple strings. Thus, using the same rules as with SU(N), we can generate most

allowed partitions corresponding to SO groups. We note that unlike SU(N), we also have

the presence of a two-pronged string coming as a result of the distinguished root αN of
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· · · · · ·
α1 α̃1

α2 α̃2
α3 α̃3

αN−2 α̃N−2
αN−1 α̃N−1

αN α̃N

Figure 20: Brane diagram of strings/roots stretching, for SO(2N). The B and C-branes
are turned into an orientifold, which is denoted by a mirror (vertical line). The strings
corresponding to simple roots are illustrated by arrows stretching between the branes and
reflected across the mirror. We note that the distinguished root αN corresponds to the
two-pronged string and indeed it is made of two legs moving across the BC-mirror in order
to respect the difference in charges between the A, B, and C branes.

· · · · · ·
α1 α̃1

α2 α̃2
αN−2 α̃N−2

αN−1 α̃N−1

Figure 21: Brane diagram of strings/roots stretching, for SO(2N−1). The B and C-branes
are turned into an orientifold denoted by a mirror (vertical line) and one of the A-branes
is squeezed onto it. The strings corresponding to simple roots are illustrated by arrows
stretching between the branes and reflected across the mirror.

SO(2N). This can result in configurations where the partitions are not so obvious from the

string junction picture. We can thus turn to the equivalent matrix representation and read

off the corresponding partition from the equivalence class it belongs to. To do that, we once

again need to specify what basis we are using. Generalizing the rules from suN listed in the

previous section to so2N , we have the following N(N − 1) nilpositive elements:

• Half of them are: E1−pronged = Ei,j − (−1)j−iE2N−j+1,2N−i+1 with 1 ≤ i < j ≤ N

corresponding to one-pronged strings stretching from the ith to the jth A-brane, as

well as their reflections–namely, the strings stretching between the (2N − j + 1)th

and the (2N − i+ 1)th nodes, which are on the right-hand side of the mirror. These

correspond to the suN ⊂ so2N nilpositive generators.

• The other half are: E2−pronged = Ei,2N−j+1 − (−1)j−iEj,2N−i+1 with 1 ≤ i < j ≤ N

corresponding to two-pronged strings stretching between the ith and (2N − j + 1)th

nodes as well as the jth and (2N − i+ 1)th nodes.
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The associated N(N − 1) nilnegative elements are simply ET1−pronged and ET2−pronged. These

correspond to the same one- and two-pronged strings but with their directions reversed.

Finally, we have N Cartans: The first (N − 1) come from one-pronged strings: Hi =

[Ei,i+1 + E2N−i,2N−i+1, Ei+1,i + E2N−i+1,2N−i] for 1 ≤ i ≤ N − 1. These correspond to the

suN ⊂ so2N Cartan generators. The last generator is then given by HN = [EN−1,N+1 +

EN,N+2, EN+1,N−1 + EN+2,N ]

Note the presence of negative values introduced by the reflection across the BC-mirror. We

choose our convention such that simple roots only contain positive entries. The minus signs

are then imposed to some non-simple roots simply because they are given by commutators

of simple root. For instance the non-simple string α1 + α2 inside SO(8) is represented by

the matrix [E1,2 + E7,8, E2,3 + E6,7] = E1,2 · E2,3 − E6,7 · E7,8 = E1,3 − E6,8.

As a result of the above equations, the simple positive roots (corresponding to the simple

strings of figure 20) are then given by the matrices Ei,i+1 +E2N−i,2N−i+1 for 1 ≤ i ≤ N − 1

and XSO(2N)
N = EN−1,N+1+EN,N+2. The positive simple roots for SO(2N−1) are identical,

except for the last one. Indeed, we have: Ei,i+1 +E2N−i,2N−i+1 for 1 ≤ i ≤ N−2 (as before)

but the shorter simple root is
√

2 (EN−1,N + EN,N+1). The remaining non-simple roots are

simply obtained by taking the appropriate commutators.

As an example of a partition which is not immediately obvious from the string junction

picture, we can stretch the two strings αN and αN−1 from figure 20. The associated matrix

makes it obvious what orbit such configuration belongs to: in particular, it corresponds to

the 2N × 2N matrix M = EN−1,N +EN+1,N+2 +EN−1,N+1 +EN,N+2 which belongs to the

nilpotent orbit of [3, 12N−3].

With this set of strings and corresponding matrices we can now associate to each partition

a string junction picture. Just like for SU(N) we have many choices. For instance, the

three diagrams of figure 22 all represent the same [32, 12] partition:

• The first string junction picture has a matrix representation M1 = E1,2 +E7,8 +E2,3 +
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Figure 22: Three equivalent ways of describing the partition [32, 12] in the set of nilpotent
orbits of SO(8). To each picture is associated a different matrix, but there exists an inner
automorphism that can bring them all to the same Jordan block decomposition. Therefore,
they belong to the same equivalence class.

E6,7.

• The second configuration has matrix representation M2 = E2,3 +E6,7 +E3,4 +E5,6 +

E2,5 − E4,7.

• The third has matrix representation M3 = E1,2 + E7,8 + E2,5 − E4,7.

In order to keep our diagrams as simple as possible, we chose representatives which only

make use of the simple strings from figure 20, whenever possible. However, unlike SU(N),

the SO(2N) and SO(2N − 1) algebras also contain distinguished orbits. These orbits

cannot be described with only simple roots and must therefore involve one or more non-

simple strings. We observe such a special case in the distinguished orbit [5, 3] of SO(8) (see

figure 26). Our string junction diagrams then allow us to recognize distinguished orbits as

those requiring the presence of one or more non-simple strings.

The groups SO(4N) contain “very even” orbits. These are orbits with corresponding par-

tition given by only even parts. Such partitions split into two separate orbits, such as [24]I

and [24]II or [42]I and [42]II in SO(8). That is, the matrix representation of a [λµ]I and

a [λµ]II configuration have the same Jordan block decomposition and are therefore related
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· · · · · ·
1 2 3 · · · N−3

N−1

[42, · · · , 24]I

· · · · · ·
1 2 3 · · · N−3

N

[42, · · · , 24]II

Figure 23: Two very even partitions that yield the same partition but do not belong to
the same nilpotent orbit. The first one only involves one-pronged strings and is labeled
[42, · · · , 24]I while the second one replaces αN−1 with the two-pronged string αN and is
labeled [42, · · · , 24]II . To the right we give the Dynkin diagrams with the corresponding
strings turned on.

by an outer automorphism. However, they are not related by any inner automorphism and

thus do not actually belong to the same nilpotent orbit. This splitting to two orbits for

the very even partitions simply comes from the symmetry of the Dynkin diagram for Dn:

namely, the exchange of the last two roots αN−1 and αN . This means that a very even

partition involving αN−1 (a one-pronged string) will be labeled [λµ]I while its companion

very even partition involving αN instead (a two-pronged string) will be labeled [λµ]II . This

is illustrated in figure 23.

We briefly mention the triality automorphism of SO(8) in figure 24. Namely, we know that

the nilpotent orbits with partitions [3, 15], [24]I , and [24]II are all related by the triality

outer automorphism. Indeed, they are represented by the following set of roots: {α3, α4},

{α1, α3}, and {α1, α4} respectively. Similarly the partitions [5, 13], [42]I , and [42]II also

form a trio. There is no inner automorphism that exists between these representations,

which implies that they do indeed belong to different nilpotent orbits.

By starting with a configuration with no string attached ([12N−1] partition for SO(2N − 1)

or [12N ] for SO(2N)) we can add more and more strings to go from the [22, 12N−5] or

[22, 12N−4] orbit all the way to the [2N − 1] or [2N ] partitions. We summarize all of the

nilpotent orbits of SO(7) and SO(8) in figures 25 and 26 respectively.
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3

4

1
3

1
4

Figure 24: Triality of SO(8) illustrated by the three different representations corresponding
to partitions [3, 15] (top), [24]I (middle), and [24]II (bottom). The corresponding simple
roots used are illustrated in the adjacent Dynkin diagrams. The first has a matrix represen-
tation M1 = E3,4 +E5,6 +E3,5 +E4,6, the second is given by M2 = E1,2 +E7,8 +E3,4 +E5,6,
and the last by M3 = E1,2 +E7,8 +E3,5 +E4,6. These all correspond to different nilpotent
orbits because there exists no inner automorphism between these three matrices.

Finally, much like what we have seen in SU(N), most flows include the simple addition

of a root/string and therefore are obvious. However, there are a few cases that are not so

immediately clear. We work them out here in the case of SO(8) and note that the methods

below extend to the higher rank SO groups.

• [22, 14]→ [3, 15]: We can add to α1 the highest positive root α2,1,3,2,4 = α1+2α2+α3+

α4 (identified with the matrix E1,7 + E2,8). This setup is represented by the matrix

E1,2 +E7,8 +ε (E1,7 + E2,8), which belongs to the same orbit as E3,4 +E5,6 +E3,5 +E4,6

and corresponds to the diagram involving the set of simple strings {α3, α4}.

• [3, 22, 1] → [32, 12]: We can add the non-simple string α2 + α3 + α4 to the initial set

{α1, α3, α4}. This gives the matrix E1,2+E7,8+E3,4+E5,6+E3,5+E4,6+ε (E2,6 + E3,7)

which is similar to the matrix E1,2 + E7,8 + E2,3 + E6,7.

• [32, 12]→ [5, 13]: We can add the non-simple string α2 + α3 + α4 to the set of simple

roots {α1, α2} to obtain the matrix E1,2 + E7,8 + E2,3 + E6,7 + ε (E2,6 + E3,7). This

matrix is similar to the one corresponding to the set of strings {α2, α3, α4}.
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[17]

[22, 13]

[3, 24]

[3, 22]

[32, 1]

[5, 12]

[7]

α1 α̃1

α3 α̃3

α1 α̃1α3 α̃3

α1 α̃1α2 α̃2

α2 α̃2α3 α̃3

α1 α̃1α2 α̃2α3 α̃3

Figure 25: Hasse diagram of SO(7) nilpotent deformations going from the smallest orbits at
the top to largest orbits at the bottom. All simple roots are present and every corresponding
simple string is connecting the A-branes. In the case of the last simple root, one A-brane
is connecting to the middle A-brane located on the BC-mirror.

• [5, 13], [42]II → [5, 3] Starting from the set of simple roots {α2, α3, α4} of [5, 13] we can

add the positive root α1+α2+α3 to obtain the equivalent set {α1, α2, α3, α2+α3+α4}.

Similarly, starting from the set of simple roots {α1, α2, α4} of [42]II we can add the

positive non-simple root {α2, α3, α4} again to obtain the same Weyl equivalent set

{α1, α2, α3, α2 + α3 + α4}.

2.3.3 Sp(N)

Recall that in F-theory, we realize the Sp(N)-type gauge theories by a non-split IN fiber.

In terms of 7-branes, this involves the transverse intersection of a stack of D7-branes with

an O7−-plane along a common 6D subspace. In the IIA realization of this algebra, we can

also consider a stack of D6-branes on top of an O6+-plane.
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[18]

[22, 14]

[24]I [3, 15] [24]II

[3, 22, 1]

[32, 12]

[42]I [5, 13] [42]II

[5, 3]

[7, 1]

Figure 26: Hasse diagram of SO(8) nilpotent deformations going from top (UV) to bottom
(IR) where all simple roots are present and every corresponding simple string is connecting
adjacent A-branes or in the case of the last simple root, two A-branes are connected to the
BC-mirror.

For our present purposes, we can merge the A-branes pairwise on each side of the mirror.

This then yields N nodes on each side of the mirror but with the particularity that a two-

pronged string can stretch from a single composite node, as seen in table 8. Zooming out,

the two-pronged string – which corresponds to the long simple root of Sp(N) – gets squished

into a double arrow coming out of the same node and connecting to its mirror-image across

the BC-branes. This means that, unlike with SO(2N) algebras, we can now draw a double

string stretching from the same node and crossing the BC-mirror. The simple root αN

of figure 27 is one example of the N double string connections that can be stretched that

way. In terms of the IIA description, the change in orientation of the mirror means we can

now draw all of the same string junctions as for SO(2N), but we also have an additional
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· · · · · ·
α1 α̃1

α2 α̃2
α3 α̃3

αN−2 α̃N−2
αN−1 α̃N−1

αN

Figure 27: Brane diagram of strings/roots stretching, for Sp(N). The orientifold is once
again represented by a mirror (vertical line). The strings corresponding to simple roots are
illustrated by arrows stretching between the branes and reflected across the mirror. We note
that the longer root αN corresponds to the two-pronged string being squeezed into a single
double arrow crossing the mirror, ensuring that the charge differences are still respected.

2N possible roots which correspond to double connections coming out of the same node

(something that was not allowed in SO(2N)). The set of simple roots/strings for Sp(N) is

given in figure 27.

The set of simple strings (as illustrated in figure 27) along with the reflecting mirror ensures

that odd parts in the partition of 2N must appear with even multiplicity. This exactly

matches the constraint that, in the partitions used to parametrize the nilpotent orbits of

Sp(N), the multiplicity of odd parts must be even. Furthermore, Sp(N) also contains

distinguished orbits, which involve the presence of one or more non-simple root.

Following the same conventions as before, we use the following matrices as the nilpositive

part of the basis for spN :

• N(N − 1)/2 one-pronged strings E1−pronged = Ei,j − (−1)j−iE2N−j+1,2N−i+1 with

1 ≤ i < j ≤ N corresponding to one-pronged strings stretching from the ith to the

jth A-brane as well as their reflections. That is the strings stretching between the

(2N − j + 1)th and the (2N − i+ 1)th nodes which are on the right-hand side of the

mirror. These correspond to the suN ⊂ spN nilpositive generators.

• N(N − 1)/2 two-pronged strings E2−pronged = Ei,2N−j+1 + (−1)j−iEj,2N−i+1 with

1 ≤ i < j ≤ N corresponding to two-pronged strings stretching between the ith and

(2N − j + 1)th nodes as well as the jth and (2N − i+ 1)th nodes.

• N double strings Xdoubled = 2Ei,2N−i+1 with 1 ≤ i ≤ N − 1 and the long simple
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[16]

[2, 14]

[22, 12]

[23]

[4, 12] [32]

[4, 2]

[6]

Figure 28: Hasse diagram of Sp(3) nilpotent deformations going from top (UV) to bottom
(IR) where all simple roots are turned on and every corresponding simple strings are con-
necting the A-branes. In the case of the last simple root, a double connection stretches
from the last node and connects across the mirror, ensuring charge conservation.

string XN = EN,N+1. These correspond to double-pronged strings merged together

into single double connections. They stretched from the ith to the (2N− i+1)th node.

The N doubled strings coming out of the same node are the only new roots which were not

present in so2N .

We give the Hasse diagram of nilpotent orbits for Sp(3) in figure 28 to illustrate the possible

string junctions. Flows between each level in the Hasse diagrams follow the same rules as

for the SO groups.

2.3.4 An Almost Classical Algebra: G2

We next consider the exceptional Lie group G2. Even though the Lie algebra of G2 is

technically an exceptional Lie group, the fact that it can easily be embedded inside the
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α1 α̃1
α2 α̃2

α1 α̃1

Figure 29: Brane diagram of strings/roots stretching, for G2. The B and C-branes are
turned into an orientifold denoted by a mirror (vertical line) and one of the A-branes is
squeezed onto it. Furthermore, the first A-brane is “linked” to the middle one (as if it were
also merged onto the mirror), so that the first and third root of SO(7) join together as
the first root of G2 (as dictated by the quotient which takes SO(7) → G2). The strings
corresponding to simple roots are illustrated by arrows stretching between the branes and
reflected across the mirror.

Lie algebra of SO(7) makes it behave almost identically. Furthermore, as we are going to

encounter this algebra even when dealing only with classical quivers it is useful to have a

closer look at exactly how one might want to describe it.

First, we note that the monodromy of G2 is the same as for SO(7) and SO(8) that is, there

are a total of four A-branes and a B with a C brane. Thus, we can start from the SO(7)

configuration which has four A-branes with one stuck on the BC-mirror (see figure 25).

Then, we note that for G2, the roots α1 and α3 are identified while α2 is left untouched.

Namely, the branching SO(7)→ G2 takes α1 +α3 → α1 and α2 → α2. Therefore, we obtain

the positive roots listed in figure 29.

The matrix representation is taken directly from SO(7). For the positive simple roots we

have:

X1 ≡ E1,2 + E6,7 +
√

2 (E3,4 + E4,5) , (2.3.11)

X2 ≡ E2,3 + E5,6. (2.3.12)

The other four positive roots are given by:

[X1, X2] = E1,3 − E5,7 −
√

2 (E2,4 − E4,6) , (2.3.13)

[[X1, X2] , X1] = 2
√

2 (E1,4 + E4,7)− 2 (E2,5 + E3,6) , (2.3.14)
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[17]

[3, 22]

[22, 13]

[32, 1]

[7]

Figure 30: Hasse diagram of G2 nilpotent deformations going from top (UV) to bottom (IR)
where both simple roots are present so that both corresponding simple strings are there to
connect all 7-branes and mirror image branes

[[[X1, X2] , X1] , X1] = 6 (E1,5 − E3,7) , (2.3.15)

[[[[X1, X2] , X1] , X1] , X2] = 6 (E1,6 + E2,7) . (2.3.16)

As a result, we can now give the four non-trivial nilpotent orbits of G2 in terms of strings

(see figure 30). We note that, once again, we have a simple correspondence with partitions

of 7, illustrated by the groupings allowed from the associated string junctions. The ordering

is a total ordering rather than a mere partial ordering (unlike for most larger groups), and

the flows from one orbit to the other follow from the fact that they are projections of the

previously studied SO(7) symmetry.

2.3.5 Nilpotent Orbits for Exceptional Algebras

We now turn our attention to the exceptional Lie algebras E6,7,8. These distinguish them-

selves from the classical algebras in several ways. First, their nilpotent orbits are not simply

described by partitions but rather by Bala-Carter labels. These labels are in one-to-one cor-

respondence with a weighted Dynkin diagram and a set of roots. Interestingly, when the

matrix representations of these roots are added together, their Jordan block decomposition
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still yields a unique partition. Thus, we can still parametrize the nilpotent orbits of E6,7,8

by partitions of 27, 56, and 248 (corresponding to the dimension of their respective funda-

mental representations). These partitions arise from the branching of the fundamental of

EN to the SU(2) associated to the nilpotent orbit. However, there does not exist a simple

set of rules or restriction on these partitions like we have seen for the classical Lie algebras.

Thus this classification is very limited.

By making use of string junctions and the brane configuration describing these algebras, it is

however possible to gain a little more insight into the structure of nilpotent orbits for these

exceptional groups. Physically, we know that the EN symmetries are given by AN−1BC2

or equivalently ANXC brane configurations. The advantage of using the description with

an X-brane is that we can now branch EN to SU(N) × U(1), where the SU(N) piece is

represented by N A-branes and N − 1 ordinary open strings (i.e. one beginning and one

end) stretching between them. States charged under the U(1) factor necessarily involve

multi-prong strings which attach to this stack of A-branes and also involve the XC stack.

This procedure matches identically the initial setup used for describing SO(2N) symmetries.

The only difference is that we now have a generalized mirror made out of an X and a C

brane instead of simply a B and C branes. This means that it now takes a three-pronged

string stretching from three A-branes to attach to the XC-mirror in order to conserve the

charges. Indeed, the charges from an X and a C brane now sum to [3, 0] which is exactly

three times that of an A brane. As a result we obtain the brane and string configurations

given in figure 31.

We then treat the X and C branes together as a generalized mirror and use the short-

hand picture of figure 32 where the XC-mirror is represented by an × inside a circle to

differentiate it from the vertical line that represented the BC-mirror for the orientifold seen

in the SO(N) symmetries.

This XC-mirror is more complicated than the simply reflecting mirror for the classical

algebras. Indeed, we can think of this mirror as fragmenting the partitions of 27, 56, and
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1 3 4 5 6

2

α1 α3 α4 α5 α6

α2

1 3 4 5 6 7

2

α7 α6 α5 α4 α3 α1

α2

1 3 4 5 6 7 8

2

α8 α7 α6 α5 α4 α3 α1

α2

Figure 31: Brane diagram of strings/roots stretching between the A, X, and C-branes
making up the E6,7,8 symmetry (see [149]). The A-branes are denoted by black circles,
the X-brane by an empty triangle and the C-brane by an empty square. The dashed
lines represent the position of branch cuts. Again, these branch cuts are not drawn in
subsequent pictures. To the right we give the corresponding Dynkin diagram with simple
roots numbered.

248 according to their branching rules. The fundamental representation of EN branches to

irreducible representations of SU(N)× U(1) as:

27→ 150 + 61 + 6-1, for E6 → SU(6)× U(1),

(2.3.17)

56→ 21-2 + 212 + 76 + 7-6, for E7 → SU(7)× U(1),

(2.3.18)

248→ 630 + 563 + 56-3 + 28-6 + 286 + 8-9 + 89 + 10, for E8 → SU(8)× U(1).

(2.3.19)

Here, 15 is the two-index anti-symmetric representation of SU(6) and 21 is the two-index

anti-symmetric representation of SU(7). For the E8 case, 63 is the adjoint, 28 is the
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⊗
α1 α3 α4 α5 α6

α2

⊗
α7 α6 α5 α4 α3 α1

α2

⊗
α8 α7 α6 α5 α4 α3 α1

α2

Figure 32: Brane diagram of strings/roots stretching, for E6,7,8. The X and C-branes are
turned into a generalized mirror denoted by a crossed circle. The strings corresponding
to simple roots are illustrated by arrows stretching between the branes. We note that the
distinguished root α2 corresponds to the three-pronged string and indeed is made of three-
legs attaching to the XC-mirror in order to respect the difference in charges between the
A, X, and C branes.

two-index anti-symmetric, 56 is the three-index anti-symmetric and 8 is the fundamental

representation of SU(8). For the adjoint representations of E6 and E7 we also have:

78→ +350 + 201 + 20-1 + 12 + 1-2 + 10, for E6 → SU(6)× U(1), (2.3.20)

133→ 450 + 35-4 + 354 + 78 + 7-8 + 10, for E7 → SU(7)× U(1). (2.3.21)

By embedding SU(N) inside EN in this manner, we see that positive strings can be de-

scribed by any set of one-pronged strings between the N A-branes or any three-pronged

string attaching to three A-branes and stretching to the XC-mirror. Furthermore, E6 also

allows a six-pronged string attaching all of its A-branes to the XC-mirror, as illustrated by

the trivial representation 12 in its branching. This string corresponds to the highest root

of E6. E7 also allows six-pronged strings, as seen by the presence of 7-8 in its branching

(this is indeed the six index anti-symmetric representation of SU(7)). Finally, E8 not only

allows six-pronged strings (as seen by the six index anti-symmetric 286 representation), but

it also allows for eight different nine-pronged strings, which connect all eight A-branes to

102



⊗

α1 + 2α3 + 3α4 + 2α5 + α6 + 2α2

Figure 33: Highest roots of E6 represented by its corresponding six-pronged string. It
stretches from all six A-branes and attaches to the X and C branes represented by the
crossed circle.

⊗

α1 + 2α3 + 3α4 + 4α5 + 3α6 + 2α7 + 2α2

Figure 34: Highest roots of E7 represented by its corresponding six-pronged string. It
stretches from the six left-most A-branes and attaches to the X and C branes represented
by the crossed circle.

⊗

2α1 + 3α3 + 4α4 + 5α5 + 6α6 + 4α7 + 2α8 + 3α2

Figure 35: Highest roots of E8 represented by its corresponding nine-pronged string. It
stretches from all eight A-branes (attaching twice onto the first one) to the X and C branes
represented by the crossed circle.

the XC-mirror with a double connection stretching from one of the eight A-branes. These

rules follow directly from the structure of the exceptional algebras, as shown in [150, 149].

To illustrate these situations, we depict the highest roots of E6, E7 and E8 in figures 33,

34, and 35.

In order to describe each nilpotent orbit, we now need to rely more heavily on the matrix

representation. As a result, we associate to each simple string of figure 31 a matrix in the

fundamental representation of EN . Any choice of basis will yield the same results, but for

reference we give the simple roots in Appendix B.4 and use the method of [257] to obtain

the remaining non-simple roots.

Next, we proceed just as with the classical algebras. Namely, we start with N A-branes

next to an XC-mirror and start attaching more and more small string deformations until
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we reach the deepest nilpotent orbit. To every string junction diagram we associate a

matrix representation which belongs to some nilpotent orbit. We can differentiate between

nilpotent orbits based on the Bala-Carter label or the partition associated to the matrix

(by Jordan block decomposition). For instance, the diagram involving the first two simple

roots of E6 is represented by the matrix X1 +X3 where

X1 = E1,2 + E12,13 + E15,16 + E17,18 + E19,20 + E21,22,

X3 = E2,3 + E10,12 + E11,15 + E14,17 + E20,23 + E22,24.

This matrix X1 +X3 has Jordan block decomposition [36, 19] and is associated to the Bala-

Carter label A2.

Much as in the case of the classical algebras, multiple diagrams belong to the same equiv-

alence class. Thus, in order to keep our diagrams as simple as possible, we choose repre-

sentative string junction diagrams that only make use of the simple strings from figure 31

whenever possible. Indeed, once again we identify some distinguished orbits as those which

cannot be described solely by a set of simple roots and necessarily involve non-simple roots.

Furthermore, while any string junction yielding the proper partition is valid, for simplicity

we select configurations with the minimum number of strings required (with as few non-

simple strings as possible) so that the addition of only a single positive root ε ·Xk is required

to flow to the nearest nilpotent orbit. We illustrate the nilpotent orbits of E6, E7, and E8

in figures 36, 37, 38. The Hasse diagrams labeled by just their Bala-Carter labels can be

found in e.g. the Appendix of [96], which summarizes several aspects regarding nilpotent

orbits of exceptional algebras.

We see that we can move from one nilpotent orbit to the next by small deformations, just

like we did for the classical groups. Furthermore, we can describe every orbit using only

simple strings except for the distinguished ones. These distinguished orbits once again

require the presence of one (or two, for E8(a7)) non-simple roots.
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The Non-Simply Laced F4 ⊂ E6

Finally, we note that F4 ⊂ E6 is obtained from E6 by a very simple identification of simple

roots:

αE6
2 = αF4

1 ,

αE6
4 = αF4

2 ,

αE6
3 + αE6

5 = αF4
3 ,

αE6
1 + αE6

6 = αF4
4 , (2.3.22)

where αF4
1 and αF4

2 denote the first two short roots of F4 while αF4
3 and αF4

4 denote the

longer ones. As a result, we can also simply give the Hasse diagram of F4 as a subset of the

one from E6.

2.4 Higgsing and Brane Recombination

In the previous section, we showed how to generate the entire nilpotent cone of a semi-

simple algebra using the combinatorics of string junctions. In particular, the operation of

“adding a string” reproduces the expected partial ordering based on orbit inclusion. We

now use this analysis to study Higgs branch flows for 6D SCFTs. Our main task here will

be to study the effects of brane recombination triggered by vevs for 6D conformal matter.

We first remark that the picture in terms of string junctions leads to a simple description

of Higgsing with semi-simple deformations. Recall that a semi-simple element is one that is

diagonalizable (in particular, not nilpotent). Since all the quiver-like gauge theories consist

of stacks of AN branes with either a BC or XC plane, we may join an open string from

one stack of A-branes to the next, continuing from left to right across the entire quiver.

This leads to a “peeling off” of the corresponding 7-brane, and has the effect of reducing

the rank of each of the gauge algebras by one in both the classical case and the exceptional

case.
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{∅}
[0]

{α1}
[A1]

{α1, α4}
[2A1]

{α1, α4, α6}
[3A1]

{α1, α3}
[A2]

{α1, α3, α5}
[A1 +A2]

{α1, α2, α3, α5}
[A2 + 2A1]

{α1, α3, α5, α6}
[2A2]

{α1, α3, α4}
[A3]

{α1, α2, α3, α5, α6}
[2A2 +A1]

{α1, α3, α4, α6}
[A3 +A1]

{α3, α4, α5, α3,4,2}
[D4(a1)]

{α1, α3, α4, α5}
[A4]

{α1, α2, α3, α4, α6}
[A4 +A1]

{α1, α3, α4, α5, α6}
[A5]

{α2, α3, α4, α5}
[D4]

{α1, α3, α4, α5, α3,4,2}
[D5(a1)]

{α1, α3, α4, α5, α6, α1,4,3,5,4,2}
[E6(a3)]

{α1, α2, α3, α4, α5}
[D5]

{α1, α3, α4, α5, α6, α3,4,2}
[E6(a1)]

{α1, α2, α3, α4, α5, α6}
[E6]

Figure 36: Hasse diagram of E6 nilpotent deformations going from top (UV) to bottom (IR)
where all simple roots are present, and every corresponding simple string connects adjacent
A-branes, or in the case of the second simple root, three A-branes are connected to the
XC-mirror. For ease of exposition we only list the set of strings rather than the complete
string junction diagrams for each case.
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{∅}
[0]

{α1}
[A1]

{α1, α4}
[2A1]

{α2, α5, α7}
[(3A1)

′′]

{α1, α2, α5, α7}
[4A1]

{α1, α4, α6}
[(3A1)

′]

{α1, α3}
[A2]

{α1, α3, α5}
[A2 + A1]

{α1, α2, α3, α5}
[A2 + 2A1]

{α1, α3, α5, α6}
[2A2]

{α1, α2, α3, α5, α7}
[A2 + 3A1]

{α1, α2, α3, α5, α6}
[2A2 + A1]

{α1, α3, α4}
[A3]

{α2, α4, α5, α7}
[(A3 + A1)

′′]
{α1, α2, α4, α5}
[(A3 + A1)

′]

{α1, α2, α4, α5, α7}
[A3 + 2A1]

{α3, α4, α5, α7, α5,2,4}
[D4(a1) + A1]

{α3, α4, α5, α5,2,4}
[D4(a1)]

{α1, α3, α4, α6, α7}
[A3 + A2]

{α1, α2, α3, α5, α6, α7}
[A3 + A2 + A1]

{α1, α2, α3, α4, α6}
[A4 + A1]

{α1, α2, α3, α4, α6, α7}
[A4 + A2]

{α1, α3, α4, α5, α6}
[A′

5]

{α1, α3, α4, α5, α6, α1,5,4,3,7,6,5,2,4}
[D6(a2)]

{α1, α2, α4, α5, α6, α7, α3,1,6,5,4,3,7,6,5,2,4}
[E7(a5)]

{α1, α3, α4, α5, α6, α1,3,7,6,5,2,4}
[D6(a1)]

{α1, α3, α4, α5, α6, α7, α1,3,7,6,5,2,4}
[E7(a4)]

{α2, α3, α4, α5}
[D4]

{α1, α2, α3, α4}
[A4]

{α2, α3, α4, α5, α7}
[D4 + A1]

{α1, α3, α4, α5, α5,2,4}
[D5(a1)]

{α2, α4, α5, α6, α7}
[A′′

5 ]

{α1, α2, α4, α5, α6, α7}
[A5 + A1]

{α1, α3, α4, α5, α7, α5,2,4}
[D5(a1) + A1]

{α1, α3, α4, α5, α6, α1,3,6,5,4,2}
[E6(a3)]

{α1, α2, α3, α4, α5}
[D5]

{α1, α2, α3, α4, α5, α7}
[D5 + A1]

{α1, α3, α4, α5, α6, α7}
[A6]

{α2, α3, α4, α5, α6, α7}
[D6]

{α1, α3, α4, α5, α6, α5,2,4}
[E6(a1)]

{α1, α2, α3, α4, α5, α6}
[E6]

{α1, α2, α3, α5, α6, α7, α4,3,5,4,2}
[E7(a3)]

{α1, α2, α3, α4, α5, α7, α6,5,4,2}
[E7(a2)]

{α1, α3, α4, α5, α6, α7, α5,2,4}
[E7(a1)]

{α1, α2, α3, α4, α5, α6, α7}
[E7]

Figure 37: Hasse diagram of E7 nilpotent deformations going from top (UV) to bottom
(IR) where all simple roots are present, and every corresponding simple string connects
adjacent A-branes, or in the case of the second simple root, three A-branes connect to the
XC-mirror.
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{∅}
[0]

{α1}
[A1]

{α1, α2}
[2A1]

{α1, α2, α5}
[3A1]

{α1, α3}
[A2]

{α1, α2, α5, α7}
[4A1]

{α1, α3, α5}
[A2 + A1]

{α1, α2, α3, α5}
[A2 + 2A1]

{α1, α2, α3, α5, α7}
[A2 + 3A1]

{α1, α3, α5, α6}
[2A2]

{α1, α2, α3, α5, α6}
[2A2 + A1]

{α1, α2, α3, α5, α6, α8}
[2A2 + 2A1]

{α1, α2, α4, α5, α7}
[A3 + 2A1]

{α3, α4, α5, α7, α5,2,4}
[D4(a1) + A1]

{α1, α3, α4, α6, α7}
[A3 + A2]

{α1, α2, α3, α5, α6, α7}
[A3 + A2 + A1]

{α3, α4, α5, α7, α8, α5,2,4}
[D4(a1) + A2]

{α1, α3, α4, α6, α7, α8}
[2A3]

{α1, α3, α4}
[A3]

{α1, α2, α4, α5}
[A3 + A1]

{α3, α4, α5, α5,2,4}
[D4(a1)]

{α2, α3, α4, α5}
[D4]

{α1, α2, α3, α4}
[A4]

{α2, α3, α4, α5, α7}
[D4 + A1]

{α1, α2, α3, α4, α6}
[A4 + A1]

{α1, α2, α3, α4, α6, α8}
[A4 + 2A1]

{α1, α2, α3, α4, α6, α7}
[A4 + A2]

{α1, α3, α4, α5, α5,4,2}
[D5(a1)]

{α1, α2, α3, α5, α6, α7, α8}
[A4 + A2 + A1]

{α1, α2, α3, α4, α6, α7, α8}
[A4 + A3]

{α1, α3, α4, α5, α7, α8, α5,2,4}
[D5(a1) + A2]

{α3, α4, α5, α6, α7,

α7,6,5,2,4}
[D6(a2)]

{α1, α3, α4, α5, α7, α5,2,4}
[D5(a1) + A1]

{α1, α3, α4, α5, α6}
[A5]

{α2, α3, α4, α5, α7, α8}
[D4 + A2]

{α1, α2, α4, α5, α6, α7}
[A5 + A1]

{α1, α3, α4, α5, α6,

α1,3,6,5,4,2}
[E6(a3)]

{α1, α3, α4, α5, α6, α8,

α1,3,6,5,4,2}
[E6(a3) + A1]

{α1, α2, α3, α5, α6, α7,

α4,3,1,5,4,3,6,5,4,2}
[E7(a5)]

{α1, α2, α3, α4, α5}
[D5]

{α1, α2, α3, α4, α5, α7}
[D5 + A1]
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{α1, α3, α4, α5, α6,

α4,3,1,7,6,5,4,3,8,7,6,5,4,2,

α1,4,3,5,4,2}
[E8(a7)]

{α1, α3, α4, α5, α6, α7}
[A6]

{α1, α2, α4, α5, α6, α7, α8}
[A6 + A1]

{α1, α2, α3, α4, α5, α7, α8}
[D5 + A2]

{α3, α4, α5, α6, α7, α8,

α7,6,5,2,4}
[D7(a2)]

{α1, α3, α4, α5, α6, α8, α5,2,4}
[E6(a1) + A1]

{α1, α2, α3, α5, α6, α7, α4,3,5,4,2}
[E7(a3)]

{α3, α4, α5, α6, α7, α8, α5,2,4}
[D7(a1)]

{α1, α2, α3, α4, α6, α7, α8,

α5,4,3,1,6,5,4,3,7,6,5,2,4}
[E8(a6)]

{α2, α3, α4, α5, α6, α7, α8}
[D7]

{α1, α2, α3, α4, α6, α7, α8,

α1,5,4,3,7,6,5,2,4}
[E8(a5)]

{α3, α4, α5, α6, α7, α5,2,4}
[D6(a1)]

{α1, α3, α4, α5, α6, α7,

α1,3,7,6,5,2,4}
[E7(a4)]

{α1, α3, α4, α5, α6, α5,2,4}
[E6(a1)]

{α1, α2, α3, α4, α5, α6}
[E6]

{α1, α3, α4, α5, α6, α7, α8}
[A7]

{α2, α3, α4, α5, α6, α7}
[D6]

{α1, α3, α4, α5, α6, α7, α8,

α1,5,4,3,7,6,5,2,4}
[E8(b6)]

{α1, α2, α3, α4, α5, α6, α8}
[E6 + A1]

{α1, α2, α3, α4, α5, α8, α6,5,4,2}
[E7(a2)]

{α1, α2, α3, α4, α5, α6, α8,

α1,3,4,5,7,6,8,7,2,4,3,1,5,4,3,6,5,2,4}
[E8(b5)]

{α1, α3, α4, α5, α6, α7, α5,2,4}
[E7(a1)]

{α1, α2, α4, α5, α6, α7, α8,

α3,1,4,3,7,6,5,2,4}
[E8(b4)]

{α1, α2, α3, α4, α5, α6, α7}
[E7]

{α1, α2, α3, α4, α6, α7, α8,

α5,4,3,6,5,4,2}
[E8(a4)]

{α1, α2, α3, α5, α6, α7, α8, α4,3,5,4,2}
[E8(a3)]

{α1, α2, α3, α4, α5, α6, α8, α7,6,5,2,4}
[E8(a2)]

{α1, α3, α4, α5, α6, α7, α8, α5,2,4}
[E8(a1)]

{α1, α2, α3, α4, α5, α6, α7, α8}
[E8]

Figure 38: Hasse diagram of E8 nilpotent deformations going from top (UV) to bottom
(IR) where all simple roots are present, and every corresponding simple string connects
adjacent A-branes, or in the case of the second simple root, three A-branes connect to the
XC-mirror.
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Much more subtle is the case of T-brane deformations. For the most part, we confine our

analysis to the case of quiver-like theories in which all the gauge groups are classical (see

figures 39, 40, 41, 42). Even in these cases, the matter content of the partial tensor branch

can still be strongly coupled, as evidenced by SO−SO 6D conformal matter. Nonetheless,

we will still be able to develop systematic sets of rules to extract the IR fixed point obtained

from a given T-brane deformation in such cases.

To some extent, the necessary data is encoded by judiciously applying Hanany-Witten

moves involving suspended D6-branes. Such moves were used in [185], for instance, to

extract different presentations of a given 6D SCFT. To apply the Hanany-Witten analysis

of that work to the case at hand, we will need to extend it in two respects. First of

all, to cover the case of quiver-like theories with SO gauge algebras, such brane maneuvers

sometimes result in a formally negative number of D6-branes [240, 313]. Additionally, in the

case of short quivers, the data specified by pairs of nilpotent orbits will produce correlated

effects in the resulting IR fixed points. To address both points, we will need to extend the

available results in the literature.

As we have already mentioned, our main focus will be on tracking brane recombinations as

triggered by the condensation of open strings. In the context of 6D SCFTs, all of this occurs

in a small localized region of the base of the non-compact elliptic threefold. Macroscopic

data such as the surviving flavor symmetries corresponds to the asymptotic behavior of

non-compact 7-branes that pass through this singular region, but which also extend out to

the boundary of the non-compact base. This also means that, provided we hold fixed the

total asymptotic 7-brane charge present in the configuration, we can consider any number

of “microscopic processes” which could appear in the physics of brane recombination.

One such process which we shall often use is the creation of brane / anti-brane pairs lo-

calized in the region near the 6D SCFT. We denote such an anti-brane by A and use it in

annihilation processes such as:

A+A→ no branes. (2.4.1)
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Strictly speaking, such a physical process would generate radiation. The only sense in

which we are really using these objects is to count the overall Ramond–Ramond charge

asymptotically far away from the configuration. In this sense, there will be little distinction

between an anti-brane and a “negative / ghost-brane.” Since we are primarily interested in

determining the end outcome of Higgsing, we use these A-branes as a combinatorial tool

which must disappear at the final stages of our analysis through processes such as line

(2.4.1). We refer to this as having a “Dirac sea” of A/A pairs of 7-branes.

Much as in the case of a general configuration of plus and minus charges in electrodynamics,

a lowest energy configuration is obtained by allowing charges to freely move through a

material. In much the same way, we shall allow the branes and anti-branes to redistribute.

Our main physical condition is that the net 7-brane charge is unchanged by such processes,

and also, that no anti-brane charge remains uncanceled in any final configuration obtained

after Higgsing.

We also remark that from the standpoint of renormalization group flow, these sorts of

microscopic details are expected to be irrelevant at long distances. Said differently, while

there could, a priori, be different UV completions in the full framework of quantum gravity,

such details will not matter in determining possible fixed points obtained after a Higgs

branch deformation. The brane maneuvers indicated here are of this sort and are used as a

tool to analyze possible fixed points.

Including these formal structures is useful in that it allows us to make sense of the resulting

6D SCFT, even when the ranks of the intermediate gauge groups are negative numbers of

small magnitude. This procedure has been used in [240, 313, 28, 241, 173] as a way to

track the effects of Higgs branch flows in certain 6D SCFTs. We will return to this point

in section 2.5.

Our main focus in this section will be on determining the Higgs branch flows associated with

the classical algebras, since in these cases there is also a gauge theory description available
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[SU(N)] 2 2 2 2 · · · 2 2 [SU(N)]

suN suN suN suN suN suN

Figure 39: Tensor branch of the UV quiver-like theory with just SU(N) gauge algebras.

[SO(2N)] 1 4 1 4 · · · 4 1 [SO(2N)]

spN−4 soN spN−4 soN soN spN−4

Figure 40: Tensor branch of the UV quiver-like theory with just SO(2N) gauge algebras.
The full tensor branch also includes additional Sp(N − 4) gauge algebras coming from
blowing up the conformal matter between D-type collisions.

[SO(2N − 1)] 1 4 1 4 · · · 4 1 [SO(2N − 1)]

spN−4 so2N+1 spN−3 so2N+2 so2N+1 spN−4

Figure 41: Tensor branch of the UV theory with just SO(2N − 1) gauge algebras. The
full tensor branch also includes additional Sp gauge algebras coming from blowing up the
conformal matter between D-type collisions. Any deformation with partition µ = [{µi}] in
SO(2N − 1) is equivalent to the partition ν = [{µi}, 3] in SO(2N + 2).

[Sp(N)] 4 1 4 1 · · · 1 4 [Sp(N)]

so2N+8 spN so2N+8 spN spN so2N+8

Figure 42: UV theory for Sp(N).

for some Higgs branch flows in terms of vevs of conventional hypermultiplets. Any nilpotent

orbit is then described by stretching the appropriate strings as described in section 2.3. We

then need to propagate the deformation by removing some strings as we move deeper into

the quiver, which allows us to read off the resulting gauge symmetries that are left over in

the IR. We explain these propagation rules in the following section.

Before that, however, we need to introduce the possibility of anti-branes. Indeed, while

the nodes in the SU(N) quivers all have the same number of branes on each level (namely

N A-branes), the other classical algebras do not. For instance, a quiver with SO(2N)

flavor in the UV will alternate between N and N − 4 A-branes on the so2N and spN

levels respectively. This introduces an additional complication in that we may end up

with configurations that have more strings stretching between branes (as dictated by the

nilpotent orbit configuration of section 2.3) than are available according to the gauge group
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on the quiver node. We remedy this situation by extracting as many extra A branes as

necessary out of the brane / anti-brane “Dirac sea” to draw the proper number of string

junctions. These extra branes are then immediately canceled with the same number of

anti-branes.

For example, the theory with SO(8) flavor symmetry has gauge symmetries alternating

between sp0 (i.e. a trivial gauge group associated with an “unpaired tensor” [327]) and

so8, and the nilpotent orbit [42]I uses strings stretching between every brane (i.e. all four

A-branes and their images have at least one string attached). However, sp0 only has the BC-

mirror and no A-brane. So, in order to describe the [42]I nilpotent orbit, we must introduce

four A-branes through which we can stretch strings (on each side of the mirror) and then

add them with four anti-branes. This also applies to the non-simply laced classical algebras,

since they can be obtained from Higgs branch flows of SO(even) quiver-like theories [235].

Notably, there are a few cases, even for SO- and Sp-type quivers, which require non-

perturbative ingredients such as E-string / small instanton deformations. In these cases,

the number of tensor multiplets in the 6D SCFT also decreases. Our method using brane /

anti-brane pairs carries over to these situations and allows us to obtain a complete picture

of Higgs branch flows in these cases as well. We use this feature in section 2.5 to determine

IR fixed points in the case of short quivers.

Our plan in the rest of this section is as follows: first, we discuss a IIA realization of quiver-

like theories with classical gauge groups, and especially the treatment of Hanany-Witten

moves in such setups. After this, we state our rules for how a T-brane propagates into the

interior of a quiver with classical gauge algebras. We then illustrate with several examples

the general procedure for Higgsing such theories. This provides a uniform account of brane

recombination and also agrees in all cases with the result expected from related F-theory

methods (when available). We also comment on some of the subtleties associated with

extending this to the case of quiver-like theories with exceptional algebras.
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2.4.1 IIA Realizations of Quivers with Classical Gauge Groups

To aid in our investigation of Higgs branch flows for 6D SCFTs, it will also prove convenient

to use the type IIA realizations of the quiver-like theories with classical algebras, as used

previously in references [217, 83, 84, 185]. In the case of quivers with SU gauge group factors,

each classical gauge group factor is obtained from a collection of D6-branes suspended

between spacetime filling NS5-branes, with non-compact “flavor” D8-branes emanating “out

to infinity.” The case of SO algebras on the partial tensor branch is obtained by also

including O6−-planes coincident with each stack of D6-branes. In this case, the NS5-branes

can fractionate to 1
2 NS5-branes. Working in terms of these fractional branes, there is an

alternating sequence of O6+ and O6− planes, and correspondingly an alternating sequence

of SO and Sp gauge group factors. This all matches up with the F-theory realization of

these theories, where each SO factor originates from an I∗n fiber and each Sp factor from a

non-split Im fiber.

The utility of this suspended brane description is that we can write several equivalent brane

configurations which realize the same IR fixed point via “Hanany-Witten moves,” much as

in the original reference [216] and its application to 6D SCFTs in reference [185]. This

provides a convenient way to uniformly organize the data of Higgs branch deformations

generated by nilpotent orbits. In fact, we will shortly demonstrate that using these brane

moves along with some additional data (such as the appearance of brane / anti-brane pairs)

provides an intuitive method for determining the resulting fixed points in both long and

short quivers.

Since we will be making heavy use of the IIA realization in our analysis of Higgs branch

flows, we now discuss such constructions in greater detail. In our analysis, we will also

consider formal versions of Hanany-Witten moves which would seem to involve a negative

number of branes. These cases are closely connected with strong coupling phenomena (such

as the appearance of small instanton transitions and spinor representations) and can be

fully justified in the corresponding F-theory realization of the same SCFT. Indeed, the
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description in terms of Hanany-Witten moves extends to the F-theory description, so we

will interchangeably use the two conventions when the context is clear.

SU(N)

We begin with a quiver-like theory with L− 1 tensor multiplets and for each one a paired

SU(N) gauge group factor. The UV theory has a tensor branch given by the quiver

N N N N. . .

L− 1 ,

which is realized in terms of the IIA brane setup:

D8

N

D6

N
NS5 NS5

D6

N

D8

N

. . .

L .

From the point of view of the D6-branes, the D8-branes specify boundary conditions, which

are controlled by the Nahm equations [151]. These pick three (Xi, i = 1, 2, 3) out of

the N2 − 1 scalars controlling the Higgs branch and relates them to the distance t of the

intersection point by

Xi ∼ T i

t
. (2.4.2)

The generators T i describe an SU(2) subgroup of the flavor symmetry SU(N), whose em-

bedding is captured by a partition of N . This happens on both sides of the quiver. Thus all

the data we need in order to study Higgs branch flows of the UV theory are two partitions

µL and µR of N and the length L.

A partition µ of N is given in terms of l ≤ N integers µi with µ1 ≥ µ2 ≥ · · · ≥ µl and

µ1 + µ2 + . . . µl = N . In the corresponding brane realization, the two partitions describe
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D8

D6
n1 n2 n3

NS5

D8

D6
n1 n′

2
n3

NS5

Figure 43: The basic operation of swapping a D8- and NS5-branes. The relation between
the number of D6-branes stretching between the D8-brane and the NS5-brane before (n2)
and after (n′2) the swapping is given by n′2 = n1 + n3 − n2 + 1.

the separation of the stack of N D8-branes on each side into smaller stacks

D8

µlL

L

D8

µ2
L

D8

µ1
L

µlL

L

D6. . .

µ1
L

µ2
L

NS5
D6

µlR

R

. . .

µ1
R

NS5
µ2
R

D8

µ1
R

D8

µ2
R

D8

µlR

R

. . .

L
.

The brane picture is particularly useful because we can easily read off the IR theory from it.

This works by applying Hanany-Witten moves, which swap a D8-brane and an NS5-brane,

until all of the D8-branes are balanced. Looking at the stack of µ1
L D8-branes left of the

first NS5-branes, we can measure its imbalance by the difference ∆n of D6-branes departing

from the right and arriving on the left. A balanced stack would have ∆n = 0, but for the

setup depicted above we find ∆n = µ1
L instead. After performing the Hanany-Witten move

described in figure 43, ∆n becomes

∆n′ = ∆n− 1 with ∆ = n2 − n1 and ∆′ = n3 − n′2 . (2.4.3)

Hence, we have to perform exactly ∆n = µ1
L Hanany-Witten moves to balance this stack.

One can always balance all D8-branes provided that the length of the quiver L is large

enough. This constraint will become important when we discuss short quivers in section 2.5.
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Once all D8-branes are balanced, the resulting IR quiver gauge theory can be read off by

using the building blocks

D8

m

NS5
D6
n NS5n =

m

n

.

Applying subsequent Hanany-Witten moves results in a simple, algebraic description of the

Higgs branch flows. Let us, for simplicity, consider very long quivers. In this case it is

sufficient to just focus on one partition, i.e. µL, since the analysis on the right-hand side is

perfectly analogous. Using the fact that a stack of µiL D8-branes moves µiL NS5-branes to

the right until it is balanced, we can read off the flavor symmetries of the IR theory directly

from the partition. However, obtaining the number of D6-branes stretched between each

pair of adjacent NS5s is slightly more complicated. If we denote this number as ni between

the i’s and i+ 1’s NS5s we find the following recursion relation

(ni)j =


(ni)j−1 − µjL + i for i < µjL

(ni)j−1 otherwise .
(2.4.4)

Here (ni)j denotes the ni after the j’th stack of NS5-branes has been balanced. Hence, the

initial condition is (ni)0 = N , and we are interested in (ni)lL , which describes the number

of D6-branes once all D8-branes have been balanced. An example for N = 6 is µ = [3 2 1],

for which we find
(ni)1 =

(
4 5 6 6 . . .

)
(ni)2 =

(
3 5 6 6 . . .

)
(ni)3 =

(
3 5 6 6 . . .

) (2.4.5)

with the resulting IR quiver
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1 1 1

3 5 6 6 . . .

.

2.4.2 SO(2N), SO(2N + 1) and Sp(N)

Gauge groups SO(2N), SO(2N + 1) and Sp(N) arise if the setup from the last subsection

is extended to include O6 orientifold planes placed on top of the D6-branes. In particular,

assume we have N physical D6-branes. Each of these has a mirror image under the Z2

orientifold action Ω, and thus we have in total 2N 1/2 D6-branes. Their Chan-Paton

factors transform under Ω as Ωλ = MλTM−1. Since Ω2 = 1, we therefore find two different

solutions for M , which are denoted as M± = ±MT
± . Each of these solutions gives rise

to a distinguished orientifold action Ω±. Only massless open string excitations satisfying

Ω±λ = −λT survive the orientifold projection. Depending on whether Ω− (O6−) or Ω+

(O6+) is used, the resulting gauge group is either SO(2N) or Sp(N). If a single 1/2 D6-

branes is exactly on top of the O6− plane, it becomes its own mirror and we obtain the

gauge group SO(2N + 1). Similar to the D6-branes, a single NS5-branes on the orientifold

plane splits into two half NS5-branes:

1
2
D6

n+ nmod 2− 8
NS5
2

1
2
D6

n

1
2
D6

n
NS5
2

Here, we depict a stack of 1/2 D6-branes on O6− with a solid line and a stack of 1/2 D6-

branes on O6+ with a dashed line. Because the D6-charge of the O6+ differs by 4 from the

one of the O6− the number of 1/2 D6-branes changes from n to n+ nmod 2− 8 and back.

There are three different classes UV SCFTs which we can now realize in terms of suspended

branes depicted in figure 44. To study their Higgs branch flow, we follow the same approach

as in the SU(N) case: first, we choose two partitions, which each describe an embedding of

su2 into the corresponding flavor symmetry algebra. These control how the stacks of 1/2

D8-branes on the left and right side of the quiver are split into smaller stacks. Finally, we
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SO(2N − 1)
2(N -4) 2(N -4)

1
2
D6

2N - 1
NS5
2

NS5
2

1
2
D6

2N - 1
. . .

SO(2N)
2(N -4) 2(N -4)

1
2
D6

2N
NS5
2

NS5
2

1
2
D6

2N
. . .

Sp(N) 2N 2N

1
2
D6

2(N -4)
NS5
2

NS5
2

1
2
D6

2(N -4)
. . .

2L

Figure 44: Suspended brane realization of UV quivers with SO(2N -1), SO(2N), and Sp(N)
flavor symmetries.

apply Hanany-Witten moves to these stack until they are balanced.

It is convenient to combine the D6-brane charge of the orientifold planes with the contribu-

tion from the 1/2 D6-branes. In this case, rules for the Hanany-Witten shown in figure 43

still apply and we can use the results from the last subsection. The only thing we have to

keep in mind is that we are now counting 1/2 D6-branes.

2.4.3 Propagation Rules

In this section, we present a set of rules for working out Higgs branch deformations in the

case of quivers with classical gauge algebras. The main idea is to consider each stack of

7-branes wrapped over a curve and strings that stretch from one stack to the next. To

visualize the possible locations where such strings can begin and end, we will use the same

diagrammatic analysis developed in section 2.3 to track these breaking patterns. When

such a string is present, it signals the presence of a brane recombination move, and the

corresponding brane becomes non-dynamical (having become attached to a non-compact
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7-brane on the boundary of the quiver). On each layer, we introduce a directed graph, as

dictated by a choice of nilpotent orbit. This tells us how to connect the branes into “blobs”

after recombination. We want to see how these blobs recombine, both with the non-compact

branes at the end of quiver and the compact branes further in the interior.

On each consecutive level of the quiver (i.e. for each gauge algebra in the quiver), we draw

the same string configuration with a few modifications according to the following rules for

propagating Higgs branch flows into the interior of a quiver:

• First, we consider blobs made only of A-branes. That is, only one-pronged strings are

involved and there is no crossing or touching the mirror. These configurations cover

all possible orbits of SU(N). In such cases, the one-pronged strings get removed one

at a time (per blob) so that one A-brane is added back (to each blob) at each step.

These steps can be visualized in the example of SU(6) nilpotent orbits given in figure

45.

• Next, we consider cases with a two-pronged string, but in which both legs are disjoint

(unlike αN for Sp(N)) so that no loop is formed. In this case, the propagation follows

the same rule as for one-pronged strings. Indeed in such configurations each leg

becomes independent and they individually behave like one-pronged strings. This is

the case for SO(2N) whenever the two-pronged string αN is present but not the string

αN−1 below it. (See for instance the partition [24]II for SO(8) in figure 46).

• Now suppose (without loss of generality) that branes A1, A2, · · · , An are connected via

simple one-pronged strings and a two-pronged string attaches the ith and nth brane

to the mirror (1 ≤ i < n). Then, for the next n − i levels, the right-most leg moves

one step to the left (attaching to the brane An−1, An−2, · · · , An−i) and the right-most

one-pronged string below it is removed, namely αn followed by αn−1, · · · , αn−i. After

these n − i steps, both legs overlap and the right-most leg cannot move any further.

Instead, we then move the second leg one step to the left so that one leg stretches from
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αn−i−1 and the other stretches from αn−i. We can now repeat the previous steps once

by moving the right-most leg one brane to the left (and removing αn−i−1) so that it

overlaps with the left-most leg. This process ends whenever the two-pronged string

with both legs overlapping is the last one of the group and it is then simply removed

for the next node in the quiver. (See for instance the partitions [5, 3] or [7, 1] for

SO(8) in figure 46).

• Finally we can have groups of K branes involving the short root αN−1 of SO(2N−1),

which connects the N th A-brane to the one merged onto the mirror. In this case, the

first step consists of lifting the short string above the middle brane so that it becomes

a doubled-arrow string crossing the mirror and connecting K − 1 branes. The next

steps in the propagation are then identical to the ones described in the previous point.

(See for instance the partitions [7, 12] or [9] for SO(9) in figure 48).

We note that in terms of partitions, these steps simply translate into every part being

reduced by 1, so that the partition [µ1, µ2, · · · , µi, 1k] goes to [µ1−1, µ2−1, · · · , µi−1, 1k+i]

after each step until there are no more parts with µi > 1, and we are left with the trivial

partition (corresponding to the total absence of strings).

2.4.4 Higgsing and Brane Recombination

Once we have propagated the strings according to the above rules, we are ready to read

off the residual gauge symmetry on each node. To do so, we note that the strings force

connected branes on each side of the mirror to coalesce so that a blob of K A-branes behaves

like a single A-brane. We can then directly read off the gauge symmetry that is described

by the resulting collapsed brane configuration.

For SU(N) quivers, which do not involve a mirror, strings group A-branes without any

ambiguity, as no B or C brane is present. Thus, the residual gauge symmetry is given by

the number of groups formed at each level. For instance, if only one simple string stretches

between two A-branes, these branes coalesce, and we are left with N − 1 separate groups
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of strings on this level. This yields the residual gauge symmetry suN−1 as illustrated in the

first orbit of SU(6) (see figure 45).

Similarly, a blob with K branes connected by strings on each side of a mirror turns an so2N

algebra into so2(N−K+1), so2N−1 into so2(N−K+1)−1, and spN into spN−K+1. The same is

true if the blob consists of branes on both sides of the mirror connected by double-pronged

strings. However, if the blob consists of branes connected by a double-arrowed string, then

the blob of connected branes gets merged onto the mirror. As a result, an so2K algebra

will turn into so2K−1, and so2K−1 into so2K−2. (See for instance the [7,1] diagrams at

the bottom of figure 46.) We note that the propagation rules listed above prevent such a

configuration from ever appearing on a level with spN gauge symmetry.

In some cases, the so quivers require the introduction of “anti-branes.” In our figures, we

denote a brane by a filled in circle (black dot) and an anti-brane by an open circle. At the

final step, all such anti-branes must disappear by pairing up with other coalesced branes,

deleting such blobs from the resulting configuration. This further reduces the number of

leftover blobs which generate the residual gauge symmetry.

Note that there are also situations where the number of anti-branes is larger than the

number of available blobs of branes on a given layer. This occurs whenever the number of

D6-branes in the type IIA suspended brane realization formally becomes negative, signaling

that the perturbative type IIA description has broken down, and F-theory is required to

construct the theory in question. Nevertheless, it is still useful to write down a “formal

IIA quiver,” which includes negative numbers of D6-branes and hence negative gauge group

ranks. Additionally, as we will now show with examples, our picture of brane / anti-brane

nucleation can be adapted to these situations if we allow extra anti-branes at a given layer

to move to other layers and annihilate other blobs of branes.

Consider, for instance, the partition [5, 3] of SO(8) requires the presence of four A-branes

on the first quiver node, which only has sp0 symmetry. Thus, we also need to introduce four
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anti-branes to compensate. Only one blob of branes is formed on each side of the mirror, so

only one of the four anti-branes is used to cancel it, and we are left with three anti-branes.

The first anti-brane is used to collapse the −1 curve it is on. The second anti-brane is

distributed to the next so quiver node and the third anti-brane is distributed to the next

sp quiver node, where it is used to either reduce the gauge symmetry from spK to spK−1

or, if K = 0, to blow down this next −1 curve. The anti-brane that lands on a quiver node

with an so algebra also reduces the residual symmetry according to the following rules:

soN
A→ soN−1 for N ≥ 8,

so7
A→ g2,

g2
A→ su3,

so6 ' su4
A→ su3,

su3
A→ su2,

so5 ' sp2
A→ sp1 ' su2,

so4
A→ so3 ' su2,

so3 ' su2
A→ su1 ' ∅. (2.4.6)

Note that for classical quiver theories, there can never be more than four anti-branes, since

the quiver nodes with sp gauge symmetry only have four fewer branes than their neighboring

so nodes.

We illustrate all of these steps through the examples of SU(6), SO(8), SO(10), SO(9), and

Sp(3) in figures 45, 46, 47, 48, and 49 respectively. Explicit examples of g2
A→ su3 and

su3
A→ su2 can only be found when dealing with “short quivers,” which we discuss in section

2.5.
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UV string junction IR

[16]

su6–2 2–su6
su6–2 2–su6 [16]...

[2, 14]

su6–2 2–su5
su6–2 2–su6 [2, 14]...

[22, 12]

su6–2 2–su4
su6–2 2–su6 [22, 12]...

[23], 1

su6–2 2–su3
su6–2 2–su6
su6–2 2–su6

su6–2 2–su4
su6–2 2–su5
su6–2 2–su6 [3, 13]...

...

[3, 2, 1]

su6–2 2–su3
su6–2 2–su5
su6–2 2–su6 [3, 2, 1]...

[32], 1

su6–2 2–su2
su6–2 2–su4
su6–2 2–su6
su6–2 2–su6

su6–2 2–su3
su6–2 2–su4
su6–2 2–su5
su6–2 2–su6 [4, 12]...

...

[4, 2]

su6–2 2–su2
su6–2 2–su4
su6–2 2–su5
su6–2 2–su6 [4, 2]...

[5, 1]

su6–2 2–su2
su6–2 2–su3
su6–2 2–su4
su6–2 2–su5
su6–2 2–su6 [5, 1]...

[6]

su6–2 2–su1
su6–2 2–su2
su6–2 2–su3
su6–2 2–su4
su6–2 2–su5
su6–2 2–su6 [6]...

Figure 45: Nilpotent deformations of the SU(6) quiver from the UV configuration of figure
39. Each subfigure corresponds to the quiver diagram of a nilpotent orbit with strings
propagating through. The quivers have been rotated to go from top to bottom (rather than
left to right) to fit on the page. On the left-hand side of each subfigure we have the setting
in the UV with each −2 curve containing an su6 gauge algebra, while on the right-hand
side we give the IR theory induced by the strings stretched in the middle diagram. The
theories are ordered from top to bottom according to their partial ordedring of RG flows,
which matches their mathematical ordering. The corresponding partitions are given on the
side.
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sp0–1 1–sp0

so8–4 4–so8

UV IRstring junction

...

[18]

sp0–1 down

so8–4 3–so8...

[22, 14]

sp0–1 down (+1Ā)

so8–4 3–so7...

[24]I sp0–1 down

so8–4 3–so7...

[3, 15]

sp0–1 down (+1Ā)

so8–4 3–so7...

[24]II

sp0–1 down (+1Ā)

so8–4 3–g2...

[3, 22, 1]

sp0–1 down (+1Ā)

so8–4 3–su3...

[32, 12]

sp0–1 down (+2Ā)

so8–4 2–su2

sp0–1 down (+1Ā)

so8–4 3–so7...

[42]I sp0–1 down (+1Ā)

so8–4 2–su2

sp0–1 down

so8–4 3–so7...

[5, 13]

sp0–1 down (+2Ā)

so8–4 2–su2

sp0–1 down (+1Ā)

so8–4 3–so7...

[42]II

sp0–1 down (+2Ā)

so8–4 2–su2

sp0–1 down (+1Ā)

so8–4 3–g2...

[5, 3]

sp0–1 down (+2Ā)

so8–4 2–∅
sp0–1 down (+2Ā)

so8–4 2–su2

sp0–1 down (+1Ā)

so8–4 3–g2

sp0–1 1–sp0...

[7, 1]

Figure 46: Nilpotent deformations of the SO(8) quiver from the UV configuration of figure
40. Each subfigure corresponds to the quiver diagram of a nilpotent obit with strings
propagating into the interior of the quiver. The quivers have been rotated to go from top to
bottom (rather than left to right) to fit on the page. On the left-hand side of each subfigure,
we have the initial UV theory with alternating −1 and −4 curves containing sp0 and so8
respectively. On the right-hand side, we give the IR theory induced by the strings stretched
in the middle diagram. The vertical line denotes the BC-mirror. Whenever anti-branes are
required, they are denoted by white circle below their A-brane counterparts. In some cases,
there are extra anti-branes indicated in parentheses on the right (which occur when there are
more groups of A-branes than anti-branes). The first one is used to blow-down the −1 curve
it is on (indicated by the word “down”), while the others get distributed on the following
quiver nodes as indicated by the side arrows on the right. The theories are ordered from
top to bottom according to their partial ordering of RG flows. The corresponding partitions
are given on the side.
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so10–4 4–so10

sp1–1 1–sp1

UV IRstring junction

...

[110]

so10–4 4–so10

sp1–1 1–sp0

...

[22, 16]

so10–4 3–so10

sp1–1 down

sp1–1 1–sp1...

[24, 12]

so10–4 4–so9

sp1–1 1–sp0

sp1–1 1–sp1...

[3, 17]

so10–4 3–so9

sp1–1 down

sp1–1 1–sp1...

[3, 22, 13]

so10–4 3–so8

sp1–1 down

sp1–1 1–sp1...

[32, 14]

so10–4 3–so7

sp1–1 down (+1Ā)

sp1–1 1–sp1

so10–4 4–so10...

[32, 22]

so10–4 3–so7

sp1–1 down

sp1–1 1–sp0

so10–4 4–so9...

[5, 15]

so10–4 3–g2

sp1–1 down (+1Ā)

sp1–1 1–sp1

so10–4 4–so10...

[33, 1]

so10–4 3–su3

sp1–1 down (+1Ā)

sp1–1 1–sp0

so10–4 4–so10...

[42, 12]

so10–4 3–g2

sp1–1 down (+1Ā)

sp1–1 1–sp0

so10–4 4–so9...

[5, 22, 1]

Figure 47: Nilpotent deformations of the SO(10) quiver from the UV configuration of figure
40. See figure 46 for additional details on the notation and conventions.
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so10–4 3–su3

sp1–1 down (+1Ā)

sp1–1 1–sp0

so10–4 4–so9...

[5, 3, 12]

so10–4 2–su2

sp1–1 down (+2Ā)

sp1–1 down (+1Ā)

so10–4 3–so7

sp1–1 1–sp1

so10–4 4–so10...

[52]

so10–4 2–su2

sp1–1 down (+1Ā)

sp1–1 down

so10–4 3–so7

sp1–1 1–sp0

so10–4 4–so9...

[7, 13]

so10–4 2–su2

sp1–1 down (+2Ā)

sp1–1 down (+1Ā)

so10–4 3–g2

sp1–1 1–sp0

so10–4 4–so9...

[7, 3]

so10–4 2–∅
sp1–1 down (+2Ā)

sp1–1 down (+2Ā)

so10–4 2–su2

sp1–1 down (+1Ā)

so10–4 3–g2

sp1–1 1–sp0

so10–4 4–so9...

[9, 1]

Figure 47: (continued) Nilpotent deformations of the SO(10) quiver from the UV configu-
ration of figure 40. See figure 46 for additional details on the notation and conventions.
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so12–4 4–so12

sp1–1 1–sp1

so11–4 4–so11

sp2–1 1–sp2

UV IRstring junction

...

[19]

so12–4 4–so12

sp1–1 1–sp0

so11–4 4–so11

sp2–1 1–sp2

...

[22, 15]

so12–4 4–so12

sp1–1 down

so11–4 3–so11

sp2–1 1–sp2

...

[24, 1]

so12–4 4–so12

sp1–1 1–sp0

so11–4 4–so10

sp2–1 1–sp2

...

[3, 16]

so12–4 4–so12

sp1–1 down

so11–4 3–so10

sp2–1 1–sp2

...

[3, 22, 12]

so12–4 4–so12

sp1–1 down

so11–4 4–so9

sp2–1 1–sp2

...

[32, 13]

so12–4 4–so11

sp1–1 down

so11–4 3–so8

sp2–1 1–sp1

...

[5, 14]

so12–4 4–so12

sp1–1 down (+1Ā)

so11–4 3–so7

sp2–1 1–sp2

...

[33]1

Figure 48: Nilpotent deformations of the SO(9) quiver from the UV configuration of figure
41. See figure 46 for additional details on the notation and conventions.
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so12–4 4–so12

sp1–1 down (+1Ā)

so11–4 3–so7

sp2–1 1–sp1

...

[5, 22]

so12–4 4–so12

sp1–1 down (+1Ā)

so11–4 3–g2

sp2–1 1–sp1

...

[42, 1]

so12–4 4–so11

sp1–1 down (+1Ā)

so11–4 3–g2

sp2–1 1–sp1

...

[5, 3, 1]

so12–4 4–so9

sp1–1 down (+1Ā)

so11–4 3–su3

sp2–1 1–sp0

sp2–1 1–sp1

so12–4 4–so11...

[7, 12]

so12–4 3–g2

sp1–1 down (+2Ā)

so11–4 2–su2

sp2–1 down (+Ā)

sp2–1 1–sp0

so12–4 4–so9

sp2–1 1–sp1

so12–4 4–so11...

[9]

Figure 48: (continued) Nilpotent deformations of the SO(9) quiver from the UV configura-
tion of figure 41. See figure 46 for additional details on the notation and conventions.
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so14–4 4–so14

sp3–1 1–sp3

UV IRstring junction

...

[16]

so14–4 4–so13

sp3–1 1–sp3...

[2, 14]

so14–4 4–so12

sp3–1 1–sp3...

[22, 12]

so14–4 4–so11

sp3–1 1–sp3...

[23]

so14–4 4–so11

sp3–1 1–sp2

so14–4 4–so13...

[4, 12] so14–4 4–so10

sp3–1 1–sp2

so14–4 4–so14...

[32]

so14–4 4–so10

sp3–1 1–sp2

so14–4 4–so13

sp3–1 1–sp3...

[4, 2]

so14–4 4–so9

sp3–1 1–sp1

so14–4 4–so11

sp3–1 1–sp2

so14–4 4–so13...

[6]

Figure 49: Nilpotent deformations of the Sp(3) quiver from the UV configuration of figure
42. See figure 46 for additional details on the notation and conventions.

2.4.5 Comments on Quiver-like Theories with Exceptional Algebras

It is natural to ask whether the propagation rules given for quivers with classical algebras

also extend to theories with exceptional algebras. In principle, we expect this to follow from
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our description of the nilpotent cone in terms of multi-pronged string junctions. Indeed,

we have already explained that at least for semi-simple deformations, there is no material

distinction between the quivers of classical and exceptional type.

That being said, we expect our analysis of nilpotent deformations to be more subtle in this

case. Part of the issue is that even in the case of the D-type algebras, to really describe

the physics of brane recombination, we had to go onto the full tensor branch so that both

SO and Sp gauge algebras could be manipulated (via brane recombination). From this

perspective, we need to understand brane recombination in 6D conformal matter for the

following configurations of (EN , EN ) conformal matter:

[E6], 1, 3, 1, [E6] (2.4.7)

[E7], 1, 2, 3, 2, 1, [E7] (2.4.8)

[E8], 1, 2, 2, 3, 1, 5, 1, 3, 2, 2, 1, [E8]. (2.4.9)

Said differently, a breaking pattern which connects two E-type algebras will necessarily

involve a number of tensor multiplets. For the most part, one can work out a set of “phe-

nomenological” rules which cover nearly all cases involving quivers with E6 gauge algebras,

but its generalization to E7 and E8 appears to involve some new ingredients beyond the

ones introduced already in this chapter. For all these reasons, we defer a full analysis of

these cases to future work.

2.5 Short Quivers

In the previous section, we demonstrated that the physics of brane recombination accurately

recovers the expected Higgs branch flows for 6D SCFTs. It is reassuring to see that these

methods reproduce – but also extend – the structure of Higgs branch flows obtained through

other methods. The main picture we have elaborated on is the propagation of T-brane data

into the interior of a quiver-like gauge theory.

The main assumption made in these earlier sections is the presence of a sufficient number of
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gauge group factors in the interior of the quiver so that this propagation is independent of

other T-brane data associated with other flavor symmetry factors. In this section we relax

this assumption by considering “short quivers” in which the number of gauge group factors

is too low to prevent such an overlap. There has been very little analysis in the 6D SCFT

literature on this class of RG flows.

Using the brane recombination picture developed in the previous section, we show how

to determine the corresponding 6D SCFTs generated by such deformations. We mainly

focus on quivers with classical algebras, since this is the case we presently understand most

clearly. Even here, there is a rather rich structure of possible RG flows.

There are two crucial combinatorial aspects to our analysis. First of all, we use open strings

to collect recombined branes into “blobs.” Additionally, to determine the scope of possible

deformations, we introduce brane / anti-brane pairs, as prescribed by the rules of section

2.4. To track the effects of having a short quiver, we gradually reduce the number of gauge

group factors until the brane moves on either side of the quiver become correlated. As a

result, we sometimes reach configurations in which the anti-branes cannot be eliminated.

We take this to mean that we have not actually satisfied the D-term constraints in the

quiver-like gauge theory.

The procedure we outline also has some overlap with the formal proposal of reference [313]

(see also [28]), which analyzed Higgs branch flows by analytically continuing the rank of

gauge groups to negative values. Using our description in terms of anti-branes, we show that

in many cases, the theory we obtain has an anomaly polynomial which matches to these

proposed theories. We also find, however, that in short quivers (which were not analyzed

in [313]) this analytic continuation method sometimes does not produce a sensible IR fixed

point. This illustrates the utility of the methods developed in this chapter.

In the case of sufficiently long quiver-like theories, there is a natural partial ordering set by

the nilpotent orbits in the two flavor symmetry algebras. In the case of shorter quivers, the
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partial ordering becomes more complicated because there is (by definition) some overlap

in the symmetry breaking patterns on the two sides of a quiver. In many cases, different

pairs of nilpotent orbit wind up generating the same IR fixed point simply because most

or all of the gauge symmetry in the quiver has already been Higgsed. We show in explicit

examples how to obtain the corresponding partially ordered set of theories labeled by pairs

of overlapping nilpotent orbits. We refer to these as “double Hasse diagrams” since they

merge two Hasse diagrams of a given flavor symmetry algebra.

To illustrate the main points of this analysis, we primarily focus on illustrative examples in

which the number of gauge group factors in the interior of a quiver is sufficiently small and

/ or in which the size of the nilpotent orbits is sufficiently large so that there is non-trivial

overlap between the breaking patterns on the left and right. For this reason, we often work

with low rank gauge algebras such as su(4) and so(8) and a small number of interior gauge

group factors, though we stress that our analysis works in the same way for all short quivers.

The rest of this section is organized as follows. First, we show how to obtain short quivers

as a limiting case in which we gradually reduce the number of gauge group factors in a long

quiver. We then turn to a study of nilpotent hierarchies in these models, and we conclude

this section with a brief discussion of the residual global symmetries after Higgsing in a

short quiver.

2.5.1 From Long to Short Quivers

In this subsection, we determine how T-brane data propagating from the two sides of a

quiver becomes intertwined as we decrease the number of gauge groups / tensor multiplets.

It is helpful to split up this analysis according to the choice of gauge group appearing, so

we present examples for each different choices of gauge algebras.
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SU(N) Short Quivers

We begin with quiver-like theories with su gauge algebras. Applying the Hanany-Witten

rules from section 2.4.1 to the type IIA realization of the SU(N) theories, we have that:

kNS5 ≥ Max{µ1
L, µ

1
R}+ 1 (2.5.1)

for left and right partitions µL = [µi], µR = [µj ] respectively. Here, kNS5 denotes the number

of NS5-branes in the corresponding type IIA picture. When this condition is violated, it is

impossible to balance the D8-branes. Note that kNS5 is also equal to one plus the number

of −2 curves N−2 = NT the number of tensor multiplets in the UV quiver, so we may

equivalently write this condition as

Max{µ1
L, µ

1
R} ≤ N−2, (2.5.2)

where N−2 denotes the number of −2 curves in the UV quiver. This is equivalent to saying

that, when only one nilpotent deformation (either µL or µR) is implemented over the UV

quiver (either the left or right partition), there has to be at least one −2 curve whose fiber

remains untouched by the deformation.

Assuming this restriction is obeyed, we can straightforwardly produce any short SU(N)

quiver given a UV quiver and a pair of nilpotent orbits. Before giving the general formula,

however, let us look at a concrete example: consider a UV theory of SU(5) over five −2

curves, and apply the nilpotent deformations of [3, 2] – [22, 1], where no interaction between

the orbits take place. This theory can be written as:

[3, 2] :
su(2)

2
su(4)

2
[Nf=1]

su(5)
2

[Nf=1]

su(5)
2

[SU(2)]

su(3)
2

[Nf=1]
: [22, 1] (2.5.3)

where the notation [Nf = 1] refers to having one additional flavor on each corresponding

gauge algebra.
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We now decrease the length of the quiver and gradually turn it into a short quiver. We

decrease the number of −2 curves one at a time, and when the nilpotent deformation from

the left and right overlaps, we simply add the rank reduction effect together linearly. After

each step we get:

[3, 2] :
su(2)

2
su(4)

2
[Nf=1]

su(5)
2

[SU(3)]

su(3)
2

[Nf=1]
: [22, 1] (2.5.4)

[3, 2] :
su(2)

2
su(4)

2
[SU(3)]

su(3)
2

[SU(2)]
: [22, 1] (2.5.5)

At this stage we are unable to decrease the length of the quiver any further without violating

the constraint of (2.5.2).

We note that each step changes the global symmetry, the gauge symmetry, or both. In

particular, after the second step we no longer see a node with the UV gauge group SU(5).

The global symmetries also change at each step, which will be discussed further in 2.5.4.

Let us consider another example of a short quiver with SU(N) gauge groups. If we take

the UV quiver theory to be:

[SU(6)]
su(6)

2
su(6)

2
su(6)

2
su(6)

2
su(6)

2 [SU(6)] (2.5.6)

and apply the following pair of nilpotent deformations denoted by partitions µL,R:

µL = [5, 1], µR = [23] (2.5.7)

we obtain the resulting IR theory:

su(2)
2

[Nf=1]

su(3)
2

su(4)
2

su(5)
2

[SU(3)]

su(3)
2

[Nf=1]
. (2.5.8)

We illustrate another example with SU(5) UV gauge group and partitions µL = [5], µR =

[4, 1] in figure 50, making the brane recombination explicit.
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su5–2 2–su1

su5–2 2–su2

su5–2 2–su2

su5–2 2–su2

su5–2 2–su2

UV IRstring junction
[5]

[4, 1]

Figure 50: An SU(N) short quiver brane picture, the pair of nilpotent deformation being
µL = [5], µR = [4, 1] on SU(5) UV theory and four −2 curves. The figure is arranged so
that the left deformation starts from the top and propagates downwards (in black) while
the right deformation starts on the bottom and propagates upwards (blue).

In general, let us define the conjugate partitions of the left and right nilpotent orbits to be

ρL := µTL and ρR := µTR and denote their number of elements as N ′L and N ′R, with the index

counting from each of their starting point, respectively. Then, the gauge group rank at the

mth node is given by

rm = N −
N ′L∑

i=m+1
ρLi −

N ′R∑
j=(N−2)−m+1

ρRj , (2.5.9)

with the UV gauge group equal to SU(N).

Interlude: SO and Sp Short Quivers

In the case of quivers with SU gauge groups, the Higgsing of the corresponding quiver-like

gauge theories is controlled by vevs for weakly coupled hypermultiplets. In this case, the

physics of brane recombination primarily serves to simplify the combinatorics associated

with correlated breaking patterns in the quiver. Now, an important feature of the other

quiver-like theories with flavor groups SO or Sp is the more general class of possible Higgs

branch flows as generated by 6D conformal matter. Recall that on the full tensor branch

of such a theory, we have a gauge group consisting of alternating classical gauge groups.
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These gauge groups typically have bifundamental matter (in half-hypermultiplets of SO×Sp

representations), which in turn leads to Higgs flows generated by “classical matter,” much

as in the case of the SU quivers. There are, however, more general Higgs branch flows

connected with vevs for conformal matter. Recall that these are associated with a smoothing

deformation for a collapsed −1 curve, namely the analog of a small instanton transition as in

the case of the E-string theory. The combinatorics associated with this class of Higgs branch

flows is more subtle, but as we have already remarked, the brane / anti-brane description

correctly computes the resulting IR fixed points in this case as well.

By definition, in the case of a short quiver, the effects of Higgsing on the two sides of

the quiver become correlated. It is therefore helpful to distinguish a few specific cases of

interest as the size of the nilpotent orbit / breaking pattern continues to grow. As the

size of the nilpotent orbit grows, the appearance of a small instanton deformation becomes

inevitable. The distinguishing feature is the extent to which small instanton transitions

become necessary to realize the corresponding Higgs branch flow. When there is at least

one −1 curve remaining in the tensor branch description of the Higgsed theory, we refer to

this as a case where the nilpotent orbits are “touching.” The end result is that so many small

instanton deformations are generated that the tensor branch of the resulting IR theory has

no −1 curves at all. We refer to this as a “kissing case” since the partitions are now more

closely overlapping. Increasing the size of a nilpotent orbit beyond a kissing case leads to

a problematic configuration: There are no more small instanton transitions available (as

the −1 curves have all been used up). We refer to these as “crumpled cases.” In terms of

our brane / anti-brane analysis, this leads to configurations with A branes which cannot

be canceled off. Such crumpled configurations are inconsistent, and must be discarded.

Summarizing, we refer to the different sorts of overlapping nilpotent orbit configurations

as:

• A “touching” configuration is one in which all gauge groups of the quiver-like theory

are at least partially broken, but at least one −1 curve remains in the tensor branch
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of the Higgsed theory.

• A “kissing” configuration is defined as one in which all groups of the quiver-like theory

are at least partially broken, and there are no −1 curves remaining in the Higgsed

theory.

• A “crumpled” configuration is defined as one in which the orbits have become so large

that there are left over A branes which cannot be canceled off, and therefore such

configurations are to be discarded.

Of course, there are also nilpotent orbits which are uncorrelated, as will occur whenever the

quiver is sufficiently long or the nilpotent orbits are sufficiently small, which we can view

as “independent cases.” Such “independent / touching cases” fall within the scope of the

long quiver analysis that we have discussed previously – the latter just marginally so. We

illustrate all four configurations in figure 51 for SO(10) with partitions µL = µR = [9, 1]

going from an “independent” (long) quiver configuration all the way down to a forbidden

“crumpled” configuration.

Following the IIA realization from section 2.4.1, we can formally perform Hanany-Witten

moves even when small instanton transitions occur by allowing for a negative number of D6-

branes, or in the string-junction picture by allowing brane / anti-brane pairs as intermediate

steps in our analysis. The formula (2.5.2) generalizes to the other quiver-like theories with

classical algebras:

k 1
2 NS5 ≥ Max{µ1

L, µ
1
R}+ 1, rounded up to the nearest even number. (2.5.10)

⇐⇒ NT ≥ Max{µ1
L, µ

1
R}. (2.5.11)

Here k 1
2 NS5 is the number of half NS5-branes in the corresponding type IIA picture, and

equals one plus the number of tensor multiplets in the UV quiver (NT = 2N−4 + 1) in the

UV. One might worry that this becomes meaningless whenever small instanton transitions

occur. Indeed, the quivers described after such transitions all have matter with spinor rep-
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resentations and therefore no perturbative type IIA representation. While we can formally

draw suspended brane diagrams with gauge groups of negative ranks, physically there is no

corresponding suspended brane diagram. However, by analytically continuing the anomaly

polynomials of these quivers to the case of negative ranks, we find perfect agreement with

the anomaly polynomials of the actual, physical theory constructed via F-theory. This gives

us strong reason to believe that the rules for Hanany-Witten moves should likewise carry

over to the formal IIA brane diagrams, which implies that the formal quiver must be of

length at least Max{µ1
L, µ

1
R}.

Finally, from the brane / anti-brane analysis, we note that there should not be any residual

A’s in the IR theories. Any configuration yielding extra A’s that cannot be canceled are

said to “crumple” and are therefore forbidden. This further restricts the above constraints

from Hanany-Witten moves.

As an example, an SO(2N) quivers with partitions

µL = µR = [2N − 1, 1] (2.5.12)

requires that

k 1
2 NS5 ≥ 2N + 4, (2.5.13)

which is a strictly stronger lower bound than the one imposed by equation 2.5.11. This par-

ticular example is illustrated for SO(10) with partitions µL = µR = [9, 1] in the “crumpling”

example of subfigure 51d.

SO(2N) Short Quivers

As we did in the SU(N) case, we now show how to produce short SO(2N) quivers beginning

from long ones. For our first example, we consider the following formal SO(8) quiver:

[5, 3] :
sp(−3)

1
so(4)

4
sp(−1)

1
so(7)

4 1
so(8)

4
sp(−1)

1
so(4)

4
sp(−3)

1 : [42], (2.5.14)
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sp1–1 down (+2Ā)

so10–4 2–∅

sp1–1 down (+2Ā)

so10–4 2–su2

sp1–1 down (+1Ā)

so10–4 3–g2

sp1–1 1–sp0

so10–4 4–so9

sp1–1 1–sp1

so10–4 4–so9

sp1–1 1–sp0

so10–4 3–g2

sp1–1 down (+1Ā)

so10–4 2–su2

sp1–1 down (+2Ā)

so10–4 2–∅

sp1–1 down (+2Ā)

UV IRstring junction
[9, 1]

[9, 1]

(a) Independent example: Partitions
µL = µR = [9, 1] on 17 curves.

sp1–1 down (+2Ā)

so10–4 2–∅

sp1–1 down (+1Ā)

so10–4 2–su2

sp1–1 down

so10–4 3–g2

sp1–1 1–sp0

so10–4 3–so8

sp1–1 1–sp0

so10–4 2–su2

sp1–1 down (+1Ā)

so10–4 2–∅

sp1–1 down (+2Ā)

so10–4 2–∅

sp1–1 down (+2Ā)

UV IRstring junction
[9, 1]

[9, 1]

(b) Touching example: Partitions µL =
µR = [9, 1] on 15 curves. Some but not all
−1 curves participate in small instanton
deformations.

sp1–1 down (+2Ā)

so10–4 2–∅

sp1–1 down (+2Ā)

so10–4 2–su2

sp1–1 down (+1Ā)

so10–4 2–su3

sp1–1 down

so10–4 2–su3

sp1–1 down (+1Ā)

so10–4 2–su2

sp1–1 down (+2Ā)

so10–4 2–∅

sp1–1 down (+2Ā)

UV IRstring junction
[9, 1]

[9, 1]

(c) Kissing configuration: Partitions
µL = µR = [9, 1] on 13 curves. Every
−1 curve participates in a small instan-
ton / smoothing deformation.

sp1–1 down (+2Ā)

so10–4 2–∅

sp1–1 down (+2Ā)

so10–4 2–∅

sp1–1 down (+2Ā)

so10–4 2–∅

sp1–1 down (+2Ā)

so10–4 2–∅

sp1–1 down (+2Ā)

so10–4 2–∅

sp1–1 down (+2Ā)

Three
extra
Ā’s

UV IRstring junction
[9, 1]

[9, 1]

(d) Crumpled configuration: Partitions
µL = µR = [9, 1] on only 11 curves. Too
many A’s are generated.

Figure 51: Holding fixed the partitions µL = µR = [9, 1] we can decrease the number of
curves to go from a long quiver (where the deformations are independent) all the way to a
forbidden crumpled configuration.
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which is converted into the following F-theory quiver:

[5, 3] :
su(2)

2
g2
3 1

so(7)
3

[SU(2)]

su(2)
2 [42]. (2.5.15)

If we reduce the length by one, we would get a kissing theory (that is, every −1 curve has

been blown-down):

[5, 3] :
su(2)

2
[Nf=1]

su(3)
2

[SU(2)]

su(2)
2

[Nf=1]
[42] . (2.5.16)

However, if we try to further reduce the length, we will reach a case that “crumples” due

to an excess of A’s that cannot be canceled, and therefore is invalid.

We can also keep the length of the quiver fixed and follow the RG flows along the nilpotent

orbits (we will discuss this part in more detail in section 2.5.3). Consider the same example,

but now increase the right nilpotent orbit from [42] to [5, 3]. We still get an “independent”

theory:

[5, 3] :
su(2)

2
g2
3 1

[SU(2)]

g2
3

su(2)
2 [5, 3] . (2.5.17)

If we further increase the right nilpotent orbit to [7, 1], we will instead get a kissing theory:

[5, 3] : [SU(2)× SU(2)]
su(2)

2
su(2)

2
su(2)

2
[Nf=3/2]

2 [7, 1] . (2.5.18)

At this step, increasing the left orbit also up to [7, 1] would give a crumpled configuration,

which is not allowed.

We can describe all of this in general using the string junction picture previously developed.

Following our previous proposal for long quiver brane pictures, we start from the outermost

curves of the quiver, where we initialize our nilpotent deformation in terms of the string

junction picture. Then, following the SO/Sp propagation rule, we propagate the clusters

from both sides towards the middle simultaneously. In the case of short quivers, strings

from both sides might end up touching, sharing different intermediate layers, in which case

the gauge group reduction effects from both sides add together. For example, figure 52

141



illustrates the action of µL = [9, 1], µR = [52] for SO(10) in a theory with 11 curves.

We note that we can have new situations that could not previously occur in long quivers.

The first novelty comes from the fact that levels with so gauge algebra can now be Higgsed

by two A’s: one from the left nilpotent deformation and one from the right. As a result,

we get configurations where two anti-branes accumulate on the same −4 curve and reduce

it to a −2 curve. The resulting gauge algebra is then given by two applications of the rules

for anti-brane reductions given in section 2.4.4. Figure 53 illustrates this phenomenon for

a pair of theories, which respectively involve the reductions:

so7
A→ g2

A→ su3 (2.5.19)

so6 ' su4
A→ su3

A→ su2. (2.5.20)

The second novelty is that, in the SO(8) case, partitions related by the triality outer

automorphism do not necessarily yield the same IR theory! We saw previously that the

long quivers for µ = [24]I,II and µ = [3, 15] are identical, as well as long quivers with

deformations µ = [42]I,II and µ = [5, 13]. In the case of a long quiver, both of the [42] and

[5, 13] deformations reduces the UV theory to the following IR theory [240]:

su(2)
2

so(7)
3

[SU(2)]
1

so(8)
4 . . . [SO(8)] . (2.5.21)

However, if we go to the short quiver cases from a UV theory of three −4 curves, we see

that the pairs of [42] – [42] and [42] – [5, 13] both yield the following quiver theory:

su(2)
2

[Nf=1/2]

g2
2

[Sp(2)]

su(2)
2

[Nf=1/2]
. (2.5.22)

However, the pair of deformation [5, 13] – [5, 13] gives a different short quiver theory:

su(2)
2

su(4)
2

[SU(4)]

su(2)
2 . (2.5.23)
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sp1–1 down (+2Ā)

so10–4 2–∅

sp1–1 down (+2Ā)

so10–4 2–su2

sp1–1 down (+1Ā)

so10–4 3–g2

sp1–1 1–sp0

so10–4 3–g2

sp1–1 down (+1Ā)

so10–4 2–su2

sp1–1 down (+2Ā)

UV IRstring junction
[9, 1]

[52]

Figure 52: An SO(10) short quiver brane picture for nilpotent deformations µL = [9, 1],
µR = [52]. Additional branes are needed in order to construct the associated string di-
agrams, which in turn introduces anti-branes (depicted by white circles). The figure is
arranged so that the left deformation starts from the top and propagates downwards (in
black) while the right deformation starts on the bottom and propagates upwards (in blue).
After the blowdown and Higgsing procedures, all but one of the −1 curves are blown down,
and the remaining curves now have self-intersection −2 or −3.
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sp0–1 down (+2Ā)

so8–4 2–∅

sp0–1 down (+2Ā)

so8–4 2–su2

sp0–1 down (+1Ā)

so8–4 2–su3

sp0–1 down (+1Ā)

so8–4 2–su2

sp0–1 down (+2Ā)

UV IRstring junction
[7, 1]

[42]

(a) An example of a configuration that was not found
for long quivers: partitions µL = [7, 1], µR = [42] for a
short quiver with 9 curves. Note that two A’s land on
the third −4 curve, one from the top (left partition)
and one from the bottom (right partition). There, the

gauge group is reduced according to so7
A→ g2

A→ su3.

sp0–1 down (+2Ā)

so8–4 2–∅

sp0–1 down (+2Ā)

so8–4 2–su2

sp0–1 down (+1Ā)

so8–4 2–su2

sp0–1 down (+1Ā)

so8–4 2–su2

sp0–1 down (+2Ā)

UV IRstring junction
[7, 1]

[5, 3]

(b) A second example of a configuration that was not
found for long quivers: partitions µL = [7, 1], µR =
[5, 3] for a short quiver with 9 curves. Note that two
A’s land on the third −4 curve, one from the top (left
partition) and one from the bottom (right partition).
There, the gauge group is reduced according to so6 '
su4

A→ su3
A→ su2.

Figure 53: Two interesting examples where two A’s land on the same −4 curve resulting in
a chain of Higgsings that was not previously observed for long quivers.
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sp0–1 down (+2Ā)

so8–4 2–su2

sp0–1 down (+1Ā)

so8–4 2–g2

sp0–1 down (+1Ā)

so8–4 2–su2

sp0–1 down (+2Ā)

UV IRstring junction
[42]

[42]

(a) Partitions µL = µR = [42] for a short quiver with
7 curves. We note that in contrast to long quivers,
we obtain a different IR theory than for the partitions
µL = µR = [5, 13]. Two A’s land on the middle −4
curve, one from the top (left partition) and one from
the bottom (right partition). There, the gauge group

is reduced according to so8
A→ so7

A→ g2.

sp0–1 down (+1Ā)

so8–4 2–su2

sp0–1 down

so8–4 2–su4

sp0–1 down

so8–4 2–su2

sp0–1 down (+1Ā)

UV IRstring junction
[5, 13]

[5, 13]

(b) Partitions µL = µR = [5, 13] for a short quiver with
7 curves. We note that in contrast to long quivers we
obtain a different IR theory than for the partitions
µL = µR = [42]. On the middle −4 curve we now have
so6 ' su4 gauge algebra.

Figure 54: Nilpotent orbits with µ = [5, 13] or µ = [42] yield the same IR theories for long
quivers (see figure 46 for instance). However, here we see a clear difference for short quivers.

This is a new effect regarding the outer automorphism of SO(8), which is specific to having

a short quiver. The main point is that is that both [42] – [42] and [42] – [5, 13] have one or

two A branes involved, making it possible to reduce the gauge symmetry to g2, while the

[5, 13] – [5, 13] does not involve A branes. Instead, the strings break the UV gauge group

down to so(6) ' su(4).

These phenomena are recorded in figures 56, 57, and 58, but we show explicitly the string

junction pictures in figure 54 for the partitions µL = µR = [42] vs. the partitions µL =

µR = [5, 13]. In section 2.5.2, we will justify this surprising conclusion by an analysis of the

anomaly polynomials for these respective theories.
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SO(odd) Case

In general, SO(2N − 1) short quivers can be reinterpreted as SO(2N + 2) short quivers

deformed by a pair of nilpotent orbits. For example, suppose we start from an SO(7) short

quiver UV theory, written as:

[SO(7)] 1
so(9)

4
sp(1)

1
[Nf=1]

so(9)
4 1 [SO(7)]. (2.5.24)

This can be reinterpreted as starting from the following SO(10) UV theory:

[SO(10)]
sp(1)

1
so(10)

4
sp(1)

1
so(10)

4
sp(1)

1 [SO(10)], (2.5.25)

and applying the pair of nilpotent deformations [3, 17] – [3, 17].

In general, any SO(2N − p) quiver with deformations parametrized by the partitions µodd
L ,

µodd
R of 2N − p can be reinterpreted as an SO(2N) quiver with associated partitions µeven

L ,

µeven
R obtained by simply adding a “p” to the partitions µodd

L and µodd
R , respectively. For

instance, for the minimal choice p = 3 with µodd
L = [19], µodd

R = [7, 12], we can equivalently

express the theory as an SO(12) quiver with µeven
L = [3, 19], µeven

R = [7, 3, 12]. In this way,

the rules we developed for SO(2N) quivers above carry over straightforwardly to SO(2n−p)

quivers for p odd.

Sp Case

We now turn to quiver-like theories in which the flavor symmetries are a pair of Sp-type.

The first thing we should note is that no blow-downs can happen. As a result, there are

no “kissing” or “crumpled” configurations. The only constraint that needs to be imposed

comes from the Hanany-Witten moves:

NT ≥ Max{µ1
L, µ

1
R}, (2.5.26)

with NT the number of tensor multiplets in the UV theory.
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The behavior of the Sp short quivers is then the same as for SO(2N), where the contri-

butions from each side can overlap, but without any of the complications found due to

small instanton transitions or anti-branes. Indeed, no anti-branes are necessary for Sp – Sp

quivers.

Mixed [G]–[G′] Case

It is interesting to consider mixed quivers where the left and right flavors are not equal.

The advantage of our analysis is that it straightforwardly generalizes to these cases. Indeed,

without loss of generality let M ≤ N , then

• Quivers with SU(M) – SU(N), M < N , flavor symmetries are obtained from par-

titions of N with µL = [νiL, N − M ] and µR = [µiR], where [νiL] is a partition of

M .

• Quivers with SO(2M) – SO(2N), M < N , flavor symmetries are similarly obtained

from partitions of 2N with µL = [νiL, (N − M)2] and µR = [µiR], where [νiL] is a

partition of 2M .

• Quivers with SO(even) – Sp flavors can be viewed as two SO(even) flavor symmetries

with the right most −1 curve decompactified. Small instanton transitions of the

interior −1 curves on the right-hand side of this quiver are allowed only if the resulting

base is given by 223 or 23.

• Any quiver involving SO(odd) flavor symmetries can be embedded inside an SO(even)

quiver, as seen in subsection 2.5.1. Thus, these reduce to the cases above.

2.5.2 Anomaly Matching for Short Quivers

In this subsection, we propose a method for computing the anomalies of short quivers with

classical algebras. We begin by introducing the notion of a “formal SO quiver.” We then

show how these can be useful in determining the true F-theory quiver of a 6D SCFT via

anomaly polynomial matching. In some cases of short quivers, there is a mismatch be-

tween the anomaly polynomial computed via the formal SO quiver and the quiver obtained

147



through the string junction picture described previously. However, this mismatch seems to

take a universal form, indicating that the string junction approach may nonetheless give

the correct answer, even when there is a disagreement with the formal quiver approach. We

conclude the subsection with illustrative examples.

Formal SO theories

“Formal” SO quivers involve analytically continuing the gauge algebra SO(8 +m) or Sp(n)

so that m,n ≤ 0. This is only an intermediate step, and the motivation for introducing

such formal quiver is to help determine the actual F-theory quiver via anomaly polynomial

matching (see [313] for a detailed construction of such formal quivers). Here, we present a

brief review of how this is done.

We start from the long quiver case, where we make a comparison between a long SO(8)

quiver theory and its formal quiver theory and show that the the anomaly polynomials

between the two agree. The actual F-theory quiver is obtained by a [5, 3] deformation to

the left:

[5, 3] :
su(2)

2
g2
3 1

so(8)
4 · · · 1 [SO(8)] : [18] . (2.5.27)

On the other hand, we can also express this in terms of a formal quiver by allowing for

gauge groups with negative rank:

[5, 3] :
sp(−3)

1
so(4)

4
sp(−1)

1
so(7)

4 1
so(8)

4 · · · 1 [SO(8)] : [18] . (2.5.28)

If we truncate both of these theories, keeping only the part of the quiver to the left of the

“· · · ”, then their anomaly polynomials are both given by

I8 = 6337
168 c2(R)2 + 25

336c2(R)p1(T ) + 631
40320p1(T )2 − 79

1440p2(T ). (2.5.29)

In the case of the formal quiver, this anomaly polynomial computation is performed by

analytically continuing the formula for an Sp − SO quiver to negative gauge group rank

(see [313]).
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This example illustrates the utility of the formal quiver for anomaly matching. In our

short quiver theories, the actual F-theory quivers can be difficult to read off, whereas these

formal SO quivers are easy to determine. As a result, we can use them together with their

associated anomaly polynomials relation to check our proposal for the F-theory quiver, as

described below.

The general formula for formal quivers–both long and short–is similar to the formula (2.5.9)

for the SU case. Define the partition of the left and right nilpotent orbits of SO(2N) to be

µjL, µ
j
R and define their conjugate partitions ρjL, ρ

j
R. We have an alternating sequence of SO

and Sp gauge algebras on the full tensor branch. Indexing the gauge algebras by a parameter

m which starts with Sp(q1) on the left and continues to SO(p2), ... and terminating with

an Sp factor, we have the assignments:

SO(pm), pm = 2N −
N ′L∑

i=m+1
ρLi −

N ′R∑
j=NT−m+2

ρRj (m even) (2.5.30)

Sp(qm), qm = 1
2(2N −

N ′L∑
i=m+1

ρLi −
N ′R∑

j=NT−m+2
ρRj )− 4 (m odd) . (2.5.31)

Here, NT is the number of tensor multiplets in the UV F-theory description and N
′
L, N

′
R

are the lengths of left and right conjugate partitions, respectively.

Let us illustrate the construction of short quiver formal SO theories by starting with a

sufficiently long formal theory and then reducing the length. Consider the SO(8) theory with

[5, 3] and [32, 12] nilpotent deformations and four −4 curves, so that the pair of deformations

does not overlap:

[5, 3] :
sp(−3)

1
so(4)

4
sp(−1)

1
so(7)

4 1
so(8)

4 1
so(4)

4
sp(−1)

1 : [32, 12] . (2.5.32)

Now we decrease the length of the quiver. In each step, we start from a shorter UV theory

by removing one group of (−1,−4) curves. We get the following set of theories after each

149



step:

[5, 3] :
sp(−3)

1
so(4)

4
sp(−1)

1
so(7)

4 1
so(4)

4
sp(−1)

1 : [32, 12] (2.5.33)

[5, 3] :
sp(−3)

1
so(4)

4
sp(−1)

1
so(5)

4
sp(−2)

1 : [32, 12] . (2.5.34)

We stop at this point, following the constraints from the Hanany-Witten moves. We see

that the formal gauge algebra goes down to the unphysical values of sp(−3) and so(2).

However, from such a quiver we may still extract its anomaly polynomial by analytically

continuing the formulae developed in the physical regime, sp(m),m > 0 and so(n), n ≥ 8.

In the long quiver case, the anomaly polynomial of the formal quiver exactly matches

that of the actual quiver [313], as in the example in (2.5.27)-(2.5.29). This serves as a

strong motivation for us to test the relationship between SO short quivers and their formal

counterparts via anomaly matching.

Anomaly Polynomial Matching and Correction Terms

For theories with long quivers, there is a well-defined prescription in the literature for

producing the F-theory quiver of a given formal type IIA quiver (see [313]). For short quiver

theories, however, the situation becomes much more complicated, and there is at present no

well-defined proposal in the literature. Nonetheless, the rules we have introduced in section

2.4 carry over to the case of short quivers, so we may check that these rules give the correct

answer by comparing the anomaly polynomials of the proposed short quiver theories to

those obtained from the formal quiver. This check has been done explicitly for all cases in

the catalogs 34 and 35 in Appendix B.3.

In general, we find that there is frequently a mismatch in the p1(T )2 and p2(T ) coefficients

of the anomaly polynomials computed via the formal quiver vs. the actual F-theory quiver.

However, this is not very concerning, as the mismatch can always be canceled by adding

an appropriate number of neutral hypermultiplets, each of which contributes (4p1(T )2 −

7p2(T ))/5760 to the anomaly polynomial. Indeed, such a mismatch in short quiver theories
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was previously noted in [241].

More concerning are the mismatches in the coefficients of the c2(R)2 coefficient and the

c2(R)p1(T ) coefficient (denoted α and β, respectively). These mismatches are relatively

rare, arising only in a smaller number of kissing cases (see tables 34 and 35 in Appendix B.3).

This could be an indication that these theories are sick and should be discarded. However,

we note that these mismatches seem to follow a universal set of rules, which indicates

that our proposed F-theory quiver may nonetheless represent an accurate translation of the

formal quiver.

Theories with mismatches always involve two anti-branes acting on a curve carrying an so

gauge algebra according to the rules in (2.4.6), and it depends on the size of the gauge

group. In particular, denoting the mismatch in the anomaly polynomial coefficients α and

β by ∆α, ∆β, respectively, we have:

1)

so(8) 2A→ g2 : (∆α,∆β) = (0, 0) (2.5.35)

(see figure 54a for an example)

2)

so(7) 2A→ su(3) : (∆α,∆β) = ( 1
24 ,

1
48) (2.5.36)

(see figure 53a for an example)

3)

so(6) ' su(4) 2A→ su(2) : (∆α,∆β) = ( 1
12 ,

1
24) (2.5.37)

(see figure 53b for an example)

4)

so(5) 2A→ su(1) : (∆α,∆β) = (1
6 ,

1
12) (2.5.38)
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5)

All remaining cases : (∆α,∆β) = (0, 0). (2.5.39)

Note that the kissing condition and Hanany-Witten constraints only allow one −4 curve to

have 2 A’s simultaneously attach to the curve. There is one borderline case involving so(4)

gauge symmetry and a pair of A’s. In both long and short quivers, we have a consistent

rule so(4) A→ su(2), but adding an additional A brane appears to be problematic in general.

Including this case would generate a curve without any gauge symmetry, which in many

examples leads to a quiver where the “convexity condition” required of gauge group ranks

is violated. This is best illustrated with an example. Consider the UV quiver:

[116]
sp(4)

1
so(16)

4
sp(4)

1
so(16)

4
sp(4)

1
so(16)

4
sp(4)

1 [116]

If we were to näıvely assume that so(4) 2A→ ∅ without crumpling, then the deformation

µL = µR = [72, 12] would yield the following sick IR theory:

[72, 12]
su(2)

2
∅
2

su(2)
2 [72, 12]

From this, we conclude that whenever so(4) is hit by two A’s simultaneously, it must

crumple, so we forbid these configurations.

In summary, in cases without a double A Higgsing chain (“All remaining cases”) we never

have such a mismatch, and in many cases with a double A Higgsing chain, there is also no

mismatch. There are a few cases where there is a mismatch, which always involve two A’s

in the Higgsing chain. The above proposal has been explicitly verified in the SO(8) and

SO(10) catalogs of Appendix B.3.

What is the physical interpretation of these mismatches? We note that in case (1), where

there is no mismatch, the gauge group is reduced from so(8) 2A→ g2, and the brane picture

and the string junction root system make perfect sense. However, when there is a mismatch
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(as in cases (2)-(5)), we always start from an SO brane picture with an orientifold and

somehow end up with a SU brane without an orientifold. We leave further explanation of

this issue for future work.

Examples

In this section, we present a number of examples to demonstrate our procedure of anomaly

matching explicitly and to reveal some of the subtleties of our procedure regarding different

quiver lengths, different UV gauge groups, and different types of Higgsing.

• Example 1

We start with the pair of orbits [5, 13], [5, 13] on an SO(8) UV theory with tensor

branch given by three −4 curves. The resulting description in F-theory is:

su(2)
2

su(4)
2

[SU(4)]

su(2)
2 (2.5.40)

This theory gives the same anomaly polynomial as the corresponding formal SO

quiver:

[5, 13] :
sp(−2)

1
so(5)

4
sp(−1)

1
so(6)

4
sp(−1)

1
so(5)

4
sp(−2)

1 : [5, 13] . (2.5.41)

The anomaly polynomial reads:

I8 = 77
4 c2(R)2 − 3

8c2(R)p1(T ) + 73
2880p1(T )2 − 49

720p2(T ). (2.5.42)

• Example 2

For a second example, we deform the UV theory of three −4 curves by the pair of

orbits of [42], [42] (our analysis does not distinguish between the two nilpotent orbits

associated with this partition). The formal theory:

[42] :
sp(−3)

1
so(4)

4
sp(−1)

1
so(8)

4
sp(−1)

1
so(4)

4
sp(−3)

1 : [42] (2.5.43)
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gives the following anomaly polynomial:

463
24 c2(R)2 − 17

48c2(R)p1(T ) + 73
2880p1(T )2 − 101

1440p2(T ). (2.5.44)

If we subtract off the contribution of one neutral hypermultiplet Ineutral =
7p1(T )2−4p2(T )

5760 , we get the F-theory quiver anomaly polynomial:

IF = Iformal − Ineutral = 463
24 c2(R)2 − 17

48c2(R)p1(T ) + 139
5760p1(T )2 − 97

1440p2(T )

(2.5.45)

which can be obtained from the F-theory quiver:

[42] :
su(2)

2
[Nf=1/2]

g2
2

[Sp(2)]

su(2)
2

[Nf=1/2]
: [42]. (2.5.46)

This result is actually quite surprising: the nilpotent deformations considered in these

past two examples are related by triality of SO(8). Indeed, their long F-theory quivers

are identical, and they have identical anomaly polynomials, even though their formal

quivers differ. However, we have just seen that their kissing cases actually differ! We

have confirmed this surprising result via anomaly polynomial matching.

• Example 3

Next, we consider a pair of cases with an anomaly polynomial mismatch.

– 3a

Consider the theory with µL = [7, 1], µR = [42] on an SO(8) UV quiver with four

−4 curves. The brane pictures for this example are depicted in figure 53a. The

theory has the following IR quiver:

[7, 1] : 2
su(2)

2
[Nf=1/2]

su(3)
2

[SU(2)]

su(2)
2

[Nf=1]
: [42] . (2.5.47)
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The curve carrying SU(3) näıvely has so(7) gauge algebra, but it is hit by two

A’s, one from the right and one from the left. As a result, the gauge algebra is

reduced according to so(7) 2A→ su(3). This puts us in the situation of rule 2, shown

in (2.5.36), so we expect an anomaly correction term of the form (∆α,∆β) =

(1/24, 1/48).

Indeed, the formal quiver in this case is given by

[7, 1] :
sp(−3)

1
so(3)

4
sp(−2)

1
so(5)

4
sp(−1)

1
so(7)

4
sp(−1)

1
so(4)

4
sp(−3)

1 : [42] . (2.5.48)

The anomaly polynomial of the F-theory quiver is given by

IF = 1331
60 c2(R)2 − 5

24c2(R)p1(T ) + 37
1440p1(T )2 − 31

360p2(T ), (2.5.49)

which is indeed the same as Iformal − c2(R)2/24− c2(R)p1(T )/48− 2Ineutral.

– 3b

Consider the SO(8) theory with nilpotent deformations [3, 22, 1] and [24] on a

UV quiver with a single −4 curve. The F-theory quiver is given by:

[3, 22, 1] :
su(3)

2
[SU(6)]

: [24] . (2.5.50)

Here, we again have one anti-brane from both the left and the right, which collide

on the −4 curve and reduce it as so(7) 2A→ su(3). The formal quiver is given by

[3, 22, 1] :
sp(−2)

1
so(7)

4
sp(−2)

1 : [24] . (2.5.51)

The anomaly polynomial of the F-theory quiver is given by

IF = 47
24c2(R)2 − 7

48c2(R)p1(T ) + 31
1920p1(T )2 − 13

480p2(T ) , (2.5.52)
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which is equal to Iformal−c2(R)2/24−c2(R)p1(T )/48−4Ineutral, as expected from

(2.5.36).

Note that the rule from (2.5.36) has worked correctly for both examples, despite the

difference in size of their respective quivers.

• Example 4

As a final example, let us consider a pair of theories with a similar mismatch in the

anomaly polynomial but different UV gauge groups.

– 4a

First, we consider the theory with SO(8) UV gauge groups, nilpotent deforma-

tions [7, 1] and [5, 3], and a theory with four −4 curves, whose brane diagrams

are depicted in figure 53b. The IR quiver takes the form:

[7, 1] : 2
su(2)

2
[Nf=3/2]

su(2)
2

su(2)
2 [SU(2)× SU(2)] : [5, 3] . (2.5.53)

Here, the middle su(2) gauge algebra comes from two anti-branes acting on an

so(6). Per rule 3 of (2.5.37), we expect a mismatch of the form (∆α,∆β) =

(1/12, 1/24). Indeed, the formal quiver is given by

[7, 1] :
sp(−3)

1
so(3)

4
sp(−2)

1
so(5)

4
sp(−1)

1
so(6)

4
sp(−1)

1
so(4)

4
sp(−3)

1 : [5, 3] . (2.5.54)

The anomaly polynomial of the F-theory quiver is given by

IF = 1943
120 c2(R)2 − 5

48c2(R)p1(T ) + 47
1920p1(T )2 − 41

480p2(T ), (2.5.55)

which is indeed the same as Iformal − c2(R)2/12− c2(R)p1(T )/24− 2Ineutral.

– 4b
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Finally, consider the SO(10) theory with nilpotent deformations [52], [32, 22] on

a quiver with two −4 curves. This gives:

[52] : [SU(2)]
su(2)

2
su(2)

2 [SU(2)× SU(2)] : [32, 22] . (2.5.56)

The su(2) gauge algebra on the right-hand side again comes from two anti-branes

acting on so(6). The formal quiver is given by

[52] :
sp(−3)

1
so(4)

4
sp(−1)

1
so(6)

4
sp(−2)

1 : [32, 22] . (2.5.57)

The anomaly polynomial of the F-theory quiver is given by

IF = 23
6 c2(R)2 − 1

12c2(R)p1(T ) + 11
720p1(T )2 − 2

45p2(T ), (2.5.58)

which is indeed the same as Iformal − c2(R)2/12 − c2(R)p1(T )/24 − 4Ineutral, as

expected from (2.5.37).

Note that the rule from (2.5.37) has worked correctly for both examples, despite the

difference in size of their respective quivers as well as their UV gauge groups.

Further examples of anomaly polynomial matching can be found in the catalogs in Appendix

B.3.

2.5.3 Nilpotent Hierarchy of Short Quivers

Using our analysis above, we now determine a partial ordering for 6D SCFTs based on

pairs of nilpotent orbits, which works in both long and short quivers. We refer to this as

a “double Hasse diagram,” since it generalizes the independent Hasse diagrams realized by

nilpotent orbits on each side of a long quiver (see [240, 78]) to the case of a short quiver,

where the nilpotent deformations overlap. We will see that as we reduce the length of the

quiver, several nilpotent orbits will end up generating the same IR fixed point. Said another

way, different pairs of nilpotent orbits actually give rise to the same IR theory.
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Constructing the double Hasse diagrams proceeds in two steps. First we apply the product

order to the tuple of left and right partitions µL and µR. It is defined by (µL, µR) � (νL, νR)

which holds if and only if µL � νL and µR � νR. However, because several deformations in

the UV can flow to the same IR theory, we refine this partial ordering in the second step by

merging all partitions which result in the same IR quiver. We obtain the same result from

a microscopic perspective by appropriately adding strings to the left and right sides of the

string junction picture, exactly as we did for the long quivers.

Example: SU(4)

As a first example, we consider an SU(4) double Hasse diagram. We begin with the UV

theory:

[14] :
su(4)

2
[SU(4)]

su(4)
2

su(4)
2

[SU(4)]
: [14] . (2.5.59)

Then we turn on nilpotent deformations on both sides, as in the single-sided ver-

sions that were plotted in [240]. Note that SU(4) only has five nilpotent orbits -

[14], [2, 12], [22], [3, 1], [4], but the [4] orbit is prohibited on N−2 = NT = 3 curves by the

Hanany-Witten moves constraint of equation (2.5.2). We are then left with the double

Hasse diagram of figure 55. This generalizes straightforwardly to all SU(N) quivers.

Example: SO(8)

Next we look at the double Hasse diagrams for the SO(8) UV theories. For SO(2N), N > 4

the story is similar, but we choose to illustrate with SO(8) for simplicity. We look at UV

quivers with one, two and three −4 curves respectively:

[18] : 1
[SO(8)]

so(8)
4 1

[SO(8)]
: [18] (2.5.60)

[18] : 1
[SO(8)]

so(8)
4 1

so(8)
4 1

[SO(8)]
: [18] (2.5.61)

[18] : 1
[SO(8)]

so(8)
4 1

so(8)
4 1

so(8)
4 1

[SO(8)]
: [18] . (2.5.62)
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[14] :
su(4)

2
[SU(4)]

su(4)
2

su(4)
2

[SU(4)]
: [14]

[2, 12] :
su(3)

2
[SU(2)]

su(4)
2

[Nf=1]

su(4)
2

[SU(4)]
: [14]

[22] :
su(2)

2
su(4)

2
[SU(2)]

su(4)
2

[SU(4)]
: [14]

[3, 1] :
su(2)

2
[Nf=1]

su(3)
2

su(4)
2

[SU(5)]
: [14]

[2, 12] :
su(3)

2
[SU(2)]

su(4)
2

[SU(2)]

su(3)
2

[SU(2)]
: [2, 12]

[22] :
su(2)

2
su(4)

2
[SU(3)]

su(3)
2

[SU(2)]
: [2, 12]

[3, 1] :
su(2)

2
[Nf=1]

su(3)
2

[Nf=1]

su(3)
2

[SU(3)]
: [2, 12][22] :

su(2)
2

su(4)
2

[SU(4)]

su(2)
2 : [22]

[3, 1] :
su(2)

2
[Nf=1]

su(3)
2

[SU(2)]

su(2)
2

[Nf=1]
: [22]

[3, 1] :
su(2)

2
[SU(2)]

su(2)
2

su(2)
2

[SU(2)×SU(2)]
: [3, 1]

Figure 55: Half of the double Hasse diagram of SU(4) short quivers. The full diagram is
obtained by reflection across the left-most nodes, as the quivers can always be flipped under
the reflection µL ↔ µR.

The associated double Hasse diagrams are shown in figures 56, 57, and 58. We see that

as the number of curves decreases, the Hanany-Witten constraints forbid more and more

deformations that were allowed in the long quiver. In each diagram, we highlight in red the

“kissing” configurations which have all of their −1 curves blown-down. We also use dashed

lines to indicate theories with an anomaly polynomial mismatch with their associated formal

quiver, and we denote flows to these theories with dashed lines.

It is worth pausing here to elaborate on a surprising point noted in example 2 of section

2.5.2 above: SO(8) nilpotent orbits related by triality always give the same long quiver

theory, but they do not not always generate the same short quiver theory. When they do

yield the same quiver they are drawn in the same box, but when they give rise to distinct

theories, we use separate boxes to denote them.

As an example in which the two disagree, consider the short quivers [3, 15] – [3, 15] and [24]
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[18] : 1
[SO(8)]

so(8)
4 1

[SO(8)]
: [18]

[22, 14] :
so(8)

3
[SU(2)⊗3]

1
[SO(8)]

: [18]

[22, 14] :
so(8)

2
[Sp(2)⊗3]

: [22, 14] [3, 15]; [24I,II ] :
so(7)

3
[Sp(2)]

1
[SO(9)]

: [18]

[3, 15]; [24I,II ] :
so(7)

2
[Sp(4)×Sp(1)]

: [22, 14] [3, 22, 1] :
g2
3

[SU(2)]
1

[F4]
: [18]

[3, 15] :
su(4)

2
[SU(8)]

: [3, 15] [24I,II ]/[3, 15]/[24I,II ]/[3, 22, 1] :
g2
2

[Sp(4)]
: [3, 15]/[24I,II ]/[24I,II ]/[22, 14] [32, 12] :

su(3)
3 1

[E6]
: [18]

[3, 22, 1]/[3, 22, 1]/[32, 12] :
su(3)

2
[SU(6)]

: [3, 15]/[24I,II ]/[22, 14]

[3, 22, 1]/[32, 12]/[32, 12] :
su(2)

2
[SO(7)]

: [3, 22, 1]/[3, 15]/[24I,II ]

[32, 12] : 2
[SU(2)⊂Sp(2)R]

: [3, 22, 1]

Figure 56: Double Hasse diagram for SO(8) short quiver theories with one −4 curve in the
UV theory. This diagram is again half of a full figure, following the same convention as
in figure 55. “Kissing” configurations are highlighted in red. For concision, several pairs
of nilpotent deformations that yield the same IR theory are written in the same box. We
separate partitions with semicolons µL; νL – µR; νR to denote all possible combinations
µL – µR, µL – νR, νL – µR, and νL – νR. On the other hand, slashes denote one-to-one
pairings, so µL/νL – µR/νR means µL – µR and νL – νR only. We also mark theories with
(∆α,∆β) anomaly mismatches with dashed frames and draw the RG flows towards these
cases using red dashed arrows. Note that, whenever there is a dashed frame with more than
one possible pair of nilpotent orbits, at least one pair of nilpotent orbits out of them has
(∆α,∆β) anomaly mismatch, and in some cases not all of them have such mismatches. See
table 34 for more details of anomaly mismatches in SO(8) short quiver theories.
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[18] : 1
[SO(8)]

so(8)
4 1

so(8)
4 1

[SO(8)]
: [18]

[22, 14] :
so(8)

3
[SU(2)⊗3]

1
so(8)

4 1
[SO(8)]

: [18]

[22, 14] :
so(8)

3
[SU(2)⊗3]

1
so(8)

3
[SU(2)⊗3]

: [22, 14] [3, 15]; [24I,II ] :
so(7)

3
[Sp(2)]

1
so(8)

4 1
[SO(8)]

: [18]

[3, 15]; [24I,II ] :
so(7)

3
[Sp(2)]

1
so(8)

3
[SU(2)⊗3]

: [22, 14] [3, 22, 1] :
g2
3

[SU(2)]
1
so(8)

4 1
[SO(8)]

: [18]

[3, 15]; [24I,II ] :
so(7)

3
[Sp(2)]

1
so(7)

3
[Sp(2)]

: [3, 15]; [24I,II ] [3, 22, 1] :
g2
3

[SU(2)]
1

so(8)
3

[SU(2)⊗3]
: [22, 14] [32, 12] :

su(3)
3 1

so(8)
4 1

[SO(8)]
: [18]

[3, 22, 1] :
g2
3

[SU(2)]
1

[SU(2)]

so(7)
3

[Sp(2)]
: [3, 15]; [24I,II ] [32, 12] :

su(3)
3 1

so(8)
3

[SU(2)⊗3]
: [22, 14] [5, 13]; [42I,II ] :

su(2)
2

so(7)
3

[SU(2)]
1

[SO(9)]
: [18]

[3, 22, 1] :
g2
3

[SU(2)]
1

[SU(2)]

g2
3

[SU(2)]
: [3, 22, 1] [32, 12] :

su(3)
3 1

[SU(2)]

so(7)
3

[Sp(2)]
: [3, 15]; [24I,II ] [5, 13]; [42I,II ] :

su(2)
2

so(7)
2

[Sp(3)×Sp(1)]
: [22, 14] [5, 3] :

su(2)
2

g2
3 1

[F4]
: [18]

[32, 12] :
su(3)

3 1
[SU(3)]

g2
3

[SU(2)]
: [3, 22, 1] [5, 13] :

su(2)
2

su(4)
2

[SU(6)]
: [3, 15] [5, 13]/[42I,II ]/[42I,II ]/[5, 3] :

su(2)
2

[Nf=1
2
]

g2
2

[Sp(3)]
: [24I,II ]/[3, 15]/[24I,II ]/[22, 14]

[32, 12] :
su(3)

3 1
[SU(3)⊗2]

su(3)
3 : [32, 12] [5, 13]/[42I,II ]/[5, 3]/[5, 3] :

su(2)
2

[Nf=1]

su(3)
2

[SU(4)]
: [3, 22, 1]/[3, 22, 1]/[3, 15]/[24I,II ]

[5, 13]/[42I,II ]/[5, 3] :
su(2)

2
[SU(2)]

su(2)
2

[SU(2)⊗2]
: [32, 12]/[32, 12]/[3, 22, 1]

[5, 3] :
su(2)

2
[G2]

2 : [32, 12]

Figure 57: Double Hasse diagram of SO(8) short quiver theories over two −4 curves in the
UV theory. The notation is the same as in figure 56.
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[18] : 1
[SO(8)]

so(8)
4 1

so(8)
4 1

so(8)
4 1

[SO(8)]
: [18]

[22, 14] :
so(8)

3
[SU(2)⊗3]

1
so(8)

4 1
so(8)

4 1
[SO(8)]

: [18]

[22, 14] :
so(8)

3
[SU(2)⊗3]

1
so(8)

4 1
so(8)

3
[SU(2)⊗3]

: [22, 14] [3, 15]; [24I,II ] :
so(7)

3
[Sp(2)]

1
so(8)

4 1
so(8)

4 1
[SO(8)]

: [18]

[3, 15]; [24I,II ] :
so(7)

3
[Sp(2)]

1
so(8)

4 1
so(8)

3
[SU(2)⊗3]

: [22, 14] [3, 22, 1] :
g2
3

[SU(2)]
1
so(8)

4 1
so(8)

4 1
[SO(8)]

: [18]

[3, 15]; [24I,II ] :
so(7)

3
[Sp(2)]

1
so(8)

4 1
so(7)

3
[Sp(2)]

: [3, 15]; [24I,II ] [3, 22, 1] :
g2
3

[SU(2)]
1
so(8)

4 1
so(8)

3
[SU(2)⊗3]

: [22, 14] [32, 12] :
su(3)

3 1
so(8)

4 1
so(8)

4 1
[SO(8)]

: [18]

[3, 22, 1] :
g2
3

[SU(2)]
1
so(8)

4 1
so(7)

3
[Sp(2)]

: [3, 15]; [24I,II ] [32, 12] :
su(3)

3 1
so(8)

4 1
so(8)

3
[SU(2)⊗3]

: [22, 14] [5, 13]; [42I,II ] :
su(2)

2
so(7)

3
[SU(2)]

1
so(8)

4 1
[SO(8)]

: [18]

[3, 22, 1] :
g2
3

[SU(2)]
1
so(8)

4 1
g2
3

[SU(2)]
: [3, 22, 1] [32, 12] :

su(3)
3 1

so(8)
4 1

so(7)
3

[Sp(2)]
: [3, 15]; [24I,II ] [5, 13]; [42I,II ] :

su(2)
2

so(7)
3

[SU(2)]
1

so(8)
3

[SU(2)⊗3]
: [22, 14] [5, 3] :

su(2)
2

g2
3 1

so(8)
4 1

[SO(8)]
: [18]

[32, 12] :
su(3)

3 1
so(8)

4 1
g2
3

[SU(2)]
: [3, 22, 1] [5, 13]; [42I,II ] :

su(2)
2

so(7)
3

[SU(2)]
1

so(7)
3

[Sp(2)]
: [3, 15]; [24I,II ] [5, 3] :

su(2)
2

g2
3 1

so(8)
3

[SU(2)⊗3]
: [22, 14] [7, 1] : 2

su(2)
2

g2
3 1

[F4]
: [18]

[32, 12] :
su(3)

3 1
so(8)

4 1
su(3)

3 : [32, 12]
[5, 13]; [42I,II ] :

su(2)
2

so(7)
3

[SU(2)]
1

g2
3

[SU(2)]
: [3, 22, 1] [5, 3] :

su(2)
2

g2
3 1

so(7)
3

[Sp(2)]
: [3, 15]; [24I,II ] [7, 1] : 2

su(2)
2

g2
2

[Sp(3)]
: [22, 14]

[5, 13]; [42I,II ] :
su(2)

2
so(7)

3
[SU(2)]

1
[SU(3)]

su(3)
3 : [32, 12] [5, 3] :

su(2)
2

g2
3 1

[SU(2)]

g2
3

[SU(2)]
: [3, 22, 1] [7, 1] : 2

su(2)
2

[Nf=1
2
]

su(3)
2

[SU(4)]
: [3, 15]; [24I,II ]

[5, 13]/[42I,II ]/[42I,II ] :
su(2)

2
[Nf=1

2
]

g2
2

[Sp(2)]

su(2)
2

[Nf=1
2
]
: [42I,II ]/[5, 13]/[42I,II ] [5, 13] :

su(2)
2

su(4)
2

[SU(4)]

su(2)
2 : [5, 13] [5, 3] :

su(2)
2

g2
3 1

[SU(3)]

su(3)
3 : [32, 12] [7, 1] : 2

su(2)
2

[Nf=3
2
]

su(2)
2

[SU(2)⊗2]
: [3, 22, 1]

[5, 3] :
su(2)

2
[Nf=1]

su(3)
2

[SU(2)]

su(2)
2

[Nf=1]
: [5, 13]; [42I,II ] [7, 1] : 2

su(2)
2

[SU(3)]
2 : [32, 12]

[5, 3] :
su(2)

2
[SU(2)]

su(2)
2

su(2)
2

[SU(2)⊗2]
: [5, 3]

Figure 58: Double Hasse diagram of SO(8) short quiver theories over three −4 curves in
the UV theory. The notation is the same as in figure 56.
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– [3, 15] on a UV quiver with a single −4 curve. These yield respectively,

[3, 15] :
su4
2 [SU(8)] : [3, 15], (2.5.63)

[24] :
g2
2 [Sp(4)] : [3, 15] . (2.5.64)

For the first case, with [3, 15] – [3, 15], there are two double strings stretching on the middle

curve, so the original so8 is Higgsed to so6 ' su4. On the other hand the quiver with

[24] – [3, 15] has a single double string stretching on the middle curve (coming from the

right deformation) and one extra A coming from the left, so the original so8 is Higgsed to

so7
A→ g2.

The rules that lead us to these quivers can be verified in other examples as well. For

instance, consider an SO(10) theory with three −4 curves in the UV quiver, deformed by

µL = [7, 13], µR = [5, 3, 12]. The resulting theory is given by

[7, 13] :
su(2)

2
su(4)

2
[SU(4)]

su(2)
2 : [5, 3, 12] . (2.5.65)

In the brane picture, the su(4) on the middle −2 curve comes from two double strings, one

each from the left and right, exactly parallel to the [3, 15], [3, 15] case above.

Similarly, for µL = [7, 3], µR = [5, 3, 12], the kissing theory is given by

su(2)
2

[Nf=1/2]

g2
2

[Sp(2)]

su(2)
2

[Nf=1/2]
. (2.5.66)

The second −2 curve now has a g2 gauge algebra, which in the brane picture comes from a

single double string coming from one side and an extra A coming from the other, just as in

the case of the [24], [3, 15] theory above.

This example nicely illustrates the utility of the string junction approach for determining the

nilpotent hierarchy of short quivers, as the short quivers in two cases (which are different)

cannot be determined unambiguously from their associated long quivers alone (which are
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identical).

Finally, it is also worth noting that additional RG flows have opened up in these short

quivers that were not available in the case of long quivers. For instance, in an SO(8) long

quiver of fixed size, there is no RG flow from the theory with µL = [3, 22, 1], µR = [18] to

the theory with µ′L = µ′R = [24], because although µR � µ′R, we also have µL � µ′L.

However, for a sufficiently-short quiver with these nilpotent orbits, there is a flow from the

former to the latter. In particular, there is a flow from

[3, 22, 1] :
g2
3

[Sp(1)]
1

[F4]
: [18] (2.5.67)

to the theory

[24] :
g2
2

[Sp(4)]
: [24]. (2.5.68)

This is related to the fact that short quivers are often degenerate: in particular, the theory

of (2.5.68) can also be realized by the nilpotent orbits µ′L = [3, 22, 1], µ′R = [22, 14], which

do satisfy µR � µ′R, µL � µ′L.

2.5.4 Flavor Symmetries

The structure of nilpotent orbits also provides a helpful guide to the analysis of flavor

symmetries in 6D SCFTs [240]. Given a nilpotent orbit, the commutant subalgebra specifies

an unbroken symmetry inherited from the UV. For the classical groups, the resulting flavor

symmetry algebra associated with a given nilpotent orbit is given simply in terms of the

data of partition (see e.g. [96]):

s[⊕iu(ri)] when g = su(N),

⊕i oddso(ri)⊕⊕i evensp(ri/2) when g = so(2N + 1) or so(2N),

⊕i oddsp(ri/2)⊕⊕i evenso(ri) when g = sp(N).

(2.5.69)

In a long quiver, the flavor symmetry inherited from the parent UV theory is thus given by
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the products of these flavor symmetries. For short quivers, on the other hand, we typically

observe enhancements of the flavor symmetry whenever flavors coming from the left and

from the right end up sharing the same node. As usual, this is easiest to see in theories with

su gauge symmetries. Here, if flavor symmetries [SU(m)]L and [SU(n)]R share the same

node, the symmetry enhances from [SU(m)]× [SU(n)] to [SU(m+n)]. For SO/Sp quivers

without any small instanton transitions, flavor symmetries of [SO(m)]L and [SO(n)]R get

enhanced to [SO(m + n)], and similarly for the Sp cases. To illustrate this fact, we start

with the theory

[3, 2] :
su(2)

2
su(4)

2
[Nf=1]

su(5)
2

[Nf=1]

su(5)
2

[SU(2)]

su(3)
2

[Nf=1]
: [22, 1] . (2.5.70)

We can then shorten the quiver to have only 4 curves:

[3, 2] :
su(2)

2
su(4)

2
[Nf=1]

su(5)
2

[SU(3)]

su(3)
2

[Nf=1]
: [22, 1]. (2.5.71)

After this first step, we already see an enhancement: the [SU(3)] factor comes from two

components: SU(2) from the left and U(1) from the right. Removing yet another curve,

we have:

[3, 2] :
su(2)

2
su(4)

2
[SU(3)]

su(3)
2

[SU(2)]
: [22, 1]. (2.5.72)

Here the enhancement is even greater. Indeed, both of the [SU(3)] and [SU(2)] flavors come

from similar enhancements.

Ignoring Abelian factors, enhancements occur in the following two cases:

• When flavor symmetries coming from the left and from the right end up sharing the

same node.

• When a −1 curve has its surrounding gauge symmetry lowered by short quiver effects

(as detailed below). This can happen either for a −1 at the edge of the quiver or in

the interior.

As a first example of the former, consider the theory with nilpotent orbits [3, 15] and [24]
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on an SO(8) UV quiver with two −4 curves:

g2
2

[Sp(4)]
. (2.5.73)

We see that the flavor symmetry Sp(2)×Sp(2) present in the case of a long quiver has been

enhanced to Sp(4).

As another example of the former case, consider the theory with nilpotent orbits µL = µR =

[3, 12N−3] on an SO(2N) quiver with one −4 curve, which can equivalently be regarded as

an SO(2N − 3) quiver with µL = µR = [12N−3]:

[SO(2N − 2)]
sp(N−5)

1
so(2N−2)

4
sp(N−5)

1 [SO(2N − 2)] . (2.5.74)

We see that the flavor symmetries of the left and right have been enhanced from SO(2N−3)

to SO(2N − 2).

Finally, as an example of the latter case, consider the theory of nilpotent orbits [7, 1] and

[18] on an SO(8) UV quiver with three −4 curves:

2
su(2)

2
g2
3 1 [F4]. (2.5.75)

The flavor symmetry on the right has been enhanced from SO(8) to F4.

In all cases, we find that the flavor symmetry of a short quiver is enhanced relative to the

flavor symmetry of a long quiver associated with the same nilpotent deformations.

2.6 Conclusions

In this chapter we have developed general methods for determining the structure of Higgs

branch RG flows in 6D SCFTs. In particular, we have analyzed several aspects of vevs for

“conformal matter.” We have seen that the entire nilpotent cone of a simple Lie algebra,

including its structure as a partially ordered set can be obtained from simple combinatorial
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data connected with string junctions stretched between bound states of 7-branes. Recombi-

nation moves involving intersecting branes as well as brane / anti-brane pairs fully determine

the Higgs branch of quiver-like 6D SCFTs with classical gauge algebras. An added benefit

of this approach is that it also extends to short quiver-like theories where Higgsing from dif-

ferent nilpotent orbits leads to correlated symmetry breaking constraints. In the remainder

of this section we discuss some other potential areas for future investigation.

In this chapter we have primarily focused on Higgsing in quiver-like theories with classical

algebras. We have also seen that we can understand the nilpotent cone of the E-type algebras

using multi-pronged string junctions. This suggests that by including additional 7-brane

recombination effects, it should be possible to cover these cases as well. This would provide

a nearly complete picture of Higgs branch flows for 6D SCFTs engineered via F-theory.

This work has primarily focused on the case of 6D SCFTs in which Higgs branch defor-

mations can be understood in terms of localized T-brane deformations of a non-compact

7-brane. We have already noted how “semi-simple” deformations fit into this picture. The

other class of Higgs branch deformations which appear quite frequently involve discrete

group homomorphisms from finite subgroups of SU(2) into E8 [235, 312, 173]. Obtaining

an analogous correspondence in this case would cover another broad class of Higgs branch

deformations in 6D SCFTs.

The main emphasis of this work has centered on combinatorial data connected with Higgs

branch flows and 7-brane recombination. That being said, it is also clear that explicit

complex structure deformations of the associated F-theory models should describe some of

these deformations as well, a point which deserves to be clarified.

Moreover, the overarching aim in this work has been to better understand the structure of

all possible 6D RG flows obtained from deformations of different conformal fixed points.

The fact that we now have a fairly systematic way to also understand deformations of short

quivers suggests that the time may be ripe to obtain a full classification of such RG flows.
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Lastly, this chapter has focused on theories in six dimensions. It would also be interesting

to see how similar methods can be applied to systems in four dimensions. Seeing how

powerful and intuitive string junctions can be, we now would like to return to 4D theories.

Specifically, we will look at a class of N = 2 SCFTs engineered with a generalization of

orientifolds known as S-folds.
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CHAPTER 3: S-folds, String Junctions and 4D N = 2 SCFTs

3.1 Introduction

Building upon the last chapter we will now look to introduce additional geometrical struc-

ture to connect four dimensional SCFTs. One of the important ingredients in many string

theory realizations of quantum field theories is the use of singular geometries in the presence

of various configurations of branes. For example, in perturbative type II string theory, all

of the classical gauge groups can be realized by open strings ending on D-branes, possibly

in the presence of orientifold planes. It is also possible to realize exceptional groups via the

heterotic string, and with singular geometries in type II / M- / F-theory compactifications.

This point of view has led to the prediction of entirely new sorts of quantum field theories

in diverse dimensions.

As a striking example, stringy considerations led to the discovery of 4D N = 3 SCFTs

[189]. These N = 3 theories are inherently strongly coupled, and many of them have a

realization in string theory as a stack of D3-branes on top of an S-fold plane.1 The S-fold is

a generalization of the usual orientifold plane where the Z2 reflection symmetry is replaced

by a Zk symmetry, however this only leads to a consistent supersymmetric field theory when

the axio-dilaton of Type IIB string theory is locally fixed to specific k-dependent values.

For additional work on N = 3 SCFTs, see, for example, references [189, 190, 11, 334, 14,

265, 264, 4, 118, 299, 40, 298, 398, 18, 79, 43, 387, 166, 74, 192, 29, 193, 30, 194, 19, 416].

Of course, rather than resorting to the full machinery of string theory one might instead ask

whether general principles of self-consistency can be used to chart the landscape of possible

quantum field theories. A notable example of this sort of reasoning was carried out in a series

of papers [31, 34, 33, 38, 35, 306, 36] which established a complete classification of possible

4D N = 2 SCFTs with a one-dimensional Coulomb branch. A particularly interesting

feature of these results is that, at the time they were found, only some of these theories
1There are N = 3 theories that come from N = 4 super Yang–Mills with an exceptional gauge algebra

which do not have a D3-brane realization[190].
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had known string theory realizations. A key feature of this analysis is the appearance of

specific flavor symmetry algebras, as dictated by how the Casimir invariants of the flavor

symmetry translate to deformations of the associated Seiberg–Witten curve.

Some of these 4D N = 2 SCFTs now have known stringy realizations, both in terms of

compactifications of 6D SCFTs [340, 205], as well as in terms of D3-brane probes of S-

folded 7-branes [23]. That being said, there are still some theories predicted in references

[31, 34, 33, 38, 35, 306, 36] which have yet to be constructed.

Our aim in this chapter will be to develop a general framework for understanding the impact

of S-folds on the flavor symmetries experienced by probe D3-branes in the presence of an

ambient stack of 7-branes. To this end, we develop a prescription which generalizes the

standard orientifold projection construction for open strings, but now for more general S-

folds acting on string junctions. Doing so, we show that the structure of the resulting flavor

symmetry algebra is closely tied to the appearance of discrete torsion in the S-fold. This

is quite analogous to what happens for O3-planes, where there are four distinct choices

depending on whether a Z2 discrete torsion has been activated in either the RR or NS

sector. We show that the presence of discrete torsion, in tandem with the geometric Zk

action on the local geometry, leads to a well-defined set of rules which act on the endpoints

of the string junction states. This in turn leads to a general quotienting procedure for the

resulting flavor symmetry algebras. In fact, the string junction provides more, since we can

also deduce which representations of a given flavor symmetry algebra are actually present.

For earlier work on the use of string junctions and its relation to symmetries realized on a

7-brane, see e.g. references [178, 150, 75, 208, 224]. For earlier work on string junctions in

N = 3 SCFTs, see reference [264].

The 4D N = 2 theories that we consider will be the following. We will start with the rank

N generalizations of the Argyres–Douglas H0, H1, and H2 theories [32], the theory of SU(2)

with four fundamentals, and the Minahan–Nemeschansky E6, E7, and E8 theories [321, 322].

These theories will be labeled as the “parent” theories and they are related to each other
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via mass deformations from the E8 Minahan–Nemeschansky theory. Furthermore each of

these parent theories has a realization as a worldvolume theory on a stack of D3-branes in a

7-brane background (see e.g. [47, 335]). We will consider the “S-fold descendant theories”,

or simply “descendants”, as the theories obtained by further inclusion of an S-fold plane on

top of the D3-brane stack, either with or without discrete torsion.

One of the main results of our analysis is that the resulting flavor symmetry depends on the

discrete torsion of the S-fold. In particular, we find that when no torsion is switched on,

there is a simple geometric picture available which matches to a quotient of the associated

F-theory geometry for the 7-branes. When a discrete torsion is present on the S-fold, we

find that the resulting flavor symmetry of a probe D3-brane is also different. In these cases,

the standard F-theory geometry is not valid, but we can instead deduce its structure from

the corresponding Seiberg–Witten curve of the 4D N = 2 SCFT.

Indeed, using this procedure, we show how to match each possible S-fold quotient of 7-branes

to a corresponding theory appearing in the list of rank one 4D N = 2 SCFTs appearing

in references [31, 34, 33, 38, 35, 306, 36], where the rank one theories are classified by the

associated Kodaira fiber type obtained from the Seiberg–Witten curve. In matching to

our 7-brane realization, we can visualize this process in terms of an overall quotienting /

smoothing deformation. See table 9 for a summary of this correspondence, and figure 59

for a summary of how these different theories are related by mass deformations and discrete

quotients. Implicit in our considerations is that if we remove all the 7-branes, then we

realize N = 3 theories, and discrete quotients thereof. An additional comment here is that

there are a few theories from [31, 34, 33, 38, 35, 306, 36] which do not appear to have

a simple 7-brane realization. We take this to mean that the resulting quotients used to

construct these additional theories may not arise from purely geometric ingredients present

in the ultraviolet, but may instead involve structures which only emerge in the infrared.

The theories we construct include some notably subtle cases such as theories with F4 flavor
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[II∗, E8]

[III∗, E7]

[IV ∗, E6]

[I∗0 , D4χ0]

[IV,A2χ 1
2
]

[III, A1χ 2
3
]

[II, χ 4
5
]

[II∗, F4]

[III∗, B3] [II∗, G2]

[IV ∗, A2] [II∗, B1]

[III∗, A1]

[II∗, C5]

[III∗, C3C1]

[IV ∗, C2U1]

[II∗, A3 o Z2]

[III∗, A1U1 o Z2]

[II∗, A2 o Z2]

Ẑ2

Z2

Ẑ2

Ẑ3

Ẑ3

Ẑ4

Z2

Z2

Z3

Z3

Z4

Ẑ2

Figure 59: Realization of the different rank one 4D N = 2 SCFTs starting from the E8
Minahan–Nemeschansky theory, written as [II∗, E8]. We can perform mass deformations
(as indicated by downward blue arrows), or we can act by a discrete twist by an outer
automorphism of an algebra, possibly composed with an inner automorphism. All of the
different choices can be realized by a suitable choice of S-fold projection with (diagonal
red arrows and Ẑk) or without (diagonal green arrows and Zk) discrete torsion. Here, we
use the conventions of references [31, 34, 33, 38, 35, 306, 36], which labels a given theory
by its Kodaira fiber type, as well as the associated flavor symmetry algebra. We note
that while this notation does not necessarily uniquely specify a particular 4D SCFT, it
does so for the theories listed here. The notation χa refers to the fact that the theory
has a chiral deformation parameter which has scaling dimension a. The theories connected
to the [II∗, E8] theory by blue arrows will be referred to as “parent” theories, and the
theories determined via the red/green arrows from a given parent will be referred to as the
“descendants” of that parent.
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Quotient Rank One 4D N = 2 SCFTs
IV ∗/Z2 [II∗, F4]
I∗0/Z2 [III∗, B3]
IV/Z2 [IV ∗, A2]
I∗0/Z3 [II∗, G2]
III/Z3 [III∗, A1]
IV/Z4 [II∗, B1]
IV ∗/Ẑ2 [II∗, C5]
I∗0/Ẑ2 [III∗, C3C1]
IV/Ẑ2 [IV ∗, C2U1]
I∗0/Ẑ3 [II∗, A3 o Z2]
III/Ẑ3 [III∗, A1U1 o Z2]
IV/Ẑ4 [II∗, A2 o Z2]

Table 9: For each possible discrete quotient of an F-theory Kodaira fiber as associated with
a probe D3-brane in the presence of a 7-brane and an S-fold with or without discrete torsion,
we find a corresponding interacting rank one theory as given in table 1 of [35].

symmetry. Indeed, an important point in this case is that there are some putative 4D

N = 2 SCFTs with F4 global symmetry which are now known to be inconsistent [57, 374].

These inconsistent cases are those in which the Higgs branch of the 4D theory would have

coincided with the instanton moduli space of F4 gauge theory. Our brane realization makes

clear that we are dealing with a different theory since in our case, we have a bulk E6 7-brane

in the presence of a codimension four S-fold with no discrete torsion. A D3-brane sitting on

top of the S-fold sees an F4 flavor symmetry, while moving it inside the 7-brane but off the

S-fold results in an E6 flavor symmetry. This is also in line with the fact that the anomalies

of reference [35] are different from the ones of the putative (and sick) F4 theory ruled out in

[374]. As an additional comment, in F-theory there are no 7-branes with 8D gauge group

F4, in line with the feature that such an object does not exist either from the standpoint of

F-theory, or generalized Green–Schwarz anomalies [188].

Turning the discussion around, we can also see how the emergent Seiberg–Witten geometry

for theseN = 2 theories provides an operational definition of F-theory in S-fold backgrounds

with discrete torsion. As a point of clarification, we note that in the single D3-brane case

there can be additional enhancements in the flavor symmetry. The F-theory geometry
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is then obtained by performing a mass deformation to the generic flavor symmetry, and

performing a further rescaling in the local coordinates.

The rest of this chapter is organized as follows. First, in section 3.2 we present a brief

review of S-folds. In section 3.3 we discuss the specific case of S-folds without discrete

torsion and their realization in F-theory compactifications. In section 3.4 we present a

general prescription for reading off the flavor symmetry of D3-branes probing an S-folded

7-brane. We then use this to provide a geometric proposal for F-theory geometry in the

presence of discrete torsion in section 3.5. As a further check on our proposal, we also

compute the leading order contributions to the conformal anomalies a and c in the limit of

a large number of probe D3-branes in section 3.6. Section 3.7 presents our conclusions. Some

additional details on brane motions in the presence of S-folds are presented in Appendix

C.1, and an explicit example of string junction projections is worked out in Appendix C.2.

3.2 S-folds

In this section we present a brief review of S-folds. In particular, we emphasize that these

objects can sometimes carry a discrete torsion. S-fold planes are a generalization of orien-

tifold planes introduced in [189] and further studied in [14]. Initially they were used to build

four dimensional N = 3 supersymmetric field theories on the worldvolume of D3-branes in

the proximity of an S-fold. This was generalized in [23] by adding 7-branes on top of the

S-fold thus producing N = 2 theories. In this section we will review the construction of

[189] and discuss various properties of S-folds that we shall need in the following. We will

discuss the inclusion of 7-branes in section 3.3.

3.2.1 S-fold Quotients

S-folds arise from particular terminal singularities in F-theory backgrounds [189]. The

singularity is produced by an orbifold action that acts simultaneously on the base and

elliptic fiber. This implies that the geometric quotient on the base is accompanied by an

SL(2,Z) action on the elliptic curve, thus explaining the name of these objects. More

concretely we consider an F-theory solution on C3
(z1,z2,z3) × T2

w quotiented by a Zk action
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with generator σk acting on the coordinates as

σk : (z1, z2, z3, w) → (ζkz1, ζ
−1
k z2, ζkz3, ζ

−1
k w) . (3.2.1)

Here ζk is a k-th primitive root of unity. The singularity produced is terminal as it does not

admit any crepant resolution [326, 22]. One important observation is that in order to have a

well defined action on the torus the only allowed values of k are k = 2, 3, 4, 6. Compatibility

with the quotient fixes the value of the complex structure τ of the torus when k > 2, while

leaving it a free parameter for k = 2. The allowed values of τ as well as the SL(2,Z) action

ρ on the elliptic fiber are collected in Table 10. This background preserves 12 supercharges

for all values of k > 2 and adding D3-branes probing the singularity does not further break

any additional supersymmetry (see e.g. [56]). The k = 2 case preserves 16 supercharges

and therefore produces an N = 4 supersymmetric theory, and the S-fold in this case simply

corresponds to the usual O3−-plane. Let us note that for k = 3 we have chosen to use the

value τ = exp(2πi/3) which is, under a T -transformation of SL(2,Z), equivalent to taking

exp(2πi/6), the “standard” value in the fundamental domain. This has no material effect on

any statements we make about the flavor symmetry algebra since we can always conjugate

all SL(2,Z) generators by this T -transformation anyway. The reason for this choice is to

make the Zk action of the S-fold more manifest.

3.2.2 Discrete Torsion

As in the case of orientifold 3-planes, it is possible to construct different variants of S-

folds by considering trapped three-form fluxes at the singularity, i.e. discrete torsion. To

understand the different allowed possibilities for discrete torsion, it is helpful to consider

the asymptotic profile of the spacetime far from the singularity, as captured by a quotient

of S5. As in [409, 14], it suffices to consider N D3-branes probing a Zk S-fold plane. The

holographic dual in the large N limit is given by Type IIB string theory on AdS5 × S5/Zk.

To understand which fluxes can be introduced it is necessary to study the cohomology of

S5/Zk, in particular the third cohomology group which corresponds to the introduction
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τ ρ

k = 2 free
(
−1 0
0 −1

)

k = 3 e
2πi
3

(
−1 −1
1 0

)

k = 4 i

(
0 −1
1 0

)

k = 6 e
2πi
6

(
0 −1
1 1

)

Table 10: Allowed values of the Type IIB axio-dilaton τ and SL(2,Z) monodromies for
various S-folds when no 7-branes are present.

of three-form fluxes. In Type IIB we have two possible choices of three-form fluxes and

in the following the first component will be the NSNS flux and the second one will be

the RR flux. Usually we would simply need to compute the cohomology with coefficients

in Z ⊕ Z, however due to the fact that the S-fold action is non-trivial on the fluxes it is

necessary to take cohomology with coefficients in (Z⊕Z)ρ where ρ is the SL(2,Z) element

listed for every S-fold in table 10. This computation was done in [14] where it was shown

that H3(S5/Zk, (Z ⊕ Z)ρ) is the cokernel of the map (id − ρ) : Z2 → Z2. The resulting

cohomology groups are

H3(S5/Z2, (Z⊕ Z)ρ) = Z2 ⊕ Z2 , (3.2.2)

H3(S5/Z3, (Z⊕ Z)ρ) = Z3 , (3.2.3)

H3(S5/Z4, (Z⊕ Z)ρ) = Z2 , (3.2.4)

H3(S5/Z6, (Z⊕ Z)ρ) = I. (3.2.5)

The k = 2 case reproduces the well-known example of the four different O3-planes [409].

We list here all the inequivalent choices of discrete torsion for the various S-fold planes

k = 2 , {(0, 0), (1, 0), (0, 1), (1, 1)} , (3.2.6)
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k = 3 , {(0, 0), (1, 0), (2, 0)} , (3.2.7)

k = 4 , {(0, 0), (1, 0)} , (3.2.8)

k = 6 , {(0, 0)} . (3.2.9)

One final piece of information that will be useful in the following is the D3-brane charge

carried by the S-fold plane. The charge of the Zk S-fold plane is [14]

εD3 = ±1− k
2k , (3.2.10)

where the plus sign refers to the case without discrete torsion and the minus sign to the

case with discrete torsion.

3.3 F-theory and S-folds without Torsion

Having reviewed some basic features of S-folds, we now turn to the structure of local F-

theory models in the presence of an S-fold. Here, we study how this is detected by the

worldvolume theory of a spacetime filling D3-brane. Recall that in F-theory, the appearance

of 7-branes is encoded in the local profile of the Type IIB axio-dilaton. Strictly speaking,

this geometric correspondence between the Coulomb branch of the D3-brane moduli space

and the F-theory geometry is only valid in the purely geometric phase of F-theory, where

no discrete torsion is present. Indeed, in section 3.5 we will later turn the discussion around

and argue that the associated Seiberg–Witten curve provides an operational definition of

F-theory in such backgrounds.

The rest of this section is organized as follows. First, we discuss the action of S-folds

on a local Weierstrass model. These local Weierstrass models are chosen such that they

correspond to an F-theory background for the “parent” theories, to wit, the rank N gen-

eralizations of the Argyres–Douglas, SU(2) with four flavors, and Minahan–Nemeschansky

theories. After this, we turn to an explicit analysis of the various possible S-fold quotients

of such geometries, organizing our discussion by the corresponding Z2, Z3 and Z4 group
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action. In the case of Z6, the admissible minimal Kodaira fibers are trivial and we get an

N = 3 theory from D3-branes probing such a singularity. Following this procedure, we

show how to recover some examples of the Seiberg–Witten geometries, and thus physical

data like the flavor symmetry algebras, for 4D N = 2 SCFTs of the sort predicted in ref-

erences [31, 34, 33, 38, 35, 306, 36]. As a point of clarification, the flavor symmetry which

is really detected in this way is the generic one present for multiple D3-branes probing the

S-fold. There is also an SU(2) flavor symmetry as associated with the rotational group in

the worldvolume of the 7-brane (but transverse to the D3-brane), and in the special case

of a single D3-brane, there can be an “accidental” enhancement in the infrared. In the

worldvolume theory of the D3-brane, z will refer to the Coulomb branch coordinate in the

covering space, and u will refer to the Coulomb branch coordinate in the quotient geometry.

The Mi will refer to a degree i Casimir invariant built from the mass deformations of the

7-brane flavor symmetry algebra.

3.3.1 Weierstrass Models

In order to understand which kinds of 7-brane configurations are allowed in the presence

of an S-fold plane it is convenient to understand the F-theory Weierstrass model on the

orbifolded base. Specifically we consider F-theory on the base B = C3
(z1,z2,z3)/Zk where the

generator of Zk acts on the coordinates of the base as in (3.2.1). For additional details on

the procedure see, for example, [138]. The Weierstrass model on such a base is given as

usual by the polynomial

y2 = x3 + f(z1, z2, z3)x+ g(z1, z2, z3) . (3.3.1)

However, due to the orbifold action on the base coordinates f and g become Zk-equivariant

polynomials. By the condition that the elliptic fibration be a Calabi–Yau variety the co-

efficients of the Weierstrass model, f and g, are required to be sections of O(−4KB) and

O(−6KB), respectively. Homogeneity fixes x to be a section of O(−2KB) and y to be a

section of O(−3KB). For an orbifold a section of O(−lKB) must transform with a factor
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det(γ)l where γ is the matrix representation of any orbifold group element acting on the

coordinates. To write down possible Weierstrass models it is convenient to expand f and g

as polynomials in the variables zi

f =
∑

a,b,c≥0
fabcz

a
1z
b
2z
c
3 , (3.3.2)

g =
∑

a,b,c≥0
gabcz

a
1z
b
2z
c
3 . (3.3.3)

Requiring f and g to transform appropriately under the orbifold action puts restrictions

on the allowed polynomial coefficients fabc and gabc. We list in the following the possible

choices for the different S-fold planes.

- k = 2. In this case both f and g are invariant under the orbifold action. This fixes

fabc = gabc = 0 for a− b+ c 6= 0 mod 2. The lowest order terms are the constant ones

giving generically a smooth elliptic curve with constant complex structure over C3.2

- k = 3. In this case the orbifold action implies that g is invariant and f → e2πi/3f .

This fixes fabc = 0 for a− b+ c 6= 1 mod 3 and gabc = 0 for a− b+ c 6= 0 mod 3.

- k = 4. In this case the orbifold action implies that f is invariant and g → −g. This

fixes fabc = 0 for a− b+ c 6= 0 mod 4 and gabc = 0 for a− b+ c 6= 2 mod 4.

- k = 6. In this case the orbifold action implies that g is invariant and f → e4πi/3f .

This fixes fabc = 0 for a− b+ c 6= 4 mod 6 and gabc = 0 for a− b+ c 6= 0 mod 6.

In the following we will be interested in a restricted class of Weierstrass models that preserve

N = 2 supersymmetry. This can be achieved by taking all 7-branes to wrap the (z1, z2)-

plane, implying that f and g will only depend on z3. Moreover to simplify the notation we

shall denote by z the coordinate z3 in the covering space.

We exclusively focus on Weierstrass models where the axio-dilaton is constant so that we
2Note that this does not mean that the orbifold action is trivial on the elliptic curve. Indeed the coordinate

y changes sign under the action of the generator of Z2.
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Quotient Weierstrass Model Kodaira Fiber Type τ

k = 2 y2 = x3 + z4 IV ∗ e
2πi
3

k = 2 y2 = x3 + z2x I∗0 i

k = 2 y2 = x3 + z2 IV e
2πi
6

k = 3 y2 = x3 + z3 I∗0 e
2πi
6

k = 3 y2 = x3 + zx III i

k = 4 y2 = x3 + z2 IV e
2πi
6

k = 6 y2 = x3 + g0 ∅ e
2πi
6

Table 11: Allowed values of S-fold projection compatible with a specified minimal Kodaira
fiber type. Here we drop all higher order singularities and focus on the specific situation
where the axio-dilaton is constant.

can realize an SCFT on the worldvolume of the D3-brane. F-theory constructions with

constant coupling were discussed in [135]. Additionally, we require that the singularity

type remain minimal, which imposes the further condition that the degrees of f and g as

polynomials in z are deg(f) < 4 and deg(g) < 6. For each possible S-fold quotient, we list

the covering space theory prior to the quotient in table 11. Note that the k = 6 quotient

does not allow any dependence on z in the Weierstrass model without incurring non-minimal

Kodaira fibers, and thus there can be no 7-branes present. This implies that the theory will

have enhanced N ≥ 3 supersymmetry.

A careful comparison of tables 10 and 11 also reveals that the correlation of values of k with

τ are different in the presence or absence of 7-branes. This is to be expected because the

presence of 7-branes impacts the profile of the axio-dilaton.

The relevance of the Weierstrass model is that it will allow us to read off the Seiberg–Witten

curve of the resulting N = 2 theory for the case of a single D3-brane probe. Indeed in this

case the Seiberg–Witten curve can be identified with the elliptic fiber of the F-theory model

and the coordinate z becomes the Coulomb branch parameter of the theory. In the following

we will discuss each possible case leading to a rank one SCFT writing down the Seiberg–

Witten curve and match the results to the ones known in the literature. We would like to
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stress that the procedure works only in the case without discrete torsion, and in the presence

of discrete torsion we do not have a procedure to read off the Seiberg–Witten curve from

the geometry. We will confirm the various identifications via a string junction analysis in

section 3.4 where we will also be able to identify the theories on the probe D3-branes also in

the presence of discrete torsion. Before turning to the discussion of each case separately we

would like to point out that in the above we have been using the covering space coordinates.

It is also helpful to work directly in terms of a local coordinate in the quotient geometry. In

general for a Zk quotient we would need to use u = zk which is invariant under the quotient.

To find the appropriate invariant combinations for x and y we can use the fact that under

the general rescaling [362, 35, 23]

x 7→ λ2x , y 7→ λ3y , (3.3.4)

which modifies f and g as

f 7→ λ−4f , g 7→ λ−6g , (3.3.5)

the elliptic fibration is left invariant. By choosing λ = z1−k the rescaled x and y variables

will be invariant under the Zk quotient.

Using this information we will be able to write down the Seiberg–Witten curves for the

various rank one theories.

3.3.2 Z2 Quotients

In this subsection we turn to Z2 quotients of an F-theory model. This sort of quotient

can be taken for parent theories with an E6 7-brane, as realized by a type IV ∗ fiber, a D4

7-brane, as realized by a type I∗0 fiber, and an H2 7-brane, as realized by a type IV fiber.
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Quotient of E6

The Weierstrass model for an E6 singularity can be written as

y2 = x3 + z4 . (3.3.6)

Homogeneity fixes the scaling dimension of z to be ∆(z) = 3. The maximal deformation of

the singularity compatible with the Z2 quotient involves introducing the following Mi:

y2 = x3 + x
(
M8 +M2z

2
)

+ z4 +M6z
2 +M12 . (3.3.7)

Here we chose the convention to label the mass deformations of the 4D N = 2 SCFT as

degree i Casimir invariants Mi where the scaling dimension is ∆(Mi) = i. We can now

move to the quotient space by performing the aforementioned rescaling. Let us be explicit

in this first case. The scaling is

x→ z−2x , y → z−3y , (3.3.8)

which leads to an overall factor on the y2 and x3 terms in the Weierstrass equation of z−6.

Removing this denominator is equivalent to the rescaling

f → z4f , g → z6g , (3.3.9)

as described in the general case in [362]. After this rescaling we perform the replacement

with the quotiented coordinate, u, via u = z2. The resulting model becomes

y2 = x3 + x
(
M8u

2 +M2u
3
)

+ u5 +M6u
4 +M12u

3 , (3.3.10)

where we have used the same notation x and y for before and after the rescaling. In

this case turning off all mass deformations we obtain a II∗ singular fiber at the origin.

Comparing with [34] we see that this Weierstrass model matches the Seiberg–Witten curve
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of the [II∗, F4] theory.

Quotient of D4

The D4 singularity admits two different minimal Weierstrass presentations, one of which is

compatible with the Z2 quotient and the other which is compatible with the Z3 quotient.

For the Z2 quotient we have the Weierstrass model

y2 = x3 + xz2 . (3.3.11)

Homogeneity fixes the scaling dimension of z to be ∆(z) = 2, and the deformation of the

singularity compatible with the Z2 quotient is given by the introduction of the Casimirs

M2, M4, and M6:

y2 = x3 + x
(
M4 + z2

)
+M2z

2 +M6 . (3.3.12)

Again we move to the quotient space by performing the rescaling, as described above. After

rescaling the model becomes

y2 = x3 + x
(
M4u

2 + u3
)

+M2u
4 +M6u

3 . (3.3.13)

In this case turning off all mass deformations we obtain a III∗ singular fiber at the origin,

and if we compare with [34] we see that this Weierstrass model matches the Seiberg–Witten

curve of the [III∗, B3] theory listed therein.

Quotient of H2

The Weierstrass model for an H2 singularity, also known as a type IV fiber, is

y2 = x3 + z2 . (3.3.14)

As usual the scaling dimension of z is fixed by homogeneity of the Weierstrass equation.

We have ∆(z) = 3/2. The singularity can be deformed in such a way that is compatible
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with a Z2 quotient by introducing M2 and M3 as follows:

y2 = x3 + xM2 + z2 +M3 . (3.3.15)

The resulting model in the quotient space is obtained by performing the now-familiar rescal-

ing:

y2 = x3 + xM2u
2 + u4 +M3u

3 . (3.3.16)

We can see that turning off all mass deformations we obtain a IV ∗ singular fiber at the

origin. Comparing with [34] we see that this Weierstrass model is precisely giving the

Seiberg–Witten curve of the [IV ∗, A2] theory.

3.3.3 Z3 Quotients

We next turn to Z3 quotients of a local F-theory geometry. This can be carried out for a

D4 7-brane, as realized by a type I∗0 fiber, and an H1 7-brane, as realized by a type III

fiber.

Quotient of D4

The other Weierstrass model for the I∗0 singularity, the one compatible with the Z3 symme-

try, is:

y2 = x3 + z3 , (3.3.17)

and homogeneity fixes the scaling dimension of z to be ∆(z) = 2. The deformation of the

singularity compatible with the Z3 quotient is

y2 = x3 +M2xz +M6 + z3 . (3.3.18)
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We can now move to the quotient space by performing the aforementioned rescaling. The

resulting model becomes

y2 = x3 + xM2u
3 + u5 +M6u

4 . (3.3.19)

In this case turning off all mass deformations we obtain a II∗ singular fiber at the origin.

Comparing with [34] we see that this Weierstrass model matches the Seiberg–Witten curve

of the [II∗, G2] theory.

Quotient of H1

The Weierstrass model for an H1 singularity, or type III fiber, compatible with the Z3

symmetry is

y2 = x3 + xz . (3.3.20)

Homogeneity fixes the scaling dimension of z to be ∆(z) = 4/3. The deformation of the

singularity compatible with the Z3 quotient is

y2 = x3 + xz +M2 . (3.3.21)

As usual we can move to the quotient space by performing the rescaling described above.

The resulting model becomes

y2 = x3 + xu3 +M2u
4 . (3.3.22)

In this case turning off all mass deformations we obtain a III∗ singular fiber at the origin,

and a comparison with [34] shows that this Weierstrass model reproduces the Seiberg–

Witten curve of the [III∗, A1] theory.
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3.3.4 Z4 Quotient of H2

Finally, we turn to the case of Z4 quotients. In this case there is only a single choice

available, as given by an H2 7-brane, namely a type IV fiber. Recall that the Weierstrass

model for an H2 singularity is

y2 = x3 + z2 , (3.3.23)

and that homogeneity of the polynomial fixes the scaling dimension of z to be ∆(z) = 3/2.

The deformation of the singularity compatible with the Z4 quotient allows the introduction

of only a single Casimir invariant M2:

y2 = x3 +M2x+ z2 . (3.3.24)

We can pass to the quotient space geometry by performing the aforementioned rescaling.

The resulting Weierstrass model is

y2 = x3 +M2xu
3 + u5 . (3.3.25)

Turning off all mass deformations we obtain a II∗ singular fiber at the origin. Comparing

with [34] we see that this Weierstrass model matches the Seiberg–Witten curve of the

[II∗, B1] theory.

3.4 String Junctions

In the previous section we presented a general analysis of how to read off the Seiberg–

Witten curve for the worldvolume theory of a probe D3-brane in the presence of a 7-brane

and an S-fold without discrete torsion. Geometrically, this provides a satisfying picture for

how to realize a subset of possible 4D N = 2 SCFTs, but it also leaves open the question

as to whether we can also understand quotients with discrete torsion. An additional issue

is that in all cases the information of the flavor symmetry is encoded indirectly in the
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Seiberg–Witten curve via the unfolding of the singularity.

To provide a systematic analysis of cases with and without discrete torsion, we now analyze

the spectrum of string junctions in the presence of an S-fold. The rules we develop lead to

a different quotienting procedure for the flavor symmetry algebra, and the available options

are all contained in the options predicted in references [31, 34, 33, 38, 35, 306, 36]. Again,

we must add the caveat that our analysis really leads to a derivation of the generic flavor

symmetry, namely the one which is present for multiple probe D3-branes.

To better understand how S-fold projection works, we first review the standard case of

orientifold projection for oriented perturbative strings, we follow this with the rules for S-

fold projection in the case of Z2, Z3, and Z4 quotients. We then turn to the explicit S-fold

projections for string junctions attached to 7-branes.

In what follows, we will find it useful to arrange the bound states of [p, q] 7-branes so that

the group action amounts to a simple rearrangement operation on these stacks. We refer to

these branes according to the resulting SL(2,Z) monodromy on the axio-dilaton, writing

the monodromy as:

M[p,q] =

 1 + pq −p2

q2 1− pq

 , (3.4.1)

for a [p, q] 7-brane. We will frequently refer to the branes:

A = M[1,0] =

 1 −1

0 1

 , B = M[1,−1] =

 0 −1

1 2

 , C = M[1,1] =

 2 −1

1 0

 ,

D = M[0,1] =

 1 0

1 1

 , X = M[2,−1] =

 −1 −4

1 3

 , Y = M[2,1] =

 3 −4

1 −1

 .
(3.4.2)

We will also need to rearrange our branes to make the S-fold quotient more manifest. We
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accomplish this with different brane arrangements (see Appendix C.1). This includes:

E6 : A5BC2 ∼ A6XC ∼ AAACAAAC (3.4.3)

D4 : A4BC ∼ AACAAC ∼ AABBDD (3.4.4)

H2 : A3C ∼ ACAC ∼ AY AY ∼ DADA (3.4.5)

H1 : A2C ∼ ABD . (3.4.6)

These 7-branes correspond to the F-theory backgrounds that give rise to the parent theories

on the probe D3-branes, when there is no S-fold. We again stress that the symmetry algebra

obtained when we include the S-fold is the one enjoyed by the probe D3-branes.

The utility in introducing these different brane systems is that we can then read off the

corresponding root system as well as representations from string junctions stretched between

these different constituent branes. As a point of notation, we write ai to denote weights

associated with A-branes, with similar conventions for the B, C, and D branes, and where

the presence of a minus sign indicates the orientation of the string. For example, the roots

of SU(N) for a stack AN would then be represented as (ai − aj) for i, j = 1, ..., N and

i 6= j. A junction with endpoints on different types of branes is represented similarly by

an oriented graph with weights. Elements of the Cartan subalgebra correspond to string

junctions which begin and end on the same branes.

3.4.1 Orientifold Projection

Before delving into how the S-fold planes act on the string junctions stretching between

7-branes, we first review how the usual orientifold planes that appear in perturbative string

theory act on string states. Recall that in the presence of a stack of 2N D-branes, open

string states containing a vector are labeled by Chan–Paton factors λij for i, j = 1, . . . , 2N .

Each λij state is an open string stretching between the i-th and the j-th brane. When the

stack of D-branes sits on top of an orientifold plane it is necessary to specify the action of
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worldsheet orientation reversal on these states. The general action is

Ω : λ 7→ −MλTM−1 . (3.4.7)

The minus sign appears because of the effect of worldsheet parity on the open string oscil-

lators and transposition appears because the endpoints of an open string are interchanged.

M is an additional conjugation on the endpoints and consistency fixes it to be either sym-

metric or anti-symmetric. When M is chosen to be symmetric the resulting Lie algebra on

the stack of D-branes will be DN and when M is anti-symmetric the Lie algebra will be

CN . Given this we will label the symmetric choice MSO and the anti-symmetric one MSp.

In the following we will choose3

MSO =

 0 JN

JN 0

 , (3.4.8)

MSp =

 0 iJN

−iJN 0

 . (3.4.9)

Here JN = δi+j,N+1 with i, j = 1, . . . , N , namely the anti-diagonal matrix in which non-zero

entries are all equal to 1. We can therefore explicitly write the action of Ω on the various

string states which we label as |ij〉 for a string stretching between the i-th and j-th brane.

We will find it convenient to use the notation i′ = 2N + 1− i. The map is:

Ω|ij〉 = γΩ|j′i′〉 . (3.4.10)

Here, the choice of phase factor is specified via (see figure 60):

Sp projection→ γΩ = 1 (3.4.11)

3Note that it is customary in the literature to choose MSO to be the identity matrix. Our choice will give
isomorphic algebras after projection and leads to a simpler geometric picture in terms of branes probing the
orientifold plane.
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|ij〉

Ω|ij〉 = γω|j′i′〉

Figure 60: Illustration of orientifold projection acting on perturbative open strings. We
denote the orientifold image branes by open shapes, and image strings by dashed blue lines.

SO projection→


γΩ = −1, string crosses orientifold

γΩ = −1, i = j

γΩ = 1, otherwise.

(3.4.12)

Finally, it is important to understand which projection corresponds to which orientifold

plane. The system that more closely resembles the ones we will study in the following is

a stack of D7-branes on top of an orientifold 3-plane. Recall that there exist four different

orientifold planes usually called O3−, Õ3−, O3+, and Õ3+. In terms of the discrete torsion

introduced in section 3.2.2 they have torsion (0, 0), (0, 1), (1, 0) and (1, 1) respectively. The

first two give a D-type algebra on a stack of D3-branes and a C-type algebra on a stack of

D7-branes, the last two give a C-type algebra on a stack of D3-branes and a D-type algebra

on a stack of D7-branes. The action on other kinds of 7-branes can be obtained via SL(2,Z)

conjugation knowing that the O3− plane is invariant under SL(2,Z) and that the action

of SL(2,Z) for the other planes can be inferred by looking at the action on the plane’s

discrete torsion. For example an O3+ plane will give a C-type algebra on a stack of [0, 1]

7-branes. With this information we can easily infer that when a string junction of charge

[p, q] crosses an orientifold 3-plane of discrete torsion (a, b) worldsheet parity will produce a

sign (−1)ap−bq on the string state. In the following we will generalize this to other S-folds.

As a final comment, we note that when mutually non-local 7-branes are present, we find

190



that all that matters is whether discrete torsion is switched on or not; this is different from

the situation with all 7-branes mutually local. In particular, when all 7-branes are mutually

local then the spectrum is “blind” to some sector of discrete torsion; for example, when

all 7-branes are mutually local D7s then the Ramond–Ramond component of the discrete

torsion cannot be detected by the 7-branes.

3.4.2 S-fold Projection

In the following we will consider different Zk projections on the set of string junctions. To

get invariant states we will call Πk the generator of the Zk action on the string state and

we will sum over the Zk images to get the states after projection, meaning that we shall

consider the combination

1
k

(
I+

k−1∑
l=1

Πl
k

)
. (3.4.13)

This action is considered over the generators of the complexified Lie algebra, not on the

root vectors. In particular, Lie algebra generators that are mapped to themselves may be

projected out due to some phases in Πk. Indeed since the only requirement for Πk is that

its k-th power is the identity it is possible to twist it by some Zk phases corresponding

to different choices of discrete torsion; these choices were reviewed in section 3.2.2. What

needs to be fixed is the phase that is acquired by the various junctions in the presence of

discrete torsion. Note that this information is relevant only for junctions whose root vectors

are invariant under the S-fold projection as the addition of these phases may project them

out. We will write down the phase for a [p, q]-string crossing the S-fold with torsion (a, b).

The phase is fixed by requiring invariance under the torsion equivalence relations described

in section 3.2.2. The various cases are

k = 2 , (−1)ap−bq , (3.4.14)

k = 3 , e
2πi
3 (ap−bp−aq+bq) , (3.4.15)

k = 4 , (−1)ap−bp−aq+bq , (3.4.16)
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|a〉

Πl
k|a〉

Πk|a〉

Figure 61: Projection rules for S-fold planes acting on string junctions. We denote the
orientifold image branes by open shapes, and image strings by dashed blue lines.

where we omit the case k = 6 since no discrete torsion is available for this value. See figure

61 for a depiction of S-fold projection on string junction states.

In the above discussion, we have made reference to a specific duality frame. Given that

we are working at strong coupling, it is natural to ask about the behavior of our S-fold

projection under SL(2,Z) duality transformations. Note that while the expression for the

phase is invariant under global SL(2,Z) transformations for k = 2, for k > 2 it is neces-

sary to conjugate the pairing between junction charges and discrete torsion under global

SL(2,Z) transformations in order to ensure that the phase is unchanged4. This should

not come as a surprise as for k > 2 we are implicitly referring to a specific choice of an

SL(2,Z) frame when discussing the torsional fluxes: indeed the equivalence relations among

discrete torsion discussed in section 3.2.2 refers to a matrix ρ that is not invariant under

global SL(2,Z) transformations. Given that the product appearing in the phase is fixed by

requiring compatibility with these equivalence relations it will necessarily be different when

going to a new SL(2,Z) frame in order to ensure that the new equivalence relations are

respected.
4In practice we will conjugate the pairing for all values of k.
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To proceed further, we now examine the different choices of S-fold projections on different

stacks of 7-branes.

3.4.3 Z2 Quotients of E6

We now turn to an analysis of Z2 quotients of E6, namely we consider the action of O3-planes

on string junctions attached to an E6 7-brane. We start by writing E6 in a Z2-symmetric

fashion. The usual brane configuration A6XC [150] can be permuted to a configuration

A3CA3C. We discuss the permutations in Appendix C.1. The set of 72 junctions giving

the roots of E6 is

± (ai − aj) , 1 ≤ j < i ≤ 6 ,

±

 3∑
i=1

ai −
6∑
j=4

aj − ak + al + c1 − c2

 , 1 ≤ k ≤ 3 , 4 ≤ l ≤ 6 ,

± (ai − aj + c1 − c2) , 1 ≤ k ≤ 3 , 4 ≤ l ≤ 6 ,

±

 3∑
i=1

ai −
6∑
j=4

aj + c1 − c2

 ,

±

 3∑
i=1

ai −
6∑
j=4

aj + 2c1 − 2c2

 ,

± (c1 − c2) . (3.4.17)

A set of simple roots is given by

{a1 − a2, a2 − a3, a3 − a4, a4 − a5, a5 − a6, c1 − c2} . (3.4.18)

We will now turn to studying the effects of the S-fold projection, both without and with

discrete torsion (for all possible choices) turned on.

Z2 Quotient without Discrete Torsion

Consider first the case without any discrete torsion. After the projection 48 string junctions

survive (see Appendix C.2 for a fully worked example of which string junctions are projected
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A C

α3

α4 α5
α6

A A

C A A Aα1 α2

Figure 62: Z2 symmetric configuration for E6 theory.

out for the quotients of E6). Given the symmetry of the system we can write all junctions

specifying only the charges on half the set of branes for sake of convenience. The remaining

junctions after projection are

± 1
2 (ai − aj) , 1 ≤ j < i ≤ 3 ,

± 1
2 (ai + aj) , 1 ≤ j < i ≤ 3 ,

± ai , 1 ≤ i ≤ 3 ,

± (ai + c1) , 1 ≤ i ≤ 3 ,

±
( 3∑
i=1

ai − aj + c1

)
, 1 ≤ j ≤ 3 ,

± 1
2

( 3∑
i=1

ai − aj + 2c1

)
, 1 ≤ j ≤ 3 ,

± 1
2

( 3∑
i=1

ai + aj + 2c1

)
, 1 ≤ j ≤ 3 ,

± c1 ,

±
( 3∑
i=1

ai + c1

)
,

±
( 3∑
i=1

ai + 2c1

)
. (3.4.19)
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This gives in total 48 junctions, as expected for F4. One choice of simple roots is

{1
2 (a1 − a2) , 1

2 (a2 − a3) , a3, c1

}
. (3.4.20)

It is possible to check that using the intersection matrix of the brane system of E6 one

obtains the Cartan matrix of F4, thus indicating that the resulting algebra is F4.

From the above considerations, we conclude that D3-branes probing this S-folded 7-brane

configuration will enjoy an F4 global symmetry. At first glance, this would appear to be

at odds with reference [374] which demonstrated that for 4D N = 2 SCFTs with Higgs

branch given by the single instanton moduli space of F4 gauge theory, there is a global

inconsistency in the anomalies of the associated theory. An important point to emphasize

here, however, is that the same class of assumptions also allows one to extract the values of

various anomalies including κF = 5, a = 4/3 and c = 5/3, which is rather different from the

values of references [31, 34, 33, 38, 35, 306, 36], which have κF = 6, a = 41/24 and c = 13/6.

Our analysis is compatible with these considerations and indicate that the structure of the

Higgs branch is more subtle. Indeed, this is in line with the fact that moving the D3-brane

off the S-fold but still inside the E6 7-brane, the local spectrum of string junction states

is actually E6. The brane picture indicates that it is more appropriate, then, to view the

Higgs branch moduli space for the D3-brane as an instanton in an E6 gauge theory but in

the presence of a codimension four S-fold defect.

Z2 Quotient with Discrete Torsion

Consider next the case of an orientifold projection with discrete torsion for string junctions

attached to an E6 7-brane. We find that in all cases the junctions that are not invariant

under the Z2 action are not affected by the torsion. These are the ones with 1/2 factors in

the formulas written in (3.4.19). For all choices of non-trivial discrete torsion we find that

16 additional junctions are projected out, though which ones in particular depends on the

choice of the discrete torsion. This gives in all cases a set of 32 junctions after projection.

We illustrate the different string junction configurations which survive the S-fold projection
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A

C

α3

α4

A
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α1

α2

α1 α2 α3 α4

Figure 63: String junctions for the S-fold projection of E6 to F4. We denote the orientifold
image branes by open shapes, and image strings by dashed blue lines.

in figure 64. This shows that although different string junctions survive for each choice of

discrete torsion, the actual flavor symmetry algebra realized in all these cases is the same.

Moreover, this analysis establishes that in all cases the root system is the one of C4.

3.4.4 Z2 Quotients of D4

Consider next Z2 quotients of D4. Recall that in F-theory, this is associated with a type

I∗0 fiber. In this case, it is helpful to use the fact that the E6 stack can be written as

AAACAAAC, so removing an A-brane from each grouping, we arrive at AACAAC, the

Z2 symmetric grouping for D4. Therefore, one obtains the roots of D4 by selecting the E6

junctions without a3 and a6. Moreover, for notational simplicity we shall rename ai+3 as

ai+2 for i = 1, 2. There are 24 remaining junctions (as expected), and we list them here:

± (ai − aj) , 1 ≤ j < i ≤ 4 ,

± (a1 + a2 − a3 − a4 + c1 − c2) ,

± (ai − aj + c1 − c2) , 1 ≤ i ≤ 2 , 3 ≤ j ≤ 4 ,

± (c1 − c2) . (3.4.21)
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A

C

α3

α4

A

A

α1

α2

O3−

α1 α2 α3 α4

(a) F4 obtained with O3−. The simple roots
are: {a1−a2

2 , a2−a3

2 , a3, c1}.

A

C

α4

α1A

A

α2

α3

α1 α2 α3 α4

Õ3
−

(b) C4 obtained with Õ3
−
. The simple roots

are: {a2+a3

2 + c1,
a1−a2

2 , a2−a3

2 , a3}.

A

C

α1

α4
A

A

α2

α3

α1 α2 α3 α4

O3+

(c) C4 obtained with O3+. The simple roots
are: {a2+a3

2 , a1−a2

2 , a2−a3

2 , a3 + c1}.

A

C

α3

α4

A

A

α2

α1

α1 α2 α3 α4

Õ3
+

(d) C4 obtained with Õ3
+
. The simple roots

are: {a2−a3

2 , a1−a2

2 , a2+a3

2 , c1}.

Figure 64: Depiction of the different S-fold projections for an E6 stack of 7-branes. Applying
this projection results in two physically distinct configurations, the one without discrete
torsion (a), and the ones with discrete torsion (b,c,d). We denote the orientifold image
branes by open shapes, and image strings by dashed blue lines.

A set of simple roots is given by

{a1 − a2, a2 − a3, a3 − a4, c1 − c2} . (3.4.22)

Let us now turn to the different S-fold (really orientifold) projections in this case.

Z2 Quotient without Discrete Torsion

Consider first the S-fold projection of D4 without discrete torsion. In this case we find 18

junctions which survive, and this is the dimension of the root system of both B3 and C3.

197



As before, after the quotient we can write the junction specifying the charges on only half

the set of branes. The junctions after the projection are

± 1
2 (a1 − a2) ,

± 1
2 (a1 + a2) ,

± ai , 1 ≤ i ≤ 2 ,

± (ai + c1) , 1 ≤ i ≤ 2 ,

± (a1 + a2 + c1) ,

± 1
2 (a1 + a2 + 2c1) ,

± c1 . (3.4.23)

Computing the Cartan matrix we finds it corresponds to the Lie algebra B3. One choice of

simple roots is

{1
2 (a1 − a2) , a2, c1

}
. (3.4.24)

As an additional comment, we observe that the above brane construction can be viewed

as specifying a mass deformation from a theory with F4 global symmetry to one with B3

symmetry. This is indeed precisely the sort of deformation observed from purely bottom up

considerations in reference [34]. One can see this mass deformation as a blue arrow between

the [II∗, F4] and the [III∗, B3] theories in figure 59.

Z2 Quotient with Discrete Torsion

Consider next the case of D4 7-branes in the presence of an orientifold (i.e. Z2 S-fold) with

discrete torsion. The result is that after the projection, 10 string junctions survive for all

different choices of discrete torsion other than the trivial one. In all cases the resulting

algebra is C2 ⊕A1.
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3.4.5 Z2 Quotients of H2

The final case allowed with the Z2 S-fold is an H2 7-brane, namely a type IV fiber at

the origin. We can obtain it by starting from the AACAAC realization of the D4 case and

dropping an A-brane from both stacks, resulting in the configuration ACAC. The junctions

can thus be obtained from the D4 ones and this yields:

± (a1 − a2) ,

± (a1 − a2 + c1 − c2) ,

± (c1 − c2) . (3.4.25)

A set of simple roots is given by:

{a1 − a2, c1 − c2} . (3.4.26)

So, we get 6 junctions as expected for H2, giving an A2 algebra. Let us now turn to S-fold

projections of this flavor symmetry.

Z2 Quotient without Discrete Torsion

Consider first the Z2 quotient without discrete torsion of an H2 flavor 7-brane. In this case,

it is interesting to note that all string junctions are invariant under the Z2 action when

there is no discrete torsion. Consequently, we retain the same flavor symmetry algebra. In

the context of 4D N = 2 SCFTs [34], we observe that we can also consider the associated

flow, via mass deformation, from [III∗, B3] to [IV ∗, A2], as in figure 59, which is compatible

with our brane picture.

Z2 Quotients with Discrete Torsion

We next consider the Z2 projection with discrete torsion of the H2 theory. The result

is that after the projection, 2 string junctions survive for all different choices of discrete

torsion other than the trivial one. In all cases the resulting algebra is A1 ⊕ U(1). Here we
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observe the appearance of a U(1) factor in the symmetry algebra. We see this since there

are string junctions stretched to just the C brane of the configuration A3C realizing H2

and its subsequent Z2 quotient. This is also in accord with the quotient group action on

the symmetry algebra of the parent theory.

3.4.6 Z3 Quotients of D4

As we already saw in section 3.3, the D4 configuration of 7-branes also admits a Z3 S-fold

quotient. Here, we study the resulting algebras both in the absence and in the presence

of discrete torsion. To proceed, we observe that the Z3 symmetric choice of branes is

AABBDD where D is a [0, 1]-brane. In this presentation the junctions giving the root

system of D4 are

± (a1 − a2) , ± (b1 − b2) , ± (d1 − d2) ,

± (ai − bj − dk) , i = 1, 2 , j = 1, 2 , k = 1, 2 ,

± (a1 + a2 − b1 − b2 − d1 − d2) . (3.4.27)

One choice of simple roots is

{−a1 + a2, a1 − b1 − d1, d1 − d2, b1 − b2} . (3.4.28)

Z3 Quotient without Discrete Torsion

With this in place, we are ready to discuss Z3 S-fold projections of D4 7-branes. Consider

first the case of S-fold projections without discrete torsion. The Z3 action maps the branes

as follows

ai → −bi , bi → di , di → −ai . (3.4.29)
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After the projection the remaining junctions are

± (ai − bi − di) , i = 1, 2 ,

± 1
3 (−a1 + a2 + b1 − b2 + d1 − d2) , ± (a1 + a2 − b1 − b2 − d1 − d2) ,

± 1
3 (2a1 + a2 − 2b1 − b2 − 2d1 − d2) , ±1

3 (a1 + 2a2 − b1 − 2b2 − d1 − 2d2) . (3.4.30)

The simple roots after projection can be chosen to be

{1
3 (−a1 + a2 + b1 − b2 + d1 − d2) , a1 − b1 − d1

}
, (3.4.31)

whose intersection gives the Cartan matrix of G2, which matches to the [II∗, G2] theory of

reference [34].

Z3 Quotients with Discrete Torsion

We next consider the Z3 projection with discrete torsion of the D4 theory. In this case

the reason why some junctions may be projected out is that after summing over the Π3

images they get a factor 1 + ζ + ζ2 = 0 where ζ is a primitive third root of unity. One can

check that for both choices of discrete torsion the junctions ±(ai − bi − di) for i = 1, 2 and

±(a1 + a2 − b1 − b2 − d1 − d2) are projected out. This leaves in total 6 junctions giving the

A2 algebra.5

3.4.7 Z3 Quotients of H1

Let us now turn to Z3 quotients of the H1 stack of 7-branes. We can use our analysis of

the D4 stack of 7-branes to aid in this analysis. To this end, we begin with the realization

of the D4 algebra using the Z3 symmetric stack AABBDD. We get to the H1 stack by

removing one A brane, one B brane and one D brane. The remaining junctions are

±(a− b− d) , (3.4.32)

5Going from G2 to A2 follows because the root system of G2 is nothing but the root system of A2 with
the addition of the weights of the 3 and 3̄ representations. Including discrete torsion projects out these
vectors leaving only A2 behind.
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thus giving an A1 algebra.

Z3 Quotient without Discrete Torsion

Consider first the Z3 S-fold projection in the absence of discrete torsion. This junction is

already invariant under the Z3 quotient suggesting that the theory can be identified with

the [III∗, A1] of [34]. Indeed there is a flow [II∗, G2]→ [III∗, A1] for the corresponding 4D

N = 2 SCFTs.

Z3 Quotients with Discrete Torsion

Next consider the Z3 S-fold projection with discrete torsion. In both cases of Z3 discrete

torsion there are no junctions surviving leaving only one single Cartan generator behind.

The flavor symmetry is therefore simply U(1).

3.4.8 Z4 Quotients of H2

We next turn to the Z4 S-fold projection of the H2 stack of 7-branes. The brane system

can be conjugated to a DADA system where again D is a [0, 1]-brane. The junctions giving

the roots are

± (a1 − a2) , ± (d1 − d2) , ± (a1 − a2 + d1 − d2) . (3.4.33)

Z4 Quotient without Discrete Torsion

Consider first the Z4 S-fold projection without discrete torsion on the H2 stack of 7-branes.

The Z4 projection maps

a1 → d1 , d1 → −a2 , a2 → d2 , d2 → −a1 . (3.4.34)

After projection one finds only the junctions

± (a1 + d1 − a2 − d2) . (3.4.35)
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S-fold E6/Z2 D4/Z2 H2/Z2

O3− F4 : B3 : A2 :

{a1−a2
2 , a2−a3

2 , a3, c1} {a1−a2
2 , a2, c1} {a1, c1}

Õ3− C4 : C2 ⊕A1 : A1 ⊕ U(1) :

{a2+a3
2 + c1,

a1−a2
2 , a2−a3

2 , a3} {a1−a2
2 , a2} ⊕ {a1+a2

2 + c1} {a1}

O3+ C4 : C2 ⊕A1 : A1 ⊕ U(1) :

{a2+a3
2 , a1−a2

2 , a2−a3
2 , a3 + c1} {a1−a2

2 , c1 + a2} ⊕ {a1+a2
2 } {a1 + c1}

Õ3+
C4 : C2 ⊕A1 : A1 ⊕ U(1) :

{a2−a3
2 , a1−a2

2 , a2+a3
2 , c1} {a1−a2

2 ,−a1 − a2 − c1} ⊕ {a1−a2
2 } {c1}

Table 12: Simple roots of Z2 S-folds (i.e. orientifold projection) with all possible choices of
discrete torsion.

The algebra is therefore A1 thus giving the [II∗, B1] theory.6

Z4 Quotient with Discrete Torsion

In the case of the Z4 S-fold projection with discrete torsion of the H2 stack of 7-branes, we

find by a similar analysis that the algebra is A1, i.e. there is no distinction in the flavor

symmetry algebras for the cases with and without discrete torsion.

3.4.9 Collection of Flavor Symmetry Algebras

In this section we collect our results on the resulting flavor symmetry algebras. First, we

remind the reader that the particular non-zero values of the discrete torsion are irrelevant;

the spectrum of physical states, as determined from the string junctions, is identical for

all cases with non-zero discrete torsion. We then summarize the different algebras and a

choice of root system in tables 12, 13, 14. In table 15 we summarize the relevant patterns,

indicating quotients without discrete torsion as Zk and those with discrete torsion as Ẑk.

The aforementioned flavor algebras are always realized on the worldvolume of the 7-branes
6Note that at the level of Lie algebras we have A1 ' B1.
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S-fold D4/Z3 H1/Z3

Trivial G2 : A1 :

torsion {1
3 (−a1 + a2 + b1 − b2 + d1 − d2) , {a− b− d}

a1 − b1 − d1}

Non-trivial A2 : U(1)

torsion {1
3 (−a1 + a2 + b1 − b2 + d1 − d2) ,

1
3 (2a1 + a2 − 2b1 − b2 − 2d1 − d2)}

Table 13: Simple roots of Z3 S-folds with all possible choices of discrete torsion.

S-fold H2/Z4

Trivial torsion A1 : {a1 + d1 − a2 − d2}

Non-trivial torsion A1 : {a1 + d1 − a2 − d2}

Table 14: Simple roots of Z4 S-folds with all possible choices of discrete torsion. Here having
non-trivial torsion does not affect the gauge algebra or the simple root system.

parent Z2 Ẑ2 Z3 Ẑ3 Z4 Ẑ4
E8
E7
E6 F4 C4
D4 B3 C2 ⊕A1 G2 A2
H2 A2 A1 ⊕ U(1) A1 A1
H1 A1 U1
H0

Table 15: Summary of symmetry algebras obtained from an S-fold projection of a parent
stack of 7-branes. We find that there are two qualitative quotients, based on Zk without
discrete torsion, and based on Ẑk with discrete torsion.
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and for all ranks of the SCFT. However it is expected that in the case of rank one theories, a

quotient with discrete torsion can result in an enhancement of the geometric flavor symmetry

and that realized by a 7-brane. This geometric symmetry is SU(2) for Ẑ2 quotients and

U(1) for the other Ẑk quotients. We can determine that there is likely an enhancement

when the level of the SU(2) and the level of the 7-brane flavor symmetry (both of which

we can calculate) match. The expected enhancements [35] are:

- For the Ẑ2 quotient of E6 the rank one theory is expected to have C5 flavor symmetry;

- For the Ẑ2 quotient of D4 the rank one theory is expected to have C3 ⊕ A1 flavor

symmetry;

- For the Ẑ2 quotient of H2 the rank one theory is expected to have C2 ⊕ U1 flavor

symmetry;

- For the Ẑ3 quotient of D4 the rank one theory is expected to have A3 o Z2 flavor

symmetry;

- For the Ẑ3 quotient of H1 the rank one theory is expected to have A1⊕U1oZ2 flavor

symmetry;

- For the Ẑ4 quotient of H2 the rank one theory is expected to have A2 o Z2 flavor

symmetry.

3.4.10 Admissible Representations

So far we have focused on the structure of the Lie algebra of the flavor symmetry. The

string junction picture also allows us to access the admissible representations. We will

discuss only the cases where the center of the simply connected group of a given Lie algebra

is non-trivial. We begin by first discussing S-fold projections without discrete torsion, and

then turn to the case of examples with discrete torsion. If there happen to be other sources

of flavor symmetries, this can lead to additional global structure. For example, E8 has an

E6×SU(3)/Z3 subgroup, but also has representations in the (27,3). If we ignore the SU(3)
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factor, then we would loosely refer to this as realizing an E6 group. In the probe D3-brane

theories, we also know that there is an SU(2) flavor symmetry associated with symmetries

internal to the 7-brane but transverse to the D3-brane, so determining the full structure of

the 4D flavor symmetry must reference this feature as well. We leave this determination

for future work. What we can assert from the string junction picture is whether we see

evidence for a given type of representation, and so to indicate this information we will

mildly abuse terminology and refer to Grep as specifying the “the flavor group” and its

admissible representations.

S-fold Projections without Discrete Torsion

We now turn to S-fold projections without discrete torsion in which, for a given Lie algebra,

the associated simply connected Lie group has a non-trivial center. This limits us to the

following cases:

- The Z2 quotient of a D4 stack of 7-branes without discrete torsion yields a B3 algebra,

which means that the flavor group is either Spin(7) or Spin(7)/Z2 ' SO(7). One

quick way to check which representations are allowed is to use the fact that the B3

theory descends from the F4 theory. Decomposing the adjoint of F4 one finds

F4 → Spin(7)⊗ SO(2) (3.4.36)

52→ 10 ⊕ 72 ⊕ 7−2 ⊕ 210 ⊕ 81 ⊕ 8−1 . (3.4.37)

Note that the 8 is the spinor representation of Spin(7) so indeed the flavor group is

Spin(7).

- The Z2 quotient of aH2 stack of 7-branes without discrete torsion yields an A2 algebra,

which means that the flavor group is either SU(3) or SU(3)/Z3 ' PSU(3). Similarly

to the previous case we can use the fact that the A2 theory descends from the B3
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theory. Decomposing the adjoint of Spin(7) one finds

Spin(7)→ SU(3)⊗ U(1) (3.4.38)

21→ 10 ⊕ 80 ⊕ 34 ⊕ 3̄−4 ⊕ 32 ⊕ 3̄−2 . (3.4.39)

Since the 3 representation of A2 is present this fixes the flavor symmetry group to be

SU(3).

- The Z3 quotient of an H1 theory without discrete torsion gives the flavor algebra A1,

which means that the flavor group could be either SU(2) or SU(2)/Z2 ' SO(3). We

can follow the logic outlined before noting that this theory comes from the G2 theory.

Decomposing the adjoint of G2 we find

G2 → SU(2)⊗ SU(2) , (3.4.40)

14→ (3,1)⊕ (1,3)⊕ (4,2) . (3.4.41)

It is possible to check by computing the charges of the junctions that after breaking

G2 the junctions lie in the 4 representation of the unbroken group, implying that this

group is SU(2) rather than SO(3) given that the 4 is charged under the center.

S-fold Projections with Discrete Torsion

Let us now turn to the related case of S-fold projections with discrete torsion. Again, we

confine our analysis to those Lie algebras which have a simply connected Lie group with

non-trivial center. The relevant cases are:

- The Z2 quotient of the E6 theory with discrete torsion gives the flavor algebra C4,

which means that the flavor group can be either USp(8) or USp(8)/Z2. In this case

we note that all junctions must descend from junctions of the parent E6 theory and its

weight lattice is generated by the junctions giving the 27 representation. Decomposing

207



it we find

E6 → USp(8) , (3.4.42)

27→ 27 . (3.4.43)

The 27 of USp(8) is the two-index anti-symmetric representation which is not charged

under the center. This implies that no junctions charged under the center can be

generated, implying that the flavor group is USp(8)/Z2.

- The Z2 quotient of the D4 theory with discrete torsion gives the flavor algebra C2 ⊕

A1. Here there are various possibilities for the global structure of the gauge group.

Knowing that this theory descends from the C4 theory we can decompose the adjoint

of C4

USp(8)→ USp(4)⊗ SU(2)⊗ U(1) , (3.4.44)

36→ (4,2)1 ⊕ (4,2)−1 ⊕ (1,3)0 ⊕ (1,3)2 ⊕ (1,3)−2 ⊕ (1,1)0 ⊕ (10,1)0 .

We see that the only representations charged under the center of USp(4) and SU(2)

appear together, which suggests that the group is (USp(4)⊗ SU(2)) /Z2. Note that

other quotients like for instance USp(4)/Z2 ⊗ SU(2)/Z2 are not compatible with the

representations appearing given that the fundamental representations of USp(4) and

SU(2) appear in the previous decomposition. Following a similar logic starting from

the 27 representation of USp(8) which is the smallest representation available confirms

this result.

- The Z2 quotient of the H2 theory with discrete torsion gives the flavor algebra A1⊕U1.

In this case we can decompose the adjoint of C2 ⊕A1 as

USp(4)⊗ SU(2)→ SU(2)⊗ U(1)a ⊗ U(1)b , (3.4.45)
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(10,1)⊕ (1,3)→ 1(0,0) ⊕ 1(0,0) ⊕ 3(0,0) ⊕
(
2(1,1) ⊕ 1(2,2) ⊕ 1(2,−2) ⊕ h.c

)
.

(3.4.46)

The broken generator is U(1)b leaving SU(2)⊗U(1)a. Therefore the flavor symmetry

group seems to be (SU(2)⊗ U(1)) /Z2. The conclusion does not change when looking

at other representations of (USp(4)⊗ SU(2)) /Z2.

- The Z3 quotient of the D4 theory with discrete torsion gives the flavor algebra A2,

which means that the flavor group can be either SU(3) or SU(3)/Z3 ' PSU(3). In

this case we note that all junctions must descend from junctions of the parent E6

theory and its weight lattice is generated by the junctions giving the 8s, the 8c and

the 8v representations. Decomposing them we find

Spin(8)→ SU(3) , (3.4.47)

8s → 8 , (3.4.48)

8c → 8 , (3.4.49)

8v → 8 . (3.4.50)

The 8 representation of A2 is of course the adjoint which is uncharged under the

center. This means that no representation charged under the center is present, giving

the flavor symmetry PSU(3).

- The Z4 quotient of the H2 theory with discrete torsion gives the flavor algebra A1,

which means that the flavor group can be either SU(2) or SU(2)/Z2 ' SO(3). In

this case we note that all junctions must descend from junctions of the parent H2

theory and its weight lattice is generated by the junctions giving the 3 representation.

Decomposing them we find

SU(3)→ SU(2) , (3.4.51)
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3→ 3 . (3.4.52)

The 3 representation of A1 is of course the adjoint which is uncharged under the

center. This means that no representation charged under the center is present giving

the flavor symmetry SO(3).

3.5 F-theory and S-folds with Discrete Torsion

One useful application of the F-theory construction is that it allows one to read off the

Seiberg–Witten curve from the geometry for the rank one theories. However, as we stressed

before, this procedure works only in the absence of discrete torsion. Given this identification

between geometry and the low-energy field theory data it is tempting to push this identifi-

cation beyond the case without discrete torsion. We propose that the F-theory geometry in

the presence of discrete torsion is the Seiberg–Witten curve of the theory on a single probe

D3-brane. In this section we will list all the maximally mass deformed Seiberg–Witten

curves from [34] for the various theories we obtained in the presence of discrete torsion.

One subtle point is that in the case of a single D3-brane, there can be additional enhance-

ments in the flavor symmetry relative to the case of multiple D3-branes. In these cases,

we interpret the F-theory geometry as the one obtained by taking a mass deformation of

the enhanced symmetry algebra which takes us to the generic flavor symmetry, and then

taking a further scaling limit so that the terms with the mass deformation are scaled out.

In all cases, this is associated with the degree two Casimir invariants of the flavor symmetry

algebra. In what follows, we leave this operation implicit in our discussion. With notation

as earlier, we use the Coulomb branch parameter u to indicate the directions transverse to

the 7-brane in the quotiented geometry.

- The Seiberg–Witten curve for the Z2 quotient with discrete torsion of the E6 theory

is

y2 = x3 + 3x
[
2u3M2 + u2

(
M2

4 − 2M8
)

+ 2uM4M10 −M2
10

]
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+ 2
[
u5 + u4M6 + u3

(
2M3

4 − 3M4M8 − 3M2M10
)

(3.5.1)

+3u2M8M10 − 3uM4M
2
10 +M3

10

]
.

- The Seiberg–Witten curve for the Z2 quotient with discrete torsion of the D4 theory

is

y2 = x3 + x
[
12u3 − u2

(
M4 + 4M2

2

)
+ 12uM2M6 − 3M2

6

]
− 12u4

(
2M2 + 3M̃2

)
+ 2u3 (M2M4 + 6M6) (3.5.2)

− u2
(
16M2

2 +M4
)
M6 + 12uM2M

2
6 − 2M3

6 .

Note the presence of two independent degree two Casimirs, M2 and M̃2. This occurs

whenever the flavor symmetry is semi-simple, in this case it is C3 ⊕A1.

- The Seiberg–Witten curve for the Z2 quotient with discrete torsion of the H2 theory

is

y2 = x3 − x
[
3u2

(
M2 +M2

1

)
+ 12uM1M4 + 3M2

4

]
− 864u4 + 2u3M1

(
M2

1 − 3M2
)
− 3u2(5M2

1 +M2)M4 (3.5.3)

− 12uM1M
2
4 − 2M3

4 .

- The Seiberg–Witten curve for the Z3 quotient with discrete torsion of the D4 theory

is

y2 = x3 + 3xu2
(
2uM2 −M2

4

)
+ 2u3

(
u2 +M3

4 + uM6
)
. (3.5.4)

This was identified in [33] and reproduces the curve already found in [98].

- The Seiberg–Witten curve for the Z3 quotient with discrete torsion of the H1 theory
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is

y2 = x3 + 3x
(
u3 − u2M̃2

2

)
+ 2

(
u4M2 + u3M̃3

2

)
. (3.5.5)

- The Seiberg–Witten curve for the Z4 quotient with discrete torsion of the H2 theory

is

y2 = x3 − 1
8x (2u−M6)3M2 −

1
8(2u−M6)4(u+ 2M6) . (3.5.6)

As an additional comment, we note that here, we have mainly focused on the situation where

we treat the Mi as mass parameters. Of course, since the S-fold introduces a codimension

four defect in the worldvolume of the 7-brane, we can also include additional position

dependence in these mass parameters. Doing so would produce F-theory backgrounds which

we can characterize as elliptically fibered Calabi–Yau threefolds in the presence of discrete

torsion.

3.6 Anomalies

As a further check on our proposal, in this section we study the scaling of the conformal

anomalies a and c in the limit of large N , that is, when we have a large number of probe

D3-branes. We shall also determine the flavor symmetry anomaly κG associated with two

flavor currents and an R-symmetry current, namely Tr(RGG), where R denotes the current

for the U(1)R factor of the R-symmetry SU(2)×U(1)R of a 4D N = 2 SCFT and G refers to

a flavor symmetry current associated with a 7-brane. Since we are dealing with topological

features of the theory, we will extrapolate our results back to small values of N , much

as in reference [13]. From our analysis, we can read off both the order N2 and order N

contributions to the conformal anomalies, however we will not be able to access the O(N0)

contributions via these methods. This will allow us to compare with the results of reference

[205], which studies certain 4D SCFTs from T 2 compactifications of 6D N = (1, 0) SCFTs,
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as well as with reference [23], which studies some examples of D3-brane probes of S-folds

with discrete torsion. In the rank one case, N = 1, we will find consistency with the rank

one theories of [35], though in those cases we will have to subtract a free hypermultiplet to

match with the interacting SCFT.

The computation is done using holography as in [13]. The large N dual of the background

we are considering is Type IIB on AdS5×S5/Zk with 7-branes. We will separate the various

terms appearing in the central charges according to their N scaling, with leading order being

N2.

- O(N2): this term comes from the total D3-brane charge induced by the background.

The general formula is

a|O(N2) = c|O(N2) = M2π3

4V5
, (3.6.1)

where M is the D3-brane charge and V5 is the volume of the internal five-manifold.

In our case M = N + ε where ε = ±(1 − k)/2k is the charge of the S-fold plane7

and V5 = π3/k∆. The reason for the last identification is that the volume of the

five-sphere is reduced by a factor of k by the S-fold quotient [14, 23] and by a factor

of ∆ due to the deficit angle of the 7-branes [13].8

- O(N): this term comes from the Chern–Simons terms on the 7-branes. The general

formula is

a|O(N) = M(∆− 1)
2 , (3.6.2)

c|O(N) = 3M(∆− 1)
4 . (3.6.3)

As before M = N + ε. Notice that there is no dependence on k. This is because both
7Recall that the plus sign corresponds to the case without discrete torsion, and the minus sign to that

with discrete torsion, regardless of the particular choice of the discrete torsion.
8∆ is both the deficit angle and the dimension of the Coulomb branch operator. The values of ∆ are:

∆ = 6 for the E8 theory, ∆ = 4 for the E7 theory, ∆ = 3 for the E6 theory, ∆ = 2 for the D4 theory,
∆ = 3/2 for the H2 theory, ∆ = 4/3 for the H1 theory and ∆ = 6/5 for the H0 theory.
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the volume wrapped by the 7-branes and the volume of the sphere are both affected

in the same way by the quotient (the Chern–Simons action is proportional to the ratio

of these volumes). Moreover these terms disappear whenever ∆ = 1, that is in the

case when there are no 7-branes.9

While we have, in principle, been determining the terms at quadratic and linear orders

in N , we in fact have determined contributions at O(1) from the ε terms in M . We will

disregard these terms, as we cannot determine the O(1) terms anyway, and we are in fact

required to subtract these terms if the central charges are to match those occurring for the

N ≥ 3 theories [14]. Adding the quadratic and linear terms together we get

a = k∆
4 N2 + (k∆ε+ ∆− 1)

2 N , (3.6.4)

c = k∆
4 N2 + (2k∆ε+ 3∆− 3)

4 N . (3.6.5)

Recall that ε = ±(1−k)/2k. We can use these formulas and can check that they agree with

the known results for rank one 4D SCFTs [35], although in these cases we need to subtract

a center of mass hypermultiplet. In addition, we are able to compute κG, the anomaly

associated with Tr(RGG), with G the flavor symmetry generated by the 7-branes in the

presence of the S-fold. The results for the cases with discrete torsion are in [205], and here

we focus on the cases without discrete torsion. In general, following [13], one finds that the

central charge for the flavour symmetry G on the 7-branes and the geometric SU(2) flavour

symmetry are

κG = 2N∆ , κSU(2) = kN2∆−N(∆− 1− 2k∆ε) . (3.6.6)

Let us note that in the special case where N = 1, we always find that either κSU(2) = 0, or

that there is an accidental enhancement in the infrared where the SU(2) merges with the

7-brane flavor symmetry. We tabulate the values that we get for all cases without discrete
9The number of 7-branes is n7 = 12(∆− 1)/∆.
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torsion writing both the rank N and rank one values, indicating as well the Kodaira fiber

type prior to the quotient. As expected, these are the same values displayed in reference [35]

(for the rank N case the results here match with [205], worked out from compactifications

of a 6D SCFT):

24a 12c κG (24a, 12c, κG)|N=1

IV ∗/Z2 36N2 + 6N 18N2 + 9N 6N (42,27,6)

I∗0/Z2 24N2 12N2 + 3N 4N (24,15,4)

IV/Z2 18N2 − 3N 9N2 3N (15,9,3)

I∗0/Z3 36N2 − 12N 18N2 − 3N 4N (24,15,4)

III/Z3 24N2 − 12N 12N2 − 5N 8N/3 (12,7,8/3)

IV/Z4 36N2 − 21N 18N2 − 9N 3N (15,9,3)

Here we denoted the theories using the fiber type before taking the quotient and the type

of quotient applied. All the values obtained match with [35]. Note that the formulas for a

and c match the N = 3 case (obtained when ∆ = 1) provided that the O(1) term coming

from the center of mass of the system of D3-branes is added back. For completeness, we

can also list the same information in the cases with discrete torsion, again focusing on the

rank one case. As expected, these are the same values displayed in reference [35] (see also

[23, 205]). We can determine these values in the following manner. We use the formulae in

(3.6.4) to determine the leading and subleading contributions in N . The O(1) terms were

determined in [23], where it was argued that the parent theory should include k(∆ − 1)

additional free hypermultiplets before the quotient, and we include them here verbatim.
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24a 12c κG (24a, 12c, κG)|N=1

IV ∗/Ẑ2 36N2 + 42N + 4 18N2 + 27N + 4 6N + 1 (82,49,7)

I∗0/Ẑ2 24N2 + 24N + 2 12N2 + 15N + 2 (4N + 1, 8N) (50,29,(5,8))

IV/Ẑ2 18N2 + 15 + 1 9N2 + 9N + 1 3N + 1 (34,19,(4,-))

I∗0/Ẑ3 36N2 + 36N + 3 18N2 + 21N + 3 12N + 2 (75,42,14)

III/Ẑ3 24N2 + 20N + 1 12N2 + 11N + 1 - (45,24,-)

IV/Ẑ4 36N2 + 33N + 2 18N2 + 18N + 2 12N + 2 (71,38,14)

In the above, we have included a “−” in some entries to reflect the fact that our present

methods do not fix the level of the U(1) flavor current.

3.7 Conclusions

S-folds are a non-perturbative generalization of O3-planes which figure in the stringy con-

struction of novel 4D quantum field theories. In this chapter we have proposed a procedure

for how S-fold projection acts on the spectrum of string junctions attached to a stack of

7-branes and probe D3-branes. We have developed a general prescription for reading off

the resulting flavor symmetry algebra under S-fold projection. This procedure leads to new

realizations of many of the rank one 4D N = 2 SCFTs which arise from mass deformations

and/or discrete gaugings of the rank one E8 Minahan–Nemeschansky theory. We have also

argued that the Seiberg–Witten curves associated with some of these theories provide an

operational definition of F-theory in the presence of an S-fold background with discrete

torsion. In the remainder of this section we discuss some avenues for future investigation.

An interesting feature of our analysis is that there is a close correspondence between possible

S-fold quotients of 7-branes, and admissible rank one 4D N = 2 SCFTs. That being

said, there are a few examples which appear in reference [35] which seem to involve some

additional ingredients. The Kodaira fiber types and flavor symmetries for these cases are

[II∗, C2], [III∗, C1], [IV ∗1 ,∅], [II∗, C1]. In some cases, we can understand the origin of these

theories as arising from a mass deformation of another theory, followed by an additional

discrete quotient. That being said, it remains to be understood whether these operations
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can be fully realized purely in geometric terms.

There are in principle other ways to generate the same class of rank one 4D N = 2 SCFTs.

In particular, compactifications of 6D SCFTs with suitable discrete twists provide an alter-

native way to realize many such examples (see e.g. [205]). Since there is now a classification

of possible F-theory backgrounds which can generate 6D SCFTs (see e.g. [237, 235] and

[239] for a review), it would be interesting to systematically classify all possible ways of

incorporating such discrete effects, thus providing a complementary viewpoint on many of

the same questions.

In this chapter we have mainly focused on structures associated with 4D N = 2 SCFTs. It

would be quite natural to investigate the structure of related systems with only 4D N = 1

supersymmetry. For example starting from a 4D N = 2 SCFT, deformations by nilpotent

mass deformations often trigger flows to such theories [242, 310, 26].

O3-planes often play an important role in the construction of consistent Type IIB string

vacua. Having analyzed the effect of S-fold projection on the flavor symmetries of probe

D3-branes in the vicinity of 7-branes, it is also natural to consider possible ways in which

such ingredients might be used in compact F-theory models.

In the first part of this thesis we have explored strong coupling effects of four-dimensional

and six-dimensional superconformal field theories. In particular we have used many geo-

metrical tools to extract information about fixed points as well as their overall hierarchy.

We’ve also seen the effect of non-perturbative deformations and studied the resulting RG

flows. However, there is more to learn about conformal field theories by exploring dualities

between them. In fact, it is good at this point to return to a more fundamental duality of

string theory, namely T-duality. In its simplest form, abelian T-duality is simply the obser-

vation that a theory with strings propagating on a circle of radius R is equivalent to that of

strings propagating on a circle of radius 1/R, where momentum and winding numbers are

simply interchanged. This abelian form of T-duality is well known. However its non-abelian
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generalization has only recently drawn more interest, and the relevant mathematical tools

are only just being unearthed from the mathematical literature. In the second part of this

thesis we will explicitly explore Poisson-Lie T-duality and give evidence in favor of it being

a full duality between integrable σ-models. In particular, we will begin by showing that the

Poisson-Lie T-duality transformation rules map conformal field theories to conformal field

theories, before moving on to its effects on RG flows.
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Part II

String Theory and Poisson-Lie

T-Duality
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CHAPTER 4: α’-Corrected Poisson-Lie T-Duality

4.1 Introduction

Abelian T-duality is an important cornerstone in the framework of string theory. It is ap-

plicable to target space geometries that possess abelian isometries and a natural question is

if it is possible to extend T-duality to more general situations. Non-abelian T-duality [136]

arose from this idea and is based on the observation that the Buscher procedure [86], which

describes abelian T-duality in the closed string σ-model, can be applied to non-abelian

isometries, too. However, there are two major obstacles compared to the abelian case.

First, the dual background has a smaller isometry group than the original one. Hence, it

seems in general impossible to invert the transformation which is crucial to have a duality.

Second, it is problematic to extract global properties of the dual target space. They are

for example required to construct an operator mapping on higher genus Riemann surfaces

[16]. Poisson-Lie (PL) T-duality arises from an elegant solution to the first problem. It

is based on the seminal observation [282] that both σ-models, which describe either the

target space or its dual, originate from the same structure, a Drinfeld double. It governs

the Hamiltonian dynamics of the models, and their equivalence is guaranteed by a canonical

transformation. Remarkably, non-abelian T-duality constraints the Drinfeld double signifi-

cantly. But the idea implemented in [282] works as well without this restriction. Hence, PL

T-duality provides a more general notion of T-duality whose name originates from the fact

that it relates target spaces that are PL groups. Like abelian and non-abelian T-duality

are only applicable to target space geometries with isometries, a related notion exists for

PL T-duality. It is based on non-commutative conserved currents on the worldsheet [282]

which generate PL symmetry. Despite their intriguing mathematical structure and physical

properties, research activity in σ-models with PL symmetric target spaces was moderate

for almost two decades. Most arguably because they inherit the problems on global prop-

erties that non-abelian T-duality already faces. Just six years ago, when their relation to

integrable string worldsheet theories was fully appreciated [144], significant new interest
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arose. Due to the astonishing success with which integrability was applied in the AdS/CFT

correspondence to explore 4D maximally supersymmetric Yang-Mills theory in the large N

limit beyond the perturbative regime [58], the demand for new integrable σ-models is high

and a vast new field of applications opens up for PL symmetry and T-duality.

In this context, a particularly important question is how PL T-duality is affected by quan-

tum corrections. They are controlled in string theory by two parameters: α′ and gS. The

former captures the extended nature of the string and the latter its ability to split. Abelian

T-duality is a genuine symmetry of string theory and therefore applies to all orders in α′

and gS [358]. For PL T-duality the situation is more subtle. Because of the notorious

problem with higher genus worldsheets, there is currently not much to say about the fate

of gS-corrections. However, this does not rule out the possibility of extending the valid-

ity of PL T-duality beyond the leading order in α′. On the contrary, recently computed

α′-corrections of integrable deformations point very clearly in this direction [247, 248, 76].

Hence, the objective of this chapter is to construct leading order α′-corrections to the PL

T-duality transformation rules in a bosonic σ-model and to argue that they preserve con-

formal invariance. Key to this endeavour are three techniques: The formulation of PL

symmetric target space geometries in the framework of Double Field Theory (DFT) [222],

the α′-corrected DFT flux formulation introduced by Marqués and Nuñez [305], and finite

generalized Green-Schwarz (gGS) transformations recently presented by Borsato, López,

and Wulff [76].

4.2 PL T-Duality and DFT:

Directly at the level of the metric, B-field, and dilaton, PL symmetric target spaces might

look very complicated. But fortunately, their underlying structure becomes much simpler

in the framework of DFT [375, 262, 252], where they are expressed in the language of gener-

alized geometry. More precisely, the metric and the B-field can be unified in a generalized

frame field [253] EAI on the generalized tangent space. It is governed by the frame algebra
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[222]

LEAEB
I = FAB

CEC
I (4.2.1)

where L denotes the generalized Lie derivative

LEAEB
I = EA

J∂JEB
I +

(
∂IEAJ − ∂JEAI

)
EB

J (4.2.2)

and FAB
C are the structure constants of a Lie algebra g, generating the corresponding

Lie group G. Uppercase, Latin characters denote doubled indices, running from 1, . . . , 2D.

They come in two different kinds: flat indices ranging from A to H and curved indices

starting with I. Both are related by the generalized frame field. They are raised and

lowered with

ηIJ =

 0 δi
j

δij 0

 , ηAB =

ηab 0

0 −ηāb̄

 , (4.2.3)

and their respective inverses, where ηab = ηāb̄ has either Lorentzian or Euclidean signature.

Furthermore, we always deal with the canonical solution to the section condition ∂I = (0 ∂i).

Frame fields EAI that satisfy (4.2.1), can be constructed systematically on the coset H\G,

if H is a maximally isotropic subgroup of G [225, 146]. Isotropy is defined in terms of an

O(D,D) invariant pairing 〈· , ·〉 on g. It is equivalent to ηAB, once an appropriate set of 2D

linearly independent generators tA ∈ g is chosen. In this case, we identify 〈tA, tB〉 = ηAB

and define a maximally isotropic subgroup H as a subgroup of G which has the maximal

number of linearly independent generators that are pairwise annihilated by the pairing.

Taking into account the signature of ηAB, it follows that dimH = D. Depending on G

and the pairing, different subgroups (labeled H1, H2, . . . ) might have this property. This

observation is directly related to PL T-duality because each of them results in a generalized

frame field describing a different, but still physically equivalent, target space geometry. At

this point, the term duality is slightly misleading because it implies that there are at most

H1 and H2 which is not true. Thus in general, one might prefer to refer to PL plurality.

There are two major ingredients that enter the construction of the generalized frame field.
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The right-action of G on the coset H\G gives rise to 2D vector fields kAi∂i. They furnish

the frame algebra

LkAkB
i = FAB

CkC
i (4.2.4)

under the standard Lie derivative L. It matches the vector part of (4.2.1) and therefore it is

natural to identify EAi = kA
i. To complete the construction, we also need the corresponding

one form part [225]

EAidxi = 〈tA, l〉 −
1
2〈ιkA l, l〉 − ιkABWZW (4.2.5)

with l = m−1dm, m ∈ H\G. In general, it contains a locally defined B-field which captures

the WZW-term of the underlying σ-model

dBWZW = 1
3!〈l

∧, l ∧ l〉 . (4.2.6)

For latter convenience, we parameterize the result in terms of three quantities: the frame

field ea
i whose inverse transpose is denoted by eai, the B-field Bij and a Lorentz transfor-

mation Λāb̄ with the defining property Λāc̄Λb̄d̄ηc̄d̄ = ηāb̄,

EA
I = 1√

2

δab 0

0 Λāb̄


 ebi + eb

jBji eb
i

−eb̄i + eb̄
jBji eb̄

i

 . (4.2.7)

While eai=eāi, which gives rise to the metric gij=eaiebjηab, and Bij shape the target space

directly, the role of Λāb̄ is more subtle. In a bosonic σ-model at the classical level, it is

irrelevant. Still, it is crucial for (4.2.1) to hold and we will see that it plays a significant

role for α′-corrections to PL T-duality. Remarkably, the same is true for the R/R sector

of type II superstrings where Λāb̄ already affects the transformation rules to leading order

α′ [222]. Similar to abelian T-duality, the PL T-duality transformation rules for the metric
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and B-field can be elegantly written in terms of the generalized metric

HIJ =

gij −BikgklBlj −Bikgkj
gikBkj gij

 (4.2.8)

as a coordinate dependent O(D,D) transformation [222]. We construct the latter by as-

suming that G has at least two different maximally isotropic subgroups H and H̃ because

only then PL T-duality is applicable. For both, we construct the generalized frame fields,

EA
I and ẼA

I , to eventually extract

OI
J = EAIẼA

J . (4.2.9)

It mediates the O(D,D) transformation which relates both PL T-dual backgrounds,

H̃IJ = OK
IOL

JHKL . (4.2.10)

A huge advantage of this approach is that it emphasizes the invariance of FABC in (4.2.1)

under PL T-duality. Furthermore, the flux formulation of DFT [195] allows us to rewrite

the low-energy effective action

S =
∫

dDx√ge−2φ(R+ 4(∂φ)2 − 1
12H

2) (4.2.11)

and its field equations exclusively in terms of FABC and

FA = 2EAI∂Id+ EBI∂IEB
JEAJ (4.2.12)

with the generalized dilaton d = φ − 1
2 log√g. It is natural to assume that since FABC is

invariant under PL T-duality, FA should be, too. Imposing this additional constraint fixes
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G, FABC , FA

H\G, HIJ , d H̃\G, H̃IJ , d̃
OI

J , OI

EA
I ẼA

I

.

Figure 65: By starting from the doubled description (top) in terms of the Lie group G
combined with the constants FABC , FA, one can extract both PL T-dual target spaces,
thus making the duality between the two theories (bottom) more evident.

the transformation of the generalized dilaton

∂I d̃ = OJ I∂Jd+ 1
2OI (4.2.13)

with

OI = ∂J
(
ẼA

J − EAJ
)
EAI . (4.2.14)

Because OI
J and OI depend simultaneously on the coordinates of H\G and of its dual

H̃\G, one might be worried to end up with target space fields that depend on unphysical

coordinates after the transformation. Fortunately, for PL symmetric target spaces this

situation is ruled out. It is common lore that it can be very hard to spot this symmetry

directly at the level of the target space fields. Hence, it is more common to start from the

doubled description in terms of the Lie group G combined with the constants FABC , FA

and then extract both PL T-dual target spaces according to the diagram of figure 65

Particularly interesting are target space geometries whose metric, B-field and dilaton solve

the field equations of the effective action (4.2.11) because they give rise to conformal field

theories (CFTs) on the worldsheet (at least at the one-loop level). Hence, we conclude that

because the field equations do not change under PL T-duality, solutions are mapped to

solutions and therefore conformal invariance is preserved. At one loop this statement can

be further refined. A CFT can be perturbed by a relevant deformation which triggers an

RG flow from the UV to either another CFT or a gapped phase in the IR. PL symmetric

σ-models are one-loop renormalizable [397] and again, their β-functions can be expressed

exclusively in terms of FABC and FA [370]. Hence, PL T-duality does not only preserve
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fixed points but rather the complete RG flow.

4.3 α′-Corrected DFT:

We will now show how this argumentation extends beyond the leading order of α′. A major

challenge is that beyond one loop, all relevant quantities like the effective action or β-

functions become renormalization scheme dependent. Different schemes are related by field

redefinitions. Eventually, this dependence drops out for physical observables but during all

intermediate steps, it is essential to keep track of it. Consequentially, there is no universal

expression for the four-derivative effective action comparable to (4.2.1), but rather one

for every scheme. Popular schemes are the Metsaev-Tseytlin (MT) [319], Hull-Townsend

(HT) [263] and the generalized Bergshoeff-de Roo (gBR) [66, 305] scheme. Choosing an

appropriate scheme can simplify calculations significantly. In particular, it affects how

symmetries of the theory are realized. An example is that while in the MT or HT scheme

the action of diffeomorphisms and Lorentz transformations is the same as at one loop, the

B-field Lorentz transformations in the gBR scheme receive a correction. Intriguingly, this

correction is required to facilitate the Green-Schwarz (GS) anomaly cancellation mechanism

for the heterotic superstring.

Because (4.2.1) has proven to be a fundamental identity for all PL symmetric backgrounds,

we prefer a scheme where it still holds unchanged. Furthermore, the effective action in

this scheme should be exclusively captured by FAB
C and FA like before. Fortunately, a

scheme with exactly these properties exists [305, 51] and we will refer to it as Marqués-

Nuñez (MN) scheme. While not affecting generalized diffeomorphisms, which is essential to

keeping the construction of generalized frame fields from above applicable, it modifies double

Lorentz transformations. At leading order, the latter leave by definition the generalized

metric invariant. This is the reason why we could safely ignore Λāb̄ in (4.2.10). Beyond

that order, it has to be included and results in α′ corrected transformation rules. More

precisely, except for ηIJ , all quantities will receive α′-corrections. They are labeled by

HIJ = H(0)
IJ + α′H(1)

IJ + O(α′2). Finite double Lorentz transformations, also called gGS
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transformations, are denoted by HIJ → HIJ + ∆ΛHIJ where

ΛAB =

Λab 0

0 Λāb̄

 (4.3.1)

is the parameter of the transformation. For our purpose, it is sufficient to restrict it to the

form of the first matrix in the generalized frame field (4.2.7) and thus set Λab = δa
b. A

major challenge is that [305] does not present finite gGS transformations ∆Λ, but only the

infinitesimal version δλ, with Λ = exp(λ). While it should be possible to formally integrate

δλ, we find it more convenient to make an educated guess of how a finite counterpart might

look like and then show that it is compatible with the infinitesimal transformations in [305].

A similar approach allowed [76] to present finite gGS transformations for the metric and

B-field. However, at this level, the elegant structure of PL T-duality is not manifest. Hence,

we prefer to discuss doubled quantities, like the generalized metric or dilaton. Remarkably,

their transformation cannot be written exclusively in terms of ηIJ , HIJ , EAJ and FABC . It

additionally depends on an involution KI
J , with the leading contribution

K
(0)
I

J =

−δij 0

2B(0)
ij δi

j

 , (4.3.2)

which equips the target space with an almost Born structure [171] (we do not require its

integrability).

4.4 Finite gGS Transformations and PL T-Duality:

It is this structure which eventually facilitates to write down a proposal for the finite gGS

transformation of the generalized metric

∆(1)
Λ HIJ = K

(0)
(I|

K
(
H(0)
KL∆(1)

Λ K|J)
L + 2∆(0)

Λ G|J)K
)

(4.4.1)
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with

G(0)
IJ = −1

2F
(0)
IA

BF
(0)
JB

A . (4.4.2)

Here, we adopt the notation of [305] to indicate indices that are projected by either PIJ =
1
2(ηIJ −HIJ) as VI = PI

JVJ or P IJ = 1
2(ηIJ +HIJ) as VI = P I

JVJ . Taking into account

that the generalized frame field transforms to leading order as EA
I → ΛABEBI , it is

straightforward to obtain

∆(0)
Λ GIJ = F

(0)
(I|A

BΘ|J)B
A − 1

2ΘIA
BΘJB

A (4.4.3)

where ΘIA
B captures the left-invariant Maurer-Cartan form (the invariant left-action is

ΛAB → Λ′ACΛCB where Λ′AB is constant)

ΘIA
B = ∂IΛCAΛCB (4.4.4)

with the corresponding Maurer-Cartan equation 2∂[IΘJ ]A
B = [ΘI ,ΘJ ]AB. Note that the

proposed transformation (4.4.1) guarantees that the algebraic relations of the Born structure

are preserved at order α′. To explicitly evaluate it, we additionally impose

∆(1)
Λ KIJ = ∆(0)

Λ BIJ −K
(0)
I

K∆(0)BKLK(0)
J

L (4.4.5)

with

∆(0)
Λ BIJ = F

(0)
[I|A

BΘ|J ]B
A + BWZW

IJ
(4.4.6)

and

3∂[IBWZW
JK] = Θ[I|A

BΘ|J |BCΘ|K]C
A . (4.4.7)

Eventually, we have to show that our proposal for finite gGS transformations is compatible

with the known infinitesimal results mediated by δλ with the antisymmetric parameter λAB.

In order to extract the latter from the former, the finite transformations are perturbed by
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the right action Λ→ Λ + Λλ, which only affects

δ̃λΘIA
B = −∂IλAB − λACΘIC

B −ΘIA
CλBC . (4.4.8)

The generalized frame field and the projected structure coefficients FIAB are invariant under

this transformation. They are rather governed by δ
(0)
λ EA

I = λA
BEB

I which implies, due

to the frame algebra (4.2.1),

δ
(0)
λ FIA

B = ∂IλA
B + λA

CF
(0)
IC

B + F
(0)
IA

CλBC . (4.4.9)

It is important to keep in mind that this transformation does not affect ΘIA
B. Hence δ̃λ

should be understood as an auxiliary transformation whose main purpose is to write the

Taylor expansion of ∆Λ around the identity transformation in the compact form

∆Λ =
∞∑
n=1

1
n! ( δ̃λ)n∆Λ

∣∣∣
Θ=0

=
∞∑
n=1

1
n! (δλ)n . (4.4.10)

By taking into account the definition of a finite transformation as the exponential map of

its infinitesimal version, we are able to read off δλ directly from the leading contribution

of this expansion. Additionally, one has to verify that all subleading contributions match

as well. Otherwise, the proposal for ∆Λ would be inconsistent and should be discarded.

Fortunately, both (4.4.3) and (4.4.6) satisfy the relation

δ̃λ∆(0)
Λ − δ

(0)
λ ∆(0)

Λ = δ
(0)
λ (4.4.11)

that implies (δ̃λ)n∆(0)
Λ |Θ=0 = (δ(0)

λ )n and therefore guarantees the correctness of the pro-

posed transformations.

To make contact with the known expressions for δλ in the literature, we first calculate

δ̃λBWZW
IJ = ∂[I|λA

BΘ|J ]B
A + ∂[IξJ ] (4.4.12)

229



which is only defined up to a shift by a closed two-form. By the Poincaré lemma, this two-

form is in local patches exact where it can be parameterized by ξI = (0 ξi). Equation (4.4.12)

implies

δ
(0)
λ BIJ = ∂[I|λA

BF
(0)
|J ]B

A + (∂ξ)[IJ ] (4.4.13)

and ultimately δ(1)
λ KIJ . Note that in the last term projections are applied after taking the

derivative. This is important because both operations do not commute. Contact with [305]

is made through the infinitesimal transformation of the generalized frame field

δ
(1)
λ EAIE

(0)
AJ = ∂[I|λA

BF
(0)
|J ]B

A + (∂ξ)[IJ ] (4.4.14)

where we extended (3.24) by a compensation B-field transformation. The Born structure

gives rise to KI
JPJ

K = P I
JKJ

K , KI
J∂J = ∂I and eventually allows us to establish

δ
(1)
λ KIJ = 2δ(1)

λ EA[I|E
(0)
A

KK
(0)
K|J ]

= δ
(0)
λ BIJ −K

(0)
I

Kδ
(0)
λ BKLK

(0)
J

L .

(4.4.15)

Hence, the finite transformation (4.4.5) is indeed compatible with the known infinitesimal

version. The same applies to (4.4.1), which we rewrite as

∆(1)
Λ HIJ = 2K(0)

(I|
K
(
∆(0)

Λ BK|J) + ∆(0)
Λ GK|J)

)
(4.4.16)

to find

δ
(1)
Λ HIJ = 2∂(I|λA

BF
(0)
|J)B

A + 2(∂ξ)(IJ) . (4.4.17)

We obtain a match with (3.27) of [305] and conclude our discussion of finite gGS transfor-

mations.

4.5 Conclusions

The α′-corrected PL T-duality transformation rules in the MN scheme arise after (4.2.10)

is adapted to take into account the non-trivial action of double Lorentz transformations on
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the generalized metric beyond the leading order in α′, namely

H̃IJ = OK
IOL

J
(
HKL + ∆(1)

Λ̃Λ−1
HKL

)
. (4.5.1)

Like OIJ in (4.2.9), the transformation parameter of the gGS transformation, (Λ̃Λ−1)AB =

Λ̃ACΛBC , is directly extracted from the corresponding generalized frame fields. The gen-

eralized dilaton is invariant under this transformation and thus (4.2.13) still applies. This

however does not imply that the dilaton φ is resistant to α′-corrections. It depends on

both, the generalized dilaton and the determinant of the target space metric, and the latter

receives corrections. For completeness, let us note that the four derivative effective action

in the MN scheme is given in (3.38) of [305]. The field redefinitions which are required to

go to the gBR and the MT scheme can also be found in this paper (in equations (3.67)

and (B.7), respectively). In the presented DFT formulation, it is manifest that (4.5.1) will

not change the action nor the corresponding field equations, since both can be exclusively

written in terms of the structure coefficients FABC [51]. Hence, it is guaranteed that two-

loop conformal invariance of a PL symmetric σ-model is preserved. An important but more

subtle question is if this result can be extended to RG flows between CFTs, like it is possible

at one loop. Here a significant challenge is that the relation between β-functions and field

equations of the effective action becomes more and more complicated with increasing loop

order. However, recently presented α′-corrected RG flows for integrable and PL symmetric

η- and λ-deformations [247, 248] suggest that it is possible to overcome this problem in the

future.

Another aspect that deserved further investigation is the, at least for us initially surprising,

connection to Born geometry. In contrast to Riemannian geometry where the Levi-Civita

connection is unique, DFT does not possess a completely determined, torsion-free covariant

derivative which is compatible with both, ηIJ and the generalized metric. Consequentially,

the generalized Riemann tensor contains undetermined contributions [254]. They drop out

in all physically relevant quantities at the two derivative level, like the generalized Ricci
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scalar and tensor. However, it is not possible to construct the Riemann tensor squared

term that captures α′-corrections of the effective action directly from the generalized Rie-

mann tensor. Born geometry already was argued to help to obtain a unique connection by

additionally requiring compatibility with K [172]. Considering our results, one might hope

that it also gives valuable insights into the generalized geometry of α′-corrections.

Following up this short chapter, the next natural question to ask is whether or not this

duality holds for RG flows between CFTs. The next chapter addresses this question explic-

itly by looking at the two-loop β-functions of integrable σ-models, and how they transform

under Poisson-Lie T-duality.
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CHAPTER 5: O(D,D)-Covariant Two-Loop β-Functions and Poisson-Lie T-Duality

5.1 Introduction

Two seemingly completely different theories, for example, one strongly coupled and the other

one weakly coupled, may still exhibit the same physics. This remarkable phenomenon is

governed by dualities and even if it is not generic, it can provide deep insights into the

theories involved. A genuine duality is not restricted to the classical level but still applies

after quantization. Unfortunately, the dualities that are understood best, only apply to a

very limited class of theories. A prominent example is abelian T-duality in string theory.

It is restricted to target spaces with abelian isometries which are of course by no means

generic. Yet, it provides many crucial insights into string theory. Therefore, it is unarguably

an important challenge to advance our knowledge about dualities and their properties. In

this process, one encounters the problem that the notion of duality outlined above is very

strong. But often only certain properties of a theory are relevant to solve a problem. In

this case, it is sufficient to ask: Is it possible to find two different theories that share at

least these properties? This approach has the considerable advantage that it is much less

constraining. A remarkable example along these lines is Poisson-Lie (PL) T-duality [282].

In fact the term PL T-duality is slightly ambiguous because it is sometimes used as a

synonym for a whole family of different dualities. All started with non-abelian T-duality

[136]. It is based on the observation that the Buscher procedure [86], which mediates abelian

T-duality on the closed string σ-model, can be extended to non-abelian isometries. There

are however two major problems one encounters in this generalization [206, 16]:

1) The Buscher procedure employs a Lagrange multiplier that enforces a flat connection

on the worldsheet. However, the connection might still have non-trivial monodromies

around non-contractible cycles on the worldsheet. In the abelian case, this problem is

resolved by using a periodic Lagrange multiplier [358]. Physically this choice leads to

the celebrated momentum winding exchange under abelian T-duality and allows for the
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identification of the topology of the dual target space. Unfortunately, this idea does

not work for non-abelian isometries. Therefore, the global properties of non-abelian

T-duality are not fully understood and a topic of active research.

2) A second problem is that the resulting, dual target space geometry has in general a

smaller isometry group which seemingly prohibits the duality to be inverted. This is

particularly severe because by definition a duality has to be invertible.

PL T-duality solves problem 2) by the seminal observation [282] that both, the original

and the dual, σ-models originate from the same underlying structure, a Drinfeld double.

Drinfeld doubles are in one-to-one correspondence with PL groups, which actually form

the corresponding target spaces and give the duality its name. Remarkably, non-abelian

T-duality is based on a further refined class of Drinfeld doubles with an abelian, maximally

isotropic subgroup. Therefore, PL T-duality, which works for arbitrary Drinfeld doubles, not

just shows that non-abelian T-duality is invertible but additionally gives rise to a broader

family of dualities that do not need isometries at all. Intriguingly, this already rich notion of

duality can be even pushed beyond Drinfeld doubles by relaxing the Poisson structure of the

PL group to a quasi-Poisson structure [287, 401]. Physically, this leads to a Wess-Zumino-

Witten (WZW) term and describes H-flux in a non-trivial cohomology class. Eventually,

the duality was extended from groups to cosets by the dressing coset construction [284].

Thus, the term “PL T-duality” may refer to any member of the family

dressing cosets ⊃ PL with WZW term ⊃ PL ⊃ non-abelian T-duality .

In this chapter, we use it for all of them except for dressing cosets, which we hope to address

in the future based on [145].

Problem 1) is still an issue since it prohibits discussions of PL T-duality on higher genus

Riemann surfaces that appear in the gs expansion of the string path integral. Moreover,

beyond non-abelian T-duality we do not know a gauging procedure comparable to Buscher’s

original approach which could be used to check if the path integrals of dual theories match.
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Hence, PL T-duality is deemed to not be a genuine symmetry of string theory but at most

a map between different conformal field theories (CFTs). However, quantum corrections

to the classical string are not exclusively controlled by gs. Additionally, the α′-expansion

incorporates quantum effects for fixed worldsheet topologies. Fortunately, α′-corrections

are accessible even without solving problem 1) and at the leading, one-loop order in this

expansion, it is known that [397, 372, 370, 44, 400, 348]

1) PL symmetric1 σ-models are renormalizable.

2) The RG flows of two PL T-dual σ-models are identical because they share the same

β-functions.

These two points are important hints that PL T-duality is not just a classical phenomenon

but captures quantum effects as well. An immediate question is if they continue to hold

at higher loop orders. We will answer it in the affirmative at two loops in this chapter by

explicitly computing the one- and two-loop β-functions of the bosonic string. For string

theory, most relevant are points in the moduli space where these functions vanish, and

CFTs at fixed points of the RG flow emerge. In this case, it is instructive to expand the

β-functions in the couplings λa. As we discuss in much more detail below, the resulting

expansion is scheme dependent. However, there exists a particular scheme in which it reads

[177, 107]

βa = µ
dλa

d logµ = −(2−∆a)λa +
∑
b,c

Cabcλ
bλc + . . . , (5.1.1)

where ∆a and Ccab denote the anomalous dimensions and coupling constants which appear

in the OPE

〈Oa(x)Ob(y) . . . 〉 =
∑
c

1
|x− y|∆a+∆b−∆c

Ccab 〈Oc(x) . . . 〉 (5.1.2)

of the classically marginal operators Oa that correspond to the couplings λa. There are

other primary fields in the CFT, too. Hence, the β-functions do not capture the CFT data
1PL symmetric refers to the properties a target space geometry must have to permit PL T-duality. We

give an exact definition in section 5.2.1.
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completely. Still, as PL T-duality does not affect β-functions (at least up to two loops),

the two CFTs it connects are clearly not unrelated and share at least a common subsector

formed by the operators Oa.

Hence, we conclude: A quantum version of PL T-duality is not out of reach and definitely

worth studying. Especially, since this duality is tightly linked to integrable deformations of

two dimensional σ-models2. Prominent examples include Yang-Baxter deformations [286],

which are either governed by the homogeneous or inhomogeneous, classical Yang-Baxter

equation, and λ-deformations [371]. While all of them were discovered independently, they

are actually linked by a web of PL T-dualities (and analytic continuations) [246, 373, 283].

Because the S-matrix of integrable models is strongly constrained it only depends on a small

number of free parameters. Ultimately, these parameters originate from couplings in the

underlying σ-model. Of course, this relation is extremely complicated but it suggests that

if integrability is not broken by quantum effects, only these couplings are affected by RG

flows. Motivated by this observation, it was possible to show that η- and λ-deformation

are indeed two-loop renormalizable [247, 248, 197]. This is an important clue that PL

symmetric σ-models, might be renormalizable beyond one-loop. Moreover, insights from

double field theory (DFT) [375, 376, 262] were used to show that PL T-duality with adapted

transformation rules maps CFTs to CFTs [226, 77, 108]. Motivated by these findings we

will use DFT techniques to compute β-functions for PL σ-models and show that they are

renormalizable. Because the framework we are using is independent of the chosen duality

frame, our results automatically imply that all β-functions are preserved under PL T-duality.

Because the computations which we present are technically challenging, we split their pre-

sentation into two parts. In section 5.2, we summarize our results and demonstrate them for

the λ- and η-deformation. All required tools are reviewed, but no derivations are given. For

readers who are mainly interested in computing the β-functions of particular PL σ-models,

for example integrable deformations, reading this section should be sufficient. Detailed
2Recently, [296] constructed E-models [285] for a large class of integrable σ-models and thereby makes

their PL symmetry manifest.
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derivations are discussed in section 5.3. In particular, we exploit that the β-functions we

are dealing with are governed by a gradient flow [319, 263, 175]. We show how this flow arises

in the conventional σ-model and then rewrite all its constituents in an O(D,D)-covariant

form. After capturing the target space geometry of a PL σ-model in terms of a generalized

frame field and the corresponding generalized fluxes [222, 146, 360, 92, 225], this manifestly

covariant form permits us to directly read off the results presented in section 5.2. However,

the O(D,D)-covariant β-functions, which we derive, are completely general and hold for

arbitrary target space geometries. Section 5.4 concludes the chapter with several still open

questions and ideas for future research.

5.2 One and Two-Loop β-Functions

In the following, we present a summary of the main result of this chapter, the two-loop

β-functions for a bosonic, PL symmetric σ-model of the form [169]

S = 1
4πα′

∫
Σ

dzdz(
√
hhabgij∂aX

i∂bX
j + iεabBij∂aXi∂bX

j + α′
√
hR(2)φ) . (5.2.1)

The couplings of this model are the target space metric gij , B-field Bij , and dilaton φ. As

we explain in section 5.2.1, PL symmetry constraints them significantly. After imposing it,

only a finite number of couplings survive. We discuss their β-functions first at one-loop and

eventually at two loops in sections 5.2.2 and 5.2.3, respectively. Along the way we introduce

all required DFT techniques and apply them to the λ- and η-deformation on a Lie group

G [371] to have an explicit example. Poisson-Lie T-duality is completely manifest in our

framework and preserves the β-functions. This will allow us to deduce the RG flow of the

η-deformation [286] directly from the results of the λ-deformation since both are related by

PL T-duality and analytic continuation [246, 373, 283].

5.2.1 PL Symmetry and Generalized Frame Fields

A very powerful way to describe PL symmetric target space geometries is in terms of a

generalized frame field EA
I on the generalized tangent bundle TM ⊕ T ∗M of the target

237



space manifold M . Each element of this bundle has a vector and a one-form component. A

generalized frame EA = EA
i∂i + EAidx

i consists of A = 1, . . . , 2D such elements, where D

denotes the dimension of the target space. They are linearly independent and defined on

every point M . We distinguish two different sets of indices: A to H are called flat and from

I on they are called curved. While the latter are naturally associated to the generalized

tangent space, the former are valued in a doubled Lie algebra d with generators TA and the

commutator relations

[TA, TB] = FAB
CtC . (5.2.2)

Additionally, d is equipped with a (D,D)-signature pairing

〈TA, TB〉 = ηAB , (5.2.3)

which is invariant under the adjoint action of d. As a direct consequence FABC = FAB
DηDC

is totally anti-symmetric. We follow the standard convention in DFT and lower/raise indices

with ηAB/its inverse ηAB. Without loss of generality, they can always be brought into the

form

ηAB =

ηab 0

0 −ηāb̄

 and ηAB =

ηab 0

0 −ηāb̄

 , (5.2.4)

where lowercase indices run only from 1 to D and ηab = ηāb̄ = ηab = ηāb̄ is the invariant

metric of the target space’s Lorentz group. The generalized frame field translates between

the structure on d and the generalized tangent space. More specifically, it relates ηAB to

the canonical pairing

ηIJ = EA
IEB

JηAB =

 0 δji

δij 0

 (5.2.5)

on TM ⊕ T ∗M .

In this framework, PL symmetry is encoded by the partial differential equation [222]

LEAEB
I = FAB

CEC
I , (5.2.6)
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where L denotes the generalized Lie derivative

LEAEB
I = EA

J∂JEB
I +

(
∂IEAJ − ∂JEAI

)
EB

J . (5.2.7)

As its name suggests, it serves the same purpose as the Lie derivative in conventional ge-

ometry. But due to the structure of the generalized tangent space, it not only captures

diffeomorphisms on M but also B-field transformations. There is a slight subtlety concern-

ing the partial derivatives ∂I in this expression. In DFT, they in general incorporate not

only the D coordinates of the target space but also D additional coordinates on an auxil-

iary space. But in this setup, the generalized Lie derivative does not close into an algebra

automatically. It only does if additional constraints are satisfied. The most restrictive one

is the section condition, or strong constraint. It requires that arbitrary combinations of

fields, denoted by ·, are annihilated by ∂I · ∂I · = 0. A trivial solution to this constraint is

given by ∂I =
(

0 ∂i

)
. It renders DFT equivalent to generalized geometry and we will use

it for the rest of the chapter. It is interesting to note that in the framework of generalized

geometry, PL symmetric backgrounds mimic the structure of group manifolds in conven-

tional geometry. More precisely, EAI corresponds to D vector fields that are dual to the

left-invariant Maurer-Cartan form while the generalized Lie derivative is replaced by the

standard Lie derivative.

Each generalized frame field, even when it is not a solution of (5.2.6), can be brought into

the form

EA
I = 1√

2

δab 0

0 Λāb̄


 ebi + eb

jBji eb
i

−eb̄i + eb̄
jBji eb̄

i

 := ΛABÊBI , (5.2.8)

where Bij is the B-field on the target space and ea
i = eā

i denotes a conventional frame

field. The latter encodes the metric gij = ea
iηabeb

j and a Lorentz frame. Note that we

use the standard convention that lowercase, curved indices, like i, are lowered and raised

by this metric and its inverse. Additionally, the generalized frame field incorporates a

double Lorentz transformation Λāb̄ with the defining property Λāc̄Λb̄d̄ηc̄d̄ = ηāb̄. At a first
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glance, it seems irrelevant because it does not affect the target space geometry encoded

by the metric and the B-field. However, except for a few special cases, it is crucial to

solving the constraint (5.2.6) for PL symmetry. Moreover, we will see later that it plays a

central role beyond one-loop. If the doubled Lie group D associated to d has a maximally

isotropic subgroup H, it is always possible to explicitly construct EAI on the coset H\D

[222, 146, 360, 92, 225]. This construction has become standard and we will not repeat it

here. Frequently, the explicit target space geometry is convoluted and while it can always be

constructed, it is more elegant to extract as much information as possible directly from the

doubled formalism. We will do exactly this for the one- and two-loop β-functions in the next

subsections. A considerable advantage of this approach is that PL T-duality only affects

the generalized frame field but not the structure coefficients FABC and the pairing ηAB.

Hence all quantities which can be exclusively written in terms of the latter are manifestly

invariant under PL T-duality. Different dual target space geometries arise if D has different

maximally isotropic subgroups Hi. For each of them a different frame field on a different

target space Mi = Hi\D can be constructed.

The dilaton φ is encoded in the generalized dilaton

d = φ− 1
4 log det g . (5.2.9)

Its condition for PL symmetry can be written in full analogy with the generalized frame

field as

LEAe
−2d = −FAe−2d , FA = const. , (5.2.10)

where e−2d transforms as a weight +1 density under the generalized Lie derivative, namely

LEAe
−2d = EA

I∂Ie
−2d + e−2d∂IEA

I . (5.2.11)

FA is in one-to-one correspondence with the Lie algebra element FATA = F ∈ d. This

element has to be in the center of d, meaning that it is constrained by [TA, F ] = 0 for all
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generators TA. Moreover, it has to be isotropic and therefore satisfy 〈F, F 〉 = 0. We find

these two conditions directly from the closure of the generalized Lie derivatives [195].

λ- and η-Deformation

The λ-deformation on a semisimple group manifoldG [371] is a good example to demonstrate

this structure explicitly. It is governed by the doubled group D = G×G with the maximally

isotropic subgroup H = Gdiag [283] that is used to construct the generalized frame field EAI .

The frame field ea
i in (5.2.8) is written in terms of the inverse transpose of the left- and

right invariant Maurer-Cartan forms

tal
a
idx

i =
√
k

2g
−1dg , tar

a
idx

i =
√
k

2dgg−1 , [ta, tb] = fab
ctc , (5.2.12)

(lailbi = δba, rairbi = δba) and reads

ea
i = κ+ 1

2
√
κ
la
i + κ− 1

2
√
κ
ra
i , (5.2.13)

where k and κ are free parameters. To construct the B-field, a locally defined two-form,

B0, whose exterior derivative results in the three-form

H0 = − 1
3
√

2k
fabcl

a ∧ lb ∧ lc = dB0 (5.2.14)

is required. It gives rise to

B = B0 −
κ+ 1
2
√
κ
laieajdx

i ∧ dxj (5.2.15)

and completes, together with

Λāb̄ = (κ+ 1)δāb̄ − 2
√
κeā

ilb̄i
κ− 1 , (5.2.16)

the constituents of the generalized frame field (5.2.8). Apparently, these expressions look

rather complicated and they turn out to become even more involved once a parameterisation
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for the group element g is fixed. This is because the standard target fields obscure the

underlying structure of the λ-deformation. The structure coefficients of d encode the same

information but in a much more streamlined form. They arise from (5.2.6) and read

Fabc = κ2 + 3
4
√
κk

fabc , Fabc̄ = κ2 − 1
4
√
κk

fabc̄ , Fab̄c̄ = κ2 − 1
4
√
κk

fab̄c̄ , Fāb̄c̄ = κ2 + 3
4
√
κk

fāb̄c̄ .

(5.2.17)

Note that the remaining components are fixed by the total antisymmetry of FABC . Fur-

thermore, in this form the symmetry κ → −κ and k → −k [268] of the λ-deformation is

immediately manifest. The semisimple doubled Lie algebra d = g×g has no center and thus

FA = 0. Starting from (5.2.9) and (5.2.10), one can use this fact to extract the derivative

of the dilaton

∂iφ = 1
2ω

a
ai , (5.2.18)

where ωiab denotes the spin connection corresponding to the frame field (5.2.13).

PL T-duality relates the λ-deformation to the η-deformation up to an analytic continuation

[246, 373, 283]. A generalized frame field for the latter can be easily constructed [146].

The detailed expressions for the metric and B-field are not relevant for our discussion.

All information we rely on is contained in the structure coefficients FABC and thus it

is not surprising that the λ- and η-deformation are both captured by (5.2.17) after the

identification
λ-deformation: κ = 1− λ

1 + λ
k = k

η-deformation: κ = −iη k = i
4ηt .

(5.2.19)

Both form two different branches on the space of structure coefficients FABC , representing

D = G × G and D = GC, respectively. There is a one-dimensional subspace where both

meet. It is defined by the limit κ → 0 and k → ∞. In this case, we have λ = 1 and

η = 0, whereas t remains a free parameter with κ = h/(4k). The corresponding model is

the principal chiral model (PCM) on the group manifold G, and D is contracted to T ∗G.
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5.2.2 One-Loop

A σ-model has an infinite number of couplings that are encoded in the metric gij , the B-

field Bij and the dilaton φ. As some of them are redundant, we first note that infinitesimal

diffeomorphisms and gauge transformations,

δgij = 2∇(iξj) , δBij = Hijkξ
k + 2∇[iχj] , and δφ = ξi∇iφ , (5.2.20)

that are generated by the vector ξi and the one-form χi, do not affect any local observables.

Thus, it is useful to define equivalence classes of β-functions which only differ by those

transformations. Each class has a canonical representative for which the β-functions do not

generate any diffeomorphisms or gauge transformations. We denote it with a bar and define

an arbitrary member of its equivalence class by

β̂Eij = β
E
ij + 2∇(iξj) +Hijkξ

k + 2∇[iχj] , β̂φ = β
φ + ξi∇iφ , (5.2.21)

where Eij = gij + Bij unifies the metric and B-field into a single object. Furthermore we

use the standard convention where the RG flow is governed by

µ
dEij

d logµ = βEij and µ
dφ

d logµ = βφ . (5.2.22)

At one-loop β
E
ij reads [174, 127]

β
(1)E
ij = Rij −

1
4H

2
ij −

1
2∇kH

k
ij with H2

ij = HimnHj
mn . (5.2.23)

It is the first non-vanishing term in the expansion

β
E
ij = α′β

(1)E
ij + α′2β

(2)E
ij + . . . . (5.2.24)

We adopt the same notation for all other quantities that admit an α-expansion, too. Saying
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that a quantity(n) comes with a factor of α′n. Because derivatives contribute a factor of
√
α,

we can alternatively conclude that quantities at the level n normally contain 2n derivatives.

The notable exceptions are the vector ξi and the one form χi in (5.2.21). They contain

2n − 1 derivatives. Computing (5.2.23) directly is cumbersome and one might ask if there

is an easier way to obtain the RG flow. At this point working with doubled quantities,

as they naturally appear in DFT, is very convenient. As already demonstrated in the last

section, they are particularly powerful to describe PL symmetric target space whose flows

we ultimately want to address. The doubled version of the first equation in (5.2.22) becomes

µ
dÊAI
d logµÊBI = β̂

(1)E
AB (5.2.25)

in the framework of DFT. In this equation we prefer the partially double Lorentz fixed

generalized frame field ÊA
I over EAI because its remaining, unfixed symmetries coincide

with the diffeomorphisms, B-field and Lorentz transformations that are manifest symmetries

of (5.2.23). The doubled β-function on the right-hand side is based on β̂Eij that arises from

(5.2.21) with

ξ(1)i = ∇iφ , χ
(1)
i = 0 . (5.2.26)

More specifically, its off-diagonal contributions

β̂EAB = 1
2

 0 β̂E
ab̄

−β̂Ebā 0

 (5.2.27)

are formed by β̂Eij in flat indices. This embedding is motivated by the observation that

all physical information is contained in the off-diagonal blocks while the diagonal blocks

only generate double Lorentz transformations. Therefore, we set them to zero. In order to

extract the physically relevant blocks, the projectors

PA
B =

δab 0

0 0

 and PA
B =

0 0

0 δā
b̄

 (5.2.28)
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are required. Note the factor of 1/2 in the definition (5.2.27). It appears because β̂Eij governs

the flow of the metric and B-field directly, whereas β̂EAB captures the flow of a (generalized)

frame field. The former is the square of the latter and of course the derivative of a square

always introduces a factor of 2. Due to this factor, we have to carefully distinguish between

β̂E
ab̄

and β̂E
ab̄

.

Our primary objective is to find an expression for β̂(1)E
AB that reproduces (5.2.23) and can be

written exclusively in terms of the doubled quantities we encountered so far, namely F̂ABC ,

F̂A, D̂A = ÊA
I∂I , PAB, PAB. Hats over the F ’s indicate that they are still computed

by (5.2.6) and (5.2.10) but for ÊAI instead of EAI . Therefore, neither F̂ABC nor F̂A is

constant. Using the parameterisation given in (5.2.8), we obtain the generalized fluxes

F̂abc = 1
2
√

2
(Habc − 6ω[abc]) F̂ābc = 1

2
√

2
(Hābc − 2ωābc)

F̂ab̄c̄ = 1
2
√

2
(Hab̄c̄ + 2ωab̄c̄) F̂āb̄c̄ = 1

2
√

2
(Hāb̄c̄ + 6ωāb̄c̄)

(5.2.29)

and

F̂a = F̂ā =
√

2D̂aφ−
1√
2
ωbba with D̂a = ea

i∂i (5.2.30)

written in terms of the spin connection ωabc and the H-flux. Eventually, one is able to come

up with the one-loop, doubled β-function

β̂
(1)E
AB = 2P[A

CPB]
D
(
F̂CEGF̂DFHP

EFP
GH + F̂CDEF̂FP

EF + D̂DF̂C − D̂EF̂CDFP
EF
)
,

(5.2.31)

which agrees with the starting point (5.2.23). A detailed derivation of this equation is given

in section 5.3.1.

We will encounter more equations like this one. To see their structure more clearly, one

might represent them in diagrammatic form. To this end, we identify the projectors PAB
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and PAB with two different propagators

PAB = A B and PAB = A B , (5.2.32)

while the fluxes become the vertices

F̂ABC = B
A

C
and F̂A = A . (5.2.33)

Finally, we denote a derivative with an arrow, for example

D̂AF̂B = A B . (5.2.34)

Dummy indices are suppressed in these diagrams and, if unambiguous, also external indices

can be dropped. Making use of these conventions, (5.2.31) can be written as

β̂
(1)E
ab̄

= −2 − 2 + 2 + 2 . (5.2.35)

For the β-function of the generalized dilaton, the same argument applies and one can check

that (again all the details are given in section 5.3.1)

β̂(1)d = µ
dd

d logµ = β̂(1)φ − 1
4g

ij β̂
(1)E
ij = −1

4R+ 1
48H

2 + (∇φ)2 −∇2φ

= 1
12 + 1

4 + 1
2 −

(5.2.36)

holds.

Double Lorentz Transformation

Instead of F̂ABC and F̂A, we would rather use FABC and FA as they are the natural objects

for a PL symmetric σ-model. They are connected to each other by the double Lorentz

rotation ΛAB defined in (5.2.8). Although the generalized fluxes and their derivatives
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transform anomalous under this rotation, the particular combination in which they enter

the β-function cancels all anomalous contributions. This is a standard result in the flux

formulation of DFT [253, 195], but since double Lorentz rotations become much more subtle

beyond one-loop, we want to review how it arises: The finite transformation ΛAB is a

composition of infinitesimal transformations, namely ΛAB = exp(λAB) with λAB = −λBA.

Covariant quantities, like β
(1)E
AB , transform as

δ
(0)
λ β̂

(1)E
AB = λA

Cβ̂
(1)E
CB + λB

Cβ̂
(1)E
AC (5.2.37)

under the infinitesimal action δ
(0)
λ . Note that this relation only holds to leading order in

α′, indicated by the superscript (0) on the action. As already mentioned, there are also

non-covariant quantities, like the generalized fluxed F̂ABC . To treat them in a methodical

way, we introduce the “anomalous” contribution to the transformation

Aλ = δλ − λ · . (5.2.38)

With λ·, we denote the standard action of λ on every flat index. For example, the generalized

fluxes have the leading order anomalous transformation

A
(0)
λ F̂ABC = δ

(0)
λ F̂ABC − 3λ[A

DF̂BC]D = 3D̂[AλBC] . (5.2.39)

Let us see in more detail how the right-hand side of this equation arises. Because Aλ is a

linear operator (Aλ(a+ b) = Aλa+Aλb) that acts as a derivative (Aλ(ab) = Aλab+ aAλb),

all we need to evaluate (5.2.39) from the definition F̂ABC = 3D̂[AÊB
IÊC]I is A(0)

λ ÊA
I = 0

and the commutator of A(0)
λ and D̂A. The later is given by

[A(0)
λ , D̂A]ÊBI = D̂AλB

CÊC
I . (5.2.40)

In the same vein one obtains A(0)
λ F̂A = D̂Bλ

B
A (after taking into account Aλd = 0) and

AλP
AB = −AλP

AB = 0. Eventually, we can directly evaluate A(0)
λ β̂

(1)E
AB from (5.2.35) and
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find that it vanishes. Hence, we come full circle and arrive again at (5.2.37).

A finite double Lorentz transformation arises from the exponential map

eδλ = eAλ+λ· = eλeAλ = Λ · eAλ . (5.2.41)

Λ· denotes the group action of ΛAB on every free index. Applying this relation to β̂(1)E ,

we eventually obtain

β
(1)E
AB = ΛACΛBDβ̂(1)E

CD (5.2.42)

and prove that it is valid to drop all the hats in (5.2.31) and use the rotated β-function

β(1)E instead of β̂(1)E . It is important to stress that both only are written in different

double Lorentz frames, but still describe exactly the same physics. However, the latter

is much better adapted to PL symmetric target space geometries because all quantities

are just constant. Hence all terms that contain derivatives DA drop out. Double Lorentz

transformations do not affect the β-function of the generalized dilaton in (5.2.36) and we

thus identify

β̂(1)d = β(1)d . (5.2.43)

Renormalizable σ-Models

All information about the σ-model of the bosonic string (5.2.1) is condensed in FABC and

FA. We might take these two objects as being parameterized by N coupling constants cµ

where µ = 1, . . . , N . The β-functions for these couplings arise directly from βEAB and βd

through the relations

βµ∂µFABC = 3D[Aβ
E
BC] + 3βE[ADFBC]D

βµ∂µFA = DBβEBA + βEA
BFB + 2DAβ

d .

(5.2.44)

For general target space geometries, neither FABC nor FA is constant. They rather have

different values on every point of the target space manifold M . Hence, one needs infinitely
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many coupling constants cµ to accommodate this information. In contrast, PL σ-models

have by definition constant FABC ’s and FA’s. Therefore, PL symmetry just permits a finite

number of couplings. If this property is preserved under RG flow, it renders the PL σ-model

renormalizable. From (5.2.44) it follows that this is the case if

DAβ
E
BC = 0 and DAβ

d = 0 (5.2.45)

holds, which is clearly the case for the one-loop β-functions presented in (5.2.35) and

(5.2.36). Hence, we conclude that PL σ-models are one-loop renormalizable. This ob-

servation is by now well established [397, 372, 370, 44, 400, 348]. However, all previous

works we are aware of only incorporate the metric and the B-field but not the dilaton.

Another advantage of encoding all σ-model couplings in terms of FABC and FA is that

their transformation under infinitesimal generalized diffeomorphisms, which unify diffeo-

morphisms and B-field transformations, is very simple, namely

δFABC = ΞI∂IFABC and δFA = ΞI∂IFA . (5.2.46)

Here ΞI =
(
χi ξi

)
contains the parameters introduced in (5.2.21). PL symmetric back-

grounds are invariant under such transformations because FA and FABC are constant.

Remarkably, PL σ-models are just a particular example of a more general scheme: At one-

loop, all target space geometries which admit a consistent truncation result in renormalizable

σ-models. Both notions are related because the one-loop β-functions (5.2.35) and (5.2.36)

are equivalent to the field equations of the bosonic string’s two-derivative target space

effective action. One might understand field equations of a classical field theory as describing

an infinite number of coupled degrees of freedom. Consistent truncations are based on the

observation that it is sometimes possible to decouple a finite number of them from the rest,

which then can be safely truncated. This technology is extremely useful to simplify the

hard task of finding solutions to the field equations. Here, we see that it also has a natural
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interpretation in terms of two-dimensional, renormalizable field theories.

λ- and η-Deformation

We have now all we need to compute the one-loop β-function of the coupling κ and k in

the λ- and η-deformation. Only the first diagram in (5.2.35) contributes to

β
(1)E
ab̄

= −2 = 2Fc̄daF dc̄b̄ = −(κ2 − 1)2

8kκ cGηab̄ . (5.2.47)

Here we use the normalisation fac
dfbd

c = −cGηab for the structure coefficients of G’s Lie

algebra with the dual Coxeter number cG. From (5.2.44), we extract

βk = 0 and βκ = cG
8k (κ2 − 1)2 . (5.2.48)

κ is related to λ and η by (5.2.19), which eventually gives rise to

βλ = − λ2cG
k(λ+ 1)2 and βη = ηtcG

2 (1 + η2)2 . (5.2.49)

These results match with the ones provided in the literature [268, 373]. We also compute

the β-function for the generalized dilaton

β(1)d = 1
12 + 1

4 = κ4 − 6κ2 − 3
96kκ cG dimG . (5.2.50)

At λ = 0 the RG-flow has a fixed point, the WZW-model on the group G.

5.2.3 Two Loops

Beyond one-loop the β-functions become scheme dependent. Therefore, we first have to

fix a particular scheme in which we present our results. As we will see, making a good

choice is crucial because only in a distinguished scheme PL symmetry becomes manifest

and the computations manageable. Different schemes arise from an ambiguity in choosing

counter terms during the renormalization of the σ-model. An alternative perspective is that
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different schemes are related by field redefinitions, which are diffeomorphisms on the space

of couplings. Naively, choosing a scheme is the same as committing to a particular set of

coordinates in general relativity. Obviously when dealing with a problem with rotational

symmetry, it is a good idea to choose spherical coordinates instead of Cartesian coordinates.

We know that the final, physical observables do not depend on this choice. But it is much

easier to extract them in adapted coordinates.

Scheme Transformation

There is one aspect of scheme transformations for σ-models which makes them slightly more

complicated than the standard diffeomorphisms that we are used to from general relativity.

Because a σ-model has an infinite number of coupling constants, one has to deal with

diffeomorphisms on an infinite dimensional manifold. The tangent space of this manifold is

spanned by the vectors δΨ with Ψ =
(
δEAB δd

)
. In working with them, it is very helpful

to remember what happens after a projection onto a finite dimensional submanifold (this is

exactly what PL symmetry will allow us to do later). In this case, Ψ reduces to a column

vector Ψµ and δΨ becomes Ψµ∂µ. The derivative δΨ is defined by its action on

δΨFABC = 3D[AδEBC] + 3δE[A
DFBC]D δΨPAB = 0

δΨFA = DBδEBA + δEA
BFB + 2DAδd δΨPAB = 0

δΨDA = δEA
BDB +DAδΨ .

(5.2.51)

Note that these relations allow us to rewrite (5.2.44) in the cleaner form

βµ∂µ = δ(
βE βd

) (5.2.52)

and we see that above we actually restricted the infinite dimensional coupling space to the

finite dimensional space of couplings which are compatible with PL symmetry.

An infinitesimal scheme transformation of the β-functions β =
(
βE βd

)
with the param-

251



eter Ψ is mediated by the Lie derivative

LΨβ = δΨβ− δβΨ− T (Ψ,β) . (5.2.53)

The last term takes into account that the derivative δΨ in general has torsion, which is

defined by

δΨδΨ′ − δΨ′δΨ = δT (Ψ,Ψ′) . (5.2.54)

From the definition (5.2.51), one indeed obtains the non-vanishing torsion

T (Ψ,Ψ′) =
(

2δEC [AδE
′
B]C 0

)
. (5.2.55)

Since δEAB generates an O(D,D) transformation, the non-trivial part of the torsion tensor

may be written as [δE, δE′]. This rewriting shows that the torsion we encounter originates

from the O(D,D) structure of the generalized tangent space. At a first glance, our choice

of derivative might seem peculiar because it clearly differs from the canonical, torsion-free

variation with respect to gij , Bij , and φ. In the end, one can check that both give rise

to the same results. However, using this δΨ simplifies the computations considerably and

therefore we prefer it.

Infinitesimal scheme transformations are sufficient for our purpose because we are just

concerned with contributions to the β-functions up to the order α′2, and for all Ψ which we

consider, Ψ(0) always vanishes. Consequentially β(1) is not affected and β(2) is corrected by

β(2) → β(2) + LΨ(1)β(1) . (5.2.56)

In principal, one could apply more general transformations with a non-trivial Ψ(0). But they

would spoil the manifest symmetries of the one-loop results obtained in the last subsection.

Hence, we are restricted to transformations that start with Ψ(1) and (5.2.56) applies.
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β-Functions

Like in the last subsection, we again start with the known result for the two-loop β-functions

of the metric, B-field, and dilaton in the Metsaev-Tseytlin (MT) scheme [319]. The reason

why we preferred this scheme over other popular options, like the Hull-Townsend (HT)

scheme, is purely technical and will be explained in section 5.3.2. Compared to the dis-

cussion at one-loop, the most striking difference is that the two-loop β-functions, which

are given in (5.3.16)-(5.3.18), are considerably more complicated. However, we can still

relate them a member in their equivalence class, which is suited to be written exclusively

in terms of F̂ABC , F̂A, D̂A, PAB and P
AB, by the infinitesimal diffeomorphism and gauge

transformation

ξ(2)i = − 1
48∇

iH2 + 1
4H

ijkβ̂
(1)E
jk , χ

(2)
i = ωi

abβ̂
(1)E
ab . (5.2.57)

Still, this is not sufficient and we furthermore have to change the scheme by (5.2.56) with

Ψ(1) =
(

∆(1)Eij 0
)

with ∆Eij = ∆gij + ∆Bij and

∆(1)gij = −1
2ωia

bωjb
a + 3

8H
2
ij , ∆(1)Bij = −1

2H[i|a
bω|j]b

a . (5.2.58)

After a cumbersome computation, that we detail in the next section, one finds that β̂(2)E

has in total 342 terms(=diagrams). They are invariant under the Z2 action Z that swaps

the projectors P and P . To illustrate how Z acts on the level of diagrams, take for example

Z( ) = − . (5.2.59)

Here, we first swap solid and dashed lines (P ↔ P ) and then bring the external solid line

to the left and the dashed one to the right. This swapping of the external lines corresponds

to a → b̄ and b̄ → a, or equivalently A ↔ B, of the antisymmetric β̂
(2)E
AB and therefore
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introduces a minus sign. Because the two-loop β-functions of the bosonic string satisfies

Z(β̂(2)E
ab̄

) = β̂
(2)E
ab̄

, (5.2.60)

we actually only have to cope with 172 different diagrams for β̂(2)E while the others are fixed

by the Z2 symmetry. It is not very illuminated to present this bulky result here. Fortunately,

for PL symmetric target spaces it can be simplified considerably. But to benefit from the

structure introduced in section 5.2.1, we again have to switch to unhatted quantities by

applying the double Lorentz transformation ΛAB.

Double Lorentz Transformation

At this point we encounter another important subtlety that we need to handle beyond one-

loop: Double Lorentz transformations of the generalized frame field pick up the anomalous

contribution

A
(1)
λ ÊA

IÊBI = −P[A
CPB]

DD̂CλEF F̂DGHP
EGPFH − P ↔ P . (5.2.61)

It originates from the non-Lorentz-covariant scheme transformation (5.2.58) and was dubbed

generalized Green-Schwarz transformation (gGS) [305]. The name is motivated by the obser-

vation that the B-field of the heterotic string receives a non-Lorentz-covariant contribution

to its transformation at the subleading order of α′. This correction is captured by the

first term on the left hand side of (5.2.61) and gives rise to the celebrated Green-Schwarz

anomaly cancellation mechanism [210]. Moreover, gGS transformations play a central role

in constructing α′-corrections in DFT, where the one-loop and two-loop effective target

space actions, Ŝ(1) and Ŝ(2), are related by [305]

A
(0)
λ Ŝ(2) = δ

A
(1)
λ

(
Ê d

)Ŝ(1) = L
A

(1)
λ

(
Ê d

)Ŝ(1) . (5.2.62)

Actually, this relation is so strong that it fixes S(2) completely. Note that the generalized

dilaton is not affected and Aλd = 0 still holds. Following the steps that we demonstrated
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at one-loop, one obtains the anomalous transformation of the two-loop β-functions,

A
(0)
λ β̂(2) = L

A
(1)
λ

(
Ê d

)β̂(1) , (5.2.63)

which is of the same form as (5.2.62). We present the derivation of this important relation

in section 5.3.2. For the moment, we are rather interested in a finite version of the left hand

side. Because Aλ acts as a derivative on the Lie derivative3 one obtains

β(2) = Λ ·
(
β̂(2) + L(

∆(1)
Λ Ê 0

)β̂(1)
)
. (5.2.65)

According to our convention, ∆(1)
Λ Ê denotes the term in the finite gGS transformation

∆ΛÊ =
(
eAλ − 1

)
Ê (5.2.66)

of the generalized frame field ÊA
I at the leading order in α′.

Hence, we conclude that to go from hatted to unhatted quantities at the two-loop level,

not only a rotation by ΛAB, but also a scheme transformation is required. Fortunately,

neither affects any observables of the theory. Consequentially, we can drop the hats in the

expression for β̂(2)E as we did already at one-loop. PL symmetry removes all terms with
3One can show that for two arbitrary vectors X and Y ,

Aλ(LXY ) = LAλXY + LX(AλY ) (5.2.64)

holds.
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flat derivatives DA and we are left with 20 diagrams contributing to

β
(2)E
ab̄

= + +2 +2 +4

−4 +2 −2 −4 +

+4 + −2 + −2

−2 + +2 + −2

+P ↔ P .

(5.2.67)

To avoid problems with the translation from diagrams to a tensor expression, we give here

the explicit result

β
(2)E
AB =− FIJMFCDFFEGHFKLNP[A

CPDEPFGPHIP JKPB]
LP

MN

+ FILNFCDFFEGKFHJMP[A
CPDEPFGPHIPB]

JP
KL
P
MN

+ 2FCDFFEHKFGIMFJLNP[A
CPDEPFGPHIPB]

JP
KL
P
MN

+ 2FIKLFCDFFEHMFGJNP[A
CPDEPFGPHIP JKPB]

LP
MN

− 4FILNFCDKFEFHFGJMP[A
CPDEPFGPHIPB]

JP
KL
P
MN

− 4FIJNFCDKFEFMFGHLP[A
CPDEPFGPHIPB]

JP
KL
P
MN

+ 2FCKMFDFJFEHLFGINP[A
CPDEPFGPHIPB]

JP
KL
P
MN
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− 2FIKNFCDFFEHLFGJMP[A
CPDEPFGPHIP JKPB]

LP
MN

− 4FILNFCDFFEHKFGJMP[A
CPDEPFGPHIPB]

JP
KL
P
MN

+ FILNFCDFFEHJFGKMP[A
CPDEPFGPHIPB]

JP
KL
P
MN

+ 4FIJLFCDKFEFMFGHNP[A
CPDEPFGPHIPB]

JP
KL
P
MN

− FCDKFEJMFFHLFGINP[A
CPDEPFGPHIPB]

JP
KL
P
MN

+ 2FILNFCDKFEFJFGHMP[A
CPDEPFGPHIPB]

JP
KL
P
MN

+ FDJKFEFHFGILP[A
DPCEPFGPHIPB]

JP
KL
FC

+ 2FIKLFDFHFEGJP[A
DPCEPFGPHIP JKPB]

LFC

+ 2FDFKFEHLFGIJP[A
DPCEPFGPHIPB]

JP
KL
FC

+ FDFHFEJLFGIKP[A
DPCEPFGPHIP JKPB]

LFC

− 2FDFKFEHJFGILP[A
DPCEPFGPHIPB]

JP
KL
FC

− FDFHFEJKFGILP[A
DPCEPFGPHIPB]

JP
KL
FC

− 2FIJLFDEFFGHKP[A
DPCEPFGPHIPB]

JP
KL
FC

+ P ↔ P . (5.2.68)

The finite gGS transformation ∆ΛÊ in (5.2.65) is a pivotal ingredient the α′-corrected PL

T-duality transformation rules [226, 77, 108]. Thus, it is not surprising that it appears

here. In the next subsection, we explain how it is used to extract the metric, B-field, and

dilaton in the MT scheme. Besides this technical point, it is important to remember that

our discussion started from known results for β and eventually identified them with the PL

duality invariant β by following the steps

β β̂ β .
gauge & scheme transformation finite gGS scheme transformation

(5.2.69)

Let us stress again that all β-functions in this diagram capture the same physics. Hence, for

practical purposes one might start directly with β and, if required, reconstruct the much
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more complicated β by inverting the transformations we found. We will do exactly this for

the λ-deformation below. For completeness, let us just state the results for the two-loop

β-function of the generalized dilaton, either in terms of diagrams

β(2)d = 1
4 − 1

4 + 1
4 + 1

3 + 1
4 +P ↔ P

(5.2.70)

or as the tensor expression

β(2)d = 1
4FACGFBEHFDIKFFJLP

ABPCDPEFP
GH

P
IJ
P
KL

− 1
4FACIFBEJFDGKFFHLP

ABPCDPEFPGHP
IJ
P
KL

+ 1
4FACIFBEKFDGLFFHJP

ABPCDPEFPGHP
IJ
P
KL

+ 1
3FACEFBGIFDHKFFJLP

ABPCDPEFP
GH

P
IJ
P
KL

− 1
4FCEGFDFHP

CDPEFPAGPBHFAFB + P ↔ P . (5.2.71)

Renormalizable PL σ-Models

Again, the argument from section 5.2.2 applies: Because both β(2)E and β(2)d satisfy

(5.2.45), PL σ-models are two-loop renormalizable and PL T-duality leaves RG-flows in-

variant. It would be interesting to see if this result can be extended to more general

backgrounds by extending the currently available tools for consistent truncations to include

α′-corrections. We comment more on this point in the conclusion in section 5.4.

λ- and η-Deformation

Using (5.2.67) and (5.2.70), it is straightforward to calculate the two-loop β-functions of

the λ- and η-deformation. A considerable simplification arises because all four components

of the generalized fluxes FABC in (5.2.17) just differ by a prefactor and FA = 0. Therefore,

the remaining diagrams in β
(2)E
ab̄

decompose into two contributions: A topological piece,

which is independent of the particular projectors involved, and a coefficient capturing the
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projector structure. We encounter three different diagram topologies. They are denoted by

A ∼ , B ∼ , and C ∼ . (5.2.72)

From this structure it follows that the two-loop β-function has to have the form

β
(2)E
ab̄

= 2A+B + 2C
2(16κk)2 c2

Gηab̄ , or β(2)k = 0 and β(2)κ = −2A+B + 2C
2(16k)2κ

c2
G (5.2.73)

after taking into account (5.2.44). The coefficients

A = 2
[
(−1)x2y2 + (+1)xy3

]
B = 2

[
(+2)x2y2 + (−2 + 4)xy3 + (−4 + 2)y4

]
C = 2

[
(+2− 4 + 1)xy3 + (+4 + 1− 2)y4

] (5.2.74)

follow directly from the rules: For each vertex in a diagram of (5.2.67) with no dashed

propagators (no P s) or all dashed propagators (three P ’s) put a x = κ2 + 3, for all other

vertices put a y = κ2 − 1. Furthermore, every internal P contributes with a minus sign.

Note that swapping P ↔ P neither changes the topology nor the contributing powers of

x and y for a diagram. Thus, we just can introduce an overall factor of two on the left

hand side of each line in (5.2.74) and restrict the discussion to the 13 diagrams printed in

(5.2.67). Remarkably, this is sufficient to obtain the two-loop β-function

β(2)k = 0 and β(2)κ = −(3κ2 + 1)(κ2 − 1)3c2
G

128k2κ
, (5.2.75)

or equivalently

β(2)λ = − λ
3(1− λ+ λ2)c2

G

(1− λ)(1 + λ)5k2 or β(2)η = −(1− 3η2)(1 + η2)
16η (ηtcG)2 . (5.2.76)

Our result matches with the one presented in equation (3.9) of [197] for the λ-deformation.
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For the dilaton the two relevant topologies are

A ∼ , and B ∼ with β(2)d = 2A+B

2(16κk)2 c
2
G dimG . (5.2.77)

By applying the same rules as for β(2)E
ab̄

, we obtain

A = −y4 , B = 1
2y

4 − 2
3xy

3 , and β(2)d = (1− κ2)3(3 + 13κ2)
3072(κk)2 c2

G dimG . (5.2.78)

Fixed points of the RG-flow give rise to CFTs. Their central charge is related to the value

of βd as [319]

c = 6βd . (5.2.79)

Taking into account that β(0)d = D/6, where D denotes the dimension of the target space,

we extract for the fixed point at λ = 0 the central charge

c = dimG
(
1− (2k)−1cG

)
+O(k−3) (5.2.80)

by combining (5.2.50) and (5.2.78). Matching it with the central charge of the level k̂

WZW-model on the Lie group G [288],

c = 2k̂ dimG

2k̂ + cG
, (5.2.81)

we see that k = k̂ + 1/2cG. Again this observation is in agreement with equation (3.8) of

[197].

5.2.4 Finite Generalized Green-Schwarz Transformation

From a conceptual point of view, finite gGS transformations are straightforward. They just

exponentiate the infinitesimal version δλ. Formally, this was already done in (5.2.41) but

at the end of the day, one needs an explicit prescription how this transformation acts on

the metric, B-field, and dilaton. This is more complicated than one might initially think
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because it requires an infinite tower of α′-corrections. As we restrict our discussion to β-

functions up to two loops, we can fortunately circumvent this problem and just need to

compute the first contribution. More precisely, we consider

eδλÊA
IÊBI = ΛACΛBD(ΛCD + ∆ΛÊCD) (5.2.82)

with

∆ΛÊAB = 1
2

 0 ∆Λgab̄ + ∆ΛBab̄

−∆Λgbā + ∆ΛBbā 0

 . (5.2.83)

To evaluate the scheme transformation (5.2.65) that links β̂ with β, one has to compute

∆(1)
Λ gab̄ and ∆(1)

Λ Bab̄, respectively. There are slightly different ways how one can do this

[76, 226]. Of course all of them lead to the same result [76]

∆(1)
Λ gij = −1

2Θ(i|ā
b̄ω

(−)
|j)b̄

ā + 1
4Θiā

b̄Θjb̄
ā

∆(1)
Λ Bij = −1

2Θ[i|ā
b̄ω

(−)
|j]b̄

ā +BΘ
ij

(5.2.84)

with

Θiā
b̄ = ∂iΛc̄āΛc̄b̄ , ω

(−)
iā

b̄ = ωiā
b̄ − 1

2Hiā
b̄ , (5.2.85)

and

dBΘ = − 1
12Θiā

b̄Θjb̄
c̄Θkc̄

ādxi ∧ dxj ∧ dxk . (5.2.86)

In order to keep these equations as simple as possible, we frequently switch between flat and

curved indices by contracting with the frame eai = eā
i from (5.2.8) or its inverse transpose

eai = eāi. Not surprisingly, the resulting field redefinitions are still quite complicated and

cumbersome even for simple, low dimensional examples. Hence, one should rather perform

all calculations in the adopted scheme of β. Let us revisit the simplest λ-deformation on

SU(2) [371] to emphasize this claim.
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SU(2) λ-Deformation

Generators in the fundamental representation of the Lie algebra su(2) can be conveniently

written in terms of the three Pauli matrices σa as

ta = − i√
2
σa . (5.2.87)

Note that we use an exotic normalisation that results in cSU(2) = 4 rather than the standard

value of 2. It will become obvious shortly that this choice is required to match with the

results in [248]. With the group element

g =


√

1− α2 − iα cos γ sin β −α(cosβ − i sin β sin γ)

α(cosβ + i sin β sin γ)
√

1− α2 + iα cos γ sin β

 , (5.2.88)

we obtain the leading order metric, H-flux and dilaton,

ds2(0) = k

κ(1− α2)dα2 + α2κk

∆ ds2(S2)

H(0) = kα2 [2κ2 + (1− κ2)∆
]

√
1− α2∆2

dα ∧ vol(S2)

φ(0) = −1
2 log ∆ with ∆ = κ2 + α2(1− κ2) ,

(5.2.89)

after implementing the discussion in section 5.2.1. They match equation (3.10) in [248] and

fix the normalisation (5.2.87) we use for the generators ta. In order to make the expression

more readable, we use the round-two sphere S2 with the metric ds2(S2) = dβ2 + sin βdγ2

and the volume form vol(S2) = sin βdβ ∧ dγ as a reference. Evaluating (5.2.21) for (5.2.23)

and (5.2.26), one obtains the one-loop β-function for the metric and B-field, which can be

written as

β̂
(1)E
ij = −cG

(κ2 − 1)2

8kκ Λji , (5.2.90)

where Λij is the curved version of Λāb̄ in (5.2.16). As expected, this equation agrees with

(5.2.42). Another remarkable property, which is not directly obvious at the level of the
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target space fields, is
d
(
g

(0)
ij +B

(0)
ij

)
dκ = −1

κ
Λji . (5.2.91)

It can be used to verify the β-function for κ in (5.2.48) and emphasize that already the

one-loop computations involving β̂ are more opaque than the ones for β. In the same vein,

one checks the β-function of the generalized dilaton.

Using (5.2.84), we evaluate the corrections to the metric and B-field,

∆(1)
Λ ds2 = (1− κ2)∆ + 2κ2

∆2

[
(1− α2)−1dα2 + α2ds2(S2)

]
∆(1)

Λ B = α2κ sin β
∆2
√

1− α2

[
4γdα ∧ dβ + 2α(α2 − 1)(κ2 − 1)dβ ∧ dγ

]
,

(5.2.92)

which originate from the finite gGS transformation with the parameter Λāb̄. Combining

them with the scheme transformation (5.2.58), we obtain the α′-corrections

ds2(1) = −8κ4 − 8κ2(1− κ2)∆− 3(1− κ2)2∆2

4κk∆2 ds2(0)

H(1) = κ4 [12 + ∆(3∆− 14)] + 2κ2(3− 2∆)∆ + ∆2

k [κ2(2−∆) + ∆] ∆2 κH(0)

d(1) = 0 .

(5.2.93)

As a check, one can evaluate the two-loop β-function (D.1.19)4 for the generalized dilaton

for this corrected target space geometry. With the help of the xCoba Mathematica package,

we find

β̂(2)d = (1− κ2)3(3 + 13κ2)
3072(κk)2 c2

G dimG , (5.2.94)

which matches (5.2.78). We could continue to compute the β-functions of the metric and B-

field. For them, performing the scheme transformation is more involved. Moreover, one has

to account for a further correction from a partial double Lorentz frame fixing, as explained

in section 5.3.2. Because it will not provided any further insights, we will not present this

complicated calculation here.
4Equation (D.1.19) does not include the infinitesimal diffeomorphism ξ(1)i(β̂(1)B) from (5.3.26) which

generates the second term in (5.2.57). Thus, we add it to get the β̂(2) in (5.2.94).
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5.3 Doubled Gradient Flow

The results in the last section are self-contained and can be used without additional insights

into how they were obtained. Still, it is of course interesting to see how we systematically

derive expressions like (5.2.35) and (5.2.67). Thus, we will go step by step through the

derivation in the following.

A crucial observation is that it is in general highly complicated to compute O(D,D)-

covariant β-functions directly. To avoid this problem, we exploit the fact that they al-

ternatively arise from a gradient flow,

δΨS =
∫

dDxe−2dΨ ·K(β) , (5.3.1)

where K(β) is an invertible rank two tensor on the coupling space. In order to obtain β, it

is sufficient to know S and K. Splitting (5.3.1) order by order in α′, one finds

δΨS
(1) =

∫
dDxe−2dΨ ·K(0)(β(1))

δΨS
(2) =

∫
dDxe−2dΨ ·

[
K(0)(β(2)) +K(1)(β(1))

]
.

(5.3.2)

Because K(0) does not contain any derivatives, it is just a matrix and can be inverted easily.

With the inverse, which is fixed completely by a one-loop computation, it is straightforward

to extract β(1) and β(2). At a first glance, this route might seem more complicated than

just trying to directly rewrite the known results for one and two-loop β-functions of the

bosonic string in a doubled, O(D,D)-covariant way. However, we will see that it is much

easier. Especially, since the covariant expressions for S(1) and S(2) are already known

[305]. Furthermore, K(0) follows nearly immediately from known results in DFT. Hence,

the remaining challenge is to find K(1) and bring it in an O(D,D)-covariant form. In doing

so, a considerable advantage is that K(1) just contains two derivatives and dealing with

Bianchi identities simplifies significantly compared to S(2) or β(2).
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We start with the one-loop computation in the next subsection. It contains all the major

ingredients of the gradient flow (5.3.1) in a simple setting. After introducing all required

quantities, we demonstrate how the β-functions from section 5.2.2 arise. Subsequently,

we address the two-loop β-functions in section 5.3.2. They require to additionally discuss

scheme transformations, partial double Lorentz gauge fixing, and gGS transformations.

Manifest PL symmetry does not only simplifies the β-functions considerably but also K,

which governs the gradient flow. Hence, we explain in section 5.3.3 how one computes

the c-function and the corresponding gradient flow metric of PL σ-model. In the spirit of

section 5.2, we discuss the λ-deformation as an explicit example.

5.3.1 One-Loop

The starting point of our derivation is the one-loop β-functions β̂(1)E
ij and β̂(1)φ from sec-

tion 5.2.2. For convenience, we decompose the former into its metric and B-field contribu-

tion, β̂Eij = β̂gij + β̂Bij . Hence, the three β-functions

β̂
(1)g
ij = Rij −

1
4H

2
ij + 2∇i∇jφ ,

β̂
(1)B
ij = −1

2∇lH
l
ij +∇lφH l

ij ,

β̂(1)φ = −1
2∇

2φ− 1
24H

2 + (∇φ)2 (5.3.3)

form the basis of our discussion. Each line contains an infinitesimal diffeomorphism with

ξ(1)i = ∇iφ, which relates the respective β̂-function to β(1)g
ij , β(1)B

ij and β
(1)φ.

In order to understand how these β-functions arise from a gradient flow, we vary the one-

loop effective target space action,

Ŝ(1) =
∫

dDx√ge−2φ
(
R− 1

12H
2 − 4(∇φ)2 + 4∇2φ

)
, (5.3.4)

of the bosonic string. By comparing the result

δΨŜ
(1) =

∫
dDxe−2d

(
−δgij β̂(1)g

ij − δBij β̂
(1)B
ij + 8δdβ̂(1)d

)
(5.3.5)
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with the first equation in (5.3.2), we verify that the β-functions (5.3.3) indeed arise from a

gradient flow. Like before, we use the β-function for the generalized dilaton (5.2.36) instead

of β̂φ. Moreover, we can easily read off K(0)(β̂). For the following discussion it is crucial

that the first two terms in the integral come both with a minus sign. For the metric, this

sign is subtle as we can either vary with respect to the metric or its inverse (both differ

by a sign). All metric variations we perform are with respect to the metric gij . Thus,

the natural index position for δg is δgij and the corresponding β-function has both indices

raised. Due to the superscripts β̂(1)g is carrying, it is usually more convenient to use exactly

the opposite notation, like in (5.3.5). This is perfectly fine, as long as we keep in mind that

the variation is still with respect to the metric and not its inverse.

Our next objective is to rewrite (5.3.5) in terms of the O(D,D)-covariant quantities from

section 5.2.1. To this end, we first obtain the variation of the generalized frame ÊAI ,

δÊA
IÊBI = δÊAB + δÊgf

AB (5.3.6)

with

δÊAB = 1
2

 0 δgab̄ + δBab̄

−δgbā + δBbā 0

 and δÊgf
AB = 1

2

δBab 0

0 δBāb̄

 . (5.3.7)

δgab and δBab denote the flattened variations of the metric and B-field (δgab = ea
ieb

jδgij

and δBab = ea
ieb

jδBij). All fluctuations of the generalized frame field in (5.3.6) split into

two parts because ÊAI is partially gauge fixed to a distinguished double Lorentz frame.

If we would only apply δÊAB, whose form is identical to the β̂AB in (5.2.27), we would

destroy this gauge fixing. Hence, we have to additionally apply the compensating gauge

transformation δÊgf
AB. The same pattern applies to the β-function and we readily define

β̂Egf = 1
2

β̂Bab 0

0 β̂B
āb̄

 . (5.3.8)
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Because the one-loop action Ŝ(1) is invariant under double Lorentz transformations, gauge

fixing terms drop out from the doubled version,

δΨŜ
(1) =

∫
dDxe−2d

(
δÊABK

(0)
AB

CDβ̂
(1)E
AB + 8δdβ̂(1)d

)
, (5.3.9)

of (5.3.5). But they will become relevant at two loops, as we discuss in section 5.3.2. From

(5.3.9), we read off K(0) for the metric and the B-field. It takes the surprisingly simple

form

K
(0)
ABCD = 2ηACηBD . (5.3.10)

In DFT, the action Ŝ(1) is expressed in terms of the generalized Ricci scalar,

Ŝ(1) =
∫

dDxe−2dR̂(1) . (5.3.11)

There are two different ways to write R̂(1), either in terms of a generalized metric or gen-

eralized fluxes. We adopt the latter, the flux formulation [375, 376, 253, 195], where it

reads

R̂(1) = PABPCD
(
P
EF + 1

3P
EF
)
F̂ACEF̂BDF + 2PAB(2D̂AF̂B − F̂AF̂B) . (5.3.12)

Finally, we compute the variation5 of this action with respect to δÊAB and δd,

δΨŜ
(1) =

∫
dDxe−2d

(
δÊABĜ(1)

AB − 2δdR̂(1)
)

(5.3.14)

5The variations are exactly the ones given in (5.2.51). Furthermore, performing integration by parts with∫
dDxe−2dD̂A· =

∫
dDxe−2dF̂A (5.3.13)

is required.
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with

G(1)
AB = 4P[A

CPB]
D
(
F̂CEGF̂DFHP

EFP
GH + F̂CDEF̂EP

EF + D̂DF̂C − D̂EF̂CDFP
EF
)
,

(5.3.15)

and compare the result with (5.3.9). One directly reads off β̂
(1)E
ab̄

= Ĝ(1)
ab̄

, β̂(1)d = −1
4R̂

(1)

and thereby obtains the results discussed in section 5.2.2.

5.3.2 Two Loops

Beyond one-loop, β-functions become scheme dependent and we have to choose a scheme

to start with. There are two popular options for the bosonic string, the Metsaev-Tseytlin

[319] (MT) scheme and the Hull-Townsend (HT) scheme. Both are connected by a scheme

transformation which is detailed in appendix D.2. We found it a little easier to extract K(1)

from the results presented in [319] and therefore we start from the two-loop β-functions in

the MT scheme6 [319]

β
(2)g
ab = 1

2
[
RacdeRb

cde + 1
8(H4)ab + 3

4∇cHade∇cHb
de + 1

8H
cd
aHdb

e(H2)ce (5.3.16)

−RcdefHacdHbef −
5
2R(a

cdeHb)cfHdbe
f − 1

2R
c
ab
d(H2)cd + 1

12∇aHcde∇bHcde
]
,

β
(2)B
ab = 1

4
[
2R[a|cde∇cH|b]de +∇cHde[aHb]

fdHcf
e + 2∇c(H2)d[aHb]

dc − 1
2H

2
cd∇cHd

ab

]
,

(5.3.17)

β
(2)φ = 1

16
[
RabcdR

abcd + 5
24H

4 + 4
3∇dHabc∇dHabc + 3

8H
2
ab(H2)ab (5.3.18)

− 11
2 R

abcdHabeHcd
e − 2H2

ab∇a∇bφ
]
.

Note that we use flat indices because this is more in line with the objects we expect to

find in the O(D,D)-covariant rewriting we are looking for. But as the covariant derivative

∇i annihilates by construction the frame field ea
i, which is used to go from flat to curved

indices, switching between the two becomes just a relabeling. Like we have seen in the last
6Note that H2

ab = HacdHb
cd, H4

ab = HacdH
cefHeg

dHg
bf and that the signs of the last two terms in

the first line of (5.3.17) are flipped compared to [319]. It seems that there happened a misprint in [319],
because the combination of the signs in (5.3.17) is the one which arises from the variation of the target space
effective action in appendix D.1. It is also required to obtain the B-field β-function in the HT scheme after
the appropriate scheme transformation (see appendix D.2 for details).
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subsection, instead of β, the gradient flow usually involves a different member in the same

equivalence class, β̂, which is obtained by an infinitesimal diffeomorphism and/or a B-field

gauge transformation. More precisely, we take ξ(2)i = − 1
48∇

iH2 and χ(2)
i = 0 in (5.2.21) to

fix β̂(2)E
ij and β̂(2)φ respectively.

After a cumbersome computation, which is summarized in appendix D.1, we find that the

variation of the two-loop target space effective action

Ŝ(2) =
∫

dDxe−2d 1
4
[
RabcdR

abcd − 1
2R

abcdHabeHcd
e + 1

24H
4 − 1

8(H2
ab)2

]
(5.3.19)

gives rise to

δΨŜ
(2) =

∫
dDxe−2d

[
− δgabβ̂(2)g

ab − δB
abβ̂

(2)B
ab + 8δdβ(2)d + K̂(1)d(β̂(1)B) (5.3.20)

+ δgabK̂
(1)g
ab (β̂(1)g, β̂(1)B) + δBabK̂

(1)B
ab (β̂(1)g, β̂(1)B)

]

with

K̂(1)d(βB) = Habc∇aβBbc , (5.3.21)

K̂
(1)g
ab (βg, βB) = −∇2βgab +∇c∇(a|β

g
c|b) −

3
4HacdHbe

d(βg)ec − 1
4H

2
(a|c(βg)|b)c (5.3.22)

− 2
(
∇(a|β

g
cb) −∇cβ

g
ab

)
∇cφ+Hcd

(a|∇cβBd|b) + 1
2H

cd
(a|∇|b)βBcd

− 1
2∇(aHb)cdβ

Bcd + βBcaβ
Bc
b ,

K̂
(1)B
ab (βg, βB) = −H[a|

cd∇cβgd|b] −
1
2Rab

cdβBcd −
1
4HabcH

decβBde + 1
4HacdHbe

cβBed (5.3.23)

− 1
2Hde[a|H

decβBc|b] .

It is actually rather non-trivial to bring δΨŜ
(2) into this form. That it is still possible

demonstrates the power of the gradient flow equations (5.3.2).
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Physically Equivalent Choices for K̂(1)

The expressions (5.3.21) to (5.3.23), we obtained for K̂(1), cannot be brought into a doubled,

O(D,D)-covariant form as given. However, they can be modified to overcome this problem.

More specifically there are at least four different ways to change an arbitrary K̂ while

keeping the physics it describes unchanged:

1) Assume that the β-functions are shifted by a combination of an infinitesimal gauge trans-

formation and diffeomorphism which is parameterized by ΞI =
(
χi ξi

)
and mediated

by the generalized Lie derivative L,

β̂→ β̂ + LΞβ̂ . (5.3.24)

Moreover, take Ξ to be a function of the one-loop β-functions, which contains one

additional derivative. If we want to keep the second gradient flow equation in (5.3.2)

invariant, we have to adapt K̂(1) according to

K̂(1) → K̂(1) −K(0)LΞ(1) . (5.3.25)

We will do exactly this with

ξ(1)i(β̂(1)B) = 1
4H

ijkβ̂
(1)B
ij and χ

(1)
i (β̂(1)B) = 1

2ωi
abβ̂

(1)B
ab . (5.3.26)

2) Additionally, the invariance of the action Ŝ under generalized diffeomorphisms gives rise

to relations between β-functions. In particular, one can use

δ
LΞ

(
Ê d

)Ŝ(1) = 0 (5.3.27)
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to obtain the identities

0 = β̂(1)g
ab∇bφ−

1
2∇

bβ̂(1)g
ab + 1

4Ha
bcβ̂

(1)B
bc −∇aβ̂(1)d

0 = ∇b
(
e−2φβ̂

(1)B
ab

)
.

(5.3.28)

3) Shifting K̂(1)B
ab (βg, βB) by

1
2
(
β̂

(0)B
c[a βgb]

c − βBc[aβ̂
(1)g
b]c

)
(5.3.29)

does not affect (5.3.20), because for βg = β̂(1)g and βB = β̂(1)B it vanishes.

4) Eventually, we perform a scheme transformation from the MT scheme to the generalized

Bergshoeff-de Roe scheme (gBdR). This transformation is required to bring the action

Ŝ(2) into an O(D,D)-covariant form [305]. Thus, it is natural to apply it to K̂(1), too.

In our conventions, this transformation is parameterized by

∆(1)gij = −1
2ωia

bωjb
a + 3

8H
2
ij ,

∆(1)Bij = −β̂B(1)
ij − 1

2H[ia
bωj]b

a , ∆(1)d = 0
(5.3.30)

and implemented by the Lie derivative on the coupling space. We already discussed the

latter for β-functions. Here, we extend it in the canonical way to K(1), namely

K(1)(Ψ′,β)→ K(1)(Ψ′,β) + LΨ(1)K(0)(Ψ′,β) (5.3.31)

with
LΨK

(0)(Ψ′,β) =K(0)(δΨ′Ψ,β) +K(0)(Ψ′, δβΨ)+

K(0)(T (Ψ′,Ψ),β) +K(0)(Ψ′, T (β,Ψ)) ,
(5.3.32)

where we understand K as a pairing between two vectors,

K(Ψ,β) =
∫

dDxe−2dΨ ·K(β) , (5.3.33)
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on the infinite dimensional coupling space. Evaluating (5.3.32) for (5.3.30) is cum-

bersome, especially because (5.3.30) contains Lorentz symmetry violating terms. We

approach this challenge by writing the one-loop β-functions in terms of the spin connec-

tion ωabc, the flat derivative D̂a, F̂a from (5.2.30) and the H-flux Habc with the following,

non-vanishing, variations

δΨωabc = D[cδgb]a + δgd[bωc]a
d + δgadω[cb]

d − 1
2δgadω

d
bc ,

δΨHabc = −3
2δg[a

dHbc]d + 3∇[aδBbc] ,

δΨF̂a =
√

2D̂aδd+ 1
2
√

2
D̂bδga

b − 1
2 F̂bδga

b and [δΨ, D̂a] = −1
2δga

bD̂b .

(5.3.34)

To keep the following discussion more tractable, we split K into a symmetric and an anti-

symmetric part,

K±(Ψ,Ψ′) = 1
2
[
K(Ψ,Ψ′)±K(Ψ′,Ψ)

]
. (5.3.35)

Most of K̂(1)
+ can be re-expressed in terms of O(D,D)-covariant quantities. Unfortunately,

the situation for the asymmetric part is much worse. Hence, one might hope that there

is a way to get rid of K̂(1)
− and, while doing so, also to obtain the missing terms that are

required to complete the doubling of K̂(1)
+ . Remarkably, this is indeed possible by applying

a scheme transformation, which is linear in the one-loop β-functions, namely

∆(1)gij = 0 , ∆(1)Bij = β̂
B(1)
ij , ∆(1)d = 0 . (5.3.36)

But instead of applying it to all quantities in (5.3.2), we only transform the β-functions

β̂′(2) = β̂(2) + LΨ′β̂
(1) . (5.3.37)

While the first equation of (5.3.2) is not affected by this transformation, the second one

becomes

δΨŜ
(2) =

∫
dDxe−2dΨ

[
K(0)(β̂′(2)) + K̂ ′(1)(β̂(1))

]
(5.3.38)
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# of diagrams terms in K̂(1) to match

type F̂ABC F̂A D̂A class A class B class C class A class B class C
I 0 0 2 0 1 1 0 2 2
II 1 0 1 4 4 0 9 16 0
III 0 1 1 0 4 2 0 2 2
IV 2 0 0 3 3 2 16 16 0
V 1 1 0 2 2 0 3 8 0
VI 0 2 0 0 1 1 0 0 0

Table 16: Different combinations of the three tensors F̂ABC , F̂A, and D̂A with the number
of different possible diagrams obtained by combining two of them. We reference each com-
bination with a Roman numeral from I to VI and further specify one of three classes, A, B,
or C.

with

K̂ ′(1)(β(1)) = K̂(1)(β(1))−K(0)(LΨ′β
(1)) . (5.3.39)

Here Ψ′ generates the scheme transformation (5.3.36) and, as intended, all terms of K ′(1)
−

vanish. For the sake of brevity, we drop the prime from now on.

O(D,D)-Covariant Rewriting of K̂(1)

Written in terms of the spin connection ωabc, the flat derivative D̂a, the H-flux Habc, and F̂a,

K̂(1)(β(1)) consists of 76 different terms which can be recast using exclusively PAB, PAB,

F̂ABC , F̂A and D̂A. For this job, the diagrams, which we have introduced in section 5.2.2,

are a convenient tool because they make keeping track of all different terms which could

possibly appear much easier. Hence, we first have to determine all diagrams with

1) two external legs, one with a P and the other one with a P

2) internally βE
ab̄

= β , representing the argument of K̂(1)(β)

3) two derivatives .

F̂ABC , F̂A and D̂A contribute one derivative each. Thus, only two of them can be present

in a diagram at a time. This results in six different combinations that we call types and
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number by roman numerals. Moreover, there are three different classes of diagrams where

β
(1)E
ab̄

is connected to

A) no external leg

B) one external leg

C) both external legs .

Finally, note that all diagrams have to come in pairs because K̂(1) is even under the Z2

symmetry defined in (5.2.59). Hence, we only draw one diagram of each pair and understand

that it has to be complemented by its partner, which arises under the swapping P ↔ P .

The resulting number of admissible diagrams for all types and the corresponding classes

is summarized in table 16. Going through this list, we find the factors listed in table 17

in front of the relevant diagrams by equating coefficients. At this point, we have to refine

our prescription to construct the diagrams slightly because diagrams of type I have two

derivatives acting on βE
ab̄

. But these two derivatives do not commute and thus we have to

decide which one comes first. Our convention is that we go from top to bottom and left

to right. The order how we encounter derivatives is the order we write them down in the

tensorial expression.

To avoid any confusion and since it is a main result of our work, the explicit tensor expression

corresponding to the diagrams in table 17 reads

K̂
(1)
AB(β) = −2P[A

CPDEPB]
FDEDCβDF + 2P[A

CPDEPB]
FDEDDβCF

+ 2FCFHP[A
CPDEPB]

FP
GH

DEβDG + 2P[A
CPDEPB]

FP
GH

βDGDEFCFH

+ 2FEFHP[A
CPDEPB]

FP
GH

DCβDG − 2P[A
CPDEPFGPB]

HβDHDGFCEF

− 2P[A
CPDEPB]

FP
GH

βCGDEFDFH − 4FEFHP[A
CPDEPB]

FP
GH

DDβCG

− 4FCEGP[A
CPDEPFGPB]

HDFβDH + 2P[A
DPCEPB]

FFCDDβEF

− 2P[A
DPCEPB]

FFCDEβDF + 2FCHIFEFJP[A
CPDEP

IJ
PB]

FP
GH

βDG
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type diagrams − P ↔ P

I B +2 β

I C −2 β

II A −2
β

+0

β

+2

β

+2 β

II B −2 β +2 β +4 β +4 β

III B +0 β −2 β +0 β +0 β

III C +2 β +0 β

IV A +0

β

+2
β

+4
β

IV B −1 β +2 β −1 β

V A −2
β

+0 β

V B +2 β −2 β

Table 17: Diagrams which might contribute to the doubling of K̂(1) and their respective
coefficients. The equivalent tensor expression is given in (5.3.40).

− 4FCEIFFHJP[A
CPDEP

IJ
PB]

FP
GH

βDG + FDGIFFHJP[A
CP

IJ
PB]

DP
EF
P
GH

βCE

− 2FDFIFEHJP[A
CPDEP

IJ
PB]

FP
GH

βCG + FDFHFEGJP[A
CPDEPFGP

IJ
PB]

HβCI

− 2FDFHP[A
DPCEPB]

FP
GH

FCβEG + 4FEFHP[A
DPCEPB]

FP
GH

FCβDG

− P ↔ P . (5.3.40)
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Partial Double Lorentz Gauge Fixing

There are still a few terms in K̂(1)(β) which cannot be matched by the procedure above.

However, we will now show that they are just an artifact of the partially double Lorentz

fixed generalized frame field ÊA
I used in the calculation. Its variation (5.3.6) contains the

compensating double Lorentz transformation δÊgf
AB and by restricting (5.3.2) to it, we find

δΨgf Ŝ(2) =
∫

dDxe−2dδÊgf · K̂(1)(β̂(1)) . (5.3.41)

Since Ŝ(2) is not invariant under double Lorentz transformations, K̂(1) has to have contri-

butions which relate physical degrees of freedom with gauge transformations. We fix them

by remembering that Ŝ(2) has been constructed such that the relation [305]

δΨgf Ŝ(2) =
∫

dDxe−2d(A(1)
Ψgf Ê)β̂(1)E (5.3.42)

holds. An analogous mechanism governs gauge fixed, two-loop β-functions, too. More

precisely, they split into the two contributions

β̂E(2) = β̂′E(2) +A
(1)
β̂(1)Egf Ê , (5.3.43)

where β̂′(1)E is not gauge fixed. In the final result, we neither want to include (5.3.41) nor

the second term on the left hand side of (5.3.43). The reason is that we are looking for

two-loop β-functions which do not depend on a particular gauge fixing. All terms that we

therefore drop can be neatly combined in the symmetric, double Lorentz gauge fixing term

K̂(1)gf(δÊ, β̂) =
∫

dDxe−2d
[
−1

4
(
δgabH

bcd − 2δBa
bω

bcd
)
Daβ̂

B
cd +

(
β̂E ↔ δE

)]
(5.3.44)

and we eventually find that K̂(1) can be written as

K̂(1)(δÊ, β̂) =
∫

dDxe−2dδÊABK̂
(1)
AB(β̂) + K̂(1)gf(δÊ, β̂) . (5.3.45)
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Note that we have dropped the prime on the β̂′E to avoid cluttering our notation. From

now on all doubled β-functions are free of any gauge fixing.

Extracting the β-Functions

Since, we have been successful in writing K̂(1)
AB(β) in the O(D,D)-covariant form (5.3.40), it

is straightforward to compute the two-loop β-functions. The procedure goes along the same

line as at one-loop in section 5.3.1: First, we rewrite the gradient flow (5.3.20) in terms of

doubled quantities. More specifically, we take the components of

K̂AB(β) =

 0 K̂ab̄(β)

−K̂bā(β) 0

 , with K̂ab̄(β) = K̂g ab̄(β) + K̂B ab̄(β) , (5.3.46)

to rewrite (5.3.20) as

δΨŜ
(2) =

∫
dDxe−2d

[
δEABK

(0)
AB

CD
(
β̂

(2)E
CD −

1
2K̂

(1)
CD(β̂)

)
+ 8δdβ̂(2)d

]
. (5.3.47)

For the discussion in section 5.3.2, we know that the action Ŝ(2) has to be in the gBdR

scheme to be compatible with our K̂(1)
AB from section 5.3.2. In this scheme, it can be written

in the O(D,D)-covariant form [305, 51]

Ŝ(2) =
∫
dDxe−2dR̂(2) with R̂(2) = −R̂+ − R̂− , (5.3.48)
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where the explicit expression for R̂± is given in (2.33) of [51]. In terms of diagrams R(2)

reads

R̂(2) = − + −4
3

− −

+4 − + +2 +2

+2 +1
2 −1

2
+ +

− + P ↔ P .

(5.3.49)

All that is left to be done is compute the variation of this action. It has the form

δΨŜ
(2) =

∫
dDxe−2d

(
δEABĜ(2)

AB − 2δdR̂(2)
)

(5.3.50)

and immediately allows for the identification

β̂
(2)E
ab̄

= Ĝ(2)
ab̄

+ K̂
(1)
ab̄

(β̂(1)) , β̂(2)d = −1
4R̂

(2) . (5.3.51)

We already computed K̂
(1)
ab̄

and therefore we only need Ĝ(2)
ab̄

to obtain the final result. We

compute it with the xTensor package of the xAct suite and get the results presented in

section 5.2.3.

Generalized Green-Schwarz Transformation

The last thing we have to do to make full contact with section 5.2.3 is to prove that (5.2.63)

holds. To this end, we take a closer look at the identity

δΨLχ(1)Ŝ(1) = Lχ(1)(K̂(0))(Ψ, β̂(1)) + K̂(0)(Ψ, Lχ(1)β̂(1)) , (5.3.52)
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which arises if we apply Lχ to both sides of the first equation in (5.3.2). We now identify

χ(1) = A
(1)
λ

(
Ê d

)
to further simply this relation by using

Lχ(1)Ŝ(1) = A
(0)
λ Ŝ(2) and Lχ(1)β̂(1) = A

(0)
λ β̂(2) , (5.3.53)

which are equivalent to (5.2.62) and (5.2.63), respectively. Together with (5.3.52) they

imply

δΨA
(0)
λ Ŝ(2) = Lχ(1)(K̂(0))(Ψ, β̂(1)) + K̂(0)(Ψ, A(0)

λ β̂(2)) = A
(0)
λ δΨŜ

(2) . (5.3.54)

Note that we are able to swap δΨ and Aλ because the variation parameter Ψ does not

transform anomalously under double Lorentz transformations and therefore AλΨ = 0 holds.

This equation can be alternatively obtained by applying A(0)
λ to the left and right side of

the second equation of (5.3.2), if we further impose

L
A

(1)
λ

(
Ê d

)K̂(0) = A
(0)
λ K̂(1) . (5.3.55)

Equally, one might conclude that if this identity holds for K̂(0) and K̂(1), it implies (5.2.63).

This result is not very surprising, because we expect K̂, like the action and the β-functions,

to transform covariantly under gGS transformation. Indeed one can check that the ex-

pressions we have presented in (5.3.10) and (5.3.40) satisfy (5.3.55). This result provides

an important consistency check. Moreover, it would be interesting to see if, similar to

the action Ŝ(2), K̂(1) can be completely fixed by just imposing its covariance under gGS

transformations.

5.3.3 c-Function and Gradient Flow Metric

We argue in section 5.2.2 that PL symmetry restricts the σ-model β-functions to a finite

dimensional subspace of the coupling space. The same is true for KAB(β), which looses all
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derivatives on a PL symmetric background and thus can be written as

K(Ψ,β) = δEABβ
E
CDK

ABCDV , with V =
∫

dDxe−2d . (5.3.56)

Here, KABCD only depends on the couplings that enter through FABC and FA. In the same

vein, we rewrite the low-energy effective target space action,

S = VR = −4V βd = −2
3V c , (5.3.57)

where the last identity originates from (5.2.79). Now, the gradient flow (5.3.1) takes a form

that matches (14) in Zamolodchikov’s famous paper [417], namely

∂νc = 12Gµνβν (5.3.58)

with the gradient flow metric

Gµν = −1
8Jµ

ABJν
CDKABCD , (5.3.59)

and the Jacobian

Jµ
AB = ∂µE

AIEBI . (5.3.60)

Because K
(n)
ABCD is symmetric under the exchange of the indices AB ↔ CD, G(n)

µν is a

symmetric tensor, at least for n = 0 , 1. Hence, one might conclude that the latter is the

Zamolodchikov metric [417]. But the gradient flow away from the conformal point has

a more general form and incorporates corrections [175]. Therefore, we prefer the term

gradient flow metric for Gµν . On the other hand, the action S in (5.3.57) has the “central

charge” form of [391] and thus, what we call c should match Zamolodchikov’s definition.

A thorough comparison between the quantities, we identified here, and results from the

fixed point CFT and its conformal perturbation theory is required to settle these points

completely. This analysis is beyond the scope of this chapter. But as a first step, we discuss
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the λ-deformation in the following, which was extensively studied from a CFT perspective

[268, 200, 201].

λ-Deformation

We already have computed c of the λ- and η-deformation for one and two loops in the

sections 5.2.2 and 5.2.3, respectively. For convenience, we repeat it here,

c = D − 1 + 2λ+ 2λ3 + λ4

2k(1− λ)(1 + λ)3 cGD + λ3(4− 5λ+ 4λ2)
2k2(1− λ)2(1 + λ)6 c

2
GD , (5.3.61)

in terms of λ instead of κ. While the first two terms match (3.30) of [197] perfectly, the

last term deviates. A possible explanation is that our c and theirs actually capture different

quantities. The derivation of c in [197] starts from the Zamolodchikov metric, obtained by

conformal perturbation theory. Combining the Zamolodchikov metric and the β-functions,

∂µc is calculated and then integrated to obtain c. As explained above, our Gµν is expected

to differ from the Zamolodchikov metric away from the conformal point.

Because there is only one coupling that flows, Gµν is solely formed by Gλλ. Evaluating

(5.3.59) with

Jλ
AB = 1

1− λ2

 0 ηab̄

−ηbā 0

 (5.3.62)

works along the same line as for the β-functions. The result

Gλλ = D

2(1− λ2)2

(
1 + Q(λ)

k(1− λ)(1 + λ)3 cG

)
. (5.3.63)

matches (3.16) of [197]. There it is argued that the function Q have to have the form

Q(λ) = c0 + c1λ+ c2λ
2 + c1λ

3 + c0λ
4 (5.3.64)

to be compatible with the symmetry λ ↔ λ−1, k ↔ −k. We find a Q(λ) of this form, but
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instead of c0 = c1 = c2 = 0 [197], we obtain

c0 = −1 , c1 = 2 , and c2 = −4 . (5.3.65)

This is not very surprising because already our c-function is different from theirs.

It should be possible to better understand this discrepancy by using alternative techniques

to obtain the values of these coefficients. In particular, c0 is accessible from the level k̂

WZW-model on the group manifold G, which arises at the fixed point λ = 0 of the RG

flow. At this distinguished point, the marginal operator that triggers the flow is

Oλ(z, z) = γ

k
ηab̄ j

a(z)j b̄(z) , (5.3.66)

where γ is a numerical factor. Most important is that Oλ is proportional to k−1 and not k̂.

This dependence enters through the left and right invariant forms (5.2.12). The Kač-Moody

currents, which Oλ is formed of, are governed by the OPE

ja(z)jb(w) = k̂ηab

(z − w)2 + fabc
z − w

jc(w) + . . . . (5.3.67)

The anti-chiral currents ja(z) are governed by an analogous version. Moreover, they com-

mute with all chiral currents jb(z). We now know everything we need to compute the

Zamolodchikov metric

Gλλ(0) = lim
z→w
|z − w|4 〈Oλ(z, z)Oλ(w,w)〉 = γ2D

k̂2

k2 = γ2D

(
1− cG

k
+ c2

G

4k2

)
(5.3.68)

from (6c) in [417]. Matching this result with (5.3.63), we recover c0 = −1 and furthermore

fix γ2 = 1/2. This is consistent with the observation that, at least at the fixed point,

additional corrections [175] vanish and therefore Gλλ(λ = 0) becomes the Zamolodchikov

metric. The difference to c0 = 0 in [197] originates from a different normalisation of Oλ,

since they use k̂ instead of k in (5.3.66). Clearly, more work is required to understand this
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difference and to try to reproduces the remaining two coefficients, c1 and c2, from conformal

perturbation theory.

5.4 Conclusions

In this chapter, we have established three main results for the bosonic string:

1) In an appropriate scheme, the two-loop β-functions for the metric, B-field, and dilaton

can be written in a manifestly O(D,D)-covariant form.

2) PL σ-models are one and two-loop renormalizable.

3) The respective RG flows are invariant under PL T-duality.

One might expect that the best way to obtain them is to start from a worldsheet theory

with manifest, classical PL symmetry and apply the background field method like in [370,

400, 348]. However, this idea has not been implemented successfully yet. Therefore, we

chose a different approach which heavily relies on previous insights in DFT and on the

option to obtain the one and two-loop β-functions from a gradient flow. An important

lesson learned is that it is crucial to work in the right scheme. The latter is tightly linked

to the deformation of double Lorentz symmetry on the target space and the corresponding

gGS transformations. So it might be promising to revisit the worldsheet approach with this

knowledge.

The one-loop RG flow has a natural interpretation in terms of a generalized Ricci flow (see

[191] for a recent review), the generalized geometry version of the celebrated Ricci flow

[215] used in Perelman’s resolution of the Poincaré and Thurston geometrisation conjecture

[346, 345, 344]. Therefore, all involved quantities possess a (generalized) geometric origin.

It is tempting to speculate that something similar might be true for the two-loop flow. Since

fundamental symmetries of generalized geometry (like double Lorentz transformations) are

deformed in its derivation, it is likely that also the underlying notion of geometry has to

be adapted. PL symmetric target space geometries provide intriguing clues on the required
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modifications: Remember that a significant class of such target spaces is formed by PL

groups. But PL groups are just the classical limit of a quantum group (see for example

[101] for an introduction). Quantum groups can be approached from different angles. Most

significant for us is that they give rise to non-commutative geometries. Hence, we conjec-

ture that β-functions beyond one-loop might be governed by non-commutative geometry

where the deformation parameter is related to the string length ∼
√
α
′. A related clue

in this direction is that integrable deformations, like the λ- and η-deformation, which we

discuss in section 5.2, possess a hidden quantum group symmetry [255, 143]. The respective

deformations parameters, q = exp(iπ/k) and q = exp(4πηt), are RG invariants at one and

two loops. It is instructive to restore α′ in these expressions. We know that FABC comes

with one derivative and therefore a factor of
√
α′. Hence, we are actually dealing with

q̂ = qα
′ . In the semiclassical limit, α′ → 0, a q̂ deformed quantum group transitions into a

Poisson-Hopf algebra with the deformation parameter q. It is the latter which partially cap-

tures the global symmetries of the classical η-deformation [143]. Consequentially, we might

understand α′-corrections as the driving force from the classical Poisson-Hopf algebra to

the associated quantum group. Of course, these speculations have to be supplemented with

further quantitative evidence. But if we assume that they are justified, it would imply

that we could extract all order β-functions and their generating low-energy, effective target

space actions. Another reason to be optimistic that our results can be extended beyond

two loops is that gGS transformations and the corresponding O(D,D)-covariant action are

in principle (even though they become extremely complicated) available to arbitrary order

in α′ [50].

Two immediate applications for our results are integrable deformations and consistent trun-

cations with higher derivative corrections. The former are motivated by the observation that

nearly all currently known integrable σ-models possess PL symmetry. Already at one-loop,

they have interesting RG flows (examples include [142, 249, 199, 198]) with generic features

like multiple fixed points [196]. Recently, first efforts were made to push this analysis to

two-loop [247, 248, 197]. At the level of the target space fields this is challenging, as we have
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demonstrated in section 5.2.4 for the λ-deformation. But with the formalism we develop in

this chapter, it becomes a much simpler task. Moreover, PL T-dualities between different

integrable deformations are manifest. Due to this fact, we could obtain the flows of the

λ- and η-deformation from a single calculation. We furthermore noticed that at one-loop,

renormalizable σ-models are in one-to-one correspondence with consistent truncations of

the low energy effective theory in the target space. Due to their potential to produce new,

sophisticated solutions in (gauged) supergravity they have been intensively studied (for an

early work see for example [161]). But only recently, systematic constructions of such trun-

cations have been discussed and the framework of generalized geometry/double/exceptional

field theory is predestined for them [91]. All of the work in this direction, that we are aware

of, is based on a two-derivative action and its field equations. Since PL σ-models are two-

loop renormalizable, they result in a large class of consistent truncations involving up to

four derivatives. Hence, one might use them as guiding examples to construct a higher

derivative version of the current constructions. Another important step that is required to

make contact with α′-corrected half-maximal gauged supergravities, is to extend our results

to the heterotic string.

To conclude, in the second part of this thesis, we have seen that Poisson-Lie T-duality could

very well be a full duality of string theory, much like its abelian counterpart. While we fo-

cused on the bosonic string there is strong evidence that the above results can be extended

to other string theories. However we leave this to future work and choose to move on to the

final part of this thesis. There, we will turn our interest towards other dualities, looking

specifically for supersymmetric interfaces between four-dimensional theories. The resulting

three-dimensional profiles can be used to unify configurations of phenomenological inter-

est, and some of the resulting three-dimensional interfaces could have concrete condensed

matter applications. We begin by studying a duality between 4D N = 1 vacua resulting

from compactifications of either M-theory on singular G2 spaces or F-theory compactified

on elliptically fibered Calabi-Yau fourfolds. This will take us to a supersymmetric three-

dimensional theory defined by M-theory on a local Spin(7). We will then end by exploring
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geometric approaches to probing a larger class of 3D interfaces, with some of them being

at strong coupling.
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Part III

Special holonomies and 3D

interfaces
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CHAPTER 6: Geometric Unification of Higgs Bundle Vacua

6.1 Introduction

One of the very promising features of string theory is that it contains all of the qualitative

ingredients necessary to couple the Standard Model of particle physics to quantum gravity.

That being said, there could in principle be more than one way that our 4D world – or

some close approximation thereof – might emerge from this fundamental framework.

Much like we have seen in the previous chapters, one of the lessons of string dualities is that

seemingly different string compactifications may nevertheless describe aspects of the same

physical system, just in different (and possibly overlapping) regimes of validity. With this

in mind, it is therefore natural to ask whether there is a common feature present in different

approaches to realizing the Standard Model in string theory. This would in turn provide

a more unified approach to constructing and studying string vacua of phenomenological

relevance.

Canonical approaches to realizing 4D N = 1 vacua from strings include compactification

of heterotic strings on Calabi-Yau threefolds [89], M-theory on singular G2 spaces [2, 3],

and F-theory on elliptically fibered Calabi-Yau fourfolds [53, 158]. At first glance, the

actual methods used in studying the resulting low energy effective field theories appear

quite different, in tension with expectations from string dualities.

There are, however, some striking similarities between these different approaches, especially

in the particle physics / “open string sector.” At a practical level, the actual method for

constructing many string vacua begins with the gauge theory of a spacetime filling brane

wrapped on a compact manifold in the extra dimensions. For example, in the large volume

approximation, heterotic strings are captured by a Hořava–Witten nine-brane wrapped on

a Calabi-Yau threefold equipped with a stable holomorphic vector bundle, in M-theory it is

intersecting six-branes wrapped on three-manifolds, and in F-theory it is intersecting seven-

branes wrapped on Kähler surfaces. There are localized versions of dualities which connect
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these different constructions. For example, heterotic strings on a T 2 is dual to F-theory on

an elliptically fibered K3 surface, and this can be used to provide a physical justification for

the spectral cover construction of holomorphic vector bundles used in heterotic models [156].

In local M- and F-theory constructions, these different approaches are captured by Higgs

bundles. This suggests a close connection between these different approaches to realizing

4D physics.

In the resulting 4D effective field theory generated by such a compactification, the general

expectation is that specific details of a given compactification will be encoded in the Wil-

son coefficients of higher dimension operators. At a formal level, one can consider slowly

varying these coefficients as a function of position in a 4D N = 1 supersymmetric effec-

tive field theory. Such interpolating profiles would then provide a way to directly connect

the corresponding 4D string vacua obtained from different compactifications. On general

grounds, such interpolating profiles could at best preserve 3D Lorentz invariance and 3D

N = 1 supersymmetry. Let us emphasize here that in the 4D effective field theory, these

interfaces need not be associated with a domain wall, since the interpolating mode may not

be a light state. Instead, it can appear as an interpolating profile of Kaluza-Klein modes.

In this chapter we place these general expectations on firm footing by generating such

interpolating solutions for the Higgs bundles used in the construction of 4D N = 1 models

based on local M- and F-theory constructions. To accomplish this, we make use of the

fact that M-theory on a Spin(7) space results in a 3D N = 1 effective field theory on the

spacetime R2,1. The internal gauge theory in question arises from a local four-manifold

of ADE singularities, as captured by a spacetime filling six-brane wrapped on this four-

manifold.1

Here, we consider some further specializations in the structure of this four-manifold so that

it is locally a product of a three-manifold and an interval. Reduction on the interval leads to
1The corresponding Higgs bundle for this system was studied recently in reference [234] (see also [233])

in the context of 4D “N = 1/2” F-theory backgrounds.
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the three-dimensional gauge theory system for local M-theory models [343] which we shall

refer to as the “PW system.” We also show that if the four-manifold has an asymptotic

region in which it is well-approximated by a Kähler surface, then the four-dimensional gauge

theory reduces to that used in the study of 4D F-theory models [53, 54, 158, 157] which we

will refer to as the “BHV system.” In each of these specializations, some of the fields of the

local Spin(7) system asymptotically approach zero. In this way, the local Spin(7) Higgs

bundle configuration serves as a way to glue together Higgs bundles used in the construction

of 4D vacua!

This also provides a complementary perspective on geometric approaches to constructing

special holonomy spaces from lower-dimensional spaces. For example, the twisted con-

nected sums construction of G2 manifolds given in reference [291] (see also [120]) makes use

of asymptotically cylindrical Calabi-Yau threefolds which are glued together. In the gener-

alized connected sums proposal for Spin(7) manifolds given in reference [82], the building

blocks include asymptotically cylindrical spaces XCY4 and YG2×S1, with XCY4 a Calabi-Yau

fourfold and YG2 a G2 space.

A local version of the twisted connected sum construction enters our analysis of interpolating

Higgs bundles. In the case of local M-theory constructions specified by a six-brane on a

three-manifold Q, the ambient space is the non-compact Calabi-Yau threefold T ∗Q. In the

case of local F-theory constructions, with seven-branes wrapped on a Kähler surface S,

it is the non-compact Calabi-Yau threefold given by the canonical bundle O(KS) → S,

and in the local Spin(7) models on a four-manifold M , it is instead the non-compact

G2 space defined by the bundle of self-dual two-forms Ω2
+ → M . From the perspective

of a 4D effective field theory, we can parameterize these different choices in terms of a

non-compact coordinate Rt with local coordinate t such that in the asymptotic region

t → −∞, we approach a local BHV system, while in the asymptotic region t → +∞, we

approach a local PW system. In this fibration, the F-theory region of the compactification is

specified by a local spacetime coordinate on a line RF-th which becomes part of the internal
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Figure 66: Depiction of an interpolating profile between F-theory on a non-compact ellip-
tically fibered Calabi-Yau fourfold (left) and M-theory on a non-compact G2 space (right).
In the 4D effective field theory, this involves an interpolating profile in a direction Rt. In
the transition between the F-theory and M-theory vacua, the local coordinate of the 4D
spacetime becomes part of the internal geometry on the opposite side of the interpolating
region. These interpolating profiles are captured by a local BHV system (see [53]) in the F-
theory region and a local PW system (see [343]) in the M-theory region. The interpolating
profile between these two 4D vacua is captured by M-theory on a local Spin(7) geometry.

compactification geometry in the local PW system. Conversely, in the M-theory region of

the compactification, there is a local spacetime coordinate on a line RM-th which becomes

part of the internal compactification geometry in the local BHV system. Viewed in this

way, the gluing region specified by the ambient G2 space for the local Spin(7) Higgs bundle

amounts to a gauge theoretic generalization of the twisted connected sum construction, in

which various S1 factors have been decompactified. See figure 66 for a depiction of this

local interpolating profile.

One of the benefits of this local gauge theory analysis is that it also provides a systematic

tool for extracting the physical content from singular spaces of special holonomy. This is

especially helpful in the context of local G2 and Spin(7) spaces since holomorphic techniques

used in the study of Calabi-Yau spaces are unavailable. Indeed, our gauge theory analysis

allows us to make further predictions for the sorts of singularities one should expect to

encounter in local Spin(7) spaces. We find that matter fields of the 3D effective field
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theory can localize on real two-cycles as well as real one-cycles of a compact four-manifold.

Interactions between these matter fields can receive various quantum corrections controlled

by expansion in large volume parameters of the four-manifold. This is in accord with the fact

that the superpotential of a 3D N = 1 theory is not protected by holomorphy. Interpreting

our 3D theories as specifying interpolating profiles between 4D vacua, the resulting matter

fields correspond to localized degrees of freedom trapped at the interface between different

4D vacua.

The rest of this chapter is organized as follows. In section 6.2 we introduce the Higgs bundles

associated with 5D, 4D and 3D vacua, and then turn in section 6.3 to the interpretation in

effective field theory. In section 6.4 we specialize to a class of “abelian” solutions in which

the Higgs field is diagonalizable, analyzing the geometry of intersecting branes and localized

matter in these systems. We then turn in section 6.5 to some examples of interfaces in 5D

and 4D vacua associated with the PW system, and in section 6.6 we construct interpolating

solutions between BHV and PW systems. Section 6.7 contains our conclusions. Some

additional technical details on the analysis of solutions to the local Spin(7) equations are

presented in an Appendix.

6.2 Higgs Bundle Vacua

In this section we introduce the different Higgs bundles associated with local M- and F-

theory models. We refer to the corresponding effective field theories generate by these

compactifications as “Higgs bundle vacua.” As a warmup, we first discuss the case of 5D

N = 1 vacua as generated by M-theory on a curve of ADE singularities. We then turn to

local models for M- and F-theory which result in 4D vacua, and then turn to 3D vacua.

6.2.1 5D N = 1 Vacua

As a warmup, we first discuss the case of M-theory on a non-compact Calabi-Yau threefold

given by a curve of ADE singularities. This is by far the most well studied class of examples,

and will also be used here as an underlying building block in our more general considerations.
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With this in mind, consider a Calabi-Yau threefold given by C a complex curve of ADE

singularities. The singularity type of this fibration can degenerate at points of the curve,

and this is associated with localized hypermultiplets. The corresponding Higgs bundle data

is in this case captured by the Hitchin system with gauge algebra of ADE type coupled to

point localized defects. We remark that more general non-simply laced gauge algebras are

possible when the fibration has non-trivial monodromy which would interchange some of

the divisors in the resolved fiber. We will not dwell on this possibility here, but it is always

available.

Physically, we can view this configuration as defining a six-brane wrapped on the curve C

which intersects other six-branes at points of the curve. Indeed, this analysis generalizes

what one expects from a IIA background with D6-branes wrapped on the non-compact

Calabi-Yau twofold T ∗C. In a holomorphic presentation, we can also write this Calabi-Yau

as the total space of the canonical bundle, namely O(KC)→ C.

Returning to the Higgs bundle formulation of this system, we have a gauge field as well as

an adjoint-valued (1, 0) form φHit. The BPS equations of motion governing the six-brane

are:

∂AφHit = 0 (6.2.1)

FA + i

2[φ†Hit, φHit] = 0, (6.2.2)

and 5D vacua are specified as solutions to the BPS equations of motion modulo gauge

transformations.2 Contributions from localized matter can also be included as source terms

on the right-hand side of these equations.

The eigenvalues of φHit are (1, 0) forms, and define sections (possibly meromorphic) of KC .

This in turn means that the ambient space in which the six-brane “moves” is O(KC)→ C.
2A note on convention. Here and in the following we choose a unitary frame, meaning that the dagger

operation is simply the hermitian conjugate. Moreover throughout the chapter we will take the generators
of the Lie algebra to be anti-hermitian.
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One can also work in terms of a symplectic, rather than holomorphic presentation, in which

case the Higgs field is an adjoint-valued one-form. Then, the ambient space would be

presented as T ∗C in a presentation as a symplectic space.

As a final remark, we note that the same structure also appears in 6D vacua of F-theory

models. In that case, we have an elliptically fibered Calabi-Yau threefold, and a component

of the discriminant locus will correspond to a seven-brane wrapping a curve. Supersym-

metric vacua of the 6D theory are then governed by the same Hitchin equations. We also

note that upon circle reduction of the 6D system, we reduce to the 5D configuration, as

captured by a local M-theory model.

6.2.2 4D N = 1 Vacua

We now turn to some of the different possible routes to realizing 4D N = 1 vacua using

Higgs bundles. One of our goals will be to use the analogous Higgs bundle constructions

for 3D N = 1 vacua to generate interpolating profiles between these 4D vacua.

Recall that in type IIA and IIB vacua, the “open string sector” arises from intersecting

branes, possibly in the presence of non-trivial gauge field fluxes. D6-branes in Calabi-

Yau threefolds which wrap special Lagrangian three-cycles can intersect at points. At

such points, chiral matter is localized. D7-branes in Calabi-Yau threefolds which wrap

holomorphic surfaces intersect along curves, and in the presence of suitable gauge field

fluxes also give rise to 4D chiral matter.

These constructions have a natural lift to M- and F-theory, where the structure of intersect-

ing branes is instead encoded in geometry. In M-theory on a G2 space, the gauge theory

sector arises from a three-manifold of ADE singularities, and further degenerations in the

singularity type at real one-cycles produce 5D hypermultiplets compactified on the cycle,

while enhancements at points of the three-manifold give rise to 4D chiral matter. There is

clearly a close connection between the geometric enhancements of singularity types and the

physics of 4D spacetime filling six-branes in the analogous IIA vacua. That being said, the
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M-theory approach provides a more flexible framework since additional non-perturbative

effects can be captured. This includes, for example, the appearance of E-type gauge groups.

In F-theory on an elliptically fibered Calabi-Yau fourfold, the gauge theory sector can be

modeled as a Kähler surface of ADE singularities, and further degenerations along curves

of the surface produce 6D hypermultiplets. Switching on background gauge field fluxes

through such curves then leads to chiral matter in the 4D effective field theory. Again,

based on the dimensionality of various enhancements, it is appropriate to refer to these

gauge theories as specified by 4D spacetime filling seven-branes, in analogy with IIB vacua.

Higgs bundles provide a general way to model the vacua generated by such intersecting

brane configurations. The essential point is that the existence of N = 1 supersymmetry in

the uncompactified 4D spacetime dictates a unique topological twist for the brane in the

internal directions. In the case of M-theory with intersecting six-branes wrapped on a three-

manifold Q, the field content of the Higgs bundle includes a gauge connection and an adjoint

valued one-form φPW, as discussed by Pantev and Wijnholt (PW) in reference [343]. There

is a close connection to IIA strings on the non-compact Calabi-Yau threefold T ∗Q. Indeed,

the eigenvalues of the Higgs field of the local M-theory model take values in the cotangent

bundle, and parameterize local motion of the branes in the ambient geometry. Similarly, in

the case of F-theory with intersecting seven-branes, the field content of the Higgs bundle

includes a gauge connection and an adjoint valued (2, 0) form φBHV, as discussed in [53, 158].

In this case, there is a close connection to type IIB strings on the non-compact Calabi-

Yau threefold given by the total space of the canonical bundle, namely O(KS) → S; the

eigenvalues of the (2, 0) form parameterize the motion of branes wrapped on holomorphic

surfaces in this non-compact threefold.

The “bulk” degrees of freedom of these gauge theories can also be coupled to various lower-

dimensional defects localized on subspaces of a compactification. These appear as additional

source terms in the BPS equations of motion, a point we shall return to soon. In fact, the

appearance of these localized sources can also be modeled in terms of a corresponding Higgs
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bundle construction, being associated to the spectrum of localized perturbations about a

given background solution.

To illustrate these general considerations and since we will need to make use of them in

more detail later, we now turn to the specific bulk BPS equations of motion for local M-

and F-theory models. We refer to these as the “PW” and “BHV” systems, respectively.

PW System

Consider first local M-theory models. The system of equations appearing in [343] describes

supersymmetric solutions for six-branes compactified on a three-cycle Q inside a G2 space.

This again gives a 4D N = 1 supersymmetric theory In this case the fields appearing are

a gauge field A and an adjoint valued one-form φPW. The supersymmetric equations of

motion are

DAφPW = 0 , (6.2.3)

DA ∗ φPW = 0 , (6.2.4)

F = [φPW, φPW] . (6.2.5)

Including matter fields amounts to adding in additional source terms to the right-hand side

of these equations. Vacua are given by solutions to the supersymmetric equations of motion

modulo gauge transformations. These vacua are also captured by the critical points of a

complexified Chern-Simons functional:

WPW =
∫
Q

Tr
(
A ∧ dA+ 2

3A ∧A ∧A
)

(6.2.6)

modulo complexified gauge transformations. In the above, we have introduced a complexi-

fied connection A = A+ iφPW.

Though we shall often leave it implicit, the field content of this gauge theory also provides

important geometric information on the local structure of M-theory compactified on a G2
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space with singularities. To see this, observe that for a three-manifold of ADE singularities,

we can perform a resolution of the singular fibers. This results in a basis of compactly

supported harmonic two-forms ωα which are in correspondence with the generators of the

Cartan for the given gauge group. A variation in the associated three-form Φ(3) of the local

G2 space results in a decomposition:

δΦ(3) =
∑
α

φαPW ∧ ωα, (6.2.7)

namely, the eigenvalues of our adjoint-valued one-form φPW directly translate to metric data

of the local G2 space. Off-diagonal elements are encoded in additional physical degrees of

freedom such as M2-branes wrapped on collapsing two-cycles.

BHV System

Turning next to local F-theory models, the system of BPS equations derived in [53] controls

supersymmetric configurations of seven-branes wrapped on a Kähler surface S. The field

content of the Higgs bundle is specified by fixing a gauge group G, and consists of a gauge

field A, and an adjoint valued (2, 0) form φBHV. The BPS equations for this system are

∂AφBHV = 0 , (6.2.8)

F(0,2) = 0 , (6.2.9)

JS ∧ F + i

2
[
φ†BHV, φBHV

]
= 0 . (6.2.10)

Here we introduced JS which is the Kähler form on the four-cycle wrapped by the seven-

branes. The last equation is the equivalent for the BHV system of the usual equation

controlling stability of holomorphic vector bundles in Calabi–Yau threefolds [394]. Matter

fields localized on complex curves, as well as cubic interactions between these matter fields

can all be included by introducing appropriate source terms on the right-hand side of these

equations of motion [53]. One can also characterize 4D supersymmetric, Lorentz invariant
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vacua as critical points of a superpotential:

WBHV =
∫
S

Tr(φBHV ∧ F(0,2)) (6.2.11)

modulo complexified gauge transformations.

Much as in the case of the local G2 construction, the field content of this gauge theory also

provides important geometric information on the local structure of F-theory compactified

on a singular elliptically fibered Calabi-Yau fourfold. To see this, observe that for a Kähler

surface of ADE singularities, we can perform a resolution of the singular fibers. This results

in a basis of compactly supported harmonic two-forms ωα which are in correspondence

with the generators of the Cartan for the given gauge group. A variation in the associated

holomorphic four-form Ω(4,0) of the Calabi-Yau fourfold results in a decomposition:

δΩ(3,1) =
∑
α

φα(2,0) ∧ ωα, (6.2.12)

namely, the eigenvalues of our adjoint-valued (2, 0) form directly translate to metric data.

6.2.3 3D N = 1 Vacua

Let us now turn to the related case of M- and F-theory compactifications which generate

3D N = 1 vacua, namely systems with at least two real supercharges. One simple way to

generate examples with 3D N = 2 supersymmetry (four real supercharges) is to take a 4D

N = 1 theory and compactify further on a circle. From the standpoint of compactification,

we can then consider M-theory on YG2 × S1 or F-theory on XCY4 × S1 (in the obvious

notation). Using the standard duality between circle reductions of F-theory and M-theory

vacua, note that we can alternatively consider M-theory compactified on the Calabi-Yau

fourfold XCY4 , in which the volume modulus of the elliptic fiber is now a physical parameter

(in a local model it is non-dynamical). This already provides us with two possible Higgs

bundles, one associated with the PW system (via compactification on a G2 space) and the

other associated with the BHV system (via compactification on a Calabi-Yau fourfold).
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We can also consider more general compactifications which only preserve 3D N = 1 super-

symmetry by taking M-theory on a Spin(7) space (see e.g. [55, 132, 130, 131, 211, 213, 212]).

The analog of local models in this context involves a four-manifold M of ADE singulari-

ties. There can also be local enhancements in the singularity type along subspaces. Indeed,

comparing the 3D N = 2 vacua obtained from XG2 × S1 and XCY4 , we anticipate that

enhancements in the singularity type could occur over real one-cycles as well as over two-

dimensional Riemann surfaces. In M-theory, this will be captured by a configuration of

intersecting six-branes, possibly with gauge field fluxes switched on. In this case, the ap-

propriate Higgs bundle involves a gauge field and an adjoint-valued self-dual two-form φSD

(see e.g. [234]).

Again, there is a close connection between the resulting vacua and those obtained from IIA

on a local G2 space. To see this, observe that the eigenvalues of φSD take values in Ω2
+ →M .

The bundle of self-dual two-forms leads to a non-compact G2 space in the sense that there

is a distinguished three-form Φ(3). Indeed, in the special case where M is S4 or CP2 there is

a corresponding complete metric on this space [85]. More generally, however, the condition

of completeness can be relaxed, at the expense of introducing some singularities. This is

additional physical data of the system associated with the appearance of light degrees of

freedom as one approaches a UV cutoff. For this reason, we also view this more general

class of seven-manifolds as local G2 spaces.

We obtain 3D N = 1 vacua from the corresponding BPS equations of motion for this system

[396, 234] (for an analytic perspective, see also [304]):

DAφSD = 0 , (6.2.13)

FSD + φSD × φSD = 0 , (6.2.14)

where we can include the contributions from localized matter by adding source terms to the

right-hand sides of these equations. Here, FSD = 1
2(F + ∗F ) is the self-dual part of the field

strength. We have also introduced a cross product which in local indices can be written as
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[396]:

(φSD × φSD)ij = 1
4 [φSD ik, φSD jl] gkl , (6.2.15)

where gij refers to the metric on M . Using the distinguished three-form ε on Ω2
+(M), we

can also write [234]:

(φSD × φSD)a = εabcφ
b
SDφ

c
SD, (6.2.16)

where here, we are treating φaSD as a three-component vector in the vector space Ω2
+.

Much as in the case of the related 4D vacua, these vacua are labeled by critical points of a

3D N = 1 superpotential:

WSpin(7) =
∫
M

Tr
(
φSD ∧

[
FSD + 1

3φSD × φSD

])
. (6.2.17)

modulo gauge transformations. In this case, we note that this object is a real function

associated with a D-term (integrated over the full superspace).

The field content of this gauge theory also provides important geometric information on the

local structure of M-theory compactified on a singular Spin(7) space. For a four-manifold

of ADE singularities, we can perform a resolution of the singular fibers. This results in a

basis of compactly supported harmonic two-forms ωα which are in correspondence with the

generators of the Cartan for the given gauge group. A variation in the associated Cayley

four-form Ψ(4) of the Spin(7) space results in a decomposition:

δΨ(4) =
∑
α

φαSD ∧ ωα, (6.2.18)

namely, the eigenvalues of the adjoint-valued self-dual two-form directly translate to metric

data. Observe also that self-duality of the Higgs field directly descends from the corre-

sponding condition on the Cayley four-form.

Given a background solution to the local Spin(7) equations, we can also study the spectrum

300



of light degrees of freedom. These are the “zero modes” of a given background. To write

down the differential equations that govern the profile of zero modes we take the BPS

equations and expand them at linear order in the fields:

A = 〈A〉+ a , (6.2.19)

φSD = 〈φSD〉+ ϕ , (6.2.20)

and keep only terms linear in (a, ϕ) in the equations. Note that due to the topological

twist, a and ϕ are each the real scalar component of a 3D N = 1 scalar multiplet and thus

specify the matter of the engineered effective field theory. In the following, for the sake of

notational simplicity we shall drop the 〈·〉 notation when we refer to background values of

the fields. The resulting zero mode equations are

D+
Aa+ φSD × ϕ = 0, DAϕ− [φSD, a] = 0. (6.2.21)

Here D+
A = DA + ∗4DA. As we will discuss in detail later, (6.2.21) has both bulk solutions

when the commutators with φSD vanish, or localized modes centered around the zero-loci

of the adjoint action of φSD. Solutions should be considered equivalent when related to one

another via an infinitesimal gauge transformation

 a ∼ a+DAξ

ϕ ∼ ϕ+ [φSD, ξ]
, (6.2.22)

with ξ an adjoint valued zero-form. Another way to phrase this is to associate to the local

Spin(7) system the following complex

0 Ω0(adE) Ω1(adE)⊕ Ω2
+(adE) Ω2

+(adE)⊕ Ω3(adE) 0 ,δ0 δ1

(6.2.23)

where adE denotes forms in the adjoint representation of the Lie algebra. Moreover Ω2
+
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denotes the bundle of self-dual two forms. The two differentials act as:

δ0(ξ) =

 DAξ

[φSD, ξ]

 , (6.2.24)

δ1(α, β) =

 D+
Aα+ φSD × β

DAβ − [φSD, α]

 . (6.2.25)

The space of infinitesimal deformations of the local Spin(7) system (namely, the tangent

bundle to the moduli space) is given by:

TMSpin(7) = ker δ1
im δ0

. (6.2.26)

Note also that this complex naturally includes the 3D N = 1 vector multiplets as ker δ0.

This is so because the vector multiplets are scalars on C and the associated gauge group is

the commutant which is not broken by a Higgs mechanism.

Specialization to 3D N = 2 Vacua

Having stated the general system of equations (as well as linearized fluctuations) for local

Spin(7) spaces, we can also see how further specialization can result in a 3D N = 2 vacuum

solution, as captured by M-theory on YG2 × S1 or XCY4 . We begin with the PW system,

and then turn to the BHV system.

– Reduction to PW System To relate the field content of the local Spin(7) equations

to those of the PW system, consider the special case where the four-manifold M of the local

Spin(7) equations takes the form M = Q × S1 with Q a three-manifold. Denote by t the

local coordinate on this S1 factor.3 In this case, an adjoint-valued self-dual two-form φSD

on M descends to a decomposition of the form: φSD = φ∧dt+∗3φ, with φ an adjoint-valued

one-form on Q. Observe also that the gauge field on Q × S1 has the degrees of freedom

associated with Q, as well as the additional direction At. In terms of this decomposition,
3In our interpretation of interpolating vacua, we will soon decompactify this direction.
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the local Spin(7) equations can be written as:

F − [φ, φ] + ∗ (DtA− d3At) = 0 , (6.2.27)

DAφ+ ∗Dtφ = 0 , (6.2.28)

DA ∗ φ = 0 . (6.2.29)

Here, the Hodge star is always taken in the three directions transverse to t and d3 denotes

the exterior derivative in the directions transverse to t. We see that we recover the PW

system upon setting At = 0 and ∂tA = ∂tφ = 0, meaning that the PW system is the

truncation of the Spin(7) system to solutions that are invariant under translations in the

t direction and with At = 0 which is compatible with the expectations from dimensional

reduction.

– Reduction to BHV System We now show that a different truncation reproduces the

BHV system of equations. Along these lines, suppose the local four-manifold M is actually

a Kähler surface S. In this case, self-dual two-forms decompose into (2, 0) forms and a

(1, 1)-form proportional to the Kähler form:

φSD → φ(2,0) ⊕ φ(1,1) ⊕ φ
†
(0,2). (6.2.30)

We recognize the (2, 0) form as the same Higgs field appearing in the BHV system. Here,

φ(1,1) = φγ · JS with φγ an adjoint valued function and JS is the Kähler form of S. In this

decomposition, the local Spin(7) equations become:

∂Aφ(2,0) −
i

2∂Aφ(1,1) = 0 , (6.2.31)

F(0,2) −
i

2φ(1,1) × φ
†
(0,2) = 0 , (6.2.32)

JS ∧ F + i

2
[
φ†(0,2), φ(2,0)

]
= 0 . (6.2.33)

Upon taking configurations for which φγ = 0, we recover the BHV equations of motion.
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6.2.4 Deformations of the Hitchin System

As the above examples illustrate, the structure of the local Spin(7) equations reduces, upon

further specialization, to the Higgs bundles of the PW and BHV systems for 4D N = 1

vacua. Similar considerations hold for reduction of the PW system on a three-manifold Q

given by a fibration of a Riemann surface over an interval [49].

We now show that starting from a solution to these more specialized solutions, perturbations

will in general produce a trajectory in the moduli space of the Spin(7) equations. The

related analysis for PW systems viewed as perturbations of the Hitchin system was carried

out in [49], and we refer the interested reader there for further discussion of this case.

Specializing to the case of four-manifolds which can be written as a Riemann surface C

fibered over a cylinder C∗ ' R×S1, we show that the BHV system of equations can also be

viewed as perturbations of the Hitchin system. We then show that similar considerations

hold for deformations of the Hitchin system to the Spin(7) equations.

To proceed with this analysis, it will be helpful to introduce an explicit coordinate system.

Let w = t + iθ denote the coordinates of the cylinder, and x, y real coordinates on C. We

can then express the self-dual two-form φSD on M as the triplet:

φSD = φα(dx ∧ dθ − dt ∧ dy) + φβ(dt ∧ dx+ dy ∧ dθ) + φγ(dt ∧ dθ + dx ∧ dy) . (6.2.34)

We will assume that we have a flat metric, and expand along the t direction as follows:

Ai(x, y, θ, t) =
∞∑
k=0

A
(k)
i (x, y, θ)tk, φi(x, y, θ, t) =

∞∑
k=0

φ
(k)
i (x, y, θ)tk. (6.2.35)

In what follows, we shall also work in a “temporal gauge” where At(x, y, θ, t) = 0.

Generating BHV Solutions

As a warmup, we first show how to generate BHV solutions from perturbations of the

Hitchin system. The expanded BHV equations lead to non-trivial differential equations on
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the coefficients,

G(j)
ab ≡ ∂xφ

(j)
β − ∂yφ

(j)
α +

j∑
n=0

([
A(j−n)
x , φ

(n)
β

]
−
[
A(j−n)
y , φ(n)

α

])
= 0,

H(j)
ab ≡ ∂xφ

(j)
α + ∂yφ

(j)
β +

j−1∑
n=0

([
A(j−n)
x , φ(n)

α

]
+
[
A(j−n)
y , φ

(n)
β

])
= 0,

(6.2.36)

together with five equations which fix the higher order coefficients in terms of the preceding

one,

(j + 1)A(j+1)
θ = −F (j)

xy + [φα, φβ](j) ,

(j + 1)A(j+1)
x = −F (j)

yθ ,

(j + 1)A(j+1)
y = F

(j)
xθ ,

(j + 1)φ(j+1)
α = −D(j)

θ φ
(j)
β ,

(j + 1)φ(j+1)
β = D

(j)
θ φ(j)

α .

(6.2.37)

We will assume that A(0)
x,y and φ(0)

α,β are such that the zeroth order differential equations from

(6.2.36) are solved, and the higher order coefficients are fixed by the linear equations (6.2.37).

The one remaining free parameter is A(1)
θ , which sets the “trajectory” of the solution. Once

we have this initial data, we can show that the BHV equations are automatically solved to

all orders in t (see Appendix E.1 for further details).

Indeed, it is sufficient to solve the zeroth order differential equations

D(0)
x φ

(0)
β −D

(0)
y φ(0)

α = 0,

D(0)
x φ(0)

α +D(0)
y φ

(0)
β = 0,

(6.2.38)

and then one can simply propagate through equations (6.2.37) to build up the higher order

terms. Note that this pair of differential equations are part of the Hitchin system on the

Riemann surface spanned by x and y as they are the real and imaginary parts of equation

(6.2.1). The last equation of the Hitchin system, that is equation (6.2.2), is deformed to the
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zeroth order of the first equation of (6.2.37): this equation implies that an exact solution

of the Hitchin system is obtained only for A(0)
θ = 0, meaning that the free parameter A(0)

θ

controls the deformation of the Hitchin system.

Generating Local Spin(7) Solutions

Similarly, it is possible to build a local Spin(7) system that is neither just BHV or PW,

via this power series expansion. Making use of the power series expansion (6.2.35), we can

expand the Spin(7) equations to yield a single set of differential equations:

∂xφ
(j)
β −∂yφ

(j)
α +∂θφ(j)

γ +
j∑

n=0

([
A(j−n)
x , φ

(n)
β

]
−
[
A(j−n)
y , φ(n)

α

]
+
[
A

(j−n)
θ , φ(n)

γ

])
= 0, (6.2.39)

together with six recursion relations,

jA
(j)
θ = −∂xA(j−1)

y + ∂yA
(j−1)
x −

j−1∑
n=0

([
A(j−1−n)
x , A(n)

y

]
−
[
φ(j−1−n)
α , φ

(n)
β

])
,

jA(j)
x = −∂yA(j−1)

θ + ∂θA
(j−1)
y −

j−1∑
n=0

([
A(j−1−n)
y , A

(n)
θ

]
−
[
φ(j−1−n)
γ , φ(n)

α

])
,

jA(j)
y = ∂xA

(j−1)
θ − ∂θA(j−1)

x +
j−1∑
n=0

([
A(j−1−n)
x , A

(n)
θ

]
+
[
φ(j−1−n)
γ , φ

(n)
β

])
,

jφ(j)
γ = −∂xφ(j−1)

α − ∂yφ(j−1)
β −

j−1∑
n=0

([
A(j−1−n)
x , φ(n)

α

]
+
[
A(j−1−n)
y , φ

(n)
β

])
,

jφ(j)
α = −∂θφ(j−1)

β + ∂xφ
(j−1)
γ −

j−1∑
n=0

([
A

(j−1−n)
θ , φ

(n)
β

]
−
[
A(j−1−n)
x , φ(n)

γ

])
,

jφ
(j)
β = ∂θφ

(j−1)
α + ∂yφ

(j−1)
γ +

j−1∑
n=0

([
A

(j−1−n)
θ , φ(n)

α

]
+
[
A(j−1−n)
y , φ(n)

γ

])
.

(6.2.40)

Once again, it is possible to show that it is sufficient to solve the zeroth order differential

equation

D(0)
x φ

(0)
β −D

(0)
y φ(0)

α +D
(0)
θ φ(0)

γ = 0, (6.2.41)

and then one can simply propagate through equations (6.2.40) to build up the higher order

terms (see Appendix E.1 for more details). Thus, if we are given A(0)
x,y,θ and φ(0)

α,β,γ such that

the zeroth order equations in (6.2.41) are solved, then we can construct a full solution of
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the local Spin(7) equations by specifying all the higher order coefficients as in (6.2.40).

Abelian Case

It is instructive to further specialize to the case where all gauge fields vanish. We refer

to this as an abelian solution because now the Higgs field has trivial cross product with

itself. Taking Ai = 0 gives some major simplifications. The local Spin(7) recursion relations

(6.2.40) now become:

φ(j)
α = 1

j


(−1)j/2

(
∂2
x + ∂2

y + ∂2
θ

)j/2
φ

(0)
α , if j is even

(−1)(j − 1)/2
(
∂2
x + ∂2

y + ∂2
θ

)(j − 1)/2 (
∂xφ

(0)
γ − ∂θφ

(0)
β

)
, if j is odd

φ
(j)
β = 1

j


(−1)j/2

(
∂2
x + ∂2

y + ∂2
θ

)j/2
φ

(0)
β , if j is even

(−1)(j − 1)/2
(
∂2
x + ∂2

y + ∂2
θ

)(j − 1)/2 (
∂θφ

(0)
α + ∂yφ

(0)
γ

)
, if j is odd

φ(j)
γ = 1

j


(−1)j/2

(
∂2
x + ∂2

y + ∂2
θ

)j/2
φ

(0)
γ , if j is even

(−1)(j − 1)/2
(
∂2
x + ∂2

y + ∂2
θ

)(j − 1)/2 (
−∂xφ(0)

α − ∂yφ(0)
β

)
, if j is odd.

(6.2.42)

6.3 Effective Field Theory of Interpolating Solutions

In the previous section we introduced Higgs bundles for minimally supersymmetric 5D,

4D, and 3D vacua. In particular, we saw that many of these Higgs bundles admit an

interpretation as interpolating between perturbations of a lower-dimensional Higgs bundle.

In this section we turn to the effective field theory associated with these interpolating

solutions. As a first comment, we note that although we are clearly considering a change

in the vacuum of the higher-dimensional field theory, this need not be directly associated

with a domain wall solution. The general reason for this is that the fields participating

in this interpolating profile could, a priori, be quite heavy, and actually higher than the

Kaluza-Klein scale for the EFT. From this perspective, the appropriate description will

instead be given by integrating out these modes from the start. In the resulting theory, this

will instead leave its imprint in a profile of possibly position dependent Wilson coefficients
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of the effective field theory.

To show how this comes about, we begin by studying interpolating solutions for 5D vacua

from the standpoint of the 4D effective field theory generated by the PW system. We then

turn to interpolating solutions for 4D vacua from the standpoint of the 3D effective field

theory generated by the local Spin(7) system. To set notation, in what follows we shall

consider a D-dimensional theory “compactified” on either the non-compact line R with

local coordinate t, or a cylinder C∗ ' R×S1 with local coordinate w = t+ iθ. Our general

strategy will be to package all of the fields of the higher-dimensional theory in terms of lower-

dimensional fields labeled by points of this extra-dimensional geometry. Writing down all

possible interaction terms of the lower-dimensional theory will then provide a general way

to track possible interpolating profiles between higher-dimensional vacua obtained in the

asymptotic limits as t→ −∞ and t→ +∞.

6.3.1 Interpolating 5D Vacua

To begin, we return to the case of interpolating 5D vacua, as captured by M-theory on a

non-compact Calabi-Yau threefold specified by a curve of ADE singularities. As we have

already mentioned, the Higgs bundle in this case is the Hitchin system coupled to defects.

We take the interpolating gauge theory for this model to be a Pantev–Wijnholt system

on a three-manifold Q, given as a fibration of a Riemann surface over a non-compact line.

For simplicity, we focus on the case where the metric is a product of that on the Riemann

surface and the interval.

Let us begin by packaging the field content of the Higgs bundle fields of the six-brane gauge

theory wrapped on a curve C. Recall that the bosonic field content of the six-brane gauge

theory consists of a gauge field A7D as well as a triplet of scalars. After compactifying

on a Riemann surface, we can sort all of these fields into 5D supermultiplets. Owing to

the topological twist, all fields in the same supermultiplet must have the same differential

form content in the internal space. In the 5D N = 1 effective field theory, we have a 5D

vector multiplet with a real adjoint valued scalar, which we label as φt, in accord with its
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interpretation in the associated PW system defined on Q = Rt×C. In the 5D effective field

theory, we also get hypermultiplets indexed by points of C, coming from the gauge field

and Higgs field of the Hitchin system.

In terms of 4D N = 1 fields, the 5D vector multiplet descends to a 4D N = 2 vector

multiplet. The complex adjoint valued scalar of this system is given by a complexified

gauge connection which we write as:

Dt = dt +At + iφt = dt +At, (6.3.1)

where in the last equality we have used the complexified connection introduced earlier in

our discussion of the PW system. There are also the degrees of freedom of the Hitchin

system. These can also be packaged in terms of a complexified connection which we write

as:

DC = dC +AC + iφC = dC +AC . (6.3.2)

Observe that on a Riemann surface, there are an equal number of A- and B-cycles; these

canonically pair to form the degrees of freedom of a hypermultiplet. To emphasize this,

we write the pair as DA ⊕ DB. Summarizing, we have found three adjoint valued chiral

multiplets.

In terms of 4D N = 1 fields, the interaction terms of the 5D field theory are constrained by

4D N = 2 supersymmetry. In 4D N = 1 language, the superpotential for the bulk fields of

the Hitchin system then takes the form (see e.g. [303, 39, 53, 24]):

Wbulk =
∫
R×C

√
2 Tr (DA · Dt · DB) , (6.3.3)

where the “·” indicates a wedge product operation as well as multiplication of matrices in

the adjoint representation of the gauge group (i.e. by commutators in the Lie algebra). We

can also couple this system to additional 5D hypermultiplets (in some representation of the
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gauge group) localized at points of C. This proceeds through the generalization:

W =
∫
R×C

√
2
(

Tr(DA · Dt · DB) +
∑
p

δpHcp · Dt ·Hp

)
, (6.3.4)

in the obvious notation.

Supersymmetric vacua of the 5D system are recovered from the F-term equations of motion

coming from varying Weff with respect to the different chiral superfields. Doing so, we

obtain the F-term equations of motion:

[DA,DB] =
∑
p

δpHcp ·Hp (6.3.5)

[Dt,DA] = 0 (6.3.6)

[Dt,DB] = 0. (6.3.7)

We recognize the first equation as that of the Hitchin system coupled to defects. The

remaining two equations are simply those associated with the PW system on Q = Rt × C.

At first, this might suggest that the resulting solutions will generically preserve 4D N = 2

supersymmetry rather than just N = 1 supersymmetry. We can see that this is not the case

based on the structure of possible solutions. InN = 2 terms, the Coulomb branch of the field

theory amounts to setting hypermultiplet vevs to zero, namely DA = DB = Hcp = Hp = 0

with Dt non-zero. The Higgs branch is specified by setting Dt = 0. There are mixed

Coulomb / Higgs branch directions in the moduli space, but these do not involve the same

directions in the gauge algebra. In the PW system, we can have more general solutions

since only N = 1 supersymmetry needs to be retained. Of course, if we treat the above

equations as simply specifying the field content of a 4D effective field theory, we could only

obtain N = 2 vacua. However, by allowing all modes of the higher-dimensional theory to

participate, there is no need to work exclusively in terms of purely massless 4D fields. From

this perspective, the interpolating solutions we have introduced are, by necessity, associated
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with massive modes of the higher-dimensional theory.

Another way to state the same conclusion is to return to the 5D effective field theory, but

to allow position dependent higher dimension operators in the 5D effective Lagrangian:

Leff ⊃
∑
i

ci(t)
Oi (x4D, t)

Λ∆i−5 , (6.3.8)

where ∆i labels the dimension of some operator Oi. In principle, we can write down all

possible higher order terms compatible with 4D N = 1 supersymmetry. To illustrate how

this works in practice, let us return again to the superpotential of equation (6.3.4), but now

expanded around a zero mode of the 4D theory:

DA = δDA + D(KK)
A (6.3.9)

DB = δDB + D(KK)
B (6.3.10)

Dt = δDt + D(KK)
t (6.3.11)

Hp = δHp +H(KK)
p (6.3.12)

Hcp = δHcp +Hc(KK)
p (6.3.13)

In the above, we note that there could of course be multiple zero modes and KK modes.

All of this has been condensed in the present notation. Substituting these expressions into

the superpotential and integrating out all massive modes, we obtain interaction terms such

as:

W =
∫

R×C(1)×C(2)

√
2
(
δDA · δDt · δDB +

∑
p

δp δHcp · δDt · δHp

)
(6.3.14)

+
∫

R×C(1)×C(2)

√
2
(
δDt · δDB ·

1
D′A
· δDt · δDB + δDt · δDA ·

1
D′B
· δDt · δDA

)
(6.3.15)

+
∫

R×C(1)×C(2)

√
2
(
δDA · δDB +

∑
p

δp δHcp · δHp

)
· 1
D′t
·
(
δDA · δDB +

∑
p

δp δHcp · δHp

)

(6.3.16)
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where the expressions 1/D′ denote Green’s functions on R×C(1)×C(2) with the zero modes

omitted. In this expression, we have also absorbed the different notions of “trace.” Let us

note that we have confined our answer to dimension six operators because in the above, we

have only presented the F-terms. For the D-terms, there is no such restriction, and it is

also more difficult to perform the corresponding effective field theory analysis.

The derivation of this expression for the effective superpotential follows from using the F-

term equations of motion, and then plugging these solutions back in. Such a result is there-

fore exact in the F-terms, but it also implicitly depends on unprotected (non-holomorphic)

D-term data. To illustrate how this works in practice, consider for example the interaction

term DA ·Dt ·DB. Substituting in, we get terms such as δDA ·D(KK)
t · δDB +MDKKt ·DKKt .

In this case, the equation of motion for D(KK
t ) is of the form:

D(KK)
t ∼ δDA

1
M
δDB + ..., (6.3.17)

where the “...” refers to other terms obtained by varying the superpotential with respect

to D(KK)
t . Here, the factor of “1/M” refers to the masses of the KK states. Now, feeding

this back into the terms δDA ·D(KK)
t · δDB +MDKKt ·DKKt , we arrive at one of the claimed

interaction terms. Scanning over all couplings between two zero modes and one KK mode,

we obtain the interaction terms indicated above. Similar considerations hold when we

integrate out the KK modes associated with the other bulk degrees of freedom, as well as

the modes such as H⊕Hc which are localized on a curve.

The key feature of these expressions is that these propagators clearly involve a non-trivial

dependence on all three coordinates of the three-manifold Q. As such, we should expect the

5D effective field theory to have position dependent Wilson coefficients, thus demonstrating

the general claim. The global form of these expressions involves integrating expressions for

the zero mode profiles such as f1(t, x1, y1) and f2(t, x2, y2) against these Green’s functions
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through schematic expressions such as:

∫
R×C(1)×C(2)

f1(t, x1, y1)
[ 1
D′

]
(t|x1, y1;x2, y2)f2(t, x2, y2), (6.3.18)

and the associated Wilson coefficients for the superpotential are then given via:

cquartic(t) =
∫

C(1)×C(2)

f1(t, x1, y1)
[ 1
D′

]
(t|x1, y1;x2, y2)f2(t, x2, y2), (6.3.19)

in the obvious notation.

On general grounds, we also expect that the appearance of localized matter may also gen-

erate singularities in the form of a given interpolating solution. As a first example, observe

that a background value for a localized hypermultiplet produces a delta function localized

source term in the Hitchin system coupled to defects. With this in mind, the appearance

of a singularity somewhere in the t direction can also be interpreted – in the PW system

– as a background expectation value for matter localized on some lower-dimensional cycle

in Q. The appearance of such singularities is of course well known in other contexts, and

determines a defect operator. We will return to the effect of these defect operators on the

background equations later in section 6.4.3. Near these singularities, the profiles of the

higher-dimensional fields will also exhibit higher order singularities. There is then some

additional data associated with the boundary conditions for fields.

6.3.2 Interpolating 4D Vacua

In the previous subsection we showed that interpolating profiles for Higgs bundles on a

Riemann surface have a natural interpretation in terms of 5D vacua with position dependent

Wilson coefficients for higher dimension operators in the effective field theory. We now

perform a similar analysis in the case of Higgs bundles used to define 4D vacua, and the

corresponding interpolating profiles. In this case, there is already an important subtlety

because we have already mentioned two distinct ways to generate 4D vacua, namely from

M-theory on local G2 spaces, or from F-theory on local Calabi-Yau fourfolds.
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Our general expectation is that we can use the 3D effective field theory defined by M-theory

on a local Spin(7) space as the “glue” which can interpolate between these different profiles.

In the case of the PW system, this interpretation is straightforward, since it is defined on

a three-manifold, and further fibering this over an interval will result in a non-compact

four-manifold. In the case of the BHV system, however, additional care is required because

both the BHV and local Spin(7) systems make reference to a four-manifold!

Keeping these subtleties in mind, we shall therefore reverse the order of analysis. We begin

with the 3D N = 1 effective field theory generated by M-theory compactified on a Spin(7)

manifold. We will then use this starting point to give an interpretation in terms of a

compactification of a 4D N = 1 theory.

We start with the local Spin(7) system and summarize the field content of the six-brane

gauge theory wrapped on a four-manifold M . Owing to the topological twist, fields in the

same supermultiplet will again sort by their differential form content. From the bulk of the

six-brane gauge theory, we have a 3D N = 1 vector multiplet. Additionally, we have a 3D

N = 1 scalar multiplet given by an adjoint-valued self-dual two-form ΦSD, and another 3D

N = 1 scalar multiplet D given by dimensional reduction of the internal components of the

gauge connection on M . There can also be matter fields localized on Riemann surfaces and

one-cycles, but in the interest of brevity we suppress these contributions for now. Focusing

on the scalar multiplets, the superpotential of the 3D N = 1 system is:

Wbulk =
∫
M

Tr
(

ΦSD ∧
(
FSD + 1

3ΦSD × ΦSD

))
, (6.3.20)

in the obvious notation. Here, we have not distinguished between the zero modes of a

particular solution and all of the Kaluza-Klein modes.

We now assume that our four-manifold M can be written as a product of a Riemann surface

C and a cylinder, i.e. M = C×R×S1. The connection to a PW system is straightforward;

We take the three-manifold of the PW system to be Q = C × S1, fibered over the real line
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factor. As we have already noted, the local Spin(7) equations specialize to those of the PW

system. Including the contributions in the R direction, we also clearly see that there is a

whole tower of KK modes which participate in this process. This is quite analogous to what

we already saw in the context of 5D interpolating vacua for Hitchin systems as specified

by the PW system. Again, the interpretation is in terms of a 4D effective field theory

but with position dependent coefficients for higher-dimension operators. By using the local

Spin(7) system, we see that it is possible to interpolate between different perturbations

of PW systems. Geometrically, this provides a way to glue together two non-compact G2

spaces to produce a non-compact Spin(7) space. We refer to this as a “PW–PW” gluing.

We will discuss some examples of these interpolations in section 6.5.3.

Consider next the other specialization in the local Spin(7) equations, as captured by the

BHV system. We would like to understand the effective field theory interpretation for

gluing two BHV solutions via a local Spin(7) system, as well as possible ways to glue a

BHV solution to a PW solution. Since we have already discussed how to glue together

PW solutions, it suffices to consider the gluing of a PW and BHV system. The physical

interpretation of this situation is clearly more subtle because the Rt factor in the BHV

system remains inside the four-manifold! In what sense, then, can we claim that there is

an asymptotic limit captured by a 4D N = 1 effective field theory?

The important clue here is that the 4D interpretation of the BHV system takes place in

F-theory rather than M-theory. Recall that in the standard match between M- and F-

theory, M-theory compactified on an elliptically fibered Calabi-Yau X is dual to F-theory

on X × S1. In this correspondence, the volume of the elliptic curve on the M-theory side

of the correspondence is inversely related to the size of the S1 on the F-theory side. In

particular, the component of the seven-brane gauge field along this S1 direction becomes

“T-dual” in the local M-theory picture to one of the components of the one-form Higgs field

in the PW system. Said differently, a direction in the cotangent bundle T ∗Q of the local

PW system is actually part of the 4D spacetime on the F-theory side.
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With this in mind, we shall denote the spacetime direction used for the interpolating profile

by writing RM-th when referring to 4D M-theory vacua obtained from compactification on a

G2 space, and RF-th when referring to 4D F-theory vacua obtained from compactification on

an elliptically fibered Calabi-Yau fourfold. As we have already remarked, on the F-theory

side RF-th is a spacetime direction, while RM-th should be treated as an internal direction.

Conversely, on the M-theory side RM-th is a spacetime direction, while RF-th should be

treated as an internal direction.

In terms of the field content of the two local models, there is a corresponding interchange

in the gauge field and scalar degrees of freedom. On the PW side, we have a 7D gauge field

which we split up as A7D = A3D⊕AM-th⊕AQ and a triplet of real scalars φ1, φ2, φ3. On the

BHV side, we have an 8D gauge field which we split up as A8D = A3D ⊕AF-th ⊕AQ ⊕A4,

and a pair of real scalars φ1, φ2. The non-trivial interchange is then:

PW ↔ BHV (6.3.21)

AM-th ↔ A4 (6.3.22)

φ3 ↔ AF-th. (6.3.23)

This is in accord with the twisted connected sums [291] and generalized connected sums

[82] constructions in which an S1 in the base is interchanged with one in the fiber. The

main difference with these cases is that here, we have decompactified these two S1 factors.

Additionally, we have given a 4D spacetime interpretation, in accord with the fact that it

is actually connecting M- and F-theory vacua.

In all of these cases, we see that a quite similar analysis of the effective field theory al-

lows us to package the 4D theory in terms of 3D fields, parameterized by an additional

spatial direction. In the effective Lagrangian, we therefore have position dependent Wilson

coefficients of the form:

Leff ⊃
∑
i

ci(t)
Oi (x3D, t)

Λ∆i−4 , (6.3.24)
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where ∆i labels the dimension of some operator Oi in the 4D theory.

6.3.3 Domain Walls for 4D Vacua

A general point we have emphasized in the above considerations is that the interpolating

geometry of Spin(7) solutions will appear in the 4D effective field theory as varying the

profile of Wilson coefficients for higher dimension operators in the effective field theory.

Since these coefficients are not directly associated with light degrees of freedom of the 4D

theory, it is appropriate to view these interpolating profiles as specifying “interfaces.” In

subsequent sections we will construct some explicit examples of such interpolating profiles.

Domain walls are also important and constitute a qualitatively different sort of interpolating

profile. In this case, we have two distinct critical points for a 4D N = 1 superpotential,

indicating distinct vacua which cannot be connected through any sort of adiabatic variation.

Our aim in this section will be to illustrate some general properties of such domain wall

solutions. Compared with interpolating profiles for parameters, establishing the existence

of such domain wall solutions is considerably more involved. For this reason, we limit our

discussion to general remarks, leaving a more detailed analysis for future work.

Our starting point is a 4DN = 1 theory with chiral superfields Φi = φi+..., a superpotential

W [φi], and a Kähler potential K(φi, φi). A half-BPS domain wall in the direction t is

characterized by the flow equation:

Dtφ
i = eiηGī∂̄W , (6.3.25)

where Gī is the inverse Kähler metric on the target space of the chiral multiplets of the

theory. Here, η is a constant that determines which linear combination of supercharges is

preserved by the domain wall. It is a well known result [134] that the tension of the domain

wall is proportional to the difference between the values of the superpotential in the two

vacua. In order to make contact with the 4D N = 1 vacua defined by the PW and BHV

systems, it is necessary to know the superpotential in each case. We begin with the PW
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system and then turn to the BHV system.

In the PW system on a three-manifold Q, the chiral multiplets of the theory are given by

the combination A = A+ iφ and the superpotential is [343]:

WPW =
∫
Q

Tr
(
A ∧ dA+ 2

3A ∧A ∧A
)
, (6.3.26)

that is, the superpotential is nothing but the Chern–Simons functional for the complexified

connection A on the internal three-manifold. Taking a flat Kähler metric this gives the

domain wall equations:

DtA = eiη ∗3 F , (6.3.27)

where the Hodge star is in the internal manifold and F is the curvature of the connection

A. This has to be combined with the D-flatness condition DA ∗ φ = 0. In the case when

η = 0, one can exactly recover (6.3.27) from the local Spin(7) system after choosing an

isomorphism Ω2
SD(Q × Rt) ' Ω1(Q) and fixing a gauge At = 0. The appearance of the

η-phase in the domain wall BPS equations can be explained as follows: the four manifold

Q× Rt has a reduced holonomy group and therefore there is a U(1)-freedom in the choice

of which supersymmetry generator is preserved in 3D. These more general equations can be

put into the form of the Kapustin–Witten (KW) equations [274]:

DA ∗ φ = 0 , (6.3.28)

(F − φ ∧ φ)SD = +u(DAφ)SD , (6.3.29)

(F − φ ∧ φ)ASD = −u−1(DAφ)ASD , (6.3.30)

where the subscripts “SD” and “ASD” refer to self-dual and anti-self-dual two-forms, φ is

an adjoint valued one-form, and u = 1+cos η
sin η , and φt = 0. This last condition is necessary to

recover equation (6.3.27), in addition to the fact that there is no local Spin(7) interpretation

of φt.4 Note that these equations are also known as complexified instantons for a complex
4Imposing this condition on φt is actually much weaker than what one might think because as shown
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gauge group GC, since they can be rewritten as e−iη/2F = ∗eiη/2F̄ , while imposing the

moment map µ = DA ∗ φ = 0 for G-gauge transformations. As noted in [411], the flow

equations (6.3.27) are believed to give rise to a sort of complexification of Instanton Floer

Homology, whose gradient flows between critical points would exactly correspond to half-

BPS domain walls for these 4D N = 1 theories. In other words, given two complex flat

connections on Q at each infinity, A− and A+, such that ∆W (A) 6= 0 (implying that they

belong to two different components of the character variety of Q) counting the solutions to

such flows enumerates domain walls with tension ∆W .

Solutions are quite difficult to establish, and few examples are known. Nevertheless, we can

make some general statements. The fact that Im(e−iηW ) is constant along the flow indicates

that the existence of a solution is heavily reliant on our choice of η. In fact, an index theory

calculation [411] implies that finitely many solutions are generically expected, provided that

we are allowed to vary η and that for some η0, Im(e−iη0W (A+)) = Im(e−iη0W (A−)). A

detailed example is presented in [411], in the case of Q = S3\K where K is the trefoil

knot and GC = SL(2,C). The knot arises from a Wilson operator and sources the complex

curvature as e−iηF
2π = δKµR, leading to the following singularities in A and φ (up to a gauge

transformation on S3\K that removes a dr
r -singularity in φ)

A = αdθ + . . . , φ = −γdθ + . . . (6.3.31)

where α−iγ = µR. Note that the singularities of the fields are translationally invariant along

Rt , so a flow between minima5 of W (A) is an honest domain wall, and not a codimension-

one disorder operator that will occupy more of this chapter. The details in deriving such

a flow and properly treating the gauge ambiguity of W (A) is quite involved, even in this

“simple” example, so we refer the reader to section (5.2) of [411] for details. Defining a

in the original paper [274], φt is covariantly constant and commutes with the other spacial components φµ.
Moreover, by a vanishing theorem, φt = 0 follows from the boundary condition φt|±∞ = 0.

5Actually in this example, one must consider flows between minima of W (A) + IR(A) where the shift
IR(A) captures the Wilson operator insertion into the path integral. The M-theory interpretation of the
Wilson operator is a flavor brane, where after a suitable unhiggsing of G to some larger group, one could
derive this coupling by giving a zero-mode localized along K (in the representation R of G) a vev.
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complexified Floer theory is of deep mathematical interest and it would be intriguing to

explore the recent work of [1] and [121] to derive more examples of these half-BPS domain

walls in 4D N = 1 systems (see also [411]).

We can follow the same logic for the BHV system: now the chiral multiplets are Φ(2,0) and

D(0,1) = ∂ + A and the superpotential is

WBHV =
∫

Tr
(
Φ(2,0) ∧ F(0,2)

)
. (6.3.32)

In this case the interpretation of the local Spin(7) equations as domain wall equations are a

bit more subtle as both the BHV and local Spin(7) systems are on a four-manifold. As we

have already mentioned in our analysis of the 4D and 3D effective field theory, an additional

direction emerges from also including the volume modulus of the elliptic fiber present in

a local F-theory model. More concretely to obtain the Spin(7) equations from the BHV

domain wall equations one has to choose all fields to be independent of the domain wall

direction using only the connection in this direction to break the 4d Lorentz group. This

implies that the covariant derivative becomes simply a commutator with the component of

the gauge field along the domain wall direction, and as discussed before this component is

identified with the additional self-dual two form φ3 appearing in the Spin(7) system. This

does not fully capture the Spin(7) equations as gradients of φ3 in the internal direction

are not visible, however they will appear upon including in the EFT massive modes of the

gauge field coming from dimensional reduction. Along these lines, we also see that we can

even expect domain walls which separate vacua specified in different duality frames, as is

the case in the PW system (defined via IIA / M-theory) and the BHV system (defined via

IIB / F-theory).

6.4 Abelian Solutions

Having presented some general observations on Higgs bundle vacua and interpolating pro-

files, in this section we turn to an analysis of “abelian solutions” which solve the local
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Spin(7) equations, namely the special case where we assume the Higgs field is diagonal.

Geometrically, this class of diagonalizable configurations are those for which the classical

geometry of a Spin(7) space is expected to match to the local gauge theory description. In

more general solutions as captured by T-brane configurations (see e.g. [41, 155, 93, 94, 159,

20, 114, 106, 240, 111, 60, 302, 21, 112, 105, 300, 241, 26, 133, 110, 90, 301, 62, 49, 224]),

some of the gauge theory degrees of freedom come from M2-branes wrapped on collapsing

two-cycles. At a practical level, another reason to focus on abelian solutions is that they

are easier to analyze. Moreover, perturbations in such configurations, as obtained from

switching on localized matter field vevs lead to more general solutions. We leave the latter

point implicit in much of what follows, but we expect the analysis to be quite similar to

what occurs in the case of T-brane vacua, as in references [94, 159, 20, 21].

We refer to an “abelian configuration” as one in which the data of the vector bundle and

the Higgs field are independent of one another. More precisely, in terms of the gauge group

G, we pick a subgroup H ×K ⊂ G such that the Higgs field takes non-trivial values in the

Lie algebra of H, with φSD × φSD = 0. In this case, the local Spin(7) equations reduce to:

FSD = 0 and dφSD = 0. (6.4.1)

This system of equations has the great advantage of being linear and therefore it is much

simpler to build solutions. Moreover the gauge field configuration and the profile of the

self-dual two form are independent. Therefore our low energy effective field theory will

consist of two decoupled sectors: self-dual instantons and the profile of a harmonic self-dual

two-form. Viewed as an M-theory background, we can relate the former with the presence

of M2-brane charge.6 The moduli space of instantons is a well-studied object, and so in

what follows we primarily focus on the profile of the Higgs field.
6The intuition comes from weakly coupled type IIA string theory: in the D6-brane action there is a term

of the form
∫

D6 C3 ∧ tr(F ∧ F ) (here we omitted some proportionality factors), meaning that a stack of
D6-branes with an instanton configuration on it will source D2-brane charge.
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Turning next to the profile of the Higgs field, we see that since we are dealing with a triplet

of commuting matrices, we can speak of rk(H) independent eigenvalues, each of which is a

self-dual two-form on M . In what follows, we shall actually entertain two-forms which are

singular along a submanifold in M . Our reason for doing so is that such solutions have a

natural interpretation in terms of sources in the local Spin(7) equations.

Focusing on a linear combination of such eigenvalues, which by abuse of notation we also

refer to as φSD, we see that at least locally, we can introduce an ansatz which solves the

equation dφSD = 0 by writing φSD = dβ + ∗dβ where β is a one-form gauge potential for

the non-compact gauge group R∗, i.e. the real non-compact form of U(1). Letting Fncpct

denote the field strength for this gauge potential, we see that the condition dφSD = 0 is

tantamount to solving the Maxwell field equations for this gauge theory, i.e.:

dFncpct = 0 and d ∗ Fncpct = 0. (6.4.2)

The analogy to the Maxwell equations also suggests possible ways in which the right-hand

side of this equation may be modified in the presence of sources. In other local gauge theory

systems, such sources indicate the presence of background matter fields which have non-

zero vev. For example, in the PW system, we can have source terms localized at points of

the three-manifold. Extending these to one-cycles in a four-manifold, such sources are the

analog of “electrons” with a worldline in Euclidean space. By a similar token, the source

terms of the BHV system localized along a two-cycle are analogous to wires carrying a

current in Euclidean space. One might also ask whether it is possible to introduce sources

on codimension one subspaces. We find that this does not solve the differential equations

associated with the local triplet of self-dual two-forms. As a final comment, we note that

solutions to the self-duality equations on a four-manifold M have a close connection to the

twistor space of M . This is not an accident; In subsection 6.4.1 we develop the related

geometry of spectral covers based on four-manifolds embedded in Ω2
+(M). Note that the

unit norm self-dual two-forms determine an S2, and this total space is just the twistor space
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of M .

Our plan in the rest of this section will be to further explore this special class of abelian

configurations, focusing almost exclusively on the behavior of the Higgs field (since in this

case it decouples from the gauge bundle). We begin with an analysis of zero modes in such

backgrounds, and also present some examples of localized matter in such configurations.

After this, we turn to the spectral cover for these local Spin(7) geometries. We also show

how perturbations away from a purely abelian configuration produce more general spectral

covers.

6.4.1 Spectral Covers

In this section we discuss some spectral methods for analyzing the profile of intersecting

brane configurations generated from a non-zero Higgs field. In related contexts such as

intersecting seven-branes in F-theory [53, 54, 158, 157, 160] and intersecting six-branes in

M-theory [343, 81], spectral cover methods provide a helpful tool in analyzing the resulting

geometries.

Recall that for the local Spin(7) system, the ambient geometry experienced by a stack of

six-branes is given by the total space of the bundle of self-dual two-forms over M . We pick

a section v of Ω2
+(M) such that (v = 0) = M specifies the location of the original brane

system. For ease of exposition, we fix our gauge group to be G = SU(N), and work with

respect to the fundamental representation. We will indicate some generalizations of these

considerations later.

In the fundamental representation of SU(N), the Higgs field is anN×N matrix. Introducing

the N ×N identity matrix, the spectral equation is:

det (vIN − φN×N ) = 0. (6.4.3)

It describes a four-dimensional subspace inside Ω2
+(M), as specified by the spectral cover

M̃ →M . Observe that as written, line (6.4.3) determines three hypersurface constraints.
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For representations other than the fundamental of SU(N) one should construct a suitable

matrix representation of the action of φSD and construct a similar hypersurface. A similar

description also holds for different Lie algebras replacing the determinant with a suitable

polynomial in v with the coefficients given by the Casimir invariants of φSD. One can also

work with the analogs of the parabolic and cameral covers [154].

Now, in contrast to the case of the Hitchin system and BHV system, there is no natural

“holomorphic” combination of variables available. A similar issue also arises in the case of

the PW system, where there is also a triplet of real constraints. This packaging in terms of

real constraints also complicates the interpretation in terms of intersecting branes. For all

of these reasons, we now focus on the case of abelian configurations for which φSD×φSD = 0,

in which case many of these issues can be bypassed.

In the case where the profile of φSD is abelian, we can choose the self-dual Higgs field to

be valued in Ω2
+(M) ⊗ h, with h the Cartan subalgebra of g. Returning to the case of

H = SU(N), we pick φSD = diag (λ1, . . . , λN ) where the eigenvalues are self-dual two forms

subject to the condition ∑N
i λi = 0. In this case the spectral cover in the fundamental

representation simplifies significantly, becoming

N∏
i=1

(v − λi) = 0 . (6.4.4)

This means that the spectral cover is the union of N sheets (though the positions of only

N − 1 sheets are independent inside Ω2
+(M)).

One of the useful applications of spectral cover methods is to use the intersection pattern

of sheets to glean some information about the presence of localized matter. Indeed, one

expects that for generic values of φSD the gauge group is completely Higgsed to its maximal

torus. However on the loci where two sheets meet there will be a local enhancement of

the gauge group which, following the unfolding procedure of [276], indicates the presence

of localized matter. Geometrically we therefore expect to have localized matter whenever
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two eigenvalues coincide, and this sheet intersection can occur in different codimension on

M depending on the profile of the eigenvalues. It is possible to have matter localized on

a codimension two subspace inside M , namely matter localized on a two-dimensional cycle

inside M , when two components of the triplet of the eigenvalues become identical with

the third one being zero. Since locally one component of φSD vanishes, this is the kind

of localized matter appearing in BHV solutions (matter on curves). The other case is to

have matter localized on a codimension three subspace inside M , namely matter localized

on a one-dimensional cycle inside M . This case requires all three components of a pair

of eigenvalues to coincide with no component being identically zero, and it is the kind of

matter which appears in PW systems.

We can also include “abelian fluxes” in the same geometric setting. Indeed, we are free to

also consider vector bundles which split up as a direct sum of bundles with U(1) structure

group. For a gauge group SU(N), this will appear as a decomposition:

V = L1 ⊕ ...⊕ LN , (6.4.5)

such that the first Chern class of V vanishes. This can also be used to define a corresponding

“universal line bundle” on M̃ , much as in other spectral cover constructions. In the context

of 4D BHV models, such fluxes are necessary to realize a chiral matter spectrum, and this

will also affect the zero mode spectrum of the 3D model.

Given the presence of localized matter at the intersection of sheets one may wonder how the

geometry is modified when the matter fields acquire a non-vanishing vacuum expectation

value. This would result in a recombination of different sheets, producing a T-brane config-

uration. However, in contrast to the BHV system, the absence of a holomorphic structure

means the resulting spectral cover may not be as useful in extracting the appearance of

localized matter. A similar issue was noted in PW systems with T-brane configurations

[49]. We leave a full analysis of this case for future work.
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6.4.2 Zero Mode Profiles

In this section we turn to an analysis of the zero mode profiles generated from working

around a fixed Higgs field background. To have a non-zero abelian configuration in the first

place we must assume that there is a suitable set of harmonic self-dual two-forms on M .

On a compact four-manifold M , we thus require b+2 > 0. We can also work more generally

by allowing singularities in the profile of the Higgs field. Denoting by P the point set of

singularities, we only demand the existence of a harmonic self-dual two-form on M\P . In

the latter case, the condition of compactness is instead replaced by a notion of suitable

falloff for fields near the deleted regions of M . In what follows, we do not dwell on this

point, and assume a sufficiently well-behaved compactly supported cohomology theory in

all cases considered.

Given a solution to the local Spin(7) equations, zero modes correspond to linearized fluc-

tuations:

A = 〈A〉+ a (6.4.6)

φSD = 〈φSD〉+ ϕ. (6.4.7)

Here, we will be interested in the special case where φSD takes values in the Cartan subal-

gebra h ⊂ g. To understand the matter content, it is convenient to decompose the adjoint

representation of G into representations of H×K where K now refers to the commutant of

H inside G. By abuse of notation, we also write H = U(1)r since now we are dealing with

abelian configurations anyway. The relevant breaking pattern is:

G→ K × U(1)r =⇒ Adj(G)→ Adj(K)0 ⊕ 1⊗k0
⊕
i

(
Ri,qi ⊕Ri,−qi

)
. (6.4.8)

Here, Ri are some representations of K and qi denotes the vector of U(1) charges. To

proceed further, we separate our analysis into modes which have all U(1) charges zero (bulk

modes), and modes with at least one non-zero U(1) charge (localized modes).
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Bulk Modes

We expect to have bulk modes corresponding to uncharged representations which are not

affected by the background of φSD. Their zero mode equations are

(da)+ = 0 , dϕ = 0 , (6.4.9)

which for a generic metric implies da = 0, therefore we have b+2 + b1 bulk scalar multiplet

zero-modes in both the adjoint representation of K and in the uncharged representation

1⊗r0 . By standard considerations we will also generate a 3D N = 1 vector multiplet for

K × U(1)r.

Localized Modes

Consider next the profile of fluctuations which have non-trivial U(1) charge. As per our

discussion of spectral covers, we expect these to be located at the intersection of two sheets

of the spectral cover (for a choice of some representation R). Given a Higgs field φR in a

representation R of H, we get a collection of eigenvalues Eigen(φR) = {λ1, ..., λdimR}, each

of which is a section of Ω2
+(M). We expect to find localized matter at the vanishing locus

for:

λij ≡ λi − λj . (6.4.10)

Of course, this difference in eigenvalues is again a self-dual two-form. To avoid overloading

the notation, in what follows we shall reference this difference in eigenvalues as λSD. We

will also compare with the related difference in eigenvalues λBHV and λPW for the BHV and

PW systems.

Harmonic self-dual two-forms such as λSD are objects of some interest in the analytic

gauge theory community.7 This is mainly because λSD can be treated as a so-called near-

symplectic form, which means that it is a symplectic form on the complement of the van-
7In the case where M is compact and b+2 > 0. We expect similar considerations to also hold in cases

where the self-dual form has non-trivial poles.
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ishing locus Z ≡ {λSD = 0} in M . As we will confirm below, the locus Z is where the zero-

modes are localized so its behavior is crucial for understanding the resulting physics. Since

λSD is locally specified by three real degrees of freedom, Z will generically be codimension-

three, although with fine-tuning it may enhance to (co)dimension-two (which is generic from

the BHV/holomorphic point-of-view). Because the only compact one-dimensional object is

S1, Z is generically a collection of disjoint circles. As shown by Taubes [388], for any class

in H2
+(M,R) and positive integer n, there is some λSD with n circle components in Z. Es-

sentially this means that there is no global restriction on λSD when knowing behavior in a

local patch, and in fact an argument in [388] says that if we know λSD and its Z-components

in some open set U we can perturb it slightly to generate any number of Z-components

on M\U . Interestingly, our calculation of the 3D gauge theory zero modes is very similar

to the calculation of Gromov–Witten and Seiberg–Witten invariants on Q × S1 for Q a

three-manifold [202].

We now look at a local patch of a single circle in Z, which will beB×S1, whereB is the three-

ball/disk. As proved in [256], there are exactly two possible forms that λSD may take, the

more obvious one is the so-called “untwisted form” and a certain Z/2Z-quotient yields the

“twisted form.” The untwisted form can be described with coordinates (x1, ..., x4) ∈ B×S1

as

λSD = x1(dx41 + dx23) + x2(dx42 + dx31)− 2x3(dx43 + dx12), (6.4.11)

where in the above, we have used a condensed notation for wedge products, writing for

example dxab = dxa ∧ dxb = dxadxb. By inspection of equation (6.4.11), we observe that

this can be recast in terms of the one-form of PW as

λSD = ∗3λPW + dx4 ∧ λPW λPW = x1dx1 + x2dx2 − 2x3dx3. (6.4.12)

This means that the untwisted circle generates 3D matter that is a Kaluza-Klein reduction

of a 4D chiral multiplet associated to the vanishing locus of λPW on B, so our 3D zero-mode

is actually the reduction of a 4D N = 1 chiral multiplet.
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In a little more detail, the S1 isometry of the background allows us to reduce the zero-mode

equations to that of the PW system, which thus yields an explicit solution in the patch.

To see how this comes about, let ωi (i=1,2,3) be the local basis of self-dual two-forms in

equation (6.4.11). Then, we may write a candidate zero mode fluctuation in the Higgs

field as ϕ = ∑
i ϕiωi = ∗3ϕ + dx4 ∧ ϕ. By abuse of notation, we shall refer to λ and ϕ

interchangeably as either self-dual two-forms on B × S1, or as one-forms on B. Consider

next the fluctuations of the gauge field A. Since we are dealing with small perturbations, we

can choose to gauge away the fluctuation along the circle. The field content is then captured

by (ϕ, a), one-forms on B. Normalizing the relevant U(1) charge for the fluctuations to

one, the zero mode equations reduce to:

d3a− λ ∧ ϕ = ∂4(∗3a), (6.4.13)

d3ϕ+ λ ∧ a = −∂4(∗3ϕ), (6.4.14)

d†3ϕ+ a · λ = 0, (6.4.15)

where the subscript “4” denotes the circle direction. Because the background is invariant

under the S1 rotation, the right-hand side of each equation is zero for massless 3D modes.

We then see that our equations are exactly of the form of the PW zero-mode equations,

allowing us to package the zero-modes as ψ ≡ a+ iϕ

dλψ = 0, and d†λψ = 0, (6.4.16)

where dλ ≡ d+ iλ. We observe here that this really describes four real equations whereas in

the previous treatment we only indicated three real equations in lines (6.4.13)-(6.4.15). The

first zero mode equation dλψ = 0 directly matches to equations (6.4.13) and (6.4.14), while

the zero modes in the conjugate representation of the 4D theory are captured by equation

(6.4.15) and an additional Lorentz gauge type condition on a which has no bearing on the

spectrum of the physical theory.
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As seen in (6.4.12), we have λ = idf in B where f is a harmonic Morse function of index

+1 but we could have alternatively written down an f with index −1. This is relevant

because due to the partial topological twist of the PW system on Q, system chiral modes

are one-forms on Q localized at the (+1)-index critical points of f and anti-chiral modes are

two-forms localized at (−1)-index critical points. See [343] and [81] for more details. If in

the coordinates of (6.4.12), we have a localized 4D chiral mode, there is, in this coordinate

system, a Gaussian falloff proportional to exp(−(x1)2 − (x2)2 − (x3)2) in the zero mode

[343, 81]. Including all fields in the same supermultiplet and dimensionally reducing along

the one-cycle, we obtain a 3D N = 2 chiral multiplet.

The other local possibility for φSD is the twisted form, which gets its name because we can

start with the untwisted solution on B× [0, 2π] which furthermore wraps a one-cycle in M .

We then glue the two ends of the interval as

x1 7→ x1, x2 7→ −x2, x3 7→ −x3 x4 7→ x4 − 2π, (6.4.17)

and we see that this will not lead to any 3D zero modes as the wavefunctions in the previous

paragraph are odd under such a transformation and are gapped out in similar spirit to a

Scherk-Schwarz compactification. We note that while Taubes proved that the total number

of circles can be an arbitrary number, we do have the somewhat weak constraint which is

attributed to Gompf in reference [388]:

#(untwisted circles)− 1 + b1 − b2+ ≡ 0 mod 2. (6.4.18)

6.4.3 Defects and Singularities

In the previous subsection we presented a general discussion on the local structure of matter

obtained from an abelian Higgs field configuration. In addition to this zero locus where

sheets of the spectral cover meet, there can also be various singularities present in the profile

of the Higgs field. In the BHV system, these singularities have a natural interpretation as
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originating from vevs of matter fields localized on a subspace. In this section we develop

an analogous treatment for local Spin(7) systems with matter on a curve C as well as on a

line L.

To begin, we need to work out the possible couplings between bulk matter fields and defects

of the system. Some elements of this analysis were presented in [234], but we give a more

complete treatment here. Recall that we will have two different kinds of matter fields

depending on the localization patterns inside M . For the case of matter fields on a two-cycle

C, these fields will appear as 5D hypermultiplets and it will be convenient to package them

as pairs of 4d N = 1 chiral multiplets in conjugate representations calling them χ and χc.

The topological twist implies that these fields will transform as sections of K1/2
C (tensored

with the restriction of vector bundles specified by the six-branes). The presence of these

defects introduces new terms in the superpotential, specifically one gets the interaction:

WC =
∫
C
〈χc, DCχ〉+ 〈χ̄c, DCχ〉+

∫
C
i∗C(φSD) [µ (χ, χ)− µ (χc, χc)] , (6.4.19)

where the pairing 〈·, ·〉 contracts the matter field representations to give a gauge singlet and

the moment map µ maps a representation and its conjugate to the adjoint and i∗C(φSD)

denotes the pullback of the self-dual two-form onto the curve C. Similarly, the notation DC

refers to a covariant derivative obtained from the pullback of the bulk gauge connections

on the six-branes to the curve C. Here and in the following we will put a bar over any 4D

N = 1 chiral multiplet to denote its conjugate anti-chiral multiplet.

In addition to this there can be matter fields localized on a one-cycle L inside M . In this

case the matter fields will appear as 4D N = 1 chiral multiplets dimensionally reduced along

the line L. We refer to such fields as σ. In this case the topological twist will be trivial and

the matter fields will simply be scalars on L. Again, when these fields are present there will

be additional superpotential interactions

WL =
∫
L
〈σ̄, DLσ〉 , (6.4.20)
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Figure 67: Depiction of the four-dimensional gauge theory on a four-manifold M associated
with the local Spin(7) system. Matter fields can be localized on two-cycles C, as in the
case of the BHV system. It can also be localized along a real one-cycle L, which amounts
to taking matter of the PW system and compactifying further on this line.

where again the pairing 〈·, ·〉 contracts the matter field representations to give a gauge

singlet. See figure 67 for a depiction of localized matter in a local Spin(7) system.

The presence of localized matter fields generates a corresponding source term in the local

Spin(7) equations. Summing over possible curves and lines, we have the modified equations

of motion:

FSD + φSD × φSD =
∑
C

δC [µ (χ, χ)− µ (χc, χc)] , (6.4.21)

DAφSD =
∑
C

δC (〈χc, χ〉+ 〈χc, χ〉) +
∑
L

δL〈σ̄, σ〉 . (6.4.22)

The presence of these source terms also means that the Higgs field can now acquire possible

singularities. Solutions to the BPS equations in the presence of sources follows directly

appealing to self-dual classical electrodynamics, albeit with the non-compact gauge group

R∗. Our solution for a singular line with local coordinate x4 is (i.e. “the worldline of an

electron”) has leading behavior:

φ4i ∼ 〈σ, σ〉
xi
2r3 and φij ∼ 〈σ, σ〉εijk

xk
2r3 , (6.4.23)
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where we have introduced local coordinates transverse to the line x1, x2, x3 with r2 =

(x1)2 + (x2)2 + (x3)2.

We can also entertain singularities along a Riemann surface C. A singular surface can

always be expressed locally in complex coordinates, this is because one can show using the

conformal invariance of the BPS equations that φSD specifies an almost complex structure

on M\C [256], so in a C2 patch we have the leading behavior:

φSD ∼ 〈χc, χ〉
dz ∧ dw

z
+ h.c. , (6.4.24)

where w is a local coordinate along C and z is a coordinate transverse to C such that

C = (z = 0).

At the level of gauge theory solutions, one may also consider twisted defects, but since there

are no 3D massless states that can have vevs, we ignore this possibility. Also, note that in

the presence of defects we should really replace all statements of Betti numbers, cohomology

groups, and so on with their relative cohomology analogs with respect to the singular locus

of φSD.

6.5 Interfaces and PW Solutions

In section 6.3 we discussed in general terms how the PW system can be viewed as defining

an interpolating profile between 5D N = 1 vacua, as captured by the Hitchin system, and

that the local Spin(7) system can be viewed as defining an interpolating profile between

4D N = 1 vacua, as captured by the PW system. Having given a more general discussion

of singularities in local Spin(7) systems, we now turn to some explicit examples of this

sort. As a warmup, we first present an example of an interface between 5D vacua, and we

then turn to an example of an interface between 4D vacua. In both cases, we find that

our abelian Higgs field configuration contains singularities in the interpolating region of the

geometry. We show more generally that abelian interpolating configurations of this sort

always contain such singularities.
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6.5.1 Codimension-One Defects

Recall that earlier in section 6.3 we mentioned that our M-theory compactification gives

a correspondence between Floer-like solutions to the Kapustin-Witten equations on Q ×

Rt that interpolate between two flat GC-connections on Q and half-BPS domain walls of

4D N = 1 systems with tension T = |∆W | set by the difference in the value of the

superpotential in the two minima. These domain walls separate different vacua of the

theory, and are associated with the interpolation of a light degree of freedom, at least when

its mass is below that set by T 1/3. This begs the question: what is the interpretation of the

domain wall solutions we discussed from the perspective of a 4D observer who does not have

access to the full higher-dimensional system? When we integrate out to a scale Λ� T 1/3,

the dynamics the domain wall may be considered fixed and we end up in a situation of

studying a field theory in the presence of a codimension-one timelike defect operator. This

situation has several different incarnations in the field theory/string theory literature, and

we will fix our nomenclature by calling it an interface. We could have also called this object

a disorder operator because, in analogy with the t’ Hooft operators of 4D gauge theories,

its insertion in the path integral has the effect of changing the space of fields one integrates

over to include a certain singularity along the operator, in addition to the fact that they

both have an interpretation as an infinitely massive charged excitation. We also see a close

relationship between interfaces and boundary conditions, they are essentially synonymous

due to what is sometimes called “flipping”, see for instance [186]. We call our field theory

on the right/left-hand side of the wall with consistent coupling to the interface at t = 0 as

TL and TR. This is equivalent to considering a boundary condition for TR	TL that exists

just on the right-hand side, where the product 	 means we take the decoupled sum of the

theories but with a t→ −t action on TL.

6.5.2 5D Interfaces

We now turn to interfaces for 5D vacua as obtained from compactifications of M-theory

backgrounds. We primarily focus on M-theory vacua obtained from a local curve of ADE
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Figure 68: Depiction of a monodromy defect operator. This structure occurs along a
codimension two subspace.

singularities, with local model given by the Hitchin system.

We begin with some general considerations. Recall that on C a genus g curve with marked

points, solutions to Hitchin’s equations are given by complex flat connections with prescribed

holonomies around the marked points. This means that the BPS solutions on C ×Rt with

a non-trivial interpolation must have some sort of singularities since flat connections on

this three-manifold can always be pulled back to C. This agrees with the fact there should

not be domain walls interpolating between different vacua of a 5D N = 1 theory since

π0(Mvac.) = 1. To study a change in monodromy, we must focus on singularities localized

on a one-cycle in C, at say t = 0, because the effect of a point-localized source can be

decoupled by shifting counters around the source, while a line-localized source cannot be

avoided by all of the 1-cycle counters due to the nondegenerate pairing on π1(C). These

defects are known as monodromy defect operators and for the case of 5D interfaces we

can build up any representation ρ : π1(C) → GC, and thus can interpolate between any

two Hitchin solutions given by representations ρL and ρR by complex conjugation and t-

reflection.

More specifically, we define a monodromy defect operator much as in [412] on some manifold

X by excising a codimension-two submanifold U and prescribing some monodromyM∈ GC
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around it in X\U with the lowest order singularity possible in A. In our case of the three

manifold X = C × Rt, the defect operator is a Wilson loop with the singularity structure

of (6.3.31). We can then engineer any ρR from a trivial representation ρL = 1 by an

interpolating representation ρint : π1(X\U, x0) → GC where we chose a basepoint on the

left side (z0, t0) ≡ x0 ∈ C × (−∞, 0). The idea is that ρint is trivial when restricting to

paths on the lefthand side but paths that only wrap cycles on the right-hand side will

necessarily wrap at least one component of U and have nontrivial monodromy. Writing the

generators of π1(C) as Ai, Bi where i = 1, . . . , g, the automorphism Ai ↔ Bi allows us to

assign a holonomy to a path that wraps Ai for t > 0 given by the monodromy MBi , and

similarly ρ(Bi) =MAi . Because this assignment is at the level of generators we can build

any monodromy representation this way. See figure 68 for a depiction of a monodromy

defect operator.

We now provide an explicit interpolating example for the Hitchin system on a curve C =

T 2 with marked points. The presence of marked points will be used to build a position

dependent Higgs field since in this case we have φHit is a meromorphic section of KT 2 ⊗

O(−∑i pi). We take the three-manifold of the interpolating PW system to be C × R. In

what follows we keep the gauge field A switched off. The BPS equations dφPW = d†φPW = 0

are linear so we can simply decompose a solution to the PW system as a linear combination

of “left and right” pieces, writing:

φPW = φL + φR. (6.5.1)

Introducing coordinates (x, y) for the T 2, we can define complex coordinates u = t+ ix and

v = t + iy to take advantage of the fact that the real or imaginary part of a holomorphic

function is harmonic in two dimensions. A simple interpolating solution that behaves as

φL,R → 0 for t→ ±∞ is

φL = Re
[
fL1 (u)− tanh(u) + 1

2 du+ fL2 (v)− coth(v) + 1
2 dv

]
, (6.5.2)
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Figure 69: Depiction of an interpolating profile between two 5D N = 1 vacua with a
4D interface. The compactification geometry is captured by asymptotically Calabi-Yau
threefold geometries given by a curve of ADE singularities. The interpolating geometry is
a non-compact G2 space. The local gauge theory associated with these cases is a Hitchin
system on the left and right, and a PW system in the interpolating region. We have also
indicated the locations of monodromy defect operators of the PW system by orange lines,
namely one-cycles in the non-compact three-manifold.

φR = Re
[
fR1 (u)tanh(u) + 1

2 du+ fR2 (v)coth(v) + 1
2 dv

]
, (6.5.3)

which solves the 5D BPS equations of motion because the hyperbolic tangent function has

simple poles with residue +1, while those of hyperbolic cotangent are −1. For example, near

u = iπ/2, φR ∼ Re
[
fR1 (iπ/2)

2(u−iπ/2)du

]
. Note also that the periodicity in the T 2 directions means

that there are an equal number of poles concentrated on the A- and B-cycles of the T 2. See

figure 69 for a depiction of the fibered Hitchin system and the resulting interpretation as

an interface for 5D vacua.

6.5.3 4D Interfaces

In the previous section we presented an interpolating profile between two abelian Hitchin

systems. The main feature of the solutions previously presented is that we essentially
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Figure 70: Depiction of an interpolating profile between two 4D N = 1 vacua with a 3D
interface. The compactification geometry is captured by asymptotically G2 spaces given
by a three-manifold of ADE singularities. The interpolating geometry is a non-compact
Spin(7) space. The local gauge theory associated with these cases is a PW system on the
left and right, and a local Spin(7) system in the interpolating region.

summed up two distinct Hitchin system solutions which only preserved a common 4D N = 1

subalgebra along the interpolating profile coordinate of a non-compact three-manifold.

In this section we present examples of abelian PW systems which are connected by an

interpolating profile in a local Spin(7) system. To begin, we observe that the “summing

up Hitchin systems” construction generalizes to three-manifolds Q with marked one-cycles.

The main point is that we can write T 3 as a product S1 × S1 × S1, and so we can pick

different pairs of S1 factors to generate curves for a Hitchin system. Letting (x, y, z) denote

local real coordinates on these three S1 factors, we can consider three T 2 factors, namely

C(1) = T 2
(y,z), C(2) = T 2

(z,x), C(3) = T 2
(x,y). For each of these Riemann surfaces, we can also

include marked points, which then specify marked one-cycles on the three-manifold Q. For

each such factor we can specify a corresponding Hitchin system which is trivial along the

complementary S1. Each such Hitchin system automatically solves the PW equations, and
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would, on its own, preserve 4D N = 2 supersymmetry. The key point we wish to emphasize

is that we can switch on more than one Hitchin system, and thus obtain a solution on a

compact Q which only retains 4D N = 1 supersymmetry. Adding another solution will not

break any further supersymmetry. Summarizing, we get a class of abelian solutions on Q

(with marked one-cycles) by writing:

φPW = φ
(1)
Hit + φ

(2)
Hit + φ

(3)
Hit, (6.5.4)

namely a sum of independent Hitchin system solutions on the curves C(i). See figure 70 for

a depiction of a PW–PW gluing.

The advantage of this presentation is that we can now use our previous results on 5D

interfaces to generate 4D interfaces. Indeed, for each Hitchin system solution, we can

construct an alternative non-compact three-manifold which we can label as Q(i) = C(i)×R.

For each case, we can also construct an interpolating solution, since the complementary

circle is again a “spectator” in the analysis. Now, each of these PW solutions can also be

repackaged as a self-dual two-form on the four-manifold Q(i) × S1
(i), as per our discussion

in section 6.4. Consequently, our solutions can be summed, producing an interpolating

Spin(7) solution!

6.5.4 Interpolation Singularities

In the previous examples of interpolating solutions we saw the appearance of a singularity

in the t direction, which we interpret as the presence of a monodromy defect operator in

the internal gauge theory, or equivalently as a vev for localized matter. It is natural to

ask whether this is an artifact of these particular solutions or whether the appearance of

such singularities is a more generic feature. In what follows we again focus on abelian

configurations.

Along these lines, consider the local Spin(7) equations on the non-compact four-manifold

M = Q×R with Q a three-manifold. We show that if there are no singularities in the profile

339



of the Higgs field, we generate a contradiction. To show this, we assume the contrary. Recall

that the self-dual two-form φSD can be repackaged as a one-form φPW of the PW system:

(Dt ∗3 φPW + dφPW) ∧ dt = 0, d†φPW = 0 . (6.5.5)

Integrating the first equation and taking the 3D Hodge dual we have

φPW(t =∞)− φPW(t = −∞) = d†
(∫ ∞
−∞

dt ∗3 φPW

)
, (6.5.6)

but by assumption, φPW(t = ±∞) is harmonic on Q meaning that the right-hand side of

(6.5.6) must vanish by the Hodge decomposition. We note that this same argument also

extends to flat gauge field connections which commute with the Higgs field. Note that by

modifying the argument one can see that the singularities in φPW that are translationally

invariant along the R direction do not affect the conclusion, but singularities localized in the

t-direction violate the above assumptions. For example, there are additional contributions

to the integral of equation (6.5.6) in this case.

6.6 Interpolating BHV–PW Solutions

In the previous sections we have shown that there is a natural interpretation of the local

Spin(7) equations as specifying an interpolating profile for Higgs bundle vacua obtained

from the PW and BHV systems. This is in accord with the geometric proposal of reference

[82], which argued that there is a generalized connected sums construction of Spin(7) spaces

via YG2×S1 and XCY4 building blocks. The aim of the present section will be to develop the

analogous construction in the local setting. One important feature of these local models is

that singularities are necessarily part of the local geometry. One can thus view the present

considerations as a complementary approach to analyzing possible interpolating vacua as

generated by GCS-like constructions. Additionally, these local models also provide some

information on data such as the metric through the profile of the interpolating Higgs field.

An additional feature of our considerations is that there is also a close connection between
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the twisted connected sums construction of G2 spaces and our local systems. Indeed, the

ambient geometry of the local Spin(7) system is a non-compact G2 space, and that of the

PW and BHV systems are non-compact Calabi-Yau threefolds.

Our strategy for realizing the local model analog of the GCS construction will be to actually

start with deformations of the Hitchin system on a curve C, and to then fiber this to produce

local Spin(7) solutions which asymptotically approach either the PW system or the BHV

system. In both cases, we consider a fibration over a cylinder C∗ ' R × S1, where in the

case of the PW system, we assume that the profile of fields on this additional circle factor is

trivial, and in the case of the BHV system we assume that the profile fields is holomorphic in

the cylinder coordinate (in a sense we make precise later). The key idea in our construction

is that deep in the interpolating region, both the PW and the BHV system approach a

Hitchin system on a curve C. As we explain, this is close in spirit to what happens in the

GCS construction of reference [82].

An important clarifying remark is that there are really two ways in which a PW system

will enter our analysis. On the one hand, we have a compact three-manifold Q = C × S1,

and a solution to the Hitchin system, which trivially extends to a solution to the PW

system. On the other hand, we have a “non-trivial” PW system given by working with the

three-manifold Q̃ = C×Rt. The spacetime interpretation of course depends on whether we

view Rt as part of a 4D spacetime, or an “internal direction” which we imagine is eventually

compactified (perhaps as in the GCS construction). As we have already discussed in section

6.3, taking the PW system to be defined on Q, we obtain an interpolating profile between

4D vacua. On the other hand, if we take the PW system to be defined on Q̃, then there is

a sense in which we can view our construction as building a particular class of 3D N = 1

theories. Both physical systems are of intrinsic interest, and so in what follows we shall

primarily focus on the geometry of the gauge theory solutions. With this in mind, in this

section we shall treat t as an internal coordinate on the four-manifold used to define the local

Spin(7) system. It will remain as a local coordinate of the four-manifold used in the local
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BHV system, but will correspond to a direction normal to the three-manifold appearing in

the PW system.

As an additional comment, in the context of local models where we keep the cylinder non-

compact, we can of course extend this analysis to start building more general interpolating

solutions, alternating between PW and BHV configurations. This provides another way,

for example, to realize PW–PW interfaces, simply by constructing a PW–BHV–PW profile.

Similarly, we can realize a BHV–PW–BHV profile using the same sort of analysis.

The rest of this section is organized as follows. We begin by reviewing some general features

of the generalized connected sums construction, and then turn to the local model version

of this construction. With this in place, we then present an explicit abelian configuration

of the local Spin(7) system which asymptotically approaches the BHV and PW systems.

6.6.1 Review of Generalized Connected Sums

In this section we review the construction of [82] that builds Spin(7)-manifolds by gluing

two non-compact eight manifolds. The two building blocks employed in the construction are

a non-compact Calabi–Yau fourfold and a product of a non-compact G2-holonomy manifold

with a circle. Both building blocks will have a non-compact cylindrical region and the idea

behind the construction is that by a suitable gluing of the two blocks happening in this

region one can obtain a compact Spin(7)-manifold. We first describe the two building

blocks and their asymptotic cylindrical regions:

- Calabi–Yau Block This building block is a non-compact Calabi–Yau fourfold X

which possesses a region Xcyl diffeomorphic to the product of a cylinder C∗ ' R×S1

and a compact Calabi–Yau threefold Z. The complement of Xcyl inside X is compact.

One common way to build such manifolds is to excise the anti-canonical class from a

Fano Kähler manifold [389, 390, 46], however in [119, 221] it was shown that weak-

Fano Kähler manifolds can also be used as building blocks.

- G2 Block This building block is the product of a non-compact G2 manifold Y with
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a circle. The requirement is that outside a compact submanifold Y is diffeomorphic

to a Calabi–Yau threefold times an interval.

The basic observation is that the two building blocks have the same asymptotic structure,

namely, they both asymptote to the product of a cylinder with a Calabi–Yau threefold. By

cutting the cylinders at finite distance and gluing the two sides one builds a compact eight

dimensional manifold and the proposal of [82] is that upon taking a sufficiently long tube

one can find a suitable deformation of the metric that gives a Spin(7) structure without

torsion.

To give some more intuition behind the fact that the resulting compact manifold is a

Spin(7)-manifold we can take a look at the various calibrating forms of the two building

blocks and how they are glued together. Let us start with the Calabi–Yau building block:

since a Calabi–Yau fourfold is an eight-manifold of SU(4)-holonomy it is a particular case

of a Spin(7)-manifold. Indeed by using the holomorphic four-form Ω4 and the Kähler form

J one can build a four-form

ΨL = Re (Ω4) + 1
2J ∧ J , (6.6.1)

which is closed and self-dual. In the G2 building block we have a similar situation, that is

an eight manifold with a holonomy group that is a subgroup of Spin(7) (in this case G2). In

this case we can use the associative three-form Φ of the G2 manifold to build the four-form

ΨR = dσ1 ∧ Φ + ∗Φ , (6.6.2)

where dσ1 is the one-form on the circle and the Hodge star is taken on the G2 manifold.

This four-form is again closed and self-dual.

We are interested in what happens in the gluing region, again we start by spelling out

the details for the Calabi–Yau building block. In the cylindrical region the holomorphic

three-form and the Kähler form asymptotically approach respective forms on Z × C∗, that
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is

Ω4 ∼ (dσ1 + idσ2) ∧ ΩZ , (6.6.3)

J ∼ dσ1 ∧ dσ2 + JZ . (6.6.4)

Here σ1 and σ2 are coordinates along the circle and interval directions of the cylinder

respectively. Moreover by writing ∼ we mean equivalence up to terms that are exponentially

suppressed in the σ2 direction. On the G2 side of the story we need to characterize the

asymptotic behavior of the associative three-form in terms of the calibrating forms of the

asymptotic Calabi–Yau threefold Z

Φ ∼ Re (ΩZ) + dσ2 ∧ JZ , (6.6.5)

where we called σ2 the coordinate along the interval and the meaning of ∼ is the same as

above. Looking at the asymptotic behaviors one can see that the two self-dual four-forms

match in the asymptotic region and are the only forms that are preserved after the gluing

is performed.

To interpret this geometry as specifying an interface between 4D vacua as in section 6.3,

we would now need to decompactify the S1 direction associated with the σ1 coordinate.

Additionally, we would have to change the interpretation of σ2 as instead being purely in

the “internal” directions of the compactification geometry. In the associated local model

construction, we will again see the appearance of a cylindrical geometry, but this will be

purely “internal.” To avoid confusion, we have therefore chosen to label the cylindrical co-

ordinates in this subsection differently from the ones which will appear in our local model

construction. It would of course be quite interesting to study how explicit decompactifica-

tion limits connect the global and local pictures. For now, we shall remain agnostic on the

precise form of such a procedure.
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6.6.2 Generalized Connected Sums and Local Models

Having reviewed how GCS Spin(7)-manifolds are built, we now turn to the local model

version of this construction. The expectation is that we have two classes of building blocks

in the local model setting as well, each corresponding to 4D N = 1 (and its reduction to

3D N = 2) supersymmetric configurations on the corresponding building block. We first

describe the two local model building blocks

- BHV Building Block This building block corresponds to supersymmetric configu-

rations on a four-cycle inside a Calabi–Yau fourfold. Such configurations are solutions

to the BPS equations written in [53] and we shall call this a BHV block. In the local

Spin(7) BPS equations these configurations are obtained whenever one component

of the triplet of self-dual two forms φSD is turned off. In the asymptotic cylindrical

region of the Calabi–Yau fourfold the solution has to approach a Hitchin system on

a Riemann surface C times a trivial configuration on the cylinder. Note that we can

view this as a patch of a compact Kähler surface with some locus deleted. An example

is C × P1 where we mark two points on the P1.

- PW Building Block This building block corresponds to supersymmetric configura-

tions on a three-cycle Q = C×S1 inside a G2 manifold (the additional circle direction

plays no rôle). Such configurations are solutions to the BPS equations written in

[343] and we shall therefore call this a PW block. Specifically, a PW block is obtained

whenever all the fields appearing in the local Spin(7) BPS equations are independent

of one direction and the gauge field along that direction is turned off. In the asymp-

totic region of the G2 manifold the solution has to approach a Hitchin system on a

Riemann surface times a trivial configuration along the interval direction.

We see that the two building blocks have the same asymptotic behavior and therefore we

expect that by cutting the cylinder at a finite distance and gluing the two sides one can

build a solution interpolating between the two which would correspond to the local model
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version of the GCS construction.

One important aspect that we would like to clarify about the GCS construction refers to

how quickly one might expect to approach a BHV or PW solution on either side of the

glued manifold. We shall focus our attention to the tubular region where the gluing occurs.

Here the geometry of the four-manifold simplifies as it is diffeomorphic to C∗ × C, that is,

a cylinder times a Riemann surface. To fix our conventions about the choice of coordinates

we take (t, θ) on the cylinder so that the metric is

ds2 = dt2 + dθ2 + ds2
C . (6.6.6)

After gluing the two sides in the tubular region we expect to have a full-blown solution to

the local Spin(7) system, that is a solution that is not also a solution to any simpler system

of equations. Nevertheless we also expect that the effect of the gluing will be localized in

the tubular region and therefore will fade away as we approach the asymptotic regions of

the cylinder where we should recover the original building blocks. We start by describing

the approach to a BHV solution. Recall that a BHV solution is recovered from a general

local Spin(7) solution whenever one of the components of the triplet of self-dual two form

φSD vanishes (following the notation used in section 6.2 we will call this component φγ). By

inspection of the power series around a point with BHV boundary conditions it is possible

to see that φγ and its derivatives fall off exponentially, that is there is a coefficient λ > 08

|φγ | ∼ eλt , (6.6.7)

and where we took the BHV building block to be located at large negative values of t. A

similar story occurs when approaching PW solution: recall that a PW solution is recovered

from a local Spin(7) one when the component of the gauge field along the circle direction of

the cylinder vanishes and all remaining fields do not depend on the circle direction. Again
8This can be obtained by using the conformal map between a cylinder and C∗. If we require that φγ

vanishes at∞ in C∗ and require it to be analytic around this point we obtain the exponential behavior when
reverting back to the coordinates on the cylinder.

346



by inspection of the power series around a point with PW boundary conditions one gets the

following asymptotic behaviors

|Aθ| ∼ e−λ1t , (6.6.8)

|∂θψ| ∼ e−λ2t , (6.6.9)

for some positive constants λ1,2. Here we placed the PW boundary at large positive values

of t and called ψ all field components other than Aθ. Moreover the asymptotic behavior of

Aθ is defined up to gauge transformations that are bounded in the limit t→∞.

We now connect this discussion to a local version of the gluing used by Kovalev [291, 120]

in the TCS construction. The idea is that once we consider a four manifold M the total

space of the bundle of self-dual two forms is a local G2 space.9 Our aim will be to show

how this ambient space splits into non-compact building blocks of the sort appearing in the

TCS construction. We will start by setting our notation: our four manifold coordinates will

be xi with i = 1, . . . , 4, the coordinates on the fibers of the bundle of self-dual two forms

will be ya with a = 1, 2, 3. We use a condensed notation for wedge products, writing for

example dxab = dxa ∧ dxb = dxadxb. The total space of the bundle of self-dual forms is a

G2 space and its associative three-form is:

ΦG2 = dy123 − dy1
(
dx14 + dx23

)
− dy2

(
dx24 + dx31

)
− dy3

(
dx34 + dx12

)
. (6.6.10)

Note that our manifold M which is the zero section of the bundle is a co-associative cycle

(that is ΦG2 |M = 0) before turning on a profile for φSD.

We now look at the two building blocks (BHV and PW) and how they embed as Calabi–Yau

threefolds inside the G2 space. Note that given a Calabi–Yau threefold Z with holomorphic
9Again, we allow for a metric which is not complete, and for possible singularities in the associative

three-form. In the physical setting, possible divergences correspond to the appearance of additional degrees
of freedom as the model is “UV completed”.
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three-form ΩZ and Kähler form JZ we can build an associative three-form on Z × Rζ as

ΦZ×Rζ = Re (ΩZ) + JZ ∧ dζ . (6.6.11)

– BHV Building Block In this case we assume M is a Kähler surface and we have a non-

compact Calabi-Yau threefold given by the total space of the canonical bundle: O(KM )→

M . Denote by y1, y2 the two real coordinates in the normal bundle direction. In this case

the holomorphic three-form and Kähler form are

ΩBHV = i
(
dx1 − idx2

) (
dx3 − idx4

) (
dy1 + idy2

)
, (6.6.12)

JBHV = −dx12 − dx34 + dy12 . (6.6.13)

One can check that taking ζBHV = y3, we recover the correct associative three-form.

– PW Building block In this case we need to take the cotangent bundle T ∗Q to a

three manifold Q ⊂ M . We choose the three manifold Q to have local coordinates xi with

i = 1, 2, 3. In this case we can take

ΩPW = i
(
dx1 + idy1

) (
dx2 + idy2

) (
dx3 + idy3

)
, (6.6.14)

JPW = dx1dy1 + dx2dy2 + dx3dy3 , (6.6.15)

and with ζPW = x4 we recover the correct associative three-form.

– Donaldson Gluing We would now like to consider the Donaldson gluing that is em-

ployed in the TCS construction and see if it applies to our case as well. The main difference

from the TCS construction is that we work in a decompactified limit, so rather than ex-

changing S1 directions in the base and fiber, we expect to instead exchange R factors.

In the region where the gluing occurs the two Calabi–Yau manifolds become diffeomorphic

to the product of a K3 surface with an R2 factor. Using coordinates t and t̃ in the R2

and calling JK3 and ΩK3 the Kähler form and holomorphic two form on the K3 surface,
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respectively, we find that the associative three-form on the G2 manifold K3×Rt×Rt̃×Rψ

is

Φ = dψ ∧ dt ∧ dt̃+ dψ ∧ JK3 + dt̃ ∧ Re (ΩK3) + dt ∧ Im (ΩK3) . (6.6.16)

We would like to discuss this in the case of the building blocks we are considering. On the

BHV side we have ψBHV = y3 and we take tBHV = x4 as well as t̃BHV = x3.10 From this we

get:

Im (ΩK3,BHV) = dx1dy1 + dx2dy2 , (6.6.17)

Re (ΩK3,BHV) = dx2dy1 − dx1dy2 , (6.6.18)

JK3,BHV = −dx1dx2 + dy1dy2 . (6.6.19)

On the PW side the identifications are tPW = −x4, ψPW = x3 and t̃PW = y3, so we obtain:

Im (ΩK3,PW) = −dx1dy1 − dx2dy2 , (6.6.20)

Re (ΩK3,PW) = −dx1dx2 + dy1dy2 , (6.6.21)

JK3,PW = dx2dy1 − dx1dy2 . (6.6.22)

The gluing is therefore achieved by the matching conditions:

Im (ΩK3,PW) = −Im (ΩK3,BHV) , (6.6.23)

Re (ΩK3,PW) = JK3,BHV , (6.6.24)

JK3,PW = Re (ΩK3,BHV) , (6.6.25)

tPW = −tBHV , (6.6.26)

ψPW = t̃BHV , (6.6.27)

t̃PW = ψBHV , (6.6.28)

10Strictly speaking, the correct condition to impose is on the differentials of these coordinates. In the
following we will gloss over this distinction.
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which is a variant of the usual Donaldson twist that Kovalev employed in the TCS con-

struction, except here some of the directions involved in the gluing are non-compact.

6.6.3 Abelian BHV–PW Interpolation

In this section we turn to interpolating profiles between BHV and PW solutions. We again

confine our analysis to abelian configurations. We will aim to give an interpolating profile

between an abelian BHV solution on the left (t < 0) of the tubular region and an abelian

PW solution on the right (t > 0). In what follows, we shall need to reference the asymptotic

profile for the self-dual two-form φSD in the “BHV region” and the “PW region.” As we

have already remarked, we can interchangeably work in terms of the Higgs field of these

local systems, or can instead repackage this data in terms of a self-dual two-form. With

this in mind, we let φSD,BHV denote the profile of the self-dual two-form in the BHV region,

and let φSD,PW denote the profile of the self-dual two-form in the PW region.

Setting the unitary connection to zero and conjugating all the Higgs fields to the Cartan,

our equations for the local Spin(7) system become simply

dφSD = 0 . (6.6.29)

The main advantage is that now the system is linear which allows us to simply decompose

φSD = φSD,BHV +φSD,PW, where each of the two pieces are individually closed self-dual two-

forms which satisfy the equations of their namesake throughout the interpolating region.

In order to recover the local geometric gluing of the BHV and PW blocks, we demand that

φSD,BHV vanishes as t → ∞ and φSD,PW vanishes as t → −∞. Ignoring Cartan factors for

simplicity, we can write down a class of φSD,BHV solutions satisfying these constraints on

C×C∗ ' C× (R× S1) with local coordinates z = x+ iy and w = t+ iθ on the two factors

as

φSD,BHV = g(z, w) [tanh(w)− 1] dz ∧ dw + h.c., (6.6.30)
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with g(z, w) any holomorphic function in w and z.11 To further generalize this solution,

we can consider again the tubular region where the topology of the four-manifold is the

product of a Riemann surface, C, and a cylinder C∗. Then we can write

φSD,BHV = ω
(1)
C ∧ ρ

(1)(w) + h.c., (6.6.31)

where ω(1) is a global holomorphic one-form on C and ρ(1)(w) is a meromorphic one-form

on the cylinder with at least three simple poles. To see why, notice that after a change of

coordinates from the cylinder to the complex projective line with coordinate s = ew ∈ P1,

our interpolation then requires that ρ(1)(s) is a section of KP1 that is zero at s = ∞ and

regular but non-zero at s = 0. Because deg KP1 = −2, we must have three poles (counted

with multiplicity) at some other points in P1 so in a local patch around s = 0 we have

ρ(1)(w) = −ds
(s− sa)(s− sb)(s− sc)

. (6.6.32)

Taking sasbsc = 1, ρ(1) is just ds at s = 0 and 0 at s =∞. Notice that in the w-coordinate

system ρ(1) is

ρ(1)(w) = −ewdw
(ew − ewa)(ew − ewb)(ew − ewc) (6.6.33)

which goes as e−2wdw for t → ∞, which fits our gluing requirements. But, as t → −∞

it seems to asymptote as ewdw and not a non-zero constant. This is simply a feature of

one-forms that one needs a suitable coordinate transformation to understand its asymptotic

behavior, and in this case is in fact required for regularity at s = ∞. This is something

we want for a healthy gluing procedure. It is important to pay attention to the fact that

φSD,BHV ceases to be holomorphic at the locations of the simple poles. Rather than signaling

a failure of φSD,BHV to solve the BPS equations, the presence of these poles is directly related

to the presence of localized defects discussed in section 6.4.

On the other hand, because φSD,PW is constant along the S1-factor, it can be presented as
11To avoid interfering with the boundary conditions we choose g(z, w) to be finite as t approaches infinity.
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either a harmonic one-form or two-form on C×R×S1. For a local patch of C diffeomorphic

to R2, we can write it as a one-form φPW = df where f is a solution to the (possibly singular)

3D Laplace equation on R2 × Rt, while as a self-dual two-form we have:

φSD,PW = ∂zfdz ∧ dw + ∂z̄fdz̄ ∧ dw̄ + i

2∂tf(dz ∧ dz̄ + dw ∧ dw̄) . (6.6.34)

One ansatz for f is to introduce coordinates u ≡ t + ix, v ≡ t + iy and take advantage of

the fact that real and imaginary parts of holomorphic functions are 2D harmonic. Then we

can have

∂uf = Re
[
f1(u)tanh(u) + 1

2

]
, ∂vf = Re

[
f2(v)coth(v) + 1

2

]
, (6.6.35)

where f1(u), f2(v) can be any holomorphic functions. Since the solution is periodic along x

and y, one can easily make this solution compact by appropriately quotienting x and y to

include at least three singularities along both the x- and y-directions at {t = 0}. The reason

being is similar to φSD,BHV above where making, say, x periodic means that f1(u) tanh(u)+1
2 du

should be thought of as a section of the canonical bundle of P1, which after a conformal

transformation to the xt-cylinder has a zero at et+ix = 0 and is regular but non-zero at

et+ix =∞. Putting the pieces together, our local Spin(7) solution, φSD,BHV +φSD,PW is an

explicit solution on T 2 × P1 with punctures at {s = 0, 1,∞}, {t = 0} ∩ {x = π
2 + πn}, and

{t = 0} ∩ {y = nπ}, where all of the punctures of the Spin(7) system occur on Riemann

surfaces which are topologically just copies of T 2.

6.7 Conclusions

Higgs bundles are an important tool in linking the geometry of extra dimensions in string

theory to low energy effective field theory. In this chapter we have developed a detailed

correspondence between a local Spin(7) space given by a four-manifold of ADE singularities

and the corresponding partially twisted field theory localized on the four-manifold. These

systems engineer 3D N = 1 theories (two real supercharges) and also generate interfaces
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between 4D N = 1 vacua. Focusing primarily on abelian configurations in which no gauge

field fluxes are switched on, we have shown that such 3D systems serve as interpolating

profiles between Higgs bundles used in 4D vacua. Additionally, we have developed the local

model analog of the generalized connected sums construction, showing that it is closely

related to the twisted sums construction for G2 spaces. In the remainder of this section we

discuss some potential areas for future investigation.

Much of our analysis has centered on the special class of Higgs bundles obtained from abelian

Higgs field configurations. There are more general “fluxed” configurations associated with

T-brane vacua (see e.g. [41, 155, 93, 94, 159, 20, 114, 106, 240, 111, 60, 302, 21, 112,

105, 300, 241, 26, 133, 110, 90, 301, 62, 49, 224]). Recently T-brane configurations for G2

backgrounds were investigated in [49] and it is natural to expect that these could be used

as a starting point for generating T-brane configurations in local Spin(7) systems.

One of the important applications of the local Spin(7) system is that it engineers a broad

class of 3D N = 1 theories. There are now many proposals for supersymmetric as well

as non-supersymmetric dualities in such systems (see e.g. [10]). In string theory, such

dualities often arise from brane maneuvers in the extra-dimensional geometry. It would

be interesting to see whether the methods developed here could be adapted to study such

proposed dualities.

Along these lines, one of the elements we have only lightly touched on is the structure

of interactions amongst matter fields in the resulting 3D N = 1 theories. One reason

is that from a 3D perspective, we expect strong quantum corrections to such interaction

terms. In the geometry, however, some of these interactions can be sequestered in the

extra dimensions, since they arise either from classical intersection geometry as in the case

of Yukawa couplings for F-theory models, or from non-perturbative instanton effects, as

in the case of M-theory superpotentials. Determining robust estimates of the resulting

interaction terms would be most informative.

353



More generally, from the standpoint of effective field theory, we have explained how the

local Spin(7) equations can be viewed as defining an interface between 4D vacua in which

the Wilson coefficients of higher dimension operators develop position dependent profiles.

This raises an interesting possibility of tracking 4D dualities perturbed by different, possibly

“dangerous irrelevant” operators. A canonical example of this sort is the duality of reference

[294]. In this case again, we anticipate that geometric insights will likely constrain possible

behavior for the resulting IR physics.

We have also observed that some of the interpolating profiles obtained here are also part

of another four-dimensional system, as captured by the Kapustin-Witten equations. The

natural setting for the appearance of this in type II string theory is branes wrapped on a

four-manifold M in the cotangent space T ∗M , a non-compact Calabi-Yau fourfold. It would

be very interesting to develop the corresponding spacetime interpretation, in line with our

analysis of interpolating vacua presented here.

Lastly, all of our examples have focused on non-compact geometries. It would of course be

interesting to see how to build compact examples illustrating the same singularity structure.

In contrast to the case of G2 spaces, Spin(7) spaces are even-dimensional and there are many

examples which directly descend from quotients of Calabi-Yau fourfold geometries [271].

Since there are relatively clear techniques for generating the requisite geometric structures

in elliptically fibered Calabi-Yau fourfolds, it would seem natural to track such structures

under a suitable quotient. Such compact examples would have applications to the study of

3D and 4D supersymmetric vacua, as well as more ambitiously, to 4D “N = 1/2” vacua

[234, 233].

This chapter has explored three-dimensional systems in the context of interpolating profiles

between 4D vacua, but more specifically, for N = 1 theories living on a local Spin(7) space.

However, it would be interesting to also explore other classes of 3D systems generated by

position dependent couplings on more general grounds. Such setups can provide access to

quantum field theories with strong coupling features. Once again several geometric tools

354



come in handy to shed light on the non-perturbative structure of these systems. In the

following chapter we will focus on theories with time-reversal invariance, and we will see

how the geometry of modular curves naturally emerges to characterize a large class of 3D

interfaces.
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CHAPTER 7: Geometric Approach to 3D Interfaces at Strong Coupling

7.1 Introduction

As was illustrated in the previous chapter, insights from geometry and topology provide a

non-trivial handle on many quantum systems, even at strong coupling. In the context of

high energy theory, this has typically been applied in systems with supersymmetry. More

generally, however, one can hope that constraints on the topological structure of quantum

fields are enough to deduce many features of physics at long distance scales.

Indeed, there has recently been some progress in understanding some quantum field theories

using constraints on the topological structure of such systems. An example of this sort

involves the effective field theory associated with topological insulators [272, 273, 67, 325,

290, 176, 359, 219, 351, 220, 415] in 3+1 dimensions, which is one special type of symmetry-

protected topological (SPT) phase of matter [347, 168, 392, 104, 361, 103, 349, 163] with

highly interesting surface behavior [399, 102, 73, 402, 403, 332, 404, 315, 317, 318, 167, 293].

This phenomenon can be modeled in terms of the effective field theory of a background

U(1) gauge theory with a position dependent θ angle [405, 350]. Both θ = 0 and θ = π

preserve time-reversal symmetry, and demanding the system remain time-reversal invariant

throughout means that an interface between θ = 0 and θ = π has trapped modes [269].

Indeed, this can be explicitly verified by considering a 4D Dirac fermion with a mass m(x⊥)

which depends on a spatial direction of the 4D spacetime. A sign flip in m leads to a

trapped mode. There have been a number of developments aimed at extending this analysis

in various directions, including new examples of dualities at weak coupling [368], as well as

possible strongly coupled phases for trapped edge modes [366] and related dualities, see e.g.

[261, 275, 124, 15, 183, 63, 393].

In this chapter we study a similar class of questions but in which we allow the system to

approach a regime of “strong coupling in the bulk.” This also means that we allow the

U(1) to be dynamical, but we will assume that degrees of freedom charged under it are still

356



quite heavy. We can, of course, still require that far away from the interface we are at very

weak coupling, but even this assumption can in principle be relaxed (though that would of

course be more difficult to realize experimentally but might be relevant for materials that

have magnetic excitations such as pyrochlores [270]). Our aim will be to develop methods

which apply in such situations as well.

The main theme running through our analysis will be to use methods from geometry to

better understand the possible behavior of localized modes. While much of our inspiration

comes from the analysis of supersymmetric gauge theories in which these geometric struc-

tures descend from the extra-dimensional world of supersymmetric string compactifications,

some aspects of our analysis do not actually require the full machinery of these construc-

tions. That being said, we will find it worthwhile to consider both low energy effective field

theories in four dimensions, as well as compactification of six-dimensional superconformal

field theories as realized by string compactifications.

The first class of interfaces we study involve 4D U(1) gauge theory with a complexified

combination of the gauge coupling g and the theta angle:

τ = 4πi
g2 + θ

2π . (7.1.1)

The main assumption we make is that our theory has a non-trivial set of duality transfor-

mations which act on this coupling as:

τ 7→ aτ + b

cτ + d
, (7.1.2)

for some a, b, c, d integers such that ad − bc = 1. The most well-known case is that we

just have a duality group SL(2,Z) consisting of all determinant one 2 × 2 matrices with

integer entries, as associated with the famous electric-magnetic duality of Maxwell theory.

In systems with additional massive degrees of freedom, these duality groups can be smaller.

Assuming this structure in the deep IR, we will be interested in the behavior of the 4D theory
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when τ(x⊥) depends non-trivially on one of the spatial directions of the 4D spacetime.

In the case where the theory has an SL(2,Z) duality group, there is a well-known correspon-

dence between an equivalence class of τ and the geometry of a T 2 with complex structure

τ . One can think of this T 2 as the quotient C/Λ with Λ = ω1Z ⊕ ω2Z a two-dimensional

lattice. In this case, the ratio ω1/ω2 = τ dictates the “shape” of the T 2. In physical terms,

Λ is the lattice of electric and magnetic charges in the theory. Geometrically, we can replace

τ(x⊥) by a family of T 2’s which vary over a real line, building up a three-manifold with a

boundary at x⊥ → ±∞. Since there is a fixed choice of T 2 at both ends of the line, this

T 2 comes with a distinguished marked point, and thus defines a one-dimensional family of

elliptic curves.1

We will be interested in a restricted class of 4D systems which enjoy time-reversal invariance

in the bulk. This corresponds to a further condition of invariance of the physical theory

under the mapping:

τ 7→ −τ . (7.1.3)

Geometrically, this corresponds to a further condition that the j-function of the elliptic curve

is in fact a real number: j ∈ R. This region splits into the familiar “trivial phase” with

θ = 0, the standard “topological insulator phase” with θ = π phase, and another “strongly

coupled phase” in which |τ | = 1. All other time-reversal invariant values of τ can be related

to one of these three regions by an SL(2,Z) transformation. As a point of nomenclature,

we note that this is somewhat of an abuse of terminology since in the topological insulator

literature one views the U(1) of the topological insulator as a global symmetry which is not

broken (indeed it defines an SPT phase), and in which all excitations are gapped out. Part

of the point of our analysis is to explore the effects of varying the gauge coupling as well as

the theta angle. Hopefully the distinction will not be too distracting.

Viewed as a trajectory on the moduli space of elliptic curves, we thus see that an interface
1An elliptic curve is a genus one curve with a marked point.
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could a priori take two different routes between θ = 0 and θ = π. On the one hand, it

could always remain at weak coupling. On the other hand, it could pass through a strongly

coupled region. Asymptotically far away from the interface, both are a priori possible, but

suggest very different possibilities for localized modes. Singularities in this family of elliptic

curves corresponds to the appearance of massless states. Since we are not assuming any

supersymmetry, our knowledge of these states is somewhat limited, but we can, for example,

deduce the electric and magnetic charge of states localized on the interface.

It can also happen that the duality group Γ ⊂ SL(2,Z) is strictly smaller than that of

the Maxwell theory. In this case, there are more possible phases, since the coset space

SL(2,Z)/Γ is now non-trivial. Consequently, some values of τ related by an SL(2,Z) duality

transformation may now define different physical theories. The resulting moduli space of

elliptic curves are specified by modular curves X(Γ), and the geometry of these curves can

be quite intricate. For our present purposes, we are interested in the subset of parameters

which are time-reversal invariant. Thankfully, precisely this question has been studied in

reference [378] which analyzes the real components of the modular curve, X(Γ)R. The key

point for us is that X(Γ)R consists of a collection of disjoint S1’s. Each such S1 itself breaks

up into paths joined between “cusps” of the modular curve. These cusps are associated with

the additional SL(2,Z) images of the weak coupling point τ = i∞ which cannot be brought

back to weak coupling via transformations in Γ ⊂ SL(2,Z). Passing through such cusps

is inevitable, and means that singularities in the family of elliptic curves are also dictated

purely by topological considerations. For each such cusp, we can fix the associated electric

and magnetic charge, thus indicating the corresponding charge of states localized on an

interface.

We illustrate these general considerations with some concrete examples. As a first class,

we consider some examples of 4D N = 2 field theories in which the Seiberg-Witten curve

has the topology of a T 2. As a second set of examples, we consider the compactification of

a six-dimensional anti-chiral two-form on a family of elliptic curves. In this situation, we
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also present a general construction for realizing 4D U(1) gauge theories with duality group

given by the congruence subgroups Γ0(N),Γ1(N), and Γ(N).

As we have already mentioned, 3D interfaces appear in this geometric setting when the

elliptic curve becomes singular. This raises the question as to whether more singular tran-

sitions such as a change from a genus zero to a genus one curve could arise, and if so, what

this would mean in terms of the 4D effective field theory. Along these lines, we also consider

a more general way to construct 3D interfaces from compactifying six-dimensional super-

conformal field theories on a three-manifold with boundaries. In this setting, we present

explicit examples where the genus jumps as a function of x⊥. By tracking the anomaly

polynomial of the 4D theory before and after the jump, we deduce that the degrees of free-

dom on the two sides of a wall can be different. Such changes can be used to engineer more

general examples of localized matter with a “thickened interface.”

The rest of this chapter is organized as follows. We begin in section 7.2 with a geometric

characterization of 3D interfaces of a U(1) gauge theory with duality group SL(2,Z). In

section 7.3 we generalize this to cases where the duality group is Γ ⊂ SL(2,Z) a proper sub-

group. Section 7.4 presents some explicit constructions based on 4DN = 2 theories, and sec-

tion 7.5 presents examples based on compactification of the theory of a six-dimensional anti-

chiral two-form. We generalize these constructions in section 7.6 by considering compactifi-

cations of six-dimensional superconformal field theories on three-manifolds with boundary.

We conclude in section 7.7. Some additional details and examples are presented in the

Appendices.

7.2 Time-Reversal Invariance and Duality

In this section we review some elements of the “standard” case of a 4D U(1) gauge theory

which has an interface between two time-reversal invariant phases with θ = 0 and θ = π.

We will be interested in developing a geometric characterization of this sort of system with

an eye towards generalizing to strongly coupled examples.
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Throughout this chapter we will also confine our discussion to 4D theories on flat space

R2,1 × R⊥.2 We will, however, allow the coupling constants to depend on x⊥, the local

coordinate of R⊥.

The rest of this section is organized as follows. First, we introduce our conventions for

time-reversal invariance, as well SL(2,Z) duality transformations. Using this, we identify

different phases of parameter space which are time-reversal invariant. Next, we study

position dependent couplings which can generate an interface between these different phases.

7.2.1 U(1) Gauge Theory Revisited

Consider an abelian gauge theory, with a possible coupling to some matter fields. The

corresponding Lagrangian density contains the terms:

L = − 1
4g2FµνF

µν + θ

32π2FµνF̃
µν + · · · , (7.2.1)

where the “· · · ” refers to contributions from all other matter fields. In terms of the electric

and magnetic fields ~E and ~B, we can also write this as:

L = 1
2g2 ( ~E · ~E − ~B · ~B)− θ

8π2
~E · ~B + · · · . (7.2.2)

It will be convenient to introduce the complexified coupling:

τ = 4πi
g2 + θ

2π . (7.2.3)

Time reversal acts on the electric and magnetic fields as:

T : ~E 7→ ~E , ~B 7→ − ~B . (7.2.4)

In terms of the original basis of fields, this has the effect of taking us to a new theory with
2Additionally, we will ignore possible mixed gravitational/duality group anomalies which can appear

on some curved backgrounds [385, 367, 123, 258, 122] as well as subtleties involving the spin-structure
[357, 316, 314]. It would be interesting to extend the present considerations to these situations.
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the same gauge coupling, but with θnew = −θold. We can phrase this as a new choice of

complexified gauge coupling:

τnew = −τold. (7.2.5)

We will be interested in values of the complexified coupling which can be identified with

the old one via a duality transformation. This takes us to a new basis of fields as well as

dualized value of the coupling. The most well-known situation is that our abelian gauge

theory has an SL(2,Z) duality group, which is the case for free Maxwell theory but also

more interesting setups. We will shortly generalize this discussion to other duality groups.

Recall that the group SL(2,Z) is defined as:

SL(2,Z) =


a b

c d

 : a, b, c, d ∈ Z , ad− bc = 1

 . (7.2.6)

Such duality transformations takes us to a new basis of electric and magnetic fields. Given

a state of electric charge qe and magnetic charge qm, we introduce a two-component column

vector which transforms according to the rule:

 qe
qm

 7→
a b

c d


 qe
qm

 . (7.2.7)

For typographical purposes we shall also sometimes refer to this as a state having charge

(qe, qm), but we stress that in our conventions this is to be viewed as a column vector, and

not a row vector. The Dirac pairing between two such charge vectors ~q ≡ qa and ~q′ ≡ q′b is:

〈~q, ~q′〉 = εabq
aq′b = qeq

′
m − qmq′e. (7.2.8)

We can view a dyonic charge (qe, qm) as coupling to a vector potential A and its magnetic

dual AD via the SL(2,Z) invariant combination:

εabq
aAb = qeA− qmAD, (7.2.9)
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where we introduced the two-component vector Aa with entries A1 = AD and A2 = A.

Under such a duality transformation, the complexified coupling also changes as:

τ 7→ aτ + b

cτ + d
. (7.2.10)

Geometrically, the lattice of electric and magnetic charges can be written as:

Λτ = ω1Z⊕ ω2Z = τZ⊕ Z (7.2.11)

where we can also view ωa as a two-component column vector and the complex structure

as τ = ω1/ω2. Quotienting the complex plane C by this lattice results in an elliptic curve

E(τ) = C/Λτ . A pleasant feature of working with the elliptic curve is that SL(2,Z)

transformations leave the complex structure of the curve intact. This provides a geometric

way to parameterize physically inequivalent τ ’s.

The group SL(2,Z) is generated by the T and S transformations:

T =

1 1

0 1

 : τ → τ + 1 , θ → θ + 2π ,

S =

0 −1

1 0

 : τ → −1
τ

= − τ

|τ |2
,

g2 →
((4π
g2

)2
+
( θ

2π
)2)

g2 , θ → −
((4π
g2

)2
+
( θ

2π
)2)−1

θ

(7.2.12)

observe that θ = −π can be mapped back to θ = +π under such a transformation. A priori,

this gauge theory could be at strong or weak coupling, and have complicated interactions

with other matter fields.

Assuming our theory enjoys an SL(2,Z) duality group action, we need not work with the

full set of values of τ , just the ones which are not identified by an SL(2,Z) transformation.

Implicit in this parameterization is that when we label a theory, we allow ourselves to change
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to a dualized basis of fields. Unitarity demands Imτ > 0, so τ takes values in the upper

half-plane H. The quotient by SL(2,Z) is known as the fundamental domain of SL(2,Z),

and we denote it as Y = H/SL(2,Z). Since we will also be interested in the very weakly

coupled limit, we add on the “point at infinity” τ = i∞ as well as all of its SL(2,Z) images

(which are just rational numbers a/c in the matrix presentation of line (7.2.6)). Introducing

the compactified upper half-plane:

H ≡ H ∪ {i∞} ∪Q, (7.2.13)

we can again consider the quotient space from an SL(2,Z) action. This produces the

compactified fundamental domain which we denote as X(Γ) with Γ = SL(2,Z).

We will be interested in the space of couplings modulo such duality transformations. With

this in mind, it is convenient to introduce an SL(2,Z) invariant coordinate on the funda-

mental domain. This is simply the “j-function” of the parameter τ . The j-function is a

modular form with q-expansion:

j = 1
q

+ 744 + · · · (7.2.14)

where q = exp(2πiτ). The j-function maps the fundamental domain H/SL(2,Z) to the

complex projective space CP1 with three distinguished points. This is the modular curve of

the group SL(2,Z). The three distinguished points are located at τ = i∞, i, e2πi/6, which

are mapped to the points

j(τ) −→
τ→i∞

∞ , j(i) = 1728 , j(eπi/3) = 0 , (7.2.15)

in the affine coordinate of CP1. For convenience we will use a rescaled version of the

j-function defined by

J(τ) = j(τ)
1728 . (7.2.16)
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Having introduced a great deal of mathematical machinery, we now ask about which regions

of our parameter space lead to a time-reversal invariant 4D theory. First of all, we can

immediately identify a “trivial phase” with θ = 0. This corresponds to the vertical line in

the fundamental domain with τ ∈ iR. Additionally, we see that the region θ = π retains

time-reversal invariance. We refer to this as the “topological insulator” phase. Using the

T -generator of the SL(2,Z) duality group one has

(θ = π) T−→ (θ = −π) T−→ (θ = π) . (7.2.17)

This means that utilizing the duality group, the value θ = π is also time-reversal invariant

for arbitrary values of the gauge coupling g. In terms of the complex paremeter τ , this

region is given by τ ∈ 1
2 + iR. We will refer to a theory with θ = π as the “topological

insulator phase.” This exhausts all possibilities for time-reversal invariance in regions of the

moduli space that contain arbitrarily weak coupling, i.e. g2 → 0.

However, there is an additional phase that preserves time-reversal invariance at strong

coupling. In order to see that, assume |τ | = 1 which means that we are at strong coupling.

The S-generator of the SL(2,Z) acts as

τ → − τ

|τ |2
= −τ , (7.2.18)

i.e., exactly as T ! Therefore, there is a strongly coupled phase which preserves time-reversal

invariance for |τ | = 1. We will refer to it as the “strongly coupled phase”.

The time-reversal invariant subspace indicated above is mapped as follows to the modular

curve X(Γ) ∼ CP1

Trivial : τ = iα with α ∈ [1,∞) , 1 < J ,

Topological Insulator : τ = 1
2 + iα with α ∈ [

√
3

2 ,∞) , J < 0 ,

Strongly Coupled : τ = eiα with α ∈ [π/3, π/2] , 0 ≤ J ≤ 1 .

(7.2.19)
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Figure 71: Left: The image of the fundamental domain under J , with the marked points
indicated as red dots. Right: The time-reversal subset X(Γ)R of the modular curve X(Γ)
with Γ = SL(2,Z).

So we find that the image under J(τ) of the time-reversal invariant values of τ is the real

line in C, which is compactified to a circle in CP1. Since J is a one-to-one map from the

fundamental domain we see that all real values of J correspond to time-reversal invariant

values of τ . That is to say, the time-reversal invariant subspace of a U(1) gauge theory

with duality group SL(2,Z) is given by the real subspace of the corresponding modular

curve denoted X(Γ)R. Note further, that all three distinguished points are contained in the

time-reversal invariant subset of X(Γ)R, see figure 71 for a depiction.

We note that the above considerations have mainly focused on the structure of the effec-

tive Lagrangian. A priori, it could happen that time-reversal invariance is spontaneously

broken, as happens in some gauge theory examples (see e.g. [183]). Here we assume that

time-reversal invariance is preserved by the system and explore the geometric and physical

consequences.

7.2.2 Localized Matter and Real Elliptic Curves

In the previous subsection we reviewed some general features of 4D U(1) gauge theory for

a fixed value of the coupling τ . We now consider more general configurations in which the

parameter τ(x⊥) is a non-trivial function of position in the 4D spacetime R2,1 × R⊥. In
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particular, we would like to understand what happens when we have an interface between

two different time-reversal invariant phases. We argue that the geometry of real elliptic

curves provides a helpful tool in analyzing these situations.

On general grounds, demanding time-reversal invariance between phases of the system with

different values of the parameters means that we should expect states to be localized at the

region of transition (see e.g. [368]). To this end, we now allow τ(x⊥) to be a non-trivial

function of the position coordinate in our 4D spacetime R2,1×R⊥. For each point x⊥ ∈ R⊥,

we get a value of τ , and can also think about a 4D Lorentz invariant theory with that

particular value of the coupling. Indeed, in an interval of R⊥ where τ(x⊥) is constant, we

just have a 4D theory compactified on an interval, and so we can still speak of the action

of the duality group on the 4D basis of fields. So, for sufficiently adiabatic variations of

the coupling, we can still fruitfully apply our 4D Lorentz invariant analysis. On the other

hand, we will also be interested in regions where there is a sharp jump in the profile of the

coupling (sharp compared to all other length scales in the system). In such situations, we

can expect new phenomena to be localized in the region where a jump occurs.

To a large extent, demanding time-reversal invariance for the system leads to the prediction

that there are localized states trapped at such an interface. Our discussion follows reference

[368]. Observe that if nothing is localized at the interface, the shift in θ angle from π to

0 at x⊥ = 0 would break time-reversal invariance. This can be seen by considering the θ

term on a geometry with boundary

∫
x⊥<0

θ

8π2F ∧ F =
∫

x⊥<0

π

8π2d(A ∧ F ) = 1
8πA ∧ F

∣∣
x⊥=0 . (7.2.20)

This induces a half-integer quantized Chern-Simons term at the boundary which breaks

time-reversal invariance. Therefore, there have to be degrees of freedom living at the inter-

face to compensate the variation with respect to time-reversal. One weakly coupled solution

to the problem is a localized charged 3D Dirac fermion which compensates this variation by
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its parity anomaly [356, 333, 17, 413, 386, 124, 292, 125], a version of the anomaly inflow

mechanism [88]. Other weakly coupled options were discussed in [368], and some strongly

coupled options were considered in reference [366].

In terms of the geometry of the modular curve X(Γ) for the duality group Γ = SL(2,Z),

these weakly coupled completions correspond to motion in X(Γ)R through the point at

τ = i∞. The geometry of X(Γ)R suggests an alternative route which might connect these

two phases. Indeed, we can instead contemplate passing down through the strong coupling

phase to reach the same value of the parameters. Observe that along this route, we need

not pass through a cusp at all. Instead, we can pass through the strong coupling region

with values τ = i and τ = exp(2πi/6) at the “bottom” of the fundamental domain. In this

case, one might be tempted to say that there is nothing localized, since there is a smooth

interpolating in the value of τ which completely bypasses the cusp.

We now argue that even along this other trajectory, there are localized states. The main

reason is that if we demand time-reversal invariance for the system, then in the limit where

there is a sharp jump across the |τ | = 1 region, there must also be something localized in

this region. The one loophole in this argument is that it could happen that time-reversal

invariance is somehow broken in this region. This, however, would be in conflict with the

fact that after compactifying our 4D spacetime on a very large circle S1, we see that there

is a non-trivial winding number associated with maps S1 → X(Γ)R. This instead indicates

that the pair of jumps (θ = 0) → (θ = π) and (θ = π) → (θ = 2π) retains time-reversal

invariance.

To better understand what is happening in this region, we now study the geometry of the

elliptic curve associated with the parameter τ . Because correlation functions of the physical

theory will depend on duality covariant expressions built out of τ , possible singularities as-

sociated with localized states will in general be associated with singularities in the geometry

of the elliptic curve.
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We geometrize the above statements by defining an auxiliary elliptic curve E with complex

structure modulus identified with the complexified coupling constant τ . Any elliptic curve

can be represented as a hypersurface in the weighted projective space CP2
[2,3,1] via the

coordinates x, y, and z. This leads to the so-called Weierstrass form of the elliptic curve:

y2 = x3 + fxz4 + gz6 , (7.2.21)

with complex coefficients f and g. Away from the point [x, y, z] = [1, 1, 0] we can use the

C∗-rescaling in order to set z to 1 and one obtains the standard form

y2 = x3 + fx+ g . (7.2.22)

In this form the elliptic curve is given by a branched double-cover, with three branch points

at the roots of the right-hand side as well as a fourth root at infinity. For additional details

on the geometry of elliptic curves, see Appendix F.1.

In terms of the parameter τ , the coefficients f and g are associated with the Eisenstein series

modular forms. We expect that f and g depend non-trivially on the physical parameters of

the system. This also holds for the discriminant:

∆ = 4f3 + 27g2. (7.2.23)

The J-function of the curve is given by the combination:

J = 4f3

4f3 + 27g2 . (7.2.24)

The appearance of this elliptic curve is quite familiar in a number of other contexts, including

Seiberg-Witten theory, compactifications of 6D superconformal field theories on Riemann

surfaces, as well as in the general approach to string vacua encapsulated by F-theory. In all

of these cases, time-reversal invariance corresponds to a complex conjugation operation on
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the “compactification coordinates” (x, y):

T : (x, y) 7→ (x, y). (7.2.25)

The special case of a time-reversal invariant Weierstrass model means we restrict to coef-

ficients f and g which are real. Note that this is a strictly stronger condition than just

demanding the J-function to be real. At least in supersymmetric settings, this is closely

connected with the phase of BPS masses, and although we have less control in the non-

supersymmetric setting, we expect a similar geometric condition to hold in this case as well.

In section 7.4 and Appendix F.3 we present some explicit N = 2 examples illustrating these

features, i.e., UV complete examples where f and g are purely real3.

Restricting f and g to be real means we are dealing with a real elliptic curve, namely the

Weierstrass model makes sense over the real numbers. That being said, we will still view

x and y as complex variables. This in turn leads to a constrained structure for the elliptic

curve, especially as it moves through the different phases of X(Γ)R. To see this additional

structure, consider the factorization of the cubic in x:

x3 + fx+ g =
3∏
i=1

(x− ei), (7.2.26)

where the coefficients of the cubic are related to the roots as:

0 = e1 + e2 + e3 (7.2.27)

f = e1e2 + e2e3 + e3e1 (7.2.28)

g = −e1e2e3 (7.2.29)

∆ = −
∏
i<j

(ei − ej)2. (7.2.30)

The condition that f and g are real means that under complex conjugation, the roots ei
3Note that one could also consider models in which time-reversal invariance is restored in the deep IR, for

which f and g can be complex numbers with correlated phases. In these cases, however, the mass parameters
of the theory at high energies will break time reversal invariance in the UV.
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must be permuted. There are two possibilities. Either all three roots are real, or one is real

and the other two are complex conjugates. Without loss of generality, we can write these

two cases as:

Case I : e1, e2, e3 ∈ R ,

Case II : e1 ∈ R , e2 = ē3 .

(7.2.31)

Next, we want to relate the different configurations of the branch points to the time-reversal

invariant values of τ . The first comment is that from our explicit form of f, g and ∆, all of

these quantities are real. In particular, the sign of the discriminant:

∆ = −(e1 − e2)2(e2 − e3)2(e3 − e1)2, (7.2.32)

tells us whether we are in Case I (∆ < 0) or Case II (∆ > 0). Since we also have:

J = 4f3

4f3 + 27g2 = 4f3

∆ , (7.2.33)

we conclude that when f > 0, we are in the regime of 0 ≤ J ≤ 1, namely the strongly

coupled phase. If instead f < 0, then depending on the relative size of 4f3 and 27g2 we can

get either sign of ∆. Observe that if ∆ < 0 and f < 0 then, since 4f3 + 27g2 > 4f3 (recall

g2 is positive) we have J > 1, the “trivial phase.” If ∆ > 0 and f < 0 then we instead have

J < 0. Including the structure of the A- and B-cycles γA and γB of the elliptic curve, we

see there are three different phases of the time-reversal invariant contour specified by the

following parameters:

• Trivial Phase: J > 1⇔ θ = 0 and τ = iβ for β > 1. There we have ∆ < 0, f < 0 and

the roots e1 < e3 < e2 are all real. The contours encircle e1 to e3 for γB and e2 to e3

for γA.

• Topological Insulator Phase: J < 0 ⇔ θ = π. There we have ∆ > 0, f < 0 and the

roots are such that e1 ∈ R, e2 = ē3, Im(e2) > 0. The contours encircle e1 to e3 for γB
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Figure 72: Values of the discriminant, J(τ) and f for the elliptic curve as τ varies in its
time-reversal invariant domain.

e1<latexit sha1_base64="TcHtbjsn2+GWBtLSNUKd2IPPRWE=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lqQY8FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpAQfeoFxxq+4CZJ14OalAjuag/NUfxiyNUBomqNY9z02Mn1FlOBM4K/VTjQllEzrCnqWSRqj9bHHqjFxYZUjCWNmShizU3xMZjbSeRoHtjKgZ61VvLv7n9VIT3vgZl0lqULLlojAVxMRk/jcZcoXMiKkllClubyVsTBVlxqZTsiF4qy+vk3at6l1Va/f1SsPN4yjCGZzDJXhwDQ24gya0gMEInuEV3hzhvDjvzseyteDkM6fwB87nD+qTjX8=</latexit>

e2<latexit sha1_base64="LI21CCn9tKNs0fBjKlf9c8Tjxww=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lqQY8FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpAQe1QbniVt0FyDrxclKBHM1B+as/jFkaoTRMUK17npsYP6PKcCZwVuqnGhPKJnSEPUsljVD72eLUGbmwypCEsbIlDVmovycyGmk9jQLbGVEz1qveXPzP66UmvPEzLpPUoGTLRWEqiInJ/G8y5AqZEVNLKFPc3krYmCrKjE2nZEPwVl9eJ+1a1buq1u7rlYabx1GEMziHS/DgGhpwB01oAYMRPMMrvDnCeXHenY9la8HJZ07hD5zPH+wXjYA=</latexit>

e3
<latexit sha1_base64="sYVMi9Q5lVjNMAQjEA/Zio//RIQ=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0laQY8FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpAQf1QbniVt0FyDrxclKBHM1B+as/jFkaoTRMUK17npsYP6PKcCZwVuqnGhPKJnSEPUsljVD72eLUGbmwypCEsbIlDVmovycyGmk9jQLbGVEz1qveXPzP66UmvPEzLpPUoGTLRWEqiInJ/G8y5AqZEVNLKFPc3krYmCrKjE2nZEPwVl9eJ+1a1atXa/dXlYabx1GEMziHS/DgGhpwB01oAYMRPMMrvDnCeXHenY9la8HJZ07hD5zPH+2bjYE=</latexit>

e1<latexit sha1_base64="TcHtbjsn2+GWBtLSNUKd2IPPRWE=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lqQY8FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpAQfeoFxxq+4CZJ14OalAjuag/NUfxiyNUBomqNY9z02Mn1FlOBM4K/VTjQllEzrCnqWSRqj9bHHqjFxYZUjCWNmShizU3xMZjbSeRoHtjKgZ61VvLv7n9VIT3vgZl0lqULLlojAVxMRk/jcZcoXMiKkllClubyVsTBVlxqZTsiF4qy+vk3at6l1Va/f1SsPN4yjCGZzDJXhwDQ24gya0gMEInuEV3hzhvDjvzseyteDkM6fwB87nD+qTjX8=</latexit>

e2<latexit sha1_base64="LI21CCn9tKNs0fBjKlf9c8Tjxww=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lqQY8FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpAQe1QbniVt0FyDrxclKBHM1B+as/jFkaoTRMUK17npsYP6PKcCZwVuqnGhPKJnSEPUsljVD72eLUGbmwypCEsbIlDVmovycyGmk9jQLbGVEz1qveXPzP66UmvPEzLpPUoGTLRWEqiInJ/G8y5AqZEVNLKFPc3krYmCrKjE2nZEPwVl9eJ+1a1buq1u7rlYabx1GEMziHS/DgGhpwB01oAYMRPMMrvDnCeXHenY9la8HJZ07hD5zPH+wXjYA=</latexit>

e3
<latexit sha1_base64="sYVMi9Q5lVjNMAQjEA/Zio//RIQ=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0laQY8FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpAQf1QbniVt0FyDrxclKBHM1B+as/jFkaoTRMUK17npsYP6PKcCZwVuqnGhPKJnSEPUsljVD72eLUGbmwypCEsbIlDVmovycyGmk9jQLbGVEz1qveXPzP66UmvPEzLpPUoGTLRWEqiInJ/G8y5AqZEVNLKFPc3krYmCrKjE2nZEPwVl9eJ+1a1atXa/dXlYabx1GEMziHS/DgGhpwB01oAYMRPMMrvDnCeXHenY9la8HJZ07hD5zPH+2bjYE=</latexit>

Im(ei)
<latexit sha1_base64="sH3VTgzd9MnI9bLXf3G7dUP1muo=">AAAB9XicbVBNS8NAEN3Ur1q/qh69BItQLyWpgh4LXvRWwX5AG8tmO2mX7iZhd6KW0P/hxYMiXv0v3vw3btsctPXBwOO9GWbm+bHgGh3n28qtrK6tb+Q3C1vbO7t7xf2Dpo4SxaDBIhGptk81CB5CAzkKaMcKqPQFtPzR1dRvPYDSPArvcByDJ+kg5AFnFI1030V4wvRGTsrQ46e9YsmpODPYy8TNSIlkqPeKX91+xBIJITJBte64ToxeShVyJmBS6CYaYspGdAAdQ0MqQXvp7OqJfWKUvh1EylSI9kz9PZFSqfVY+qZTUhzqRW8q/ud1EgwuvZSHcYIQsvmiIBE2RvY0ArvPFTAUY0MoU9zcarMhVZShCapgQnAXX14mzWrFPatUb89LNSeLI0+OyDEpE5dckBq5JnXSIIwo8kxeyZv1aL1Y79bHvDVnZTOH5A+szx86upJF</latexit>

Re(ei)
<latexit sha1_base64="uBBd+omaFqff+c0o1R99XbYXYsc=">AAAB9XicbVBNS8NAEN3Ur1q/qh69BItQLyWpgh4LXjxWsR/QxrLZTtqlm03Ynagl9H948aCIV/+LN/+N2zYHbX0w8Hhvhpl5fiy4Rsf5tnIrq2vrG/nNwtb2zu5ecf+gqaNEMWiwSESq7VMNgktoIEcB7VgBDX0BLX90NfVbD6A0j+QdjmPwQjqQPOCMopHuuwhPmN7CpAw9ftorlpyKM4O9TNyMlEiGeq/41e1HLAlBIhNU647rxOilVCFnAiaFbqIhpmxEB9AxVNIQtJfOrp7YJ0bp20GkTEm0Z+rviZSGWo9D33SGFId60ZuK/3mdBINLL+UyThAkmy8KEmFjZE8jsPtcAUMxNoQyxc2tNhtSRRmaoAomBHfx5WXSrFbcs0r15rxUc7I48uSIHJMycckFqZFrUicNwogiz+SVvFmP1ov1bn3MW3NWNnNI/sD6/AE8TZJG</latexit>

✓ = 0
<latexit sha1_base64="WJYOKnYoAh5InBOKDYzwN9o3aJo=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoBeh4MVjBfuBbSib7aZdutmE3YlQQv+FFw+KePXfePPfuG1z0NYHA4/3ZpiZFyRSGHTdb6ewtr6xuVXcLu3s7u0flA+PWiZONeNNFstYdwJquBSKN1Gg5J1EcxoFkreD8e3Mbz9xbUSsHnCScD+iQyVCwSha6bGHI46U3BC3X664VXcOskq8nFQgR6Nf/uoNYpZGXCGT1Jiu5yboZ1SjYJJPS73U8ISyMR3yrqWKRtz42fziKTmzyoCEsbalkMzV3xMZjYyZRIHtjCiOzLI3E//zuimG134mVJIiV2yxKEwlwZjM3icDoTlDObGEMi3srYSNqKYMbUglG4K3/PIqadWq3kW1dn9ZqdfyOIpwAqdwDh5cQR3uoAFNYKDgGV7hzTHOi/PufCxaC04+cwx/4Hz+AEVNj/E=</latexit>

�B
<latexit sha1_base64="OI28/mSqi1t7hw82mcuPpvV0h+Y=">AAACA3icbVBNS8NAEN34WetX1JtegkXwVJIq6LHoxWMF+wFNKZvttF26m4TdiVhCwIt/xYsHRbz6J7z5b9ymPWjrg4HHezM7Oy+IBdfout/W0vLK6tp6YaO4ubW9s2vv7Td0lCgGdRaJSLUCqkHwEOrIUUArVkBlIKAZjK4nfvMelOZReIfjGDqSDkLe54yikbr2oY/wgPk7aSASyFJ/QKWk3ausa5fcspvDWSTejJTIDLWu/eX3IpZICJEJqnXbc2PspFQhZwKyop9oiCkb0QG0DQ2pBN1J892Zc2KUntOPlKkQnVz9PZFSqfVYBqZTUhzqeW8i/ue1E+xfdlIexglCyKaL+olwMHImgTg9roChGBtCmeLmrw4bUkUZmtiKJgRv/uRF0qiUvbNy5fa8VK3M4iiQI3JMTolHLkiV3JAaqRNGHskzeSVv1pP1Yr1bH9PWJWs2c0D+wPr8ATzvmHs=</latexit>

�A
<latexit sha1_base64="h5AjPZ7y9Goe87lZyA7NPCj6bP0=">AAACAnicbVBNS8NAEN34WetX1JN4CRbBU0mqoMeKF48V7Ae0JWw203bpbhJ2J2IJxYt/xYsHRbz6K7z5b9ymPWjrg4HHezM7Oy9IBNfout/W0vLK6tp6YaO4ubW9s2vv7Td0nCoGdRaLWLUCqkHwCOrIUUArUUBlIKAZDK8nfvMelOZxdIejBLqS9iPe44yikXz7sIPwgPk7mYJwnHX6VErqX419u+SW3RzOIvFmpERmqPn2VyeMWSohQiao1m3PTbCbUYWcCRgXO6mGhLIh7UPb0IhK0N0sXz12TowSOr1YmYrQydXfExmVWo9kYDolxYGe9ybif147xd5lN+NRkiJEbLqolwoHY2eShxNyBQzFyBDKFDd/ddiAKsrQpFY0IXjzJy+SRqXsnZUrt+elamUWR4EckWNySjxyQarkhtRInTDySJ7JK3mznqwX6936mLYuWbOZA/IH1ucPZmCYAw==</latexit>

e1<latexit sha1_base64="TcHtbjsn2+GWBtLSNUKd2IPPRWE=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lqQY8FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpAQfeoFxxq+4CZJ14OalAjuag/NUfxiyNUBomqNY9z02Mn1FlOBM4K/VTjQllEzrCnqWSRqj9bHHqjFxYZUjCWNmShizU3xMZjbSeRoHtjKgZ61VvLv7n9VIT3vgZl0lqULLlojAVxMRk/jcZcoXMiKkllClubyVsTBVlxqZTsiF4qy+vk3at6l1Va/f1SsPN4yjCGZzDJXhwDQ24gya0gMEInuEV3hzhvDjvzseyteDkM6fwB87nD+qTjX8=</latexit>

e2<latexit sha1_base64="LI21CCn9tKNs0fBjKlf9c8Tjxww=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lqQY8FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpAQe1QbniVt0FyDrxclKBHM1B+as/jFkaoTRMUK17npsYP6PKcCZwVuqnGhPKJnSEPUsljVD72eLUGbmwypCEsbIlDVmovycyGmk9jQLbGVEz1qveXPzP66UmvPEzLpPUoGTLRWEqiInJ/G8y5AqZEVNLKFPc3krYmCrKjE2nZEPwVl9eJ+1a1buq1u7rlYabx1GEMziHS/DgGhpwB01oAYMRPMMrvDnCeXHenY9la8HJZ07hD5zPH+wXjYA=</latexit>

e3
<latexit sha1_base64="sYVMi9Q5lVjNMAQjEA/Zio//RIQ=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0laQY8FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpAQf1QbniVt0FyDrxclKBHM1B+as/jFkaoTRMUK17npsYP6PKcCZwVuqnGhPKJnSEPUsljVD72eLUGbmwypCEsbIlDVmovycyGmk9jQLbGVEz1qveXPzP66UmvPEzLpPUoGTLRWEqiInJ/G8y5AqZEVNLKFPc3krYmCrKjE2nZEPwVl9eJ+1a1atXa/dXlYabx1GEMziHS/DgGhpwB01oAYMRPMMrvDnCeXHenY9la8HJZ07hD5zPH+2bjYE=</latexit>

✓ = ⇡
<latexit sha1_base64="/1gsEH09X6TrGxfJDhoabN/JP34=">AAAB83icbVBNS8NAEJ34WetX1aOXxSJ4KkkV9CIUvHisYD+gCWWz3bRLN5uwOxFK6N/w4kERr/4Zb/4bt20O2vpg4PHeDDPzwlQKg6777aytb2xubZd2yrt7+weHlaPjtkkyzXiLJTLR3ZAaLoXiLRQoeTfVnMah5J1wfDfzO09cG5GoR5ykPIjpUIlIMIpW8n0ccaTklvip6Feqbs2dg6wSryBVKNDsV778QcKymCtkkhrT89wUg5xqFEzyadnPDE8pG9Mh71mqaMxNkM9vnpJzqwxIlGhbCslc/T2R09iYSRzazpjiyCx7M/E/r5dhdBPkQqUZcsUWi6JMEkzILAAyEJozlBNLKNPC3krYiGrK0MZUtiF4yy+vkna95l3W6g9X1Ua9iKMEp3AGF+DBNTTgHprQAgYpPMMrvDmZ8+K8Ox+L1jWnmDmBP3A+fwAh85EK</latexit>

|⌧ | = 1
<latexit sha1_base64="FpWK/Y/DHykwhFkWSlrL+v/vEDA=">AAAB8nicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9CIUvHisYD+gDWWz3bRLN5uwOxFK2p/hxYMiXv013vw3btsctPXBwOO9GWbmBYkUBl3321lb39jc2i7sFHf39g8OS0fHTROnmvEGi2Ws2wE1XArFGyhQ8naiOY0CyVvB6G7mt564NiJWjzhOuB/RgRKhYBSt1Jl0kaZkQm6J1yuV3Yo7B1klXk7KkKPeK311+zFLI66QSWpMx3MT9DOqUTDJp8VuanhC2YgOeMdSRSNu/Gx+8pScW6VPwljbUkjm6u+JjEbGjKPAdkYUh2bZm4n/eZ0Uwxs/EypJkSu2WBSmkmBMZv+TvtCcoRxbQpkW9lbChlRThjalog3BW355lTSrFe+yUn24KteqeRwFOIUzuAAPrqEG91CHBjCI4Rle4c1B58V5dz4WrWtOPnMCf+B8/gDixpBI</latexit>

�B
<latexit sha1_base64="OI28/mSqi1t7hw82mcuPpvV0h+Y=">AAACA3icbVBNS8NAEN34WetX1JtegkXwVJIq6LHoxWMF+wFNKZvttF26m4TdiVhCwIt/xYsHRbz6J7z5b9ymPWjrg4HHezM7Oy+IBdfout/W0vLK6tp6YaO4ubW9s2vv7Td0lCgGdRaJSLUCqkHwEOrIUUArVkBlIKAZjK4nfvMelOZReIfjGDqSDkLe54yikbr2oY/wgPk7aSASyFJ/QKWk3ausa5fcspvDWSTejJTIDLWu/eX3IpZICJEJqnXbc2PspFQhZwKyop9oiCkb0QG0DQ2pBN1J892Zc2KUntOPlKkQnVz9PZFSqfVYBqZTUhzqeW8i/ue1E+xfdlIexglCyKaL+olwMHImgTg9roChGBtCmeLmrw4bUkUZmtiKJgRv/uRF0qiUvbNy5fa8VK3M4iiQI3JMTolHLkiV3JAaqRNGHskzeSVv1pP1Yr1bH9PWJWs2c0D+wPr8ATzvmHs=</latexit>

�B
<latexit sha1_base64="OI28/mSqi1t7hw82mcuPpvV0h+Y=">AAACA3icbVBNS8NAEN34WetX1JtegkXwVJIq6LHoxWMF+wFNKZvttF26m4TdiVhCwIt/xYsHRbz6J7z5b9ymPWjrg4HHezM7Oy+IBdfout/W0vLK6tp6YaO4ubW9s2vv7Td0lCgGdRaJSLUCqkHwEOrIUUArVkBlIKAZjK4nfvMelOZReIfjGDqSDkLe54yikbr2oY/wgPk7aSASyFJ/QKWk3ausa5fcspvDWSTejJTIDLWu/eX3IpZICJEJqnXbc2PspFQhZwKyop9oiCkb0QG0DQ2pBN1J892Zc2KUntOPlKkQnVz9PZFSqfVYBqZTUhzqeW8i/ue1E+xfdlIexglCyKaL+olwMHImgTg9roChGBtCmeLmrw4bUkUZmtiKJgRv/uRF0qiUvbNy5fa8VK3M4iiQI3JMTolHLkiV3JAaqRNGHskzeSVv1pP1Yr1bH9PWJWs2c0D+wPr8ATzvmHs=</latexit>

�A
<latexit sha1_base64="h5AjPZ7y9Goe87lZyA7NPCj6bP0=">AAACAnicbVBNS8NAEN34WetX1JN4CRbBU0mqoMeKF48V7Ae0JWw203bpbhJ2J2IJxYt/xYsHRbz6K7z5b9ymPWjrg4HHezM7Oy9IBNfout/W0vLK6tp6YaO4ubW9s2vv7Td0nCoGdRaLWLUCqkHwCOrIUUArUUBlIKAZDK8nfvMelOZxdIejBLqS9iPe44yikXz7sIPwgPk7mYJwnHX6VErqX419u+SW3RzOIvFmpERmqPn2VyeMWSohQiao1m3PTbCbUYWcCRgXO6mGhLIh7UPb0IhK0N0sXz12TowSOr1YmYrQydXfExmVWo9kYDolxYGe9ybif147xd5lN+NRkiJEbLqolwoHY2eShxNyBQzFyBDKFDd/ddiAKsrQpFY0IXjzJy+SRqXsnZUrt+elamUWR4EckWNySjxyQarkhtRInTDySJ7JK3mznqwX6936mLYuWbOZA/IH1ucPZmCYAw==</latexit>

�A
<latexit sha1_base64="h5AjPZ7y9Goe87lZyA7NPCj6bP0=">AAACAnicbVBNS8NAEN34WetX1JN4CRbBU0mqoMeKF48V7Ae0JWw203bpbhJ2J2IJxYt/xYsHRbz6K7z5b9ymPWjrg4HHezM7Oy9IBNfout/W0vLK6tp6YaO4ubW9s2vv7Td0nCoGdRaLWLUCqkHwCOrIUUArUUBlIKAZDK8nfvMelOZxdIejBLqS9iPe44yikXz7sIPwgPk7mYJwnHX6VErqX419u+SW3RzOIvFmpERmqPn2VyeMWSohQiao1m3PTbCbUYWcCRgXO6mGhLIh7UPb0IhK0N0sXz12TowSOr1YmYrQydXfExmVWo9kYDolxYGe9ybif147xd5lN+NRkiJEbLqolwoHY2eShxNyBQzFyBDKFDd/ddiAKsrQpFY0IXjzJy+SRqXsnZUrt+elamUWR4EckWNySjxyQarkhtRInTDySJ7JK3mznqwX6936mLYuWbOZA/IH1ucPZmCYAw==</latexit>

Figure 73: Schematic view of the contours γA (red dashed line) and γB (blue solid line) for
each phase.

and e2 to e3 for γA.

• Strongly Coupled Phase: 0 ≤ J ≤ 1 ⇔ 0 ≤ θ ≤ π, |τ | = 1. There we have ∆ > 0,

f ≥ 0 and the roots again satisfy e1 ∈ R, e2 = ē3, Im(e2) > 0. The contours encircle

e1 to e2 for γB and e1 to e3 for γA.

The different time-reversal invariant regions together with the signs of f , g, ∆ are also

indicated in figure 72. For some additional discussion, see Appendix F.1.
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e1<latexit sha1_base64="TcHtbjsn2+GWBtLSNUKd2IPPRWE=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lqQY8FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpAQfeoFxxq+4CZJ14OalAjuag/NUfxiyNUBomqNY9z02Mn1FlOBM4K/VTjQllEzrCnqWSRqj9bHHqjFxYZUjCWNmShizU3xMZjbSeRoHtjKgZ61VvLv7n9VIT3vgZl0lqULLlojAVxMRk/jcZcoXMiKkllClubyVsTBVlxqZTsiF4qy+vk3at6l1Va/f1SsPN4yjCGZzDJXhwDQ24gya0gMEInuEV3hzhvDjvzseyteDkM6fwB87nD+qTjX8=</latexit>

e2<latexit sha1_base64="LI21CCn9tKNs0fBjKlf9c8Tjxww=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lqQY8FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpAQe1QbniVt0FyDrxclKBHM1B+as/jFkaoTRMUK17npsYP6PKcCZwVuqnGhPKJnSEPUsljVD72eLUGbmwypCEsbIlDVmovycyGmk9jQLbGVEz1qveXPzP66UmvPEzLpPUoGTLRWEqiInJ/G8y5AqZEVNLKFPc3krYmCrKjE2nZEPwVl9eJ+1a1buq1u7rlYabx1GEMziHS/DgGhpwB01oAYMRPMMrvDnCeXHenY9la8HJZ07hD5zPH+wXjYA=</latexit>

e3
<latexit sha1_base64="sYVMi9Q5lVjNMAQjEA/Zio//RIQ=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0laQY8FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpAQf1QbniVt0FyDrxclKBHM1B+as/jFkaoTRMUK17npsYP6PKcCZwVuqnGhPKJnSEPUsljVD72eLUGbmwypCEsbIlDVmovycyGmk9jQLbGVEz1qveXPzP66UmvPEzLpPUoGTLRWEqiInJ/G8y5AqZEVNLKFPc3krYmCrKjE2nZEPwVl9eJ+1a1atXa/dXlYabx1GEMziHS/DgGhpwB01oAYMRPMMrvDnCeXHenY9la8HJZ07hD5zPH+2bjYE=</latexit>

e1<latexit sha1_base64="TcHtbjsn2+GWBtLSNUKd2IPPRWE=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lqQY8FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpAQfeoFxxq+4CZJ14OalAjuag/NUfxiyNUBomqNY9z02Mn1FlOBM4K/VTjQllEzrCnqWSRqj9bHHqjFxYZUjCWNmShizU3xMZjbSeRoHtjKgZ61VvLv7n9VIT3vgZl0lqULLlojAVxMRk/jcZcoXMiKkllClubyVsTBVlxqZTsiF4qy+vk3at6l1Va/f1SsPN4yjCGZzDJXhwDQ24gya0gMEInuEV3hzhvDjvzseyteDkM6fwB87nD+qTjX8=</latexit>

e2<latexit sha1_base64="LI21CCn9tKNs0fBjKlf9c8Tjxww=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lqQY8FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpAQe1QbniVt0FyDrxclKBHM1B+as/jFkaoTRMUK17npsYP6PKcCZwVuqnGhPKJnSEPUsljVD72eLUGbmwypCEsbIlDVmovycyGmk9jQLbGVEz1qveXPzP66UmvPEzLpPUoGTLRWEqiInJ/G8y5AqZEVNLKFPc3krYmCrKjE2nZEPwVl9eJ+1a1buq1u7rlYabx1GEMziHS/DgGhpwB01oAYMRPMMrvDnCeXHenY9la8HJZ07hD5zPH+wXjYA=</latexit>

e3
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Figure 74: Transition between the trivial and strongly coupled phase, with all three roots
collapsing at 0.

Finally, we want to ensure that we can move between the three different time-reversal

invariant regions by adjusting the three roots ei. As already indicated above one can

transition between the phase with |τ | = 1 and the topological insulator phase θ = π by

moving two roots in the imaginary direction. Collapsing two conjugate roots on the real

axis and then separating them as real roots along the real axis leads to the transition between

the topological insulator phase and the trivial phase with θ = 0. The last transition seems

to happen when two of the roots go off to infinity, see figures 95 and 96. However, this

transition can also happen at finite values of the roots, when all three roots collapse at 0.

This last transition is depicted in figure 74. We see that the discriminant vanishes in the

transition between the trivial and topological insulator phase as well as in the transition

between the trivial and the strongly coupled phase.

Our analysis in terms of the real elliptic curve reveals that passing through a singularity

in the elliptic curve also occurs when we move along the “alternative contour” connecting

θ = 0 and θ = π. We take this to mean that there is also localized dynamics trapped at

such an interface, in accord with general expectations from time-reversal invariance.

7.3 Other Duality Groups

In the previous section we presented some geometric tools to study 3D interfaces in 4D

U(1) gauge theory in the special case where the duality group is SL(2,Z). In systems with
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interacting degrees of freedom, one often encounters U(1) gauge theories where the duality

group Γ is a subgroup of SL(2,Z). A common situation where this arises is in the case

where the U(1) gauge theory has a non-trivial spectrum of line operators, which one can

think of as various heavy non-dynamical states.

Our aim in this section will be to study interfaces with these smaller duality groups. Com-

pared with the case of SL(2,Z) duality, we find a significantly richer set of possible interfaces.

This is simply because there are now many different physically distinct field configurations

which can no longer be related by a duality transformation under the smaller group. As

before, we shall assume that time-reversal invariance is preserved, and in particular is not

spontaneously broken by the vacuum.

For now, we assume that we have a U(1) gauge theory where the duality group Γ ⊂ SL(2,Z)

is a finite index subgroup of SL(2,Z). Starting from the original lattice of electric and

magnetic charges Λ, we can consider the orbits swept out by the group action Γ. This

results in a refinement in the lattice Λrefined ⊂ Λorig. This new lattice of electric and

magnetic charges specifies a different elliptic curve E = C/Λrefined. This new elliptic curve

is related to the other by an isogeny; The complex structure is actually unchanged under

this refinement, but additional data is now being specified by this choice.

The space of physically distinct values of τ as captured by the fundamental domain X(Γ) =

H/Γ is consequently bigger. In fact, for general Γ ⊂ SL(2,Z), the resulting modular curve

can be considerably more complicated than that obtained in the special case of SL(2,Z)

where we have the geometry of a CP1 with a single cusp at i∞. For example, the genus of

this new modular curve can be greater than zero. Additionally, the set of cusps is always

bigger. Recall that the space of cusps is specified by taking the quotient of {i∞} ∪ Q by

the group action specified by Γ. In terms of the electric and magnetic charge of a state,

these rational numbers are specified by the ratio qe/qm so that the “purely electric” cusp

is at i∞. Observe that the value of τ at a cusp indicates either zero gauge coupling (as in

the case of τ = i∞) or “infinite coupling” (as in the case of τ ∈ Q).
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This also translates to a bigger set of values for τ which can lead to time-reversal invariant

phases. As before, these are obtained by focusing on the points of X(Γ) which are invariant

under the anti-holomorphic involution:

c0 : τ 7→ −τ . (7.3.1)

Here, to aid the reader interested in comparing with reference [378] we have used that

paper’s notation. This operation is, of course, nothing but time-reversal conjugation!

We refer to the real locus of the modular curve as X(Γ)R:

X(Γ)R = {τ ∈ X(Γ) : c0(τ) = τ} = {τ ∈ H : c0(τ) = γτ with γ ∈ Γ} . (7.3.2)

Thankfully this space has actually been studied in great detail in reference [378] for the

congruence subgroups Γ(N),Γ1(N),Γ0(N) ⊂ SL(2,Z) (see Appendix F.2 for details on

the congruence subgroups). The results there hold for general congruence subgroups of

SL(2,Z). The topology of X(Γ)R is a disjoint union of circles. Each such circle contains at

least one cusp, but some cusps of X(Γ) do not belong to any real component.4 We refer to

the cusps which are members of X(Γ)R as “real cusps.” We note that the point at infinity

is always a real cusp, and it specifies a distinguished S1. Observe also that there are S1’s

which only involve cusps at “infinite coupling.” These are intrinsically strongly coupled

regions of parameter space which are in some sense “cut off” from weak coupling.

Let us now turn to the structure of interfaces between time-reversal invariant phases. To

build an interface, we allow τ(x⊥) to be a non-trivial function of position in the 4D spacetime

R2,1 ×R⊥. As we move along one of the S1’s of X(Γ)R we encounter a cusp of electric and

magnetic charge (qe, qm) associated with the rational number qe/qm ∈ Q. From all that we

have said, we expect that the condition of time-reversal invariance enforces the appearance
4For example let Γ = Γ0(N), then N = 16 is the lowest N for which there are non-real cusps, and in this

case there is one real component that crosses four real cusps, and two additional T -violating cusps on the
genus zero curve X0(16).
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of localized degrees of freedom at such an interface.

To better understand this, suppose we have such an interface located at x⊥ = 0. We can

first specialize to the case Γ = SL(2,Z). In this case all cusps qe/qm ∈ Q ∪ {i∞} are dual

to each other so it is enough to consider the electric duality frame where (qe, qm) = (1, 0).

Crossing such a cusp at x⊥ = 0 involves having g2 → 0 as |x⊥| → 0 while θ = 0 for x⊥ < 0

and θ = π for x⊥ > 0. This induces a localized Chern-Simons theory at level-1
2 on the

interface. As noted in reference [368], the states trapped at the interface could exhibit a

wide range of phenomena, including a charged, massless 3D Dirac fermion, or a system with

non-trivial topological order.5 If we do act by an SL(2,Z) transformation to transform the

cusp to a more general choice (qe, qm), then we have that the putative localized states are

charged under a dualized gauge potential A(qe,qm). In terms of the vector potentials for the

electric field strength Fµν and its magnetic dual counterpart F̃µν , we can write this as:

A(qe,qm) = qeA− qmAD. (7.3.3)

In other words, we can speak of localized dyonic states of electric charge qe and magnetic

charge qm! Suppose now that we have a theory with smaller duality group Γ a proper

subgroup of SL(2,Z). We assume that we can supplement this theory by adding additional

degrees of freedom to it so that in this enlarged theory, SL(2,Z) is the resulting duality

group. This in turn means that in this bigger theory we can ask about the effects of an

SL(2,Z) transformation. In the original theory with the smaller duality group, then, we

learn that there can be states trapped at an interface with different electric and magnetic

charges. Summarizing, we see that if we encounter a cusp qe/qm ∈ Q in the original theory,

the localized degrees of freedom can be viewed as carrying an electric and magnetic charge

(qe, qm).

In section 7.2 we noted that there can be additional singularities other than those located
5We use this language since one is often interested in situations where the Maxwell theory arises as the

IR limit of a more complicated 4d gauge theory.
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at the cusps, as associated to degeneration in the elliptic curve near the points τ = i and

τ = exp(2πi/6). These points are distinguished in the sense that they are fixed under some

of the elements of SL(2,Z) and are referred to as “elliptic points” of order two (τ = i) and

three (τ = exp(2πi/6)). It turns out that for most finite index subgroups Γ ⊂ SL(2,Z)

there are no elliptic points, but in the few cases when they are present we can expect

localized matter to also be present, at least when the associated elliptic curve degenerates

in approaching such a point of the real moduli space. In such situations, we expect states

with non-zero Dirac pairing to be simultaneously localized.

We can also deduce the relative spin-statistics of the excitations on neighboring interfaces,

which also lead to a quantization of the angular momentum induced by the electro-magnetic

field between the interfaces. Although not stated in these physical terms, reference [378]

computes the Dirac pairing between neighboring interfaces. Focusing on the generic situa-

tion where our interfaces are generated by cusps, it turns out that the excitations localized

on neighboring interfaces always have a non-vanishing Dirac pairing equal to ±1 or ±2:

〈~q, ~q ′〉 ∈ {±1,±2}. (7.3.4)

Recall that the Dirac pairing between dyons specifies an intrinsic angular momentum in

the system. What this pairing indicates is that there is an intrinsic spin quantized in units

of ±1/2 or ±1 associated with regions of the 4D bulk. This is an additional topological

feature of our 4D bulk, as controlled by the dynamics of the interface! See figure 75 for a

depiction.

In the remainder of this section we illustrate these general considerations by focusing on

some specific choices of duality groups. In particular, we leverage the results of reference

[378] to obtain explicit information on the structure of 3D interfaces in these systems. We

consider the three most well-known congruence subgroups Γ(N),Γ1(N), and Γ0(N) which
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Figure 75: Depiction of interfaces encountered in a trajectory through a component of
X(Γ)R. Here, each interface is associated with the SL(2,Z) image of the cusp at weak
coupling and therefore comes with excitations carrying an electric and magnetic charge
which we denote as a two-component vector. States localized on neighboring walls have a
non-zero Dirac pairing, and this leads to a net angular momentum quantized in units of
±1/2 or ±1 between neighboring interfaces.

also show up frequently in the study of modular curves:

Γ0(N) =
{
γ ∈ SL(2,Z) : γ =

 ∗ ∗
0 ∗

 modN
}
,

Γ1(N) =
{
γ ∈ SL(2,Z) : γ =

 1 ∗

0 1

 modN
}
,

Γ(N) =
{
γ ∈ SL(2,Z) : γ =

 1 0

0 1

 modN
}
,

(7.3.5)

where ∗ denotes an arbitrary integer entry. Clearly, these subgroups satisfy

Γ(N) ⊂ Γ1(N) ⊂ Γ0(N) ⊂ SL(2,Z) , (7.3.6)

and each is a finite index subgroup of SL(2,Z).

For each of these choices, there is a corresponding modular curve X(Γ) which we denote by

X(N) for Γ = Γ(N), X1(N) for Γ = Γ1(N) and X0(N) for Γ = Γ0(N). Further it is clear

that in each case X(Γ)R is non-trivial since one can always choose the fundamental domain

in a way that it contains (part of) the imaginary axis, which is invariant under c0. This

subset of X(Γ)R is the region with θ = 0. Moreover, it is clear that some remnant of the
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standard T generator in SL(2,Z) survives:

T ∈ Γ0(N),Γ1(N) , TN ∈ Γ(N) , (7.3.7)

which means that for Γ0(N) and Γ1(N) there are regions in X(Γ)R which correspond to

θ = π. For Γ(N) the non-trivial time-reversal invariant value of θ is given by Nπ. Note,

that these two regions meet in the weakly coupled cusp situated at τ = i∞, which is also

contained in the set X(Γ)R.

Since we have already explained the significance of the time-reversal invariant components of

these modular curves, we now review the graphical rules developed in [378] which enumerate

which (Γ-equivalence classes of) cusps are on a given real component. These graphs were

arrived at by a group-theoretic analysis of each Γ which assigns a solid dot to a cusp, on

open dot to an elliptic point, with a single line connecting two cusps if their Dirac pairing

is ±1, and a double line if their Dirac pairing is ±2 which reference [378] refers to as a

“weight”. Similar considerations hold for lines which connect an elliptic point to a cusp, but

in this case the pairing is trajectory dependent. In these cases, the elliptic point connects

to a cusp, once with weight one, and once with weight two. We take this to mean that

there are states with mutually non-local charges localized at the elliptic point. This is a

phenomenon which is known to occur in 4D N = 2 theories [32].

Each such line corresponds to a subset of points in X(Γ)R satisfying:

Cγ : −τ = γτ . (7.3.8)

for some conjugacy class γ ∈ Γ. In general the subspace X(Γ)R consists of the union of all

these sets inside a single fundamental domain of the group Γ. For starters, we show the

structure of this graph in figure 76 in the case where Γ = SL(2,Z).

As another example, consider the case of X(2), for which there is one real component

depicted in figure 77 that (in a chosen duality frame) passes through the cusps 0, 1, and
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(1, 0) i

Figure 76: Real component for X(1), namely the special case Γ = SL(2,Z). In the graph,
cusps are denoted by solid dots and elliptic points are denoted by open dots.

(1, 1)

(1,0)(0,1)

i

(1, 1)(1, 0)

Figure 77: Real components of X(2) (left) along with X0(2) and X1(2) (right). On the
right, the double line connecting (1, 1) to the elliptic point τ = i refers to the fact that if we
follow a geodesic connecting (1, 1) and i we land on (−1, 1), and the Dirac pairing between
(1, 1) and (−1, 1) is 2. Similarly, there is a single line connecting (1,0) and i because the
geodesic through them lands on the cusp (0, 1), which has Dirac pairing 1 with (1, 0). In
the graph, cusps are denoted by solid dots and elliptic points are denoted by open dots.

i∞. We represent this on the left side of figure 77. On the right side we depict the real

component for X1(2) and X0(2) which passes through the cusps 1 and ∞ and an order-2

elliptic point at τ = i. Including X(1), as shown in figure 76, we have actually exhausted

all the cases where elliptic points can occur on a real component.

Having presented the general rules, we now summarize some of the important features of

X(Γ)R in the case of the aforementioned congruence subgroups. The statements we present

amount to an adaptation of results given in [378].

X(N)

Consider first the case where the duality group is Γ = Γ(N) ⊂ SL(2,Z). In this case,

the cusps are in the same Γ(N)-orbit if and only if (a′, b′) ≡ ±(a, b) mod N and Γ(N)-

equivalence classes of cusps are parametrized by pairs ±a
b of order-N elements of (Z/NZ)2.

To see the latter, note that we can reduce an element (a, b) ∈ Z2 modulo N , which

for N > 2 is distinct from the modulo N reduction of (±a, b). Not every element of

(Z/NZ)2 can be obtained from such a reduction though, since gcd(a, b) = 1. In particular

gcd(a, b,N) = 1, which implies that at least either a or b must be an order-N element of

Z/NZ, making (a, b) an order-N element of (Z/NZ)2. The number of order-N elements in
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. . . . . .
(a/2, 0)

(0, 2b)

(a, 0)

(0, b)

(2a, 0) (a, 0)

(N/2, b)

(a− aN/2, N/2) (N/2, b− bN/2)

(a,N/2)

(0, b) (a, 0) (0, b)

(N/2, b) (a,N/2)

Figure 78: Real cusps/components (mod-N) for r = 0 (left), r = 1 (center), and r ≥ 2
(right). Here N = 2rN ′ for N ′ odd. In all cases, ab ≡ 1 modN and we take gcd(a,N) = 1

(Z/NZ)2 is N2∏
p|N (1− 1/p2), where p is a prime, but for N > 2 we identify (a, b) modN

with (−a,−b) modN since they represent the same cusp a
b , with similar considerations for

the −a
b cusp. Altogether we have

# of cusps in fundamental domain =


1
2N

2 ∏
p|N

(1− 1/p2) N > 2

3 N = 2
(7.3.9)

for the total number of cusps.

Turning next to the real cusps and components, we characterize the cases by the power r

in N = 2rN ′ with gcd(2, N ′) = 1 and we quote the results mainly without proof. The case

r = 0 is perhaps the most complicated, we have φ(N) real cusps6 spread across ψ(N) real

components.7 The neighborhood of a cusp (a, b) (taken mod N) is shown on the left-hand

side of figure 78.

The case r = 1 (N > 2) has 3φ(N) real cusps spread evenly across 1
2φ(N) real components,

i.e. six cusps per component whose charges (mod N) are shown in figure 78. While the

r ≥ 2 cases have 2φ(N) real cusps spread evenly across 1
2φ(N) real components, i.e. four

cusps per component.
6This is the Euler totient function which expresses how many numbers m < N are coprime to N , or

equivalently, the order of the multiplicative group (Z/NZ)×. It can be expressed as N
∏
p|N (1− 1

p
).

7Borrowing notation from [378], ψ(N) is defined as the order of the group (Z/NZ)×/〈−1, 2〉 which has
no known closed form expression.
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. . . . . .
(a/2, 0)

(0, 2b)

(a, 0)

(0, b)

(2a, 0)

Figure 79: Real cusps/components (mod-N) for X1(N) (N 6= 2, 4) for r = 0. Here, N =
2rN ′ with gcd(2, N ′) = 1

. . . . . .
(0, 2b)

(a, 0)

(0, b)

(a,N/2)

(1, 2b/ε)

(εa, 0)

Figure 80: Real cusps/components (mod-N) for X1(N) (N 6= 2, 4) for r = 1. Here, N =
2rN ′ with gcd(2, N ′) = 1. In the figure, ε ≡ 2 +N/2.

X1(N)

Consider next the case of the modular curve X1(N) as specified by the duality group

Γ1(N) ⊂ SL(2,Z). In this case, the cusps are in the same Γ1(N) orbit if and only if

(a, b) ≡ ±(a+ jb, b) mod N for some integer j. Equivalence classes can be parametrized by

first fixing a mod gcd(b,N), then enumerating pairs ±a
b of order-N elements of (Z/NZ)2

under this restriction. The number of cusps (see e.g. [152]), is

# of cusps in fundamental domain =



2 N = 2

3 N = 4

1
2
∑
d|N

φ(d)φ(N/d) N = 3 or N > 4

(7.3.10)

where d is any divisor. Just like the X(N) curves, the properties of the real cusps and

components depend on the exponent r in N = 2rN ′ (with gcd(2, N ′) = 1, and in fact

the r = 0 case is exactly the same for X1(N) and X(N). For the r = 1 case, there are

2φ(N) real cusps and ψ(N/2) real components (making the number of cusps per component

more irregular than for the X(N) curves), while the r ≥ 2 case has 3
2φ(N) real cusps and

1
4φ(N) real components arranged as in figures 79, 80 and 81. There is an exception to this

classification for N = 4. The real structure of this case is displayed in figure 82.

382



(a+N/2, 0)

(0, b+N/2)

(a,N/2) (0, b)

(a, 0)

(1, 2b)

Figure 81: Real cusps/components (mod-N) for X1(N) (N 6= 2, 4) for r ≥ 2. Here, N =
2rN ′ with gcd(2, N ′) = 1.

(1,2)

(1,0)(0,1)

Figure 82: Real cusps/components for X1(4)

∞ 0

Figure 83: Real cusps/components for X0(N) when N is odd.

X0(N)

Finally, consider the case of the modular curve X0(N) as associated with the duality group

Γ0(N) ⊂ SL(2,Z). The cusps in this case are in the same Γ0(N) orbit if and only if (ya, b) ≡

±(a + jb, yb) mod N for some integers j and y such that gcd(y,N) = 1. Conveniently, it

turns out that equivalence class of cusps can be described simply as elements of P1(Z/NZ)

and we can represent the mod-N charges of cusps as [a : b]. The total number of cusps is

then

# of cusps in fundamental domain =
∑
d|N

φ(gcd(d,N/d)) (7.3.11)

for any N . For r = 0 (N odd), let k be the number of distinct prime factors of N , then

there are 2k−1 real components all of the form shown in figure 83.

The behavior for even N is again governed by the number of distinct odd prime factors

k. For r = 1, r = 2, and r ≥ 3, there are respectively 2k+1, 3 · 2k , and 2k+2 real cusps

and 2k−1, 2k−1, and 2k real components. See figures 84 and 85 for the corresponding real
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0 ∗ 0 0 ∗∞

∞ ∗∞ ∞ ∗ 0

0 ∗ 0

x ∗∞

∞ ∗ 0 0 ∗∞

x ∗∞

∞ ∗∞

Figure 84: The real cusps/components for X0(N) when r = 1 (left) and r = 2 (right) where
the ∗ notation refers to the decomposition P1(Z/NZ) = P1(Z/2rZ) × P1(Z/N ′Z) since we
do not want to conflate this with the parentheses notation (·, ·) used to label the electric
and magnetic charges. Here we define x ≡ [1 : 2], viewed as an element of P1(Z/2rZ).

0 ∗ 0 ∞∗∞

x ∗∞ y ∗ 0

0 ∗∞ ∞ ∗ 0

x ∗ 0 y ∗∞

Figure 85: The real cusps/components for X0(N) when r ≥ 3, where we have two flavors
of components (an equal number of each). The ∗ notation refers to the decomposition
P1(Z/NZ) = P1(Z/2rZ)×P1(Z/N ′Z) since we did not want to confuse with the parentheses
(, ) for the electric and magnetic charges. Here we defined x ≡ [1 : 2] and y ≡ [1 : 2r−1]
viewed as elements of P1(Z/2rZ).

components of the modular curves.

7.4 N = 2 Examples

To illustrate some of these general considerations, we now present some examples based

on N = 2 supersymmetry. Recall that a helpful way to study such theories involves the

geometry of the Seiberg-Witten curve [363, 364].

We begin by considering a class of 4D N = 2 superconformal field theories obtained from

a D3-brane probing a stack of seven-branes with and ADE gauge group. This determines

a flavor symmetry on the 4D worldvolume theory of the D3-brane [47, 321, 322, 335]. In

these cases, there is a one-dimensional Coulomb branch, specified by a complex coordinate

u, and mass parameters m in the adjoint representation of the seven-brane gauge group.

The Seiberg-Witten curves for this class of examples can all be written as:

y2 = x3 + f(u,m)x+ g(u,m), (7.4.1)
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where the f ’s and g’s are polynomials in the Coulomb branch parameters and the m’s. These

polynomials in the m’s are constructed from Casimir invariants of the associated flavor

symmetry. In the string compactification geometry, time-reversal invariance corresponds to

a complex conjugation operation on the elliptic curve itself. We get a time-reversal invariant

system by demanding the Weierstrass coefficients f and g are real. Observe that in a suitable

basis of fields, we can simply demand that the u’s and m’s are all real. This corresponds to

a situation in which any mass terms being switched on preserves time-reversal invariance

along the flow from the UV fixed point to the IR, namely where the Seiberg-Witten curve

description is valid.

We obtain examples of interfaces by allowing position dependent mass terms m(x⊥). One

can also contemplate giving a position dependent value to u, though in this case we need

to consider the spacetime dependence for a dynamical field. Switching on a N = 1 super-

potential deformation as well as possible supersymmetry breaking mass terms, we can also

produce theories in the IR which only have a U(1) gauge field remaining. This strategy

was used, for example in [384] to analyze some examples of SPTs with non-abelian gauge

dynamics.

Assuming we vary the mass parameters m adiabatically, we can continue to use 4D N = 2

supersymmetry to look for the appearance of localized states. In the F-theory realization of

these systems as obtained from D3-branes probing a stack of seven-branes, this corresponds

to moving the seven-branes around in the R⊥ direction of the 4D spacetime. In the vicinity

of some of these seven-branes, however, we can continue to use a 4D analysis. In particular,

the location of these seven-branes will occur at some locations u = u∗ in the original

Coulomb branch parameter.

Now, the appearance of massless states occurs when the discriminant ∆ vanishes to some

order in the variable (u− u∗). In fact, for elliptically-fibered K3 spaces there is a Kodaira
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classification8 of possible singularities [289], as controlled by the order of vanishing for:

f ∼ (u− u∗)ord(f) (7.4.2)

g ∼ (u− u∗)ord(g) (7.4.3)

∆ ∼ (u− u∗)ord(∆). (7.4.4)

These tell us about the appearance of flavor enhancements, as well as the appearance of

massless states, including the associated electric and magnetic charges. In Appendix F.3

we consider in detail the special case of SU(2) gauge theory with four hypermultiplets in

the fundamental representation of SU(2). In particular, we calculate the periods and the

appearance of massless states for a specific choice of mass parameters.

The case of a cusp corresponds to an IN singular fiber (associated with an SU(N) flavor

symmetry), in which ord(f) = ord(g) = 0, and ord(∆) = N . Observe that in the vicinity

of such a point, we have:

τ ∼ N

2πi log(u− u∗), (7.4.5)

indicating a jump of θ by 2πN as we cross this sort of singularity.

The Kodaira classification also shows that we can expect mutually non-local states to be

trapped at an interface. For example, a III∗ singular fiber (associated with an E7 flavor

symmetry) corresponds to the special case where ord(f) = 3, ord(g) ≥ 5 and ord(∆) = 9.

In this case, we also note that the J-function has a well-defined limit, even though the

elliptic curve becomes degenerate in this region. The specific value is J = 1, as associated

with τ = i.

We can also get trapped matter at the other elliptic point of Γ = SL(2,Z), namely τ =

exp(2πi/6), as associated with J = 0. This occurs, for example, with a II∗ singularity

(associated with an E8 flavor symmetry), in which ord(f) ≥ 4, ord(g) = 5, and ord(∆) = 10.
8Which also classifies possible codimension one singularities for higher-dimensional elliptically fibered

Calabi-Yaus.
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In the non-supersymmetric setting we have less analytic control over the ways in which f, g,

and ∆ might vanish.

Our discussion so far has focused on the case where the U(1) gauge theory on the Coulomb

branch enjoys an SL(2,Z) duality group, as directly inherited from the F-theory realization

of these systems.9 We get examples with smaller duality groups by holding fixed some of

the mass parameters of the system. For example, the ADE series of superconformal field

theories just introduced can also be engineered by taking M5-branes wrapped on a CP1

with punctures [180]. These punctures dictate the behavior of mass parameters in the 4D

effective field theory. In this formulation, the mapping class group of the curve determines

the structure of the duality group. Doing so, we can engineer smaller duality groups. As an

example, for SU(2) gauge theory with four flavors, we have two M5-branes wrapped on a

sphere with four punctures. In this case, taking some mass parameters held fixed to equal

values can produce a smaller duality group such as Γ0(2).

We can also consider examples which have a smaller duality group right from the start.

As an example of this sort, consider pure su(2) gauge theory. Here, we have no mass

parameters, so we will consider varying the Coulomb branch parameter u as a function of

x⊥ with the implicit assumption that we have introduced a suitable N = 1 superpotential

deformation to generate jumps in the value of τ in a given interface region.

Consider first the limit where no superpotential deformation has been switched on. Follow-

ing [363, 364], theN = 2 vector multiplet contains a scalar field in the adjoint representation

φ. Non-zero values of this scalar move the theory onto the Coulomb branch. In the following

we use the gauge invariant combination:

u = 1
2tr(φ2) . (7.4.6)

9Strictly speaking one should speak of the Z/2Z extension of SL(2,Z), as in reference [342]. We will not
dwell on this issue here.

387



The Seiberg-Witten curve of the system is given by

y2 = (x− u)(x− Λ2)(x+ Λ2) , (7.4.7)

which can be brought to Weierstrass form by a coordinate transformation on x. The weakly

coupled U(1) gauge theory arises for |u| → ∞ in which case the gauge coupling goes to zero.

Other interesting limits are described by the limits u→ ±Λ2, which are at strong coupling.

At these points one finds light magnetically charged states.

By moving around the moduli space parameterized by u one finds the following monodromy

actions in SL(2,Z) on the auxiliary elliptic curve:

γ+ =

 1 0

−2 1

 , γ− =

−1 2

−2 3

 . (7.4.8)

These do not generate the full SL(2,Z) but instead a congruence subgroup given by Γ(2).10

Instead of using the usual Weierstrass form one can also describe the Seiberg-Witten curve

in terms of a branched double cover of CP1, parameterized by the complex coordinate z.

For a schematic description of the relation between the torus and the double cover of CP1,

see figure 86. One possible parametrization is given in [380] and reads as:

Λ2z + Λ2

z
= x2 − u . (7.4.9)

In terms of these variables the Seiberg-Witten differential reads

λ = x
dz

z
. (7.4.10)

The UV curve is given by the CP1 in combination with the four branch points connected

by two branch cuts.
10Here we do not dwell on the distinctions between Γ(2) ⊂ SL(2,Z) and PΓ(2) ⊂ PSL(2,Z).
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Figure 86: Schematic description of the torus as double cover of CP1.
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Figure 87: Fundamental domain of Γ(2) on the upper half plane as well as its time-reversal
invariant subset X(2)R.

The pure gauge theory describes an elliptic curve, with moduli space given by X(2). The

fundamental domain as well as its time-reversal invariant subset are depicted in figure 87.

It contains three distinct cusps at τ ∈ {0, 1, i∞} and is topologically a CP1 with the cusps

marking three points. In this case the time-reversal invariant subset X(2)R contains all

three cusps.

Let us see what the three cusps correspond to in terms of data extracted from the Seiberg-

Witten curve. The equivalent of the j-function in the case of Γ = Γ(2) is its so-called
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Hauptmodul, defined by

λ(τ) =
(Θ2(τ)

Θ3(τ)

)4
, (7.4.11)

where the Θ’s denote theta functions, the explicit form of which we will not need. This

yields a map λ : X(2)→ CP1. The values at the cusps are

λ(0) = 1 , λ(1) =∞ , λ(i∞) = 0 . (7.4.12)

Taking the original form of the Seiberg-Witten curve, we expect cusps at the collision of

two of the branch points, i.e.

u = Λ2 , u = −Λ2 , u→∞ . (7.4.13)

For the two strongly coupled cusps at u = ±Λ2, which are associated to τ = 0 and τ = 1,

we know that we get either a massless monopole or dyon.

Next, we assume a suitable superpotential deformation has been switched on which pro-

duces a domain wall solution with multiple kinks which passes through the different cusps.

Our expectation is that the wall will now carry a charge as dictated by the sort of cusp

encountered. The cusp at weak coupling corresponds to u → ∞ and at first poses a puz-

zle. In the limit of large u the theory becomes classical and one has the identification

a ∼
√
u. Therefore, the su(2) gauge algebra is broken to U(1) at a very high scale and the

supermultiplets containing the electrically charged W -bosons are very massive with

mW ∼ a→∞ . (7.4.14)

Therefore, even though there is a cusp, one naively does not expect any light modes. That

being said, building an interface that is very thin relative to the mass scale, the correspond-

ing energy scales are very high and the classical description in terms of a weakly coupled
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su(2) gauge theory remains valid throughout the system. In this sense there actually are

massless W bosons and the su(2) is restored.

Assuming the presence of light electric states of charge qe on the interfaces associated to

the cusp at τ → i∞, we can use coset representatives in order to investigate the other cusps

at strong coupling. For this we choose

α1 =

0 −1

1 0

 : τ = i∞ 7→ τ = 0 ,

α2 =

1 −1

1 0

 : τ = i∞ 7→ τ = 1 .

(7.4.15)

Then we can find the action on the charges of states as:

α1

q
0

 =

0

q

 , α2

q
0

 =

q
q

 , (7.4.16)

which suggests the presence of massless purely magnetically charged and dyonic states,

respectively. These are exactly the states associated to the monopole and dyon point for

the pure gauge Seiberg-Witten theory! This can be precisely matched to the behavior of

the elliptic λ-function in terms of the three branch points

λ = 2Λ2

u+ Λ2 . (7.4.17)

For u → Λ2, which is the monopole point one obtains λ = 1 which corresponds to τ = 0.

Similarly, for u→ −Λ2, the dyon point, one has λ→∞, i.e. τ = 1.

7.5 Examples via Compactification

In this section we present a construction of 4D U(1) gauge theories with duality groups

Γ = Γ0(N),Γ1(N),Γ(N) by compactifying the theory of an anti-chiral two-form in six

spacetime dimensions. We view this theory as an edge mode coupled to a bulk 7D Chern-
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Simons theory. This provides us with a geometric way to visualize much of the structure

associated with the spectrum of states and line operators in these 4D theories.

Using this, we can build 3D interfaces by just taking this 6D theory and compactifying on

a three-manifold M3 given by a family of elliptic curves fibered over the line R⊥ of the 4D

spacetime R2,1 × R⊥. In this picture, singularities of the fibration indicate the locations of

3D interfaces.

This section is organized as follows. We begin by discussing the spectrum of charged states

and line operators for the different choices of duality groups. Much of this discussion follows

what is presented in reference [12]. After this, we turn to the realization of this structure

via compactification of an anti-chiral two-form. In particular, we show that the level of the

associated 7D Chern-Simons theory provides a general way to control the set of possible

duality groups.

7.5.1 Line Operators and Charges

A U(1) gauge group is always specified together with a charge quantization condition. This

quantization condition is not necessarily correlated with the presence of dynamical degrees

of freedom with the corresponding charges. Instead it can be described by the set of genuine

line operators.

For an abelian U(1) gauge theory without any charged particles this defines a lattice of

charges which are mutually local, i.e. they are consistent with the Dirac quantization con-

dition, that enters in the definition of a general line operator. An electric line operator is

given by

O(qe,0)
L = exp

(
iqe

∫
L

A
)
, (7.5.1)

where A denotes the electric gauge field, and L denotes a line in the 4D spacetime to

integrate over. The corresponding purely magnetically charged line operator can be given
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in terms of the dual gauge field AD, and reads:

O(0,qm)
L = exp

(
− iqm

∫
L

AD
)
. (7.5.2)

In general, one can also define dyonic line operators O(qe,qm)
L , that carry both electric and

magnetic charges. For consistency, qe and qm have to be in the charge lattice defined by

Dirac quantization. Moreover, these operators are charged with respect to global one-form

symmetries [48, 182]. In the case of pure U(1) gauge theory there are two global U(1)

one-form symmetries. The electric one-form symmetry acts by shifting A by a flat U(1)

connection, the magnetic one acts accordingly on the dual gauge field AD.

In the presence of dynamical charges the one-form symmetries are broken explicitly. How-

ever, if the dynamical charges only fill out a sublattice of the allowed charge lattice, discrete

one-form symmetries remain. One example which will be relevant in the following is the

case where the dynamical charges are of the form

(qe, qm)dyn = (Nk, l) , with k, l ∈ Z , (7.5.3)

where without loss of generality we normalized the charges in a way that the full charge

lattice is given by Z × Z, i.e. integer charges. In this case the full magnetic one-form

symmetry is broken. The electric one-form symmetry is only broken to a discrete subgroup,

namely Z/NZ, with the charge carried by the line operators

O(r,0)
L = exp

(
ir

∫
L

A
)
, with r ∈ {1, . . . , N − 1} . (7.5.4)

Note that line operators of the form discussed are objects in the theory which are also present

at very low energies. The same is not necessarily true for dynamical charged particles, which

can be integrated out below their mass scale.

On general grounds, the line operators transform non-trivially under duality, so to fully
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specify the action of the duality group we need to take this into account. To present

explicit examples associated with different duality groups, we now turn to a 6D realization

of these structures, starting first with SL(2,Z).

7.5.2 Geometrizing Duality

One way of making this connection between line operators, charged states, and the congru-

ence subgroups more apparent is to describe the U(1) theory as a compactification of an

anti-chiral two-form potential B compactified on a torus, see e.g. [381, 297, 162, 187]. At

a classical level, we can think of this as being specified by a three-form field strength H

subject to the condition:

∗6D H = −H. (7.5.5)

The two-form potential couples to anti-chiral strings via integration of the pull-back of B

to the worldsheet of the string. It is well-known that the compactification of this theory

on a T 2 produces a U(1) gauge theory with complexified gauge coupling τ controlled by

the complex structure of the T 2. Letting γA and γB denote the A- and B-cycles of this

T 2, we observe that wrapping a string on the one-cycle qeγA + qmγB results in a 4D point

particle of electric and magnetic charge (qe, qm). The celebrated S-duality of Maxwell theory

corresponds to interchanging the A- and B-cycles of this torus.

We would like to understand the structure of line operators and dynamical operators in the

associated quantum theory. To give a proper account, we of course need to quantize this 6D

theory. This is somewhat subtle because the self-duality condition of equation (7.5.5) clashes

with the condition that such fluxes should be quantized. As noted in [408, 59, 323, 243],

the proper way to handle this sort of situation is to view the 6D theory as an edge mode

coupled to a 7D Chern-Simons theory with three-form potential C and action:

S7D = k

4πi

∫
M7

C ∧ dC. (7.5.6)

with M7 a seven-manifold with 6D boundary M6 = ∂M7, e.g. [259]. There are some

394



subtleties in fully defining this 7D theory. For example, the analog of spin structure for

a 3D Chern-Simons theory involves specifying a Wu structure (see e.g. [323, 324]). Since

we will primarily work on spaces with no metric curvature, most of these issues have little

impact on the general statements we make. The boundary condition for the three-form

potential is:

C|∂M7 = − ∗6D C|∂M7 . (7.5.7)

This is the analog of the same condition one would impose for a bulk 3D Chern-Simons

theory coupled to a chiral boson. In this bulk 7D theory we have a three-form potential,

so our system couples to two-branes. Given a three-chain which ends on a two-cycle in the

6D spacetime, we obtain a two-dimensional string of the 6D theory. Much as in 3D Chern-

Simons theory, the level k ∈ Z must be quantized. This is just to ensure that the phase

factor exp(iS) remains well-defined under large gauge transformations of the three-form

potential.

The analog of a line operator in this setting is specified by integrating the three-form

potential over a three-chain. Calling such a three-chain Σ, these operators take the form:

OQΣ = exp
(
iQ

∫
Σ

C
)
. (7.5.8)

If we were to quantize this theory with “time” indicated by the direction perpendicular to

a 6D Euclidean slice, we would obtain a non-trivial braid relation between these operators

(see e.g. [408, 139]) given by:

OQΣO
Q′

Σ′ = exp
(2πi
k
QQ′Σ · Σ′

)
OQ

′

Σ′O
Q
Σ . (7.5.9)

In the case where the 6D slice is instead Lorentzian, this this fixes a Dirac pairing between

strings of the 6D theory [147]. This Dirac pairing descends to the expected one in 4D. Now,

the important point for us is that we are interested in the spectrum of line operators which

commute, namely those which have integer valued Dirac pairing. The main thing we will
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Figure 88: Possible sublattice of commuting dynamical charges for k = N2 = 4, correspond-
ing to the case Γ = Γ(2).

need to track is the level k of the anti-chiral two-form B.

Let us now turn to the compactification of a level k anti-chiral two-form on an elliptic

curve E with complex structure τ . We will be interested in the periods of the B-field on a

two-cycle of the 6D spacetime R3,1 × E of the form:

L× (qeγA + qmγB). (7.5.10)

First of all, we see that the intersection pairing from the closed path on the elliptic curve

amounts to the Dirac pairing which is invariant with respect to SL(2,Z) transformations.

Moreover, correlation functions are only sensitive to charges (qe, qm) modulo kZ. This natu-

rally draws a connection to the classification of congruence subgroups acting in a particular

way on operators specified by their electric and magnetic charges modulo Z/kZ × Z/kZ,

which we want to explain next.

First, let k = N2 be a square of an integer N . Then one possible solution to the constraint

that two genuine line operators have to commute is given by

qe ∈ NZ+ 1
Nmr , qm ∈ NZ , with r ∈ {0, 1, . . . , N − 1} (7.5.11)

which fills out a Z/NZ×Z/NZ, a subset of Z/kZ×Z/kZ. Further demanding that N times

the charge has to be a trivial charge in Z/kZ × Z/kZ fixes r to zero and one obtains the
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Figure 89: Possible spectrum of genuine line operators for k = 3. Here, the duality group is
taken to be either Γ0(3) or Γ1(3). In the case of Γ1(3), a torsional point (and its multiples)
is fixed, while in the case of Γ0(3) only the zero element is fixed.

sublattice depicted in figure 88 for k = N2 = 4. The charges of the genuine line operator

are therefore labeled by elements of Z/NZ × Z/NZ. Restricting the duality group to a

subgroup keeping these operators invariant mod k will lead to the congruence subgroup

defined by Γ(N).

For general k such a sublattice is not accessible, but one always can define the charges

to satisfy qe ∈ Z and qm ∈ kZ, which naturally lead to a maximal set of charges with

mutually local line operators. Since the Dirac pairing is invariant with respect to the action

of SL(2,Z) one can also use the transformed spectrum of charges. In figure 89 we show

the different possible choices for k = 3. Demanding invariance of the chosen spectrum

of genuine line operators under the duality group then leads to the congruence subgroups

Γ1(k) and Γ0(k), or a conjugate by a coset representative. In the case of Γ1(k) one requires

the invariance of each line operator individually. In the case of Γ0(k) one allows an action

on the line operators keeping the full spectrum fixed.

These congruence subgroups in connection with a specification of line operators also appear

in the context of non-abelian gauge symmetries. There, the line operators specify the

explicit realization of the gauge group as opposed to the gauge algebra [12, 182, 187]. In

these cases the one-form symmetry is related to the center of the gauge group and mixed

anomalies with time-reversal invariance can lead to interesting insights concerning the phase

structure of four-dimensional theories as well as their possible interfaces [183, 181, 260].
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7.5.3 The Jacobian Curve

There is also a close connection with the Jacobian of the elliptic curve given as:

J (E) = H1(E,R)/H1(E,Z) ' Ẽ (7.5.12)

which itself is an elliptic curve with the origin defined as the vanishing gauge field. In

physical terms, the Jacobian specifies non-trivial flat fields on the torus E. In fact, the

complex structure of this elliptic curve as specified by a parameter τ̃ is determined by the

complex structure τ of the elliptic curve E; they are in fact the same.

With the basis of H1(E,Z) given by {σA, σB} defining the lattice of Ẽ, the relevant forms

are given by ασA + βσB, with α, β ∈ [0, 1). Now we can specify the subset of J (E) which

is trivial on the physical states, by which we mean that

∫
qeγA+qmγB

(ασA + βσB) ∈ Z . (7.5.13)

The structure specified by the level of the anti-chiral two-form thus determines a correspond-

ing level in the elliptic curve Ẽ. This level structure is associated with the appearance of

torsional points in Ẽ. Recall that these are obtained by viewing the curve Ẽ = C/Λ̃ as a

group. An N -torsional point P in this group is one for which N [P ] is just the zero element

of this additive group. In terms of the lattice Λ̃ = ω̃1Z⊕ ω̃2Z ⊂ C, these N -torsion points

can be written as:

Ẽ(N) = a
ω̃1

N
+ b

ω̃2

N
for a, b = 0, ..., N − 1. (7.5.14)

For the example above (qe, qm) ∈ NZ× Z this is given by the elements

{(
r
N + k

)
σA + lσB

}
, with k, l ∈ Z and r ∈ {0, 1, . . . , N − 1} . (7.5.15)

We see that up to lattice vectors this defines a set of N -torsion points on the Jacobian Ẽ.
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In general, one can get the full set of N -torsion points by demanding that a dynamical

state has charge (qe, qm) ∈ NZ × NZ. An SL(2,Z) action on the line operators can then

be perceived as an action on the torsion points in the dual curve Ẽ.

Invariance of (a subset of) the spectrum of line operators therefore restricts the duality

group to a subgroup of SL(2,Z). One way to think about this is to start with the original

lattice of electric and magnetic charges Λ, along with the corresponding elliptic curve Ẽ.

We can consider a non-zero holomorphic map to another complex torus Ẽ′ along with its

corresponding defining lattice Λ′. Such mappings are known as isogenies and in general

correspond to either rescalings of the original lattice via the multiplication map Λ→ NΛ or

involve picking an order N cyclic subgroup C ⊂ Ẽ[N ] = Z/NZ × Z/NZ and constructing

a new lattice out of the cosets. All isogenies can be obtained from these two basic oper-

ations (see e.g. [152]), and they serve to define different lattices of electric and magnetic

charges. We now turn to the three congruence subgroups Γ(N),Γ1(N), and Γ0(N), which

are obtained as follows.

Γ(N)

For the congruence subgroup Γ(N) the full set of line operators classified by the lattice

Z/NZ×Z/NZ remains invariant. In terms of the Jacobian, that means that the full set of

torsion points in Ẽ(N) is invariant up to lattice vectors. Specifically, the line operators are

given by

O(r,s)
L = exp

(
i

∫
L×(rγA+sγB)

B
)

= exp
(
ir

∫
L

A− is
∫
L

AD
)
, with r, s ∈ Z/NZ , (7.5.16)

which are invariant under Γ(N) up to the addition of a worldline of a dynamical particle.

In the four-dimensional description this is a theory with dynamical electric and magnetic

charges that are a multiple of N .
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Γ1(N)

For the congruence subgroup Γ1(N) we fix an N -torsion point of Ẽ(N). This leads to the

invariance of a full Z/NZ subgroup of Ẽ(N) by the linearity of the modular transformation.

With the help of an SL(2,Z) element which is not in Γ1(N) we can always map this torsion

point to be 1
N σA. We see that Γ1(N) leaves invariant the line operators defined by

O(r,0) = exp
(
i

∫
L×(rγA)

B
)

= exp
(
ir

∫
L

A
)
, with r ∈ Z/NZ . (7.5.17)

In the compactified theory this means that only dynamical electric charges which are a

multiple of N are present. There can be other realizations of this choice which differ by the

action of a coset representative.

Γ0(N)

Finally, in Γ0(N) one has a set of elements generating a Z/NZ subgroup of Ẽ(N) which stays

invariant. The individual elements, however, can be transformed among each other. Again,

we can use a coset representative in order to map the Z/NZ subgroup to
{
r
N σA

}
, which

translates to the same line operators as in (7.5.17). The transformation of the individual

elements among each other defines an action on the line operators. For example if γ ∈ Γ0(N)

acts as

r
N σA 7→

r′

N σA , (7.5.18)

up to lattice vectors, the induced action on the line operators reads

O(r,0)
L → O(r′,0)

L . (7.5.19)

In the four-dimensional effective action, we see that Γ0(N), describes a theory with dynam-

ical electric charges being a multiple of N together with an action on the line operators

O(r,0)
L .
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7.5.4 Generalization to Other Riemann Surfaces

The generalization to higher-genus Riemann surfaces is straightforward from what we said

above. Compactifying a 6D anti-selfdual tensor on a genus g Riemann surface Cg leads

to g abelian U(1) gauge fields in four dimensions. Whereas the mapping class group of

higher-genus realizations is highly complicated and these surfaces do not have a generic

way to add points, the interpretation using the Jacobian is still applicable. The Jacobian

of the Riemann surface is:

J (Cg) = H1(Cg,R)/H1(Cg,Z) ' T̃ 2g , (7.5.20)

and on the torus T̃ 2g we can define N -torsion elements as harmonic one-forms with

Nσ ∈ H1(Σg,Z) , (7.5.21)

which we denote by JN (Cg). For the case of Cg = E this lead to the identification of the

congruence subgroups of SL(2,Z) via the action on the torsion elements in T̃ 2 = Ẽ.

For a general Riemann surface we can restrict the actions of the duality group, i.e. the

mapping class group in such a way that the integral over a basis of one-cycles for all or a

subset of torsion elements modulo N has a well-defined behavior. It either remains fixed

or it allows for an action on the set of torsion elements. Since now the set of torsion

elements in JN (Cg) are defined by (Z/NZ)2g it is also conceivable that mixed version of

the possibilities above are realized. For example, a certain Z/NZ subgroup can be held

fixed element by element and another subgroup might be held fixed up to an action on the

individual elements. This leads to a generalization of congruence subgroups in the context

of the mapping class groups of higher genus Riemann surfaces.
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7.6 More General Interfaces at Strong Coupling

In the previous sections we used time-reversal invariance in 4D U(1) gauge theories to

produce examples of 3D interfaces at strong coupling, and we also presented some explicit

examples realizing these features.

A common theme in these constructions is the appearance of a six-dimensional field theory.

In the case of the compactification of an anti-chiral two-form, this is manifest from the

start. In the case of our N = 2 theories, this follows from the class S construction based on

compactification of a 6D N = (2, 0) superconformal field theory on a Riemann surface (see

e.g. [407, 180]). In both these cases, the geometry of the interface can thus be understood

in terms of compactification on a three-manifold with boundary, constructed from a family

of Riemann surfaces fibered over the real line. Returning to the analysis of the previous

sections, we have been considering singularities in the associated elliptic curve with real

coefficients, deducing the appearance of localized matter from singular fibers. This method

of construction relies heavily on the special features of time-reversal invariance, in tandem

with the structure of congruence subgroups of SL(2,Z).

In this section we present another method for generating interfaces at strong coupling. In-

stead of relying on the additional structure of time-reversal invariance we will instead con-

sider compactification of higher-dimensional field theories on families of Riemann surfaces.

The main theme here will be to identify the appearance of singularities in the associated

fibers as a diagnostic for tracking the appearance of localized matter. We focus on the case

of compactification of six-dimensional superconformal field theories on three-manifolds with

boundary. There has recently been significant progress in understanding the construction

and study of such 6D SCFTs (see e.g. [237, 337, 235, 116] and [239] for a recent review),

and in particular the compactification of such theories to various lower-dimensional systems

[331, 25, 353, 27]. Notably, however, compactifications of 6D SCFTs on three-manifolds has

mainly focused on the special case of N = (2, 0) theories as in references [95, 153]. From

this perspective, the present study provides a general starting point for building 3D field
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theories associated with the degrees of freedom localized on an interface.

The main idea will be to first consider a 4D N = 1 theory as obtained from compactification

of a 6D SCFT on a Riemann surface. This sort of compactification involves a choice of

background metric on the Riemann surface, and can also be supplemented by switching

on various flavor symmetry fluxes. All of these choices lead to a wide range of possible 4D

theories. In many cases, these compactifications are expected to produce a 4D N = 1 SCFT

[331, 353, 27], but there are also situations where such a compactification instead leads to

a trivial fixed point in the IR (either fully gapped or with just free fields) [27]. Assuming

we can switch on some choice of background fields in the 6D theory, the 4D theory inherits

some of its symmetries as well their anomalies from the 6D theory.

To build a 3D interface, we can next consider a family of Riemann surfaces, each equipped

with a set of flavor symmetry fluxes. Fibering over a real line R⊥ we can vary both the metric

and the fluxes. In fact, by allowing for singular fibrations and gauge field configurations, we

can allow both the genus and the Chern classes of these fluxes to jump as we move along R⊥.

This is problematic when viewed as a motion inside the moduli space of genus g Riemann

surfaces with n marked points (such asMg,n, the Deligne-Mumford compactification of the

moduli space), but is not problematic when viewed in terms of the geometry of the total

space. Indeed, we can construct an interface by gluing together piecewise constant profiles

for the metric and fluxes such that when interpreted as a 4D theory, the anomalies are

bigger in an interior region. We view this as building an interface with non-zero thickness.

In the singular limit where the interior region degenerates to zero thickness, we have a sharp

interface.

The rest of this section is organized as follows. First, we set up the relevant mathematical

bordism problem and show that there are no obstructions to constructing an interpolating

profile of the sort needed to build a thick interface. We then illustrate these considerations

with a few examples. We consider the special case of a 6D hypermultiplet compactified on

a three-manifold with boundary, and then turn to the more general structure of compacti-
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fications of interacting 6D SCFTs.

7.6.1 Cobordism Considerations

To construct more general examples of 3D interfaces, we now discuss the general cobordism

problem for our compactification. Consider Q a cobordism between two Riemann surfaces

CL and CR. A cobordism always has the structure of a fibration11 over R⊥ where the

fiber may become singular, change its topology, and have multiple components. This is

equivalent to the well-known statement that there always exists a smooth Morse function,

f , on a cobordism with f−1(−∞) = CL and f−1(+∞) = CR, which induces a codimension-

one foliation which is singular at the critical points of f [320]. Further, we choose a metric

on Q that is in the conformal class of a metric that gives the same volume to each of the

Morse fibers. We emphasize that while the fibers may become singular at given values of

x⊥, the smoothness of the compactification manifold Q suggests we should be careful about

our expectation of localized states since this is merely a coordinate singularity.

To understand what happens, first note that the second oriented cobordism group, ΩSO
2 , is

trivial for the reason that we can take any oriented three-manifold and cut out two disjoint

oriented Riemann surfaces of any genus out of it. The fibration structure will depend on

a choice of Morse function and will in general consist of several jumps in the genus of the

fiber along with the possibility of the fiber being a disjoint union of Riemann surfaces. To

eliminate certain pathologies, we will assume that this Morse function saturates the Morse

inequalities from now on, and our choice of three-manifolds will force the fiber to always be

connected.

As a warmup let us take our three-manifold to be an S3. If we then cut out two S2’s this

is topologically S2 × R⊥, so the fibration structure in this case is clear. If we instead cut
11To suit our needs, what we refer to as a cobordism here is actually a noncompact manifold gotten by

deleting the boundary components of a cobordism (which is a compact manifold with boundary) so that CR
and CL lie “at infinity”. The fibration structure is usually presented in the math literature as being over
[0,1], but we use Rt for our physical purposes.
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Figure 90: Building a continuous family of Riemann surfaces with varying genus: we start
on the left with a torus, which then fattens into a sphere. This construction can be extended
to build more general interpolating profiles.

out two tori, then the fibers of the fibration will jump in the following manner along R⊥:

g = 1 | g = 0 | g = 1. (7.6.1)

To generate thickened 3D interfaces, we will actually be interested in situations where the

genus is bigger in the interior. The reason is that as a rule of thumb, compactifications

of 6D SCFTs on higher genus spaces tend to produce 4D theories with more degrees of

freedom. With this in mind, the typical situation of interest will be:

gL | gmid | gR, with gL, gR < gmid. (7.6.2)

Focusing on the case where the genus increases inside the interface, we accomplish

this by cutting out Riemann surfaces with genera gL,R out of the suspension12 of a

Riemann surface ΣCgmid such that gL, gR < gmid. The 3D theory living on the in-

terface can be equivalently studied as either the compactification of a 6D SCFT on

ΣCgmid with lower genus “punctures” or (from the fibration point-of-view) as the com-

pactification of the 4D theory associated to Cgmid on an interval with appropriate boundary

conditions.
12Given a topological space X, the suspension is defined as ΣX := X × [0, 1]/{(x, 0) ∼ (y, 0) and (x, 1) ∼

(y, 1)}. This has the important property that ΣS2 'Top. S3 and we note that while normally Σ is called the
reduced suspension by mathematicians, we favor this symbol here for aesthetic purposes.
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As an example of this parametrization of Riemann surfaces, we can define a family of tori

given with parametrization variable w as:

Q = {(x2 + y2 + z2 + w2 +R2 − r2)2 = 4R2(x2 + y2 + w2)}, (7.6.3)

where for w = 0, R and r are the “major” and “minor” radii of the torus respectively.

We then vary the parameter between 0 and R, noting that at w = R the Riemann surface

described now turns into a two-sphere. This is illustrated in figure 90 where we see a

torus transform into a sphere as the parameter w increases from 0 to R. As a result, by

compactifying on Q with w starting at w < R (in the middle), and reaching w = R as

|x⊥| → ∞, we obtain families of 4D theories compactified on genus zero surfaces on the

left and right, but compactified on a genus one surface in the middle, thus realizing two

S2’s cut out of ΣT 2. Note that once we transition to a genus zero Riemann surface, we

can then consider further motion in the moduli space M0,n. We can use this to also rotate

the phases of “mass parameters” on the two sides of the thickened interface. Note that we

can also extend this construction to produce interpolating profiles between different genus

Riemann surfaces.

We can also consider interpolating profiles for flavor symmetry fluxes. The possibilities for

the background gauge field that couples to the flavor current are: a non-trivial monodromy,

a flux for an abelian portion, or a ’t Hooft flux for a non-simply connected flavor group. We

can build an interface that interpolates between any two pairs of monodromies since for the

cobordism Q = ΣCg\(CRgR t C
L
gL

), one is free to chose the monodromy around the cycles.

Note also that these interfaces allow for the added possibility of monodromy associated only

to the ΣCg cycles and not to either CRgR or CLgL . For the flux cases, the relevant cobordism

groups to look at are:

ΩSO
2 (BU(1)) = Z (abelian flux) (7.6.4)

ΩSO
2 (BG) = π1(G) (’t Hooft flux) (7.6.5)
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where G is the flavor group in question, and BG denotes its classifying space. These

express total abelian flavor and ’t Hooft charge conversation and follow from an application

of Stokes’ theorem (along with the universal coefficient theorem for the ’t Hooft case) to

the cobordism with the assumptions dFU(1) = 0 and δF’t Hooft = 0 ∈ H3(Q, π1(G)) (where

here δ is the coboundary operator).

One can study more general interfaces by adding extra codimension-three defect operators

with localized flux in the cobordism leading to the relation:

∫
CL

c1(F ) =
∫
CR

c1(F ) + monopoles (7.6.6)

∫
CL

w2(F ) =
∫
CR

w2(F ) + twists (7.6.7)

where “monopoles” and “twists” refers to pointlike singular field configurations in the three-

manifold.

7.6.2 Hypermultiplet Example

With these general considerations in place, we now turn to a concrete example of 6D hyper-

multiplets which, when suitably compactified, produces a 4D theory with a thickened 3D

interface. This 6D theory arises from the theory of a single M5-brane probing an A-type

singularity C2/Zk. Strictly speaking, this does not produce an interacting fixed point, but

it will be adequate for the main ideas we wish to consider. In field theory terms, we have a

theory of hypermultiplets in the bifundamental representation of SU(k)×SU(k).13 We will

be interested in building an interpolating profile with modes trapped along a 3D interface.

We review the case of a position dependent mass term for a Weyl fermion in Appendix F.4.

To begin, we consider the compactification of this theory on a genus g Riemann surface

C. We also consider switching on abelian fluxes in a subgroup H ⊂ SU(2k) of the flavor

symmetry. For ease of exposition, we concentrate on the case of a single U(1) factor, and

consider the mass spectrum for states of charge ±q under this U(1) factor. We leave implicit
13The actual flavor symmetry in this case is SU(2k)
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the representation content under the commutant flavor symmetry. Letting L denote the

line bundle associated with switching on this background flux, the zero mode content on

the curve consists of 4D N = 1 chiral multiplets of charge +q and −q under this U(1). The

6D fermion obeys a Dirac equation of the form:

Γ6D ·D6DΨ6D = 0. (7.6.8)

We expand the 6D fermion in terms of a basis of 4D Weyl fermions and chiral modes on

the curve C via:

Ψ6D =
∑
a

ψ
(a)
4D ⊗ χ

(a)
C . (7.6.9)

The Dirac equation then takes the form:

(γ4D ·D4D + γC ·DC)
∑
a

ψ
(a)
4D ⊗ χ

(a)
C = 0. (7.6.10)

Consequently, the Dirac operator on C controls the spectrum of zero modes and massive

modes in the theory. More precisely, in the expansion of (γC ·DC)2, we see the appearance

of the curvature in the spin connection and the gauge field flux.

The number of zero modes is controlled by the cohomology groups (see e.g. [53]):

#+q = h0(C,K1/2
C ⊗ L+q) (7.6.11)

#−q = h0(C,K1/2
C ⊗ L−q). (7.6.12)

where here, KC denotes the canonical bundle and we need to specify a choice of spin

structure, i.e. a choice of square root for KC .

As an example, we can engineer a theory with no zero modes by considering the special

case of C a CP1 with L = O. We can view this as a situation in which all the modes of the

6D hypermultiplet have a Kaluza-Klein scale mass. As an example where we get a single

chiral multiplet, we could consider switching on L = O(1) on a CP1, which includes a 4D
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Weyl fermion and a complex scalar, both of charge +q. Finally, we can also produce an

example with a 4D Dirac fermion and its superpartners by compactifying on a T 2, with no

fluxes switched on.

7.6.3 Strongly Coupled Examples

We now generalize the above considerations to consider compactifications of 6D SCFTs on

three-manifolds with boundary. Our primary interest will be in localizing states along a

thickened 3D interface. To track the appearance of localized degrees of freedom, we consider

the 4D anomaly polynomial obtained from compactification of a 6D theory on a curve C

with some background fluxes switched on. Recall that the general form of the anomaly

polynomial for a 6D SCFT takes the form:

I8 = αc2(R)2 + βc2(R)p1(T ) + γp1(T )2 + δp2(T )

+
∑
i

µi TrF 4
i + TrF 2

i

ρip1(T ) + σic2(R) +
∑
j

ηij TrF 2
j

 . (7.6.13)

Here, c2(R) is the second Chern class of the SU(2)R symmetry, p1(T ) is the first Pontryagin

class of the tangent bundle, p2(T ) is the second Pontryagin class of the tangent bundle, and

Fi is the field strength of the ith symmetry, where the sum on i and j runs over the global

symmetries of the theory. In the case where we have sufficiently generic curvatures switched

on, we can extract the anomalies of the 4D theory which are inherited from six dimensions

by integrating this formal eight-form over a curve C (see e.g. [64, 353, 27]):

I6 =
∫
C

I8. (7.6.14)

This, in tandem with a-maximization [266] makes it possible to extract the values of the

conformal anomalies a and c (see e.g. [353, 27]), which provides a crude “count” of the

number of degrees of freedom in the 4D theory.

To generate examples of trapped matter, we can attempt to mimic our discussion of the 6D
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hypermultiplet. In particular, we can engineer examples where the anomalies split up as:

aL | amid | aR, with aL, aR < amid (7.6.15)

cL | cmid | cR, with cL, cR < cmid. (7.6.16)

Of course, the anomalies provide only partial information on the structure of localized

states, so a priori, it could happen that in each region, there are massless states present

which are missing from the other regions. Though we cannot prove it in full generality, we

expect that regions with higher a and c are typically the places which have more states as

is expected by RG flow.

To illustrate this, consider the case of 6D SCFTs as generated by M5-branes probing an ADE

singularity [140]. In reference [337] the 6D anomalies for these theories were computed, and

the anomalies of the 4D theories resulting from compactification were computed in [353, 27].

For example, from compactification on a curve of genus g ≥ 1 and in the absence of flavor

symmetry fluxes, the values of a and c are both proportional to (g − 1). In the case of

compactification on a genus one curve, one instead gets a 4D N = 2 theory , and in the

case of a genus zero curve (with no punctures), the resulting 4D system produces a trivial

fixed point [27]. When fluxes are switched on, the central charges become algebraic numbers,

as determined by a-maximization. The general feature of a and c increasing with genus still

holds in these cases [353, 27].

7.6.4 Generating Thin Interfaces

The construction we have provided generates a thickened 3D interface. This is simply

because the “middle region” can also be thought of as compactification of a 6D theory on a

Riemann surface which is then further compactified on an finite length interval. In the limit

where the size of this interval collapses to zero size, this leads to a thin interface. What

we would like to understand is whether the resulting construction still produces localized

states.
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Returning to the example of the 6D hypermultiplet, we can see some potential issues with

such a procedure. For example, in the case of a 4D Dirac fermion with a position dependent

mass, the appearance of a localized state in the thin wall limit relies on having a sign flip

in the mass term, relating to the two time-reversal invariant values of θ at weak coupling.

From the perspective of our compactification of a 6D anti-chiral two-form, this involves a

bordism between two elliptic curves with different values of the complex structure moduli.

In the example of a 6D hypermultiplet, we can arrange something similar since the spin

connection and gauge field connection implicitly depend on the complex structure of the

compactification curve. Working with curves with real coefficients, we can again enforce

the appearance of a sign flip in the mass spectrum of Kaluza-Klein modes, thus ensuring

that the trapped states “in the middle” do not disappear in the zero thickness limit. The

same logic also applies in more general compactifications of 6D SCFTs. One reason is that

a large number of such examples can be interpreted as 4D N = 1 theories in which marginal

couplings have been formally tuned to extremely large values [355]. From this perspective,

we can impose a further condition that we restrict to time-reversal invariant values of these

marginal couplings, thus providing a way to “protect” localized states in this more general

setting.
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7.7 Conclusions

Interfaces generated by position dependent couplings provide a general way to access non-

perturbative structure in quantum field theories. In this chapter we have investigated 3D

interfaces generated from 4D theories at strong coupling. In the case of 4D U(1) gauge

theories we showed that the appearance of a finite index duality group Γ ⊂ SL(2,Z), in

tandem with the condition of time-reversal invariance leads to a rich phase structure for

possible interfaces, as captured by the real component of a modular curve X(Γ)R. We have

also seen that a more general starting point based on compactifications of 6D SCFTs on

three-manifolds with boundary leads to a broad class of thickened 3D interfaces with states

trapped in an interior region. In the remainder of this section we discuss some avenues for

future investigation.

Throughout this chapter we have operated under the assumption that time-reversal invari-

ance is preserved by the system, even as we vary the parameters of the theory. Of course,

this is not always the case, and in some cases there is good evidence that time-reversal

invariance is actually spontaneously broken (see for example [183]). Given the strong con-

straints on the real component of a modular curve, it would be interesting to study these

assumptions in more detail.

One of the outcomes of our analysis is the prediction that in some U(1) gauge theories

with duality group Γ ⊂ SL(2,Z), there are 3D interfaces which are inherently at strong

coupling, namely, the resulting parameters are on a different component of X(Γ)R from

the one connected to the point of weak coupling. As a further generalization, it is natural

to ask whether quantum transitions between these different phases could be activated by

adding small time-reversal breaking couplings to the system. Calculating these transition

rates would be very interesting in its own right, and would likely shed additional light on

the non-perturbative structure of such theories.

The geometry of modular curves also suggests additional ways in which strong coupling
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phenomena may enter such setups. For example, for suitable duality groups, the modular

curve X(Γ) can have genus g > 0. This in turn means that there are one-cycles which

can be traversed by a motion through parameter space. Compactifying our 4D theory on

a circle, a non-zero winding number in moving through such a one-cycle of X(Γ) suggests

another way to produce features protected by topology.

It is also interesting to ask whether coupling such systems to gravity imposes any restric-

tions. At least in the context of F-theory constructions, there appear to be sharp constraints

on the possible torsional structures which can be realized in UV complete models, see e.g.

[42, 214]. More generally, Swampland type considerations suggest the possible existence

of a sharp upper bound on the genus of the associated modular curves (perhaps they are

always genus zero). Determining such bounds would be quite illuminating.

From a mathematical point of view, our study of the real components of the modular curve

X(Γ) has centered on a particular notion of conjugation given by τ 7→ −τ , which has a

clear physical interpretation in terms of time-reversal. On the other hand, reference [378]

considers another conjugation operation given by τ 7→ 1/τ , and this choice also leads to

a rather rich set of conjugation invariant components of the modular curve. This can be

thought of as the composition of time-reversal conjugation with an S-duality transformation.

It would be very interesting to develop a physical interpretation of this case as well.

Much of our analysis has focused on the special case of 4D U(1) gauge theory. When

additional U(1)’s are present, there is again a fundamental domain of possible couplings as

swept out by a congruent subgroup of Sp(2r,Z) acting on the Siegel upper half-space. In

this case, less is known about the analog of modular curves, let alone their real components,

but it would nevertheless be interesting to study the phase structure of cusps in this setting.

The main thrust of our analysis has focused on formal aspects of 3D interfaces in 4D

systems. One could envision applying these insights to specific concrete condensed matter

systems. Additionally, in cases with additional U(1) factors, one might consider scenarios
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in which a visible sector U(1) kinetically mixes with a dark U(1). The phenomenology of

axionic domain walls leads to a rather rich set of signatures [377], so it would be interesting

to investigate the related class of questions for axionic domain walls charged under one of

these hidden U(1) factors.

Our analysis was inspired by string compactification considerations, though we have mainly

focused on field-theory considerations. In a related development, M-theory on non-compact

Spin(7) backgrounds can sometimes be interpreted as generating interpolating profiles be-

tween 4D M- and F-theory vacua [128]. It would be very interesting to study time-reversal

invariant configurations engineered from this starting point.

In the same vein, we note that some of the techniques considered use supersymmetry only

sparingly. It is therefore tempting to ask whether these considerations could be used to build

non-supersymmetric brane configurations which are protected by topological structures. We

leave an analysis of this exciting possibility for future work.
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CONCLUSIONS

In conclusion, there exists a of lot structure in quantum field theories and string theory.

Through small deformations and RG flows we have observed intricate hierarchies which

physically align well with known mathematical results. There are also many symmetries

which add to the beauty of string theory. These symmetries have led to the discovery and

understanding of new theories, as made evident for instance by the use of string junctions,

orientifolds, and S-folds.

In fact, part I of this thesis has established that there are still many symmetries and much

structure to be explored even at strong coupling. For example, it is the geometrical aspects

of string theory and quantum field theory that helped us establish the full structure of the

nilpotent cone for various quiver theories in chapter 2. By linking T-brane deformations of

CFTs to nilpotent orbits of flavor symmetry algebras we were able to learn more about the

networks of field theory fixed points and RG flows. It is also the geometry of S-folds and

string junctions that allowed us to gain further intuition into non-perturbative effects of 4D

and 6D SCFTs. In chapter 3, this intuition led us to conjecture a prescription for how to

define F-theory in the presence of S-folds even when there is discrete torsion.

It would be rather interesting to see how those same principals could be applied to theories

in other dimensions, or with different amount of supersymmetry. For instance, [281] recently

explored T-brane deformations of 4D N = 2 SCFTs on S-folds, giving us further insight

into 4D N = 1 SCFTs. A full understanding of all possible 4D N = 1 SCFTs could have

profound consequences in phenomenology. In N = 2 theories, our analysis of S-folds has

focused on rank one theories, but there are of course higher rank theories to consider. We

should note that [307], began mapping rank two N = 2 SCFTs in four dimensions but the

current catalogs reveals several gaps in our understanding. Of note is the existence of 4D

SCFTs which do not yet have a stringy interpretation. Current techniques on S-folds and

string junctions could fill this gap, and we leave an analysis of this possibility for future

work.
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While many symmetries of quantum field theories have been well explored, other symmetries

still remain poorly understood. Here we have made some progress in better understanding

one of them: Poisson-Lie T-duality. Its abelian counterpart is particularly fundamental to

string theory. Thus it is important to figure out how much of a role Poisson-Lie T-duality

has to play. Part II of this work has established that it is clearly a duality between conformal

field theories. We have also established some of the ground work to show that it might be in

fact a full duality of string theory. Yet there is no clear path to reaching an understanding

of quantum corrections to PL T-duality in the string coupling gs, a point that definitely

needs further investigating. For future considerations, there are however some attempts at

non-perturbative generalizations of Poisson T-duality. Namely, U-duality which combines

T and S dualities in M-theory. Some recent works have explored upgrading Poisson-Lie

duality to the context of M-theory, using exceptional field theory. This is done by replacing

the structure of Drinfeld doubles by an exceptional Drinfeld algebra. Hopefully, the rich

geometrical structure found in Poisson-Lie T-duality, and further developed in chapters 4

and 5, will lead to new insights into the mathematical tools necessary to develop a complete

understanding of U-duality.

Ultimately, the goal of physics is to describe the inner workings of our universe. This work

has also aimed especially in that direction by exploring dualities between systems with direct

phenomenological relevance. The duality between F-theory on Calabi-Yau fourfolds, and

M-theory on G2 spaces could have very concrete applications. For instance, F-theory has

many applications for dark matter as well as cosmology. Thus one could try to use Spin(7)

manifolds and the unification of Higgs bundle vacua we established to push known results

of F-theory to the M-theory side. Moreover, many three-dimensional interfaces, either

generated through special holonomy manifolds or time-reversal invariance conditions, are

likely to have applications in condensed matter systems. For instance, a specific proposal for

realizing QED-like systems at strong coupling was discussed in [341] in the specific context

of spin ice systems. This would provide an ideal setting for implementing a further study

of the strong coupling phenomena indicated in chapter 7.
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While string theory is yet to have made any testable predictions, it clearly has a lot of

potential as a “theory of everything”. Its rich geometric structure and mathematical puzzles

make it an interesting area of research in and of itself. Moreover, as we learn more about

the intrinsic details of string theory and QFTs it becomes clear that any hope for a good

description of our universe will require a better understanding of strong coupling effects

between interacting strings. By continuing to study QFTs and strings, especially in strong

coupling regimes, maybe some day we will be able to test whether or not string theory

unifies all four fundamental forces in a way that is consistent with our reality.
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CHAPTER A: Chapter 1 Appendix

A.1 The Embedding Index

The embedding index r here refers to that of a splitting of the group G = D4, or E6,7,8 into

irreducible representations (irreps) of SU (2). There are two equivalent ways of computing

this embedding index r. The first method is by computing the sum of the indices of the

SU (2) irreps divided by the index of the representation of the group G being split. That

is, given a representation ρ(G) of G and the branching ρ(G) → m1n1 + m2n2 + . . . where

m(a) are multiplicities and n(a) are SU (2) irreps, the embedding index is given by:

r =
∑

(a)m(a) · ind(n(a))
ind(ρ(G)) . (A.1.1)

For instance the splitting of D4 according to the partition [5, 3] gives: 28→ 3(3)+(5)+2(7)

so that

r = 3× 4 + 20 + 2× 56
12 = 12 (A.1.2)

As we can see, this definition of the embedding index is representation independent. How-

ever it requires that we know the branching rule of splitting of G to SU (2) caused by the

deformation of interest.

For this reason, we turn to the second method which makes use of the decorated Dynkin

diagrams provided in [96] for the exceptional groups. Their labels specify a vector v in the

Cartan subalgebra which then yields the projection matrix P = v · C−1
g . Cg is the Cartan

matrix of the Lie algebra g, and P is the projection matrix of the weights of g into the

SU(2)D nilpotent subalgebra. As a result the decorated Dynkin diagrams can be directly

used to obtain the branching rules and the embedding indices,

r = 1
2 Tr(v · C−1

g · vT ) (A.1.3)
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where the 1
2 coefficient is simply a normalization factor.

Now, for D4 we do not have the decorated Dynkin diagrams readily available to us, so

we need to compute them. We start with the 12 possible partitions of SO(8) provided by

[352]. Following this procedure along with [218] one can obtain the vectors v for SO(2k)

in the same form as the ones provided by [96] for the exceptional groups. In summary the

procedure is as follows:

We begin by listing the possible partitions of SO(2k): pi = {nl} where i runs over the

number of possible nilpotent deformations of SO(2k) and nl are integers summing to 2k.

The nilpotent deformation defines an SU (2) subalgebra [H,X] = 2X, [H,X†] = −2X†,

[X,X†] = H where X is the nilpotent orbit/deformation. X is directly constructed from

the partitions: X is a 2k× 2k matrix filled on the first superdiagonal by the Jordan blocks

corresponding to the SU (2) irreps defined by the partitions. Namely
√
j(j + 1)−m(m+ 1)

where −j ≤ m ≤ j − 1. For instance, the SO(10) partition {7, 3} yields two Jordan

blocks. X is zero everywhere except on the first super diagonal which is given by the list

(
√

6,
√

10,
√

12,
√

12,
√

10,
√

6, 0,
√

2,
√

2) where for the first block (which defines the first 6

entries) we have j = 3 and for the second block (which defines the last 2 entries) we have

j = 1.

Then the corresponding Cartan matrix H is given by [X,X†] = H, which is a diagonal

matrix whose entries are then sorted in increasing order. Furthermore, SO(2k) has k Cartan

matrices Hq with q = 1, · · · , k. The projection matrix (or just vector here) is α = {αi}

given by solving the linear equations:

k∑
i=1

αiHi = H (A.1.4)

and the decorated Dynkin diagrams are given by the vector v = α ·CSO(2k). Each partition

yields a different H and therefore a different set of equations (A.1.4) and Dynkin labels v.

We should note that this analysis makes extensive use of the LieArt package of reference

419



[165].

SO(8) Example

To illustrate we work out an example with SO(8) in detail:

One partition of SO(8) is given by [5, 3]. So the raising operator matrix is:

X =



0 2 0 0 0 0 0 0

0 0
√

6 0 0 0 0 0

0 0 0
√

6 0 0 0 0

0 0 0 0 2 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0
√

2 0

0 0 0 0 0 0 0
√

2

0 0 0 0 0 0 0 0



(A.1.5)

and the corresponding Cartan matrix H = [X,X†] = diag(4, 2, 2, 0, 0,−2,−2,−4) after

sorting out the entries.

The 4 Cartans of SO(8) are given by:

H1 = diag(1,−1, 0, 0, 0, 0, 1,−1) (A.1.6)

H2 = diag(0, 1,−1, 0, 0, 1,−1, 0) (A.1.7)

H3 = diag(0, 0, 1,−1, 1,−1, 0, 0) (A.1.8)

H4 = diag(0, 0, 1, 1,−1,−1, 0, 0) (A.1.9)

where we are using the mathematician’s conventions to be consistent with the use of the

LieArt package.
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2 0

2

2

Figure 91: Decorated Dynkin diagram for the [5, 3] partition of SO(8)

The projection matrix α = (α1, α2, α3, α4) is then obtained by solving the equation:

α1H1 + α2H2 + α3H3 + α4H4 = H (A.1.10)

which yields:

α = (4, 6, 4, 4). (A.1.11)

Thus given the Cartan matrix:

CSO(8) =



2 −1 0 0

−1 2 −1 −1

0 −1 2 0

0 −1 0 2


(A.1.12)

the decorated Dynkin diagram specifies a vector v = α · CSO(8) given by:

v = (2, 0, 2, 2) (A.1.13)

This procedure is repeated for every partition of SO(2k) so as to obtain all of the necessary

decorated Dynkin diagrams and projection matrices.

421



A.2 From 6D to 4D Conformal Matter

In this Appendix we collect some features of 6D conformal matter and its compactification

on a T 2. At long distances, this yields a 4D N = 2 SCFT. Here, we review both the scaling

dimensions of Coulomb branch operators and the anomalies of these theories.

Coulomb Branch Operators

In this subsection we calculate the scaling dimension of the operators parameterizing the

Coulomb branch. This data follows directly from the analysis of references [338, 141, 339].

Our main task here is to extract from this analysis the corresponding scaling dimensions.

References [338, 339] implicitly give this information by showing that 4D N = 2 (G,G)

conformal matter is actually a compactification of a class S theory, specifying the corre-

sponding Gaiotto curve as well. In reference [141] the corresponding Seiberg-Witten curve

is obtained via the mirror to the elliptically fibered Calabi-Yau threefold of the F-theory

background used to produce the 6D SCFT. Observe that F-theory compactified on a T 2

yields IIA on the same elliptic threefold, and mirror symmetry takes us to type IIB. The

advantage of the IIB presentation is that now the Coulomb branch is parameterized in terms

of the complex structure of this mirror geometry.

We opt to use the explicit Calabi-Yau geometries presented in reference [141]. To aid

comparison with the results of this reference, we refer to the theory of 6D conformal matter

with (G,G) flavor symmetry given by N M5-branes probing an ADE singularity as T (G,N).

In this chapter we focus exclusively on the case N = 1.

We now use the results of reference [141] on the associated mirror geometries to compute the

scaling dimensions of the Coulomb branch for the theories T (E6,7,8, 1), on T 2. This method

has been used before for N = 2 SCFTs, and is essentially adapted from the technique

presented in reference [37].

The IIB mirror geometry for T (E6, 1) on T 2 is given by the following local Calabi-Yau
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threefold:


f = w2 + x3
1 + x2

2ρ+ ρ2 + (m1 +m
′
1y1)x1x

2
2 + (m2 +m

′
2y1)x1x2

+ (m3 + u1y1 +m
′
3y

2
1)x2

2 + (m4 + u2y1 +m
′
4y

2
1)x1 + (m5 + u3y1 +m

′
5y

2
1)x2

+ (m6 + u4y1 + u5y
2
1 +m

′
6y

3
1) = 0

ρ = (1 + y1 + y2),

x2
2 = ρ.

where y1 is a C∗ coordinate, x1, x2, w, ρ are complex coordinates, mi are general mass

parameters and ui are the coulomb branch operator vevs,

ui ≡ 〈Zi〉, (A.2.1)

f is a homogeneous polynomial in the complex coordinates and it scales as follows:

f(λax1, λ
bx2, λ

cρ, λdw, y1) = λef(x1, x2, ρ, w, y1). (A.2.2)

The holomorphic three-form is defined as follows

Ω = dx1 ∧ dx2
w

∧ dy1
y1

(A.2.3)

By fixing the scale of Ω(λax1, λ
bx2, λ

cρ, λdw, y1) = λΩ(x1, x2, ρ, w, y1) to the unity, i.e.

[Ω] = 1, the first four monomials of f uniquely fix the other scalings

[x1] = a = 4, [x2] = b = 3, [ρ] = c = [w] = d = 6, [f ] = e = 12. (A.2.4)

Recalling that y1 does not scale since it is just a phase, we obtain the scaling dimension of

the Coulomb branch parameters,

[u1] = 6, [u2] = 8, [u3] = 9, [u4] = [u5] = 12. (A.2.5)
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This agrees with the scaling dimensions of the Coulomb branch operators for the class S

trinions with two minimal and one maximal puncture in [97].

The IIB mirror Calabi-Yau for T (E7, 1) on T 2 is described by



f = x2
1 + x3

2ρ+ ρ3 + (m1 +m
′
1y1)x2ρ

2 + (m2 + u1y1 +m
′
2y

2
1)ρ2+

(m3 + u2y1 +m
′
3y

2
1)x2ρ+ (m4 + u3y1 +m

′
4y

2
1)x2

2 + (m7 + u4y1 + u5y
2
1 +m

′
4y

3
1)ρ+

(m6 + u6y1 + u7y
2
1 +m

′
5y

3
1)x2 + (m7 + u8y1 + u9y

2
1 + u10y

3
1 +m

′
7y

4
1) = 0.

ρ = (1 + y1 + y2).

where again y1 is a C∗ coordinate, and x1, x2, ρ are complex coordinates. The homogeneous

polynomial f scales as follows:

f(λax1, λ
bx2, λ

cρ, y1) = λef(x1, x2, y1). (A.2.6)

The holomorphic three-form reads

Ω = dx2 ∧ dρ
x1

∧ dy1
y1

(A.2.7)

and we impose that it scales like [Ω] = 1. The first three monomials again fix the scaling of

the complex coordinates and of f :

[x1] = a = 9, [x2] = b = 4, [ρ] = c = 6, [f ] = e = 18. (A.2.8)

By looking at the scaling of the other monomials involving the Coulomb branch vevs, the

scaling dimensions of the Coulomb branch parameters are assigned

[u1] = 6, [u2] = 8, [u3] = 10, [u4] = [u5] = 12,

[u6] = [u7] = 14, [u8] = [u9] = [u10] = 18. (A.2.9)
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This agrees with the scaling dimensions of the Coulomb branch operators for the class S

trinions with two minimal and one maximal puncture in [99].

The IIB mirror Calabi-Yau for T (E8, 1) on T 2 is described by



f = x2
1 + x3

2 + ρ5 + (m1 +m
′
1y1)x2ρ

3 + (uy2
1)ρ4 + (m2 + u1y1 +m

′
2y

2
1)x2ρ

2+

(m3 + u2y1 + u3y
2
1 +m

′
3y

3
1)ρ3 + (m4 + u4y1 + u5y

2
1 +m

′
4y

3
1)x2ρ+

(m5 + u6y1 + u7y
2
1 + u8y

3
1 +m

′
5y

4
1)ρ2 + (m6 + u9y1 + u10y

2
1 + u11y

3
1 +m

′
6y

4
1)x2+

(m7 + u12y1 + u13y
2
1 + u14y

3
1 + u15y

4
1 +m

′
7y

5
1)ρ+

((m8 + u16y1 + u17y
2
1 + u18y

3
1 + u19y

4
1 + u20y

5
1 +m

′
8y

6
1) = 0;

ρ = (1 + y1 + y2).

where again y1 is a C∗ coordinate, and the x1, x2, ρ are complex coordinates. The homoge-

neous polynomial f scales as in equation (A.2.6). The holomorphic three-form is analogous

to the E7 case, (A.2.7). By imposing [Ω] = 1, the first three monomials of f fix the scaling

of the coordinates,

[x1] = a = 15, [x2] = b = 10, [ρ] = c = 6, [f ] = e = 30. (A.2.10)

The other monomials involving the Coulomb branch vevs automatically assign the following

scaling dimensions

[u] = 6, [u1] = 8, [u2] = [u3] = 12, [u4] = [u5] = 14, [u6] = [u7] = [u8] = 18,

[u9] = [u10] = [u11] = 20, [u12] = [u13] = [u14] = [u15] = 24,

[u16] = [u17] = [u18] = [u19] = [u20] = 30. (A.2.11)

This agrees with the scaling dimensions of the Coulomb branch operators for the class S

trinions with two minimal and one maximal puncture in [100].
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Finally, for the Dk conformal matter theories T (SO(2k), 1) with k > 2 on T 2 the scaling

dimensions of the Coulomb branch operators can be read off in a similar way from the curve

(5.4) in [338].

Anomaly Polynomials

Given the importance of the UV anomalies we now review how they were obtained in table

5. When studying an M5-brane probing D- and E-type singularities we obtain 6D SCFTs

also called (G,G) 6D conformal matter with anomaly polynomial:

I8 =αc2(R6D)2 + βc2(R6D)p1(T ) + γp1(T )2 + δp2(T ) + κLp1(T ) Tr(F 2
L)

4

+ κRp1(T ) Tr(F 2
R)

4 + . . . (A.2.12)

where the explicit expression for the 6D anomaly polynomial coefficients were computed in

[337], and are listed in table 18.

(G,G) (Dk, Dk) (E6, E6) (E7, E7) (E8, E8)
24α 10k2 − 57k + 81 319 1670 12489
48β −(2k2 − 3k − 9) −89 −250 −831

5760
7 γ k(2k − 1) + 1 79 134 249

5760
4 δ − (k(2k − 1) + 1) −79 −134 −249

24κL = 24κR 2k − 2 12 18 30

Table 18: Coefficients of 6D anomaly polynomial (A.2.12)

In order to obtain a 4D N = 2 SCFT, we compactify these theories on T 2 and consider the

general anomaly polynomial for a 4D theory

I6 =kRRR
6 c1(R)3 − kR

24 p1(T )c1(R) + kRGLGL
Tr(F 2

GL
)

4 c1(R)

+ kRGRGR
Tr(F 2

GR
)

4 c1(R) + . . . , (A.2.13)

where R = RUV is the R-symmetry of the UV N = 2 SCFT, viewed as an N = 1 SCFT,

T is the formal tangent bundle, F is the field strength of GL or GR flavor symmetries, and
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the dots indicate possible abelian flavor symmetries and mixed contributions. Moreover we

have the following relations

Tr(R3) = kRRR, Tr(R) = kR, Tr(RFAGL,RF
B
GL,R

) = −
kRGL,RGL,R

2 δAB . (A.2.14)

From them, the definition of R, and

Tr
(
RN=2F

A
GL,R

FBGL,R

)
= −kL,R2 δAB (A.2.15)

we read off the anomalies

aUV = 9
32kRRR −

3
32kR (A.2.16)

cUV = 9
32kRRR −

5
32kR (A.2.17)

kL = 3kRGLGL (A.2.18)

kR = 3kRGRGR . (A.2.19)

In terms of the 6D anomaly polynomial coefficients [338, 339], we finally identify

aUV = 24γ − 12β − 18δ (A.2.20)

cUV = 64γ − 12β − 8δ (A.2.21)

kL = 48κL (A.2.22)

kR = 48κR . (A.2.23)

Once evaluated at the values of table 18 the above equations yield exactly the UV values

of table 5, as expected.

A.3 Accessing the Complete Tables

Included with the arXiv submission of [26] is a set of Mathematica scripts which can be

used to access the full set of theories generated by nilpotent deformations of the N = 2
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theories considered in this chapter. Indeed, due to the rather large size of the dataset it is

impractical to list all of our results in the format of a paper.

Instead we have written a Mathematica script which outputs the complete list of all possible

nilpotent deformations for the theories described above. The necessary files are attached to

[26]. To access them, first proceed to the arXiv abstract of [26]. On the right-hand side,

there is a box with the title “Download.” Click on “Other formats” and then download the

source files for the arXiv submission.

To access the full database, one simply needs to download the following six

files and store them in the same folder: “ProbeD3brane.m”, “ConformalMatter.m”,

“ProbeD3braneFlavorK.m”, “ConformalMatterFlavorK.m”, “NilpotentDeformations.m”,

“Results.nb”. Essentially, the first file contains all of the information for nilpotent deforma-

tions of the probe D3-brane theories (with and without flipper field deformations), except

for the flavor central charge. The second file stores all of the information for the nilpotent

deformations of 4D conformal matter (with and without flipper field deformations), except

for the flavor central charge. The next two files contain all of the information about the

flavor central charges for the Minahan-Nemeshansky and conformal matter theories respec-

tively. The file “NilpotentDeformations.m” does all of the formatting, and finally the code

“Results.nb” loads the previous three packages and outputs the results. Thus the only file

the user needs to run and worry about is the last one: “Results.nb”. When running this file

the user is provided with a list of options:

1. First one can choose between the four kinds of deformations: probe D3-brane theories

with plain mass deformations, probe D3-brane theories with flipper field deformations,

4D conformal matter with plain mass deformations, and 4D conformal matter with

flipper field deformations.

2. Secondly one can choose between the aIR, cIR anomalies and operator scaling dimen-

sions or the tables with the flavor central charges.
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3. Then the user should select the flavor groups: D4, E6, E7, or E8 for deformations of

the probe D3-brane theories, and (D4, D4), (E6, E6), (E7, E7), or (E8, E8) for defor-

mations of 4D conformal matter.

4. If a probe D3-brane theory is selected then the user can choose from two options:

(a) select a single deformation by choosing the Bala-Carter label (or partition of D4)

of the flavor group from the provided popup menu below.

(b) select the whole table.

5. If instead a 4D conformal matter theory is selected the user has three options:

(a) select a single deformation chosen by selecting the left and right Bala-Carter

labels (or partitions of D4) for the breaking of the left and right flavors.

(b) select all of the deformations with a given left (or right) deformation, by selecting

a single Bala-Carter label (or partition of D4).

(c) select the whole table.

6. The resulting table is then outputted. We also provide for the probe D3-brane the-

ories the branching rules from the adjoint of G to the SU (2) irreps for the selected

deformations.

Finally, due to the form of the general equations used to compute the central charges

it is clear that all of our results are algebraic numbers. However not all are rational. To

differentiate the two in the tables we list the rational values exactly (by keeping their rational

form) while we only give numerical values for the ones with irrational central charges.

For the convenience of the reader, in the following subsections we list the explicit tables for

all of the nilpotent deformations of the probe D3-brane theory with SO(8) flavor symmetry,

but only the rational theories for the other nilpotent networks.
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As a point of notation, here we make reference to KIR as well as kIR.

Nilpotent Network for SU(2) with Four Flavors

[B-C] r aIR cIR t∗ ∆IR(Z) Min(∆IR(O’s))[
18] 0 23

24
7
6

2
3 2.000 2.000[

22, 14] 1 0.797 0.955 0.507 1.521 1.479
[3,15] 2 0.710 0.846 0.435 1.305 1.695[
24]II 2 0.710 0.846 0.435 1.305 1.695[
24]I 2 0.710 0.846 0.435 1.305 1.695

[3,22,1] 3 0.652 0.773 0.390 1.170 1.538[
32, 12] 4 0.608 0.719 0.358 1.074 1.390[
42]I 10 {0.453, 0.474} {0.499, 0.540} 0.248 1.000 1.513[
42]II 10 {0.453, 0.474} {0.499, 0.540} 0.248 1.000 1.513

[5,13] 10 {0.453, 0.474} {0.499, 0.540} 0.248 1.000 1.513
[5,3] 12 {0.430, 0.451} {0.467, 0.509} 0.228 1.000 1.633
[7,1] 28 {0.345, 0.366} {0.349, 0.390} 0.151 1.000 1.639

[B-C] SU(2)D×Residual kIR interact kIR+free
[18] SO(8) 4 4

[22, 14] SU(2)× SO(4)× SU(2) {3.042, 3.042} {3.042, 3.042}
[3, 15] SU(2)× SO(5) {2.610} {2.610}
[24]II SU(2)× Sp(4) {2.610} {2.610}
[24]I SU(2)× Sp(4) {2.610} {2.610}

[3, 22, 1] SU(2)× SU(2) {2.339} {2.339}
[32, 12] SU(2)×U(1)×U(1) {3.221, 1.074} {3.221, 1.074}
[5, 13] SU(2)× SU(2) {2.975} {2.975}
[42]II SU(2)× SU(2) {2.975} {2.975}
[42]I SU(2)× SU(2) {2.975} {2.975}
[5, 3] SU(2) {} {}
[7, 1] SU(2) {} {}

Table 19: Plain nilpotent deformations of the probe D3-brane theory with D4 flavor sym-
metry. The top table has the central charges aIR and cIR as well as scaling dimensions while
the table below contains the information about the flavor central charges.
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[B-C] r aIR cIR t∗ ∆IR(Z) Min(∆IR(O’s))[
18] 0

{
23
24 ,

37
24

} {
7
6 ,

7
3

}
2
3 2.000 2.000[

22, 14] 1 {0.962, 1.358} {1.267, 2.058} 0.459 1.377 1.623
[3,15] 2 {0.809, 1.267} {1.020, 1.936} 0.376 1.128 1.872[
24]II 2 {0.809, 1.267} {1.020, 1.936} 0.376 1.128 1.872[
24]I 2 {0.809, 1.267} {1.020, 1.936} 0.376 1.128 1.872

[3,22,1] 3 {0.728, 1.207} {0.911, 1.869} 0.344 1.033 1.709[
32, 12] 4

{
7
12 ,

7
6

} {
2
3 ,

11
6

}
1
3 1.000 1.500

[5,13] 10
{

11
24 ,

25
24

} {
1
2 ,

5
3

}
2
9 1.000 1.667[

42]II 10
{

11
24 ,

25
24

} {
1
2 ,

5
3

}
2
9 1.000 1.667[

42]I 10
{

11
24 ,

25
24

} {
1
2 ,

5
3

}
2
9 1.000 1.667

[5,3] 12
{

6349
13872 ,

1769
1734

} {
3523
6936 ,

5663
3468

}
10
51 1.000 1.824

[7,1] 28
{

43
120 ,

113
120

} {
11
30 ,

23
15

}
2
15 1.000 1.800

[B-C] SU(2)D×Residual kIR interact kIR+free
[18] SO(8) 4 16

[22, 14] SU(2)× SO(4)× SU(2) {6.490, 6.490} {10.491, 10.491}
[3, 15] SU(2)× SO(5) {3.745} {9.745}
[24]II SU(2)× Sp(4) {3.745} {9.745}
[24]I SU(2)× Sp(4) {3.745} {9.745}

[3, 22, 1] SU(2)× SU(2) {2.484} {8.484}
[32, 12] SU(2)×U(1)×U(1) {3, 1} {9, 3}
[5, 13] SU(2)× SU(2)

{
8
3

} {
32
3

}
[42]II SU(2)× SU(2)

{
8
3

} {
32
3

}
[42]I SU(2)× SU(2)

{
8
3

} {
32
3

}
[5, 3] SU(2) {} {}
[7, 1] SU(2) {} {}

Table 20: Flipper field deformations of the probe D3-brane theory with D4 flavor. The top
table has the central charges aIR and cIR as well as scaling dimensions while the table below
contains the information about the flavor central charges. The cyan highlighted entries
align with the H0, H1 and H2 Argyres-Douglas theories, as first noted in [310, 309]. The
other rational entry with partition [5,3] also aligns with [8]
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Tables of Rational Theories: Minahan-Nemeschansky Theories

[B-C] r aIR cIR t∗ ∆IR(Z) Min(∆IR(O’s))
0 0 41

24
13
6

2
3 3.000 2.000

A2 + 2A1 6 97
96

119
96

1
3 1.500 1.500

[B-C] SU(2)D×Residual kIR interact kIR+free
0 E6 6 6

A2 + 2A1 SU(2)× SU(2)×U(1) {18, 18} {18, 18}

Table 21: Plain nilpotent mass deformations of the Minahan-Nemeschansky theory with
E6 flavor. The top table has the central charges aIR and cIR as well as scaling dimensions
while the table below contains the information about the flavor central charges.

[B-C] r aIR cIR t∗ ∆IR(Z) Min(∆IR(O’s))
0 0 59

24
19
6

2
3 4.000 2.000

A1 1 158
75

401
150

8
15 3.200 1.400

A2 + 3A1 7 7150
5043

17785
10086

40
123 1.951 1.537

A4 +A2 24 478
507

1177
1014

8
39 1.231 1.462

(A5)’ 35 7075
8664

4345
4332

10
57 1.053 1.421

(A5)" 35 7075
8664

4345
4332

10
57 1.053 1.421

A6 56
{

3803
5776 ,

5885
8664

} {
2253
2888 ,

890
1083

}
8
57 1.000 1.526

D6(a1) 62
{

253
400 ,

49
75

} {
149
200 ,

59
75

}
2
15 1.000 1.400

E7(a3) 111
{

659
1296 ,

343
648

} {
373
648 ,

50
81

}
8
81 1.000 1.519

[B-C] SU(2)D×Residual kIR interact kIR+free
0 E7 8 8
A1 SU(2)× SO(12)

{
32
5

} {
32
5

}
A2 + 3A1 SU(2)×G2

{
320
41

} {
320
41

}
A4 +A2 SU(2)× SU(2)

{
480
13

} {
480
13

}
A′5 SU(2)× SU(2)× SU(2)

{
40
19 ,

120
19

} {
40
19 ,

120
19

}
A′′5 SU(2)×G2

{
40
19

} {
40
19

}
A6 SU(2)× SU(2)

{
224
19

} {
224
19

}
D6(a1) SU(2)× SU(2)

{
8
5

} {
8
5

}
Table 22: Plain nilpotent mass deformations of the Minahan-Nemeschansky theory with E7
flavor, only rational values. The top table has the central charges aIR and cIR as well as
scaling dimensions while the table below contains the information about the flavor central
charges.
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[B-C] r aIR cIR t∗ ∆IR(Z) Min(∆IR(O’s))
0 0 95

24
31
6

2
3 6. 2.

A2 + 3A1 7 223
96

281
96

1
3 3. 1.5

E8(a1) 760
{

5471
13872 ,

120
289

} {
2897
6936 ,

531
1156

}
2
51 1. 1.58824

[B-C] SU(2)D×Residual kIR interact kIR+free
0 E8 12 12

A2 + 3A1 SU(2)×G2 × SU(2) {12, 6} {12, 6}

Table 23: Plain nilpotent mass deformations of the Minahan-Nemeschansky theory with E8
flavor, only rational values. The top table has the central charges aIR and cIR as well as
scaling dimensions while the table below contains the information about the flavor central
charges.

[B-C] r aIR cIR t∗ ∆IR(Z) Min(∆IR(O’s))
0 0

{
41
24 ,

10
3

} {
13
6 ,

65
12

}
2
3 3.000 2.000

D4 28
{

7
12 ,

53
24

} {
2
3 ,

47
12

}
1
6 1.000 1.500

D5 60
{

11
24 ,

25
12

} {
1
2 ,

15
4

}
1
9 1.000 1.667

E6 156
{

43
120 ,

119
60

} {
11
30 ,

217
60

}
1
15 1.000 1.800

[B-C] SU(2)D×Residual kIR interact kIR+free
0 E6 6 30
D4 SU(2)× SU(3) {3} {15}
D5 SU(2)×U(1) {6} {24}

Table 24: Flipper field deformations of the Minahan-Nemeschansky theory with E6 flavor,
only rational values. The top table has the central charges aIR and cIR as well as scaling
dimensions while the table below contains the information about the flavor central charges.
The cyan highlighted entries align with the H0, H1 and H2 Argyres-Douglas theories, as
first noted in [309, 8].
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[B-C] r aIR cIR t∗ ∆IR(Z) Min(∆IR(O’s))
0 0

{
59
24 ,

251
48

} {
19
6 ,

209
24

}
2
3 4.000 2.000

A2 + 3A1 7
{

12163
8214 ,

134899
32856

} {
121465
65712 ,

466453
65712

}
31
111 1.676 1.743

E6 156
{

11
24 ,

155
48

} {
1
2 ,

145
24

}
2
27 1.000 1.667

E7 399
{

43
120 ,

751
240

} {
11
30 ,

709
120

}
2
45 1.000 1.800

[B-C] SU(2)D×Residual kIR interact kIR+free
0 E7 8 44

A2 + 3A1 SU(2)×G2
{

284
37

} {
1246
37

}
E6 SU(2)× SU(2)

{
8
3

} {
44
3

}
Table 25: Flipper field deformations of the Minahan-Nemeschansky theory with E7 flavor,
only rational values. The top table has the central charges aIR and cIR as well as scaling
dimensions while the table below contains the information about the flavor central charges.
The cyan highlighted entries align with the H0 and H1 Argyres-Douglas theories, as first
noted in [309]. Compared with reference [309], we also find an additional flipper field
deformation which yields the H1 theory for the E6 Bala-Carter label, with embedding
index r = 156. The other rational central charges are also in agreement with [7].

[B-C] r aIR cIR t∗ ∆IR(Z) Min(∆IR(O’s))
0 0

{
95
24 ,

73
8

} {
31
6 ,

31
2

}
2
3 6.000 2.000

A3 10
{

497803
221952 ,

529689
73984

} {
635435
221952 ,

939321
73984

}
53
204 2.338 1.441

A3 +A1 11
{

139189
60552 ,

214667
30276

} {
91127
30276 ,

95318
7569

}
64
261 2.207 1.529

E7 (a5) 39
{

445
324 ,

2065
324

} {
281
162 ,

1901
162

}
4
27 1.333 1.667

E7 (a4) 63
{

1691
1452 ,

8951
1452

} {
541
363 ,

4171
363

}
4
33 1.091 1.545

E8 1240
{

43
120 ,

221
40

} {
11
30 ,

107
10

}
2
75 1.000 1.800

[B-C] SU(2)D×Residual kIR interact kIR+free
0 E8 12 72
A3 SU(2)× SO(11) {6} {32}

A3 +A1 SU(2)× SO(7)× SU(2)
{

220
29 ,

421
87

} {
800
29 ,

2161
87

}
E7(a5) SU(2)× SU(2)

{
29
9

} {
137
9

}
E7(a4) SU(2)× SU(2)

{
31
11

} {
152
11

}
Table 26: Flipper field deformations of the Minahan-Nemeschansky theory with E8 flavor,
only rational values. The top table has the central charges aIR and cIR as well as scaling
dimensions while the table below contains the information about the flavor central charges.
The cyan highlighted entry aligns with the H0 Argyres-Douglas theory, as first noted in
[309]. The other rational central charges are also in agreement with [7].
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Tables of Rational Theories: Conformal Matter

[B-C]L [B-C]R rL rR rL + rR aIR cIR t∗

0 0 0 0 0 613
24

173
6

2
3

2A2 +A1 2A2 9 8 17 68050
4107

150715
8214

40
111

A5 2A2 +A1 35 9 44
{

316
25 ,

3817
300

} {
346
25 ,

2101
150

}
4
15

· · ·

[B-C]L [B-C]R t∗ Min(∆IR(Z’s)) Min(∆IR (OL’s)) Min(∆IR (OR’s))
0 0 2

3 6.000 2.000 2.000
2A2 +A1 2A2

40
111 3.243 1.108 1.378

A5 2A2 +A1
4
15 2.400 1.000 1.600

Table 27: Plain nilpotent mass deformations of (E6, E6) conformal matter, only rational
values.
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[B-C]L [B-C]R rL rR rL + rR aIR cIR t∗

0 0 0 0 0 817
12

221
3

2
3

D4 +A1 D4 +A1 29 29 58
{

314941
8400 , 105097

2800

} {
47843
1200 ,

15981
400

}
31
105

D5 (3A1)” 60 3 63
{

233959
6272 , 235135

6272

} {
247315
6272 , 249667

6272

}
13
42

D5 (3A1)’ 60 3 63
{

233959
6272 , 235135

6272

} {
247315
6272 , 249667

6272

}
13
42

D5 +A1 0 61 0 61
{

63612
1681 ,

1022835
26896

} {
538047
13448 ,

271545
6724

}
13
41

D5 +A1 D4 (a1) 61 12 73
{

27729
784 , 6969

196

} {
3663
98 , 14799

392

}
2
7

D5 +A1 A3 + 2A1 61 12 73
{

27729
784 , 6969

196

} {
3663
98 , 14799

392

}
2
7

E6 (a1) A3 84 10 94
{

1583
48 , 199

6

} {
4177
120 ,

2111
60

}
4
15

E6 A3 156 10 166
{

995
36 ,

1999
72

} {
1049
36 , 529

18

}
2
9

E7 (a1) A2 231 4 235
{

2992009
121104 ,

187789
7569

} {
1576001
60552 , 198577

7569

}
52
261

E7 (a1) 4A1 231 4 235
{

2992009
121104 ,

187789
7569

} {
1576001
60552 , 198577

7569

}
52
261

· · ·

[B-C]L [B-C]R t∗ Min(∆IR(Z’s)) Min(∆IR (OL’s)) Min(∆IR (OR’s))
0 0 2

3 6.000 2.000 2.000
D4 +A1 D4 +A1

31
105 2.657 1.000 1.000

D5 (3A1)” 13
42 2.786 1.000 2.071

D5 (3A1)’ 13
42 2.786 1.000 1.839

D5 +A1 0 13
41 2.854 1.000 2.5249

D5 +A1 D4 (a1) 2
7 2.571 1.000 1.286

D5 +A1 A3 + 2A1
2
7 2.571 1.000 1.286

E6 (a1) A3
4
15 2.400 1.000 1.400

E6 A3
2
9 2.000 1.000 1.667

E7 (a1) A2
52
261 1.793 1.000 2.103

E7 (a1) 4A1
52
261 1.793 1.000 2.253

Table 28: Plain nilpotent mass deformations of (E7, E7) conformal matter, only rational
values.
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[B-C]L [B-C]R rL rR rL + rR aIR cIR t∗

0 0 0 0 0 1745
8

457
2

2
3

A3 +A2 3A1 14 3 17
{

2594465245
14362032 , 325018777

1795254

} {
1347452419

7181016 , 676568695
3590508

}
824
1641

D5 0 60 0 60
{

88198105
591576 , 44209973

295788

} {
11389690

73947 , 45780601
295788

}
194
471

E7 (a3) 2A2 +A1 111 9 120
{

12055
96 , 12091

96

} {
12425

96 , 12497
96

}
1
3

E8 (b5) D6 (a1) 160 62 222
{

823817
8112 , 103463

1014

} {
422939
4056 , 213413

2028

}
10
39

D7 E6 (a1)+A1 182 85 267
{

187823116685
1971613488 , 47191962037

492903372

} {
96328408265
985806744 , 12159142466

123225843

}
4588
19227

E8 (b4) A2 +A1 232 5 237
{

1832579
17328 , 76553

722

} {
943241
8664 , 157989

1444

}
16
57

· · ·

[B-C]L [B-C]R t∗ Min(∆IR(Z’s)) Min(∆IR (OL’s)) Min(∆IR (OR’s))
0 0 2

3 6.000 2.000 2.000
A3 +A2 3A1

824
1641 4.519 1.000 1.117

D5 0 194
471 3.707 1.000 2.382

E7 (a3) 2A2 +A1
1
3 3.000 1.000 1.250

E8 (b5) D6 (a1) 10
39 2.308 1.000 1.000

D7 E6 (a1)+A1
4588
19227 2.148 1.000 1.000

E8 (b4) A2 +A1
16
57 2.526 1.000 1.737

Table 29: Plain nilpotent mass deformations of (E8, E8) conformal matter, only rational
values.

[B-C]L [B-C]R rL rR rL + rR aIR cIR t∗[
18] [

18] 0 0 0
{

95
24 ,

41
8

} {
31
6 ,

15
2

}
2
3

[7,1]
[
42]I 28 10 38

{
245399
107736 ,

87785
35912

} {
95905
26934 ,

34961
8978

}
34
201

[7,1]
[
42]II 28 10 38

{
245399
107736 ,

87785
35912

} {
95905
26934 ,

34961
8978

}
34
201

[7,1] [5,13] 28 10 38
{

245399
107736 ,

87785
35912

} {
95905
26934 ,

34961
8978

}
34
201

· · ·

[B-C]L [B-C]R t∗ Min(∆IR(Z’s)) Min(∆IR (OL’s)) Min(∆IR (OR’s))[
18] [

18] 2
3 6.000 2.000 2.000

[7,1]
[
42]I 34

201 1.522 1.478 1.985
[7,1]

[
42]II 34

201 1.522 1.478 1.985
[7,1] [5,13] 34

201 1.522 1.478 1.985

Table 30: Flipper field deformations of (D4, D4) conformal matter, only rational values.
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[B-C]L [B-C]R rL rR rL + rR aIR cIR t∗

0 0 0 0 0
{

613
24 ,

691
24

} {
173
6 , 106

3

}
2
3

A3 +A1 A1 11 1 12
{

248983
13872 ,

144577
6936

} {
137641
6936 , 44453

1734

}
20
51

D4 A3 +A1 28 11 39
{

5271
400 ,

3223
200

} {
2893
200 ,

1017
50

}
4
15

D5 (a1) A3 30 10 40
{

15737
1200 ,

9631
600

} {
8651
600 ,

1522
75

}
4
15

D5 (a1) A3 +A1 30 11 41
{

1364659
104976 ,

836513
52488

} {
749681
52488 ,

132256
6561

}
64
243

· · ·

[B-C]L [B-C]R t∗ Min(∆IR(Z’s)) Min(∆IR (OL’s)) Min(∆IR (OR’s))
0 0 2

3 6.000 2.000 2.000
A3 +A1 A1

20
51 3.529 1.000 1.824

D4 A3 +A1
4
15 2.400 1.000 1.400

D5 (a1) A3
4
15 2.400 1.000 1.400

D5 (a1) A3 +A1
64
243 2.370 1.000 1.420

Table 31: Flipper field deformations of (E6, E6) conformal matter, only rational values.

[B-C]L [B-C]R rL rR rL + rR aIR cIR t∗

0 0 0 0 0
{

817
12 ,

589
8

} {
221
3 , 339

4

}
2
3

A3 +A2 +A1 0 15 0 15
{

1241
24 , 453

8

} {
661
12 ,

779
12

}
4
9

A5 +A1 A2 + 3A1 36 7 43
{

3931
96 , 4417

96

} {
4163
96 , 5135

96

}
1
3

E6 (a1) A2 +A1 84 5 89
{

235499
6936 , 270757

6936

} {
62449
1734 ,

40039
867

}
14
51

E6 A4 +A1 156 21 177
{

44180297
1642800 ,

1096539
34225

} {
23344541
821400 , 2649843

68450

}
116
555

· · ·

[B-C]L [B-C]R t∗ Min(∆IR(Z’s)) Min(∆IR (OL’s)) Min(∆IR (OR’s))
0 0 2

3 6.000 2.000 2.000
A3 +A2 +A1 0 4

9 4.000 1.000 2.333
A5 +A1 A2 + 3A1

1
3 3.000 1.000 1.500

E6 (a1) A2 +A1
14
51 2.471 1.000 1.765

E6 A4 +A1
116
555 1.881 1.000 1.432

Table 32: Flipper field deformations of (E7, E7) conformal matter, only rational values.
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[B-C]L [B-C]R rL rR rL + rR aIR cIR t∗

0 0 0 0 0
{

1745
8 , 5483

24

} {
457
2 , 1495

6

}
2
3

A4 +A2 +A1 A4 + 2A1 25 22 47
{

122989
816 , 21657

136

} {
63463
408 , 2934

17

}
20
51

D5 (a1) A2 + 3A1 30 7 37
{

1200211
7500 , 632293

3750

} {
620893
3750 , 342634

1875

}
32
75

D5 (a1)+A2 A3 +A2 +A1 34 15 49
{

122683
816 , 64801

408

} {
63361
408 , 8785

51

}
20
51

E6 (a3)+A1 A2 + 3A1 37 7 44
{

237476949
1527752 , 187894873

1145814

} {
30711077
190969 , 407681569

2291628

}
180
437

D5 +A1 D5 61 60 121
{

1760291
14700 , 948133

7350

} {
903893
7350 , 519934

3675

}
32
105

D6 (a1) D5 (a1) 62 30 92
{

1553
12 , 6655

48

} {
6385
48 , 7271

48

}
1
3

D6 D4 +A1 110 29 139
{

25707707
218886 , 27750643

218886

} {
52819073
437772 , 60990817

437772

}
172
573

E8 (b5) D4 (a1)+A1 160 13 173
{

49357
432 , 26681

216

} {
25463
216 , 7367

54

}
8
27

· · ·

[B-C]L [B-C]R t∗ Min(∆IR(Z’s)) Min(∆IR (OL’s)) Min(∆IR (OR’s))
0 0 2

3 6.000 2.000 2.000
A4 +A2 +A1 A4 + 2A1

20
51 3.529 1.000 1.000

D5 (a1) A2 + 3A1
32
75 3.840 1.000 1.080

D5 (a1)+A2 A3 +A2 +A1
20
51 3.529 1.000 1.000

E6 (a3)+A1 A2 + 3A1
180
437 3.707 1.000 1.146

D5 +A1 D5
32
105 2.743 1.000 1.000

D6 (a1) D5 (a1) 1
3 3.000 1.000 1.000

D6 D4 +A1
172
573 2.702 1.000 1.000

E8 (b5) D4 (a1)+A1
8
27 2.667 1.000 1.222

Table 33: Flipper field deformations of (E8, E8) conformal matter, only rational values.
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CHAPTER B: Chapter 2 Appendix

B.1 Partial Ordering for Nilpotent Orbits

In this Appendix, we review some aspects of nilpotent orbits of simple Lie algebras and

their partial ordering. We refer the interested reader to [109] for further details.

The general linear group GL(N,C) acts on its Lie algebra gln of all complex n×n matrices

by conjugation; the orbits are similarity classes of matrices. The theory of the Jordan form

gives a satisfactory parametrization of these classes and allows us to regard two kinds of

classes as distinguished: those represented by diagonal matrices, and those represented by

strictly upper triangular matrices, i.e., nilpotent matrices. There are only finitely many

similarity classes of nilpotent matrices, which are labeled by partitions of of n. There is

a similar parametrization of nilpotent orbits by partitions in any classical semisimple Lie

algebra, with some additional restrictions imposed.

Semi-simple orbits are parametrized by points in a fundamental domain for the action of

the Weyl group on a Cartan subalgebra. In particular, there are infinitely many semi-simple

orbits.

B.1.1 Weighted Dynkin Diagrams

Associated to each nilpotent orbit is a unique (completely invariant) weighted Dynkin di-

agram [109]. In general, the Dynkin labels αi(H), 1 ≤ i ≤ rank(G) of a weighted Dynkin

diagram are defined by the commutator relation:

[H,Xi] = αi(H)Xi, (B.1.1)

where the Xi are the raising operators corresponding to the positive simple roots of g, and

H is directly constructed from the partition d = [d1, · · · , dn] associated with the nilpotent
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orbit as follows:

H[d1,··· ,dn] =



D(d1) 0 · · · 0

0 D(d2) · · · 0
...

... . . . ...

0 0 · · · D(dk)


, (B.1.2)

where

D(di) =



di − 1 0 0 · · · 0 0

0 di − 3 0 · · · 0 0

0 0 di − 5 · · · 0 0
...

...
... . . . ...

...

0 0 0 · · · −di + 3 0

0 0 0 · · · 0 −di + 1


(B.1.3)

The nilpositive element X in the {H,X, Y } Jacobson-Morozov standard triple is then given

by:

X[d1,··· ,dn] =



J+(d1) 0 · · · 0

0 J+(d2) · · · 0
...

... . . . ...

0 0 · · · J+(dk)


, (B.1.4)

where now

J+
i,j(dm) = δi+1,j

√
idm − i2

441



=



0
√
dm − 1 0 0 · · · 0 0

0 0
√

2dm − 4 0 · · · 0 0

0 0 0
√

3dm − 9 · · · 0 0
...

...
... . . . ...

...
...

0 0 0 · · · 0
√

2dm − 4 0

0 0 0 · · · 0 0
√
dm − 1

0 0 0 · · · 0 0 0



(B.1.5)

and similarly the nilnegative element Y is given by:

Y[d1,··· ,dn] =



J−(d1) 0 · · · 0

0 J−(d2) · · · 0
...

... . . . ...

0 0 · · · J−(dk)


, (B.1.6)

where J− = (J+)† so that Y = X†:

J−i,j(dm) = δj+1,i

√
jdm − j2. (B.1.7)

Direct matrix multiplication then gives the required commutation relations:

[X,Y ] = H,

[H,X] = 2X,

[H,Y ] = −2Y. (B.1.8)

This nilpositive matrix is similar to the nilpotent matrix XO we used to generate the parti-

tion in the first place. Indeed, any two matrices with the same Jordan block decomposition

(and therefore corresponding to the same partition) are similar matrices and thus belong

to the same nilpotent orbit.
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As a summary, the following are equivalent:

• A nilpotent orbit

• A given Bala-Carter label

• A corresponding set of simple roots generating the Levi subalgebra and one or more

positive roots (Xαi) for the distinguished orbits

• A corresponding partition

• An {H,X, Y } Jacobson-Morozov standard triple, where H is explicitly built out of

the partitions as described above and X is similar to the sum of the Xαi specified in

our brane diagrams.

• A Weighted Dynkin diagram with weights αi(H) given by the relation [H,Xi] =

αi(H)Xi for H defined above in the standard Jacobson-Morozov triple and the Xi

being the positive simple roots.

Finally, we remark that the dimension of the orbit is given by:

dim(O) = dim(g)− dim(g0)− dim(g1), (B.1.9)

where

gj = {Z ∈ g | [H,Z] = jZ}. (B.1.10)

B.2 Review of Anomaly Polynomial Computations

In this Appendix, we briefly review the computation of the anomaly polynomial I8 for any

6D SCFT, as originally developed in [337]. For explicit step-by-step examples of anomaly

polynomial computations, we refer the interested reader to section 7.1 of [239].
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In a theory with a well-defined tensor branch and conventional matter, the anomaly poly-

nomial can be viewed as a sum of two terms: a 1-loop term and a Green-Schwarz term,

I8 = I1-loop + IGS. (B.2.1)

The full anomaly polynomial of a 6D SCFT takes the form

I8 = αc2(R)2 + βc2(R)p1(T ) + γp1(T )2 + δp2(T )

+
∑
i

µi TrF 4
i + TrF 2

i

ρip1(T ) + σic2(R) +
∑
j

ηij TrF 2
j

 . (B.2.2)

Here, c2(R) is the second Chern class of the SU(2)R symmetry, p1(T ) is the first Pontryagin

class of the tangent bundle, p2(T ) is the second Pontryagin class of the tangent bundle, and

Fi is the field strength of the ith symmetry, where i and j run over the flavor symmetries

of the theory.

The 1-loop term receives contributions from free tensor multiplets, vector multiplets, and

hypermultiplets:

Itensor = c2(R)2

24 + c2(R)p1(T )
48 + 23p1(T )2 − 116p2(T )

5760 , (B.2.3)

Ivector = − tradjF
4 + 6c2(R) tradjF

2 + dGc2(R)2

24 − tradjF
2 + dGc2(R)p1(T )

48

− dG
7p1(T )2 − 4p2(T )

5760 , (B.2.4)

Ihyper = trρF 4

24 + trρF 2p1(T )
48 + dρ

7p1(T )2 − 4p2(T )
5760 . (B.2.5)

Here, trρ is the trace in the representation ρ, dρ is the dimension of the representation ρ,

and dG is the dimension of the group G. In computing the anomaly polynomial, one should

convert the traces in general representations to the trace in a defining representation. One

may write

trρF 4 = xρ TrF 4 + yρ( TrF 2)2 (B.2.6)
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trρF 2 = Indρ TrF 2, (B.2.7)

with xρ, yρ, and Indρ well-known constants in group theory, which can be found in the

Appendix of [337] or [239]. For the adjoint representation, Indρ is also known as the dual

Coxeter number, h∨G. Note that the groups SU(2), SU(3), G2, F4, E6, E7, and E8 do

not have an independent quartic Casimir TrF 4, so xρ = 0 for all representations of these

groups.

The Green-Schwarz term takes the form

IGS = 1
2A

ijIiIj , (B.2.8)

where Aij is a negative-definite matrix given by the inverse of the Dirac pairing on the

string charge lattice. The term Ii can be written as

Ii = aic2(R) + bip1(T ) +
∑
j

cij TrF 2
j . (B.2.9)

The coefficients ai, bi, and cij are chosen so that the gauge anomalies (TrF 2
i )2 and mixed

gauge-gauge or gauge-global anomalies (e.g. TrF 2
i TrF 2

j , TrF 2
i c2(R), TrF 2

i p1(T )) vanish. In

other words, these anomalies must precisely cancel between the Green-Schwarz term and the

1-loop term. In practice, one need not compute the individual Ii: one can simply complete

the square with respect to the quadratic Casimir TrF 2
i of each of the gauge groups in turn.

This is guaranteed to cancel out the gauge anomalies and mixed gauge anomalies, and what

is left is simply the total anomaly polynomial I8.

B.3 Catalogs of Short Quiver Theories

In this Appendix we present explicit catalogs of “kissing cases” for SO(8) and SO(10) short

quiver theories, each under a particular UV gauge group but varying UV length. For each

case, we give the exact “kissing case”, together with the “preceding theory” obtained from

the nilpotent orbit but with a slightly longer quiver to illustrate how such collisions between
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the nilpotent deformations take place. As in [241], we may compute the anomaly polynomial

of the kissing theory directly, but we can also compute it via analytic continuation from a

formal type IIA quiver. In most cases, this procedure gives the same result, but in some

cases, there is an additional correction term, which we display in the right-hand columns

of the following tables. This additional correction term can also be read off from the brane

picture, as explained in section 2.5.2.

OL OR Preceding Theory Kissing Theory #In∆α∆β

[7, 1] [7, 1] 2
su(2)

2
g2
3 1

[SU(2)]

g2
3

su(2)
2 2 2

su(2)
2

[Nf=3/2]

su(2)
2

[SU(2)]

su(2)
2

[Nf=3/2]
2 2 1

12
1
24

[7, 1] [42] 2
su(2)

2
g2
3 1

so(7)
3

[SU(2)]

su(2)
2 2

su(2)
2

[Nf=1/2]

su(3)
2

[SU(2)]

su(2)
2

[Nf=1]
2 1

24
1
48

[7, 1] [5, 13] 2
su(2)

2
g2
3 1

so(7)
3

[SU(2)]

su(2)
2 2

su(2)
2

[Nf=1/2]

su(3)
2

[SU(2)]

su(2)
2

[Nf=1]
2 0 0

[7, 1] [5, 3] 2
su(2)

2
g2
3 1

[SU(2)]

g2
3

su(2)
2 2

su(2)
2

[Nf=3/2]

su(2)
2

su(2)
2 [SU(2)× SU(2)] 2 1

12
1
24

[42] [42]
su(2)

2
so(7)

3
[SU(2)]

1
so(7)

3
[SU(2)]

su(2)
2

su(2)
2

[Nf=1/2]

g2
2

[Sp(2)]

su(2)
2

[Nf=1/2]
2 0 0

[5, 13] [42]
su(2)

2
so(7)

3
[SU(2)]

1
so(7)

3
[SU(2)]

su(2)
2

su(2)
2

[Nf=1/2]

g2
2

[Sp(2)]

su(2)
2

[Nf=1/2]
1 0 0

[5, 13] [5, 13]
su(2)

2
so(7)

3
[SU(2)]

1
so(7)

3
[SU(2)]

su(2)
2

su(2)
2

su(4)
2

[SU(4)]

su(2)
2 0 0 0

[5, 3] [42]
su(2)

2
g2
3 1

so(7)
3

[SU(2)]

su(2)
2

su(2)
2

[Nf=1]

su(3)
2

[SU(2)]

su(2)
2

[Nf=1]
2 1

24
1
48

[5, 3] [5, 13]
su(2)

2
g2
3 1

so(7)
3

[SU(2)]

su(2)
2

su(2)
2

[Nf=1]

su(3)
2

[SU(2)]

su(2)
2

[Nf=1]
2 0 0

[5, 3] [5, 3]
su(2)

2
g2
3 1

[SU(2)]

g2
3

su(2)
2 [SU(2)× SU(2)]

su(2)
2

su(2)
2

su(2)
2 [SU(2)] 2 1

12
1
24

[7, 1] [22, 14] 2
su(2)

2
g2
3 1

so(8)
3

[SU(2)⊗3]
2

su(2)
2

g2
2 [Sp(3)] 2 0 0

[7, 1] [24] 2
su(2)

2
g2
3 1

so(7)
3

[Sp(2)]
2

su(2)
2

[Nf=1/2]

su(3)
2 [SU(4)] 3 1

24
1
48

[7, 1] [3, 15] 2
su(2)

2
g2
3 1

so(7)
3

[Sp(2)]
2

su(2)
2

[Nf=1/2]

su(3)
2 [SU(4)] 4 0 0

[7, 1] [3, 22, 1] 2
su(2)

2
g2
3 1

[SU(2)]

g2
3

[SU(2)]
2

su(2)
2

[Nf=3/2]

su(2)
2 [SU(2)× SU(2)] 4 1

12
1
24

[7, 1] [32, 12] 2
su(2)

2
g2
3 1

[SU(3)]

su(3)
3 2

su(2)
2

[SU(3)]
2 4 1

6
1
12

[42] [22, 14]
su(2)

2
so(7)

3
[SU(2)]

1
so(8)

3
[SU(2)⊗3]

su(2)
2

so(7)
2 [Sp(3)× Sp(1)] 1 0 0
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[42] [24]
su(2)

2
so(7)

3
[SU(2)]

1
so(7)

3
[Sp(2)]

su(2)
2

[Nf=1/2]

g2
2 [Sp(3)] 3 0 0

[42] [3, 15]
su(2)

2
so(7)

3
[SU(2)]

1
so(7)

3
[Sp(2)]

su(2)
2

[Nf=1/2]

g2
2 [Sp(3)] 2 0 0

[42] [3, 22, 1]
su(2)

2
so(7)

3
[SU(2)]

1
g2
3

[SU(2)]

su(2)
2

[Nf=1]

su(3)
2 [SU(4)] 3 1

24
1
48

[42] [32, 12]
su(2)

2
so(7)

3
[SU(2)]

1
[SU(2)]

su(3)
3 [SU(2)]

su(2)
2

su(2)
2 [SU(2)× SU(2)] 4 1

12
1
24

[5, 13] [22, 14]
su(2)

2
so(7)

3
[SU(2)]

1
so(8)

3
[SU(2)⊗3]

su(2)
2

so(7)
2 [Sp(3)× Sp(1)] 0 0 0

[5, 13] [24]
su(2)

2
so(7)

3
[SU(2)]

1
so(7)

3
[Sp(2)]

su(2)
2

[Nf=1/2]

g2
2 [Sp(3)] 1 0 0

[5, 13] [3, 15]
su(2)

2
so(7)

3
[SU(2)]

1
so(7)

3
[Sp(2)]

su(2)
2

su(4)
2 [SU(6)] 0 0 0

[5, 13] [3, 22, 1]
su(2)

2
so(7)

3
[SU(2)]

1
g2
3

[SU(2)]

su(2)
2

[Nf=1]

su(3)
2 [SU(4)] 2 0 0

[5, 13] [32, 12]
su(2)

2
so(7)

3
[SU(2)]

1
[SU(2)]

su(3)
3 [SU(2)]

su(2)
2

su(2)
2 [SU(2)× SU(2)] 4 0 0

[5, 3] [22, 14]
su(2)

2
g2
3 1

so(8)
3

[SU(2)⊗3]

su(2)
2

[Nf=1/2]

g2
2 [Sp(3)] 2 0 0

[5, 3] [24]
su(2)

2
g2
3 1

so(7)
3

[Sp(2)]

su(2)
2

[Nf=1]

su(3)
2 [SU(4)] 3 1

24
1
48

[5, 3] [3, 15]
su(2)

2
g2
3 1

so(7)
3

[Sp(2)]

su(2)
2

[Nf=1]

su(3)
2 [SU(4)] 4 0 0

[5, 3] [3, 22, 1]
su(2)

2
g2
3 1

[SU(2)]

g2
3

[SU(2)]
[SU(2)]

su(2)
2

su(2)
2 [SU(2)× SU(2)] 4 1

12
1
24

[5, 3] [32, 12]
su(2)

2
g2
3 1

[SU(3)]

su(3)
3 [G2]

su(2)
2 2 4 1

6
1
12

[22, 14] [22, 14]
so(8)

3
[SU(2)⊗3]

1
so(8)

3
[SU(2)⊗3]

so(8)
2 [Sp(2)× Sp(2)× Sp(2)] 0 0 0

[24] [22, 14]
so(7)

3
[Sp(2)]

1
so(8)

3
[SU(2)⊗3]

so(7)
2 [Sp(4)× Sp(1)] 1 0 0

[3, 15] [22, 14]
so(7)

3
[Sp(2)]

1
so(8)

3
[SU(2)⊗3]

so(7)
2 [Sp(4)× Sp(1)] 0 0 0

[24] [24]
so(7)

3
[Sp(2)]

1
so(7)

3
[Sp(2)]

g2
2 [Sp(4)] 4 0 0

[3, 15] [24]
so(7)

3
[Sp(2)]

1
so(7)

3
[Sp(2)]

g2
2 [Sp(4)] 2 0 0

[3, 15] [3, 15]
so(7)

3
[Sp(2)]

1
so(7)

3
[Sp(2)]

su(4)
2 [SU(8)] 0 0 0

[3, 22, 1] [22, 14]
g2
3

[SU(2)]
1

so(8)
3

[SU(2)⊗3]

g2
2 [Sp(4)] 2 0 0
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[3, 22, 1] [24]
g2
3

[SU(2)]
1

so(7)
3

[Sp(2)]

su(3)
2 [SU(6)] 4 1

24
1
48

[3, 22, 1] [3, 15]
g2
3

[SU(2)]
1

so(7)
3

[Sp(2)]

su(3)
2 [SU(6)] 4 0 0

[3, 22, 1][3, 22, 1]
g2
3

[SU(2)]
1

[SU(2)]

g2
3

[SU(2)]

su(2)
2 [SO(7)] 6 1

12
1
24

[32, 12] [22, 14]
su(3)

3 1
so(8)

3
[SU(2)⊗3]

su(3)
2 [SU(6)] 4 0 0

[32, 12] [24]
su(3)

3 1
[SU(2)]

so(7)
3

[Sp(2)]

su(2)
2 [SO(7)] 6 1

12
1
24

[32, 12] [3, 15]
su(3)

3 1
[SU(2)]

so(7)
3

[Sp(2)]

su(2)
2 [SO(7)] 8 0 0

[32, 12] [3, 22, 1]
su(3)

3 1
[SU(3)]

g2
3

[SU(2)]
2 [SU(2) ⊂ Sp(2)R] 7 1

6
1
12

Table 34: A catalog for SO(8) kissing short quiver cases, their preceding longer theory, and
the relevant terms for anomaly matching. The OL,R columns correspond to the left and
right deformations. Here ∆α = αformal−αF , and likewise for ∆β. The “Preceding Theory”
column gives the theory whose length is one longer than the kissing theory, under the
same pair of nilpotent orbits. The “Theory” column gives the actual deformed short quiver
theory, while the #In columns stands for the number of anomaly of neutral hypermultiplets
to be added to the F-theory quiver in order to match the coefficients γ and δ of the formal
quiver. The last entry indicates that there is an SU(2) ⊂ Sp(2)R flavor symmetry. By this,
we mean that the IR theory ends up flowing to a theory with N = (2, 0) supersymmetry,
where the R-symmetry group is Sp(2)R. Viewed as an N = (1, 0) SCFT, there is an SU(2)
flavor symmetry and an SU(2)R R-symmetry.

OL OR “Preceding Theory” “Kissing Theory” #In∆α∆β

[9, 1] [9, 1] 2
su(2)

2
g2
3 1

so(8)
4 1

g2
3

su(2)
2 2 2

su(2)
2

[Nf=1/2]

su(3)
2

[Nf=1]

su(3)
2

[Nf=1]

su(2)
2

[Nf=1/2]
2 1 0 0

[9, 1] [7, 13] 2
su(2)

2
g2
3 1

so(8)
4 1

so(7)
3

[SU(2)]

su(2)
2 2

su(2)
2

[Nf=1/2]

su(3)
2

su(4)
2

[SU(3)]

su(2)
2 0 0 0

[9, 1] [7, 3] 2
su(2)

2
g2
3 1

so(8)
4 1

g2
3

su(2)
2 2

su(2)
2

[Nf=1/2]

su(3)
2

[Nf=1]

su(3)
2

[Nf=1]

su(2)
2

[Nf=1]
1 0 0

[7, 13] [7, 13]
su(2)

2
so(7)

3
[SU(2)]

1
so(8)

4 1
so(7)

3
[SU(2)]

su(2)
2

su(2)
2

su(4)
2

[SU(2)]

su(4)
2

[SU(2)]

su(2)
2 0 0 0

[7, 3] [7, 13]
su(2)

2
g2
3 1

so(8)
4 1

so(7)
3

[SU(2)]

su(2)
2

su(2)
2

[Nf=1]

su(3)
2

su(4)
2

[SU(3)]

su(2)
2 0 0 0

[7, 3] [7, 3]
su(2)

2
g2
3 1

so(8)
4 1

g2
3

su(2)
2

su(2)
2

[Nf=1]

su(3)
2

[Nf=1]

su(3)
2

[Nf=1]

su(2)
2

[Nf=1]
1 0 0

[9, 1] [42, 12] 2
su(2)

2
g2
3 1

so(9)
4

[Sp(1)]
1

su(3)
3 2

su(2)
2

g2
2

[Sp(2)]

su(2)
2

[Nf=1/2]
1 0 0

[9, 1] [5, 15] 2
su(2)

2
g2
3 1

so(8)
4 1

so(7)
3 [Sp(2)] 2

su(2)
2

[Nf=1/2]

su(3)
2

su(4)
2 [SU(5)] 0 0 0
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[9, 1] [5, 22, 1] 2
su(2)

2
g2
3 1

so(8)
4 1

g2
3

[SU(2)]
2

su(2)
2

[Nf=1/2]

su(3)
2

[Nf=1]

su(3)
2 [SU(3)] 1 0 0

[9, 1] [5, 3, 12] 2
su(2)

2
g2
3 1

so(8)
4 1

su(3)
3 2

su(2)
2

[Nf=1/2]

su(3)
2

[SU(2)]

su(2)
2

[Nf=1]
2 0 0

[52] [52]
su(2)

2
so(7)

3
sp(1)

1
[SO(4)]

so(7)
3

su(2)
2 [SU(2)]

su(2)
2

su(2)
2

su(2)
2 [SU(2)× SU(2)] 2 1

12
1
24

[7, 13] [42, 12]
su(2)

2
so(7)

3
[SU(2)]

1
so(9)

4
[Sp(1)]

1
su(3)

3
su(2)

2
so(7)

2
[Sp(2)×Sp(1)]

su(2)
2 0 0 0

[7, 13] [5, 15]
su(2)

2
so(7)

3
[SU(2)]

1
so(8)

4 1
so(7)

3 [Sp(2)]
su(2)

2
su(4)

2
[SU(2)]

su(4)
2 [SU(4)] 0 0 0

[7, 13] [5, 22, 1]
su(2)

2
so(7)

3
[SU(2)]

1
so(8)

4 1
g2
3 [SU(2)]

su(2)
2

su(4)
2

[SU(3)]

su(3)
2 [SU(2)] 0 0 0

[7, 13] [5, 3, 12]
su(2)

2
so(7)

3
[SU(2)]

1
so(8)

4 1
su(3)

3
su(2)

2
su(4)

2
[SU(4)]

su(2)
2 0 0 0

[7, 3] [42, 12]
su(2)

2
g2
3 1

so(9)
4

[Sp(1)]
1

su(3)
3

su(2)
2

[Nf=1/2]

g2
2

[Sp(2)]

su(2)
2

[Nf=1/2]
1 0 0

[7, 3] [5, 15]
su(2)

2
g2
3 1

so(8)
4 1

so(7)
3

[Sp(2)]

su(2)
2

[Nf=1]

su(3)
2

su(4)
2 [SU(5)] 0 0 0

[7, 3] [5, 22, 1]
su(2)

2
g2
3 1

so(8)
4 1

g2
3

[SU(2)]

su(2)
2

[Nf=1]

su(3)
2

[Nf=1]

su(3)
2 [SU(3)] 1 0 0

[7, 3] [5, 3, 12]
su(2)

2
g2
3 1

so(8)
4 1

su(3)
3

su(2)
2

[Nf=1]

su(3)
2

[SU(2)]

su(2)
2

[Nf=1]
3 0 0

[42, 12] [42, 12]
su(3)

3 1
so(10)

4
[Sp(2)]

1
su(3)

3 [SU(3)]
su(3)

2
su(3)

2 [SU(3)] 1 0 0

[5, 15] [42, 12]
so(7)

3
[Sp(2)]

1
so(9)

4
[Sp(1)]

1
su(3)

3 [Sp(3)× Sp(1)]
so(7)

2
su(2)

2 0 0 0

[5, 15] [5, 15]
so(7)

3
[Sp(2)]

1
so(8)

4 1
so(7)

3
[Sp(2)]

[SU(4)]
su(4)

2
su(4)

2 [SU(4)] 0 0 0

[5, 22, 1] [42, 12]
g2
3

[SU(2)]
1

so(9)
4

[Sp(1)]
1

su(3)
3 [Sp(3)]

g2
2

su(2)
2

[Nf=1/2]
1 0 0

[5, 22, 1] [5, 15]
g2
3

[SU(2)]
1

so(8)
4 1

so(7)
3

[Sp(2)]
[SU(2)]

su(3)
2

su(4)
2 [SU(5)] 0 0 0

[5, 22, 1] [5, 22, 1]
g2
3

[SU(2)]
1

so(8)
4 1

g2
3

[SU(2)]
[SU(3)]

su(3)
2

su(3)
2 [SU(3)] 1 0 0

[5, 3, 12] [42, 12]
su(3)

3 1
so(9)

4
[Sp(1)]

1
su(3)

3 [SU(4)]
su(3)

2
su(2)

2
[Nf=1]

2 0 0

[5, 3, 12] [5, 15]
su(3)

3 1
so(8)

4 1
so(7)

3
[Sp(2)]

su(2)
2

su(4)
2 [SU(6)] 0 0 0

[5, 3, 12] [5, 22, 1]
su(3)

3 1
so(8)

4 1
g2
3

[SU(2)]

su(2)
2

[Nf=1]

su(3)
2 [SU(4)] 2 0 0

[5, 3, 12] [5, 3, 12]
su(3)

3 1
so(8)

4 1
su(3)

3 [SU(2)]
su(2)

2
su(2)

2 [SU(2)× SU(2)] 4 0 0

[52] [24, 12]
su(2)

2
so(7)

3
sp(1)

1
[Nf=1]

so(10)
3

[Ns=1]
[Sp(2)]

su(2)
2

so(7)
2 [Sp(3)× Sp(1)] 1 0 0

[52] [3, 22, 13]
su(2)

2
so(7)

3
sp(1)

1
[SO(3)]

so(9)
3

[Sp(1)×Sp(1)]

su(2)
2

[Nf=1/2]

g2
2 [Sp(3)] 2 0 0

[52] [32, 14]
su(2)

2
so(7)

3
sp(1)

1
[SO(4)]

so(8)
3

[Sp(1)×Sp(1)]

su(2)
2

[Nf=1]

su(3)
2 [SU(4)] 4 0 0

[52] [32, 22]
su(2)

2
so(7)

3
sp(1)

1
[SO(4)]

so(7)
3

[Sp(2)]
[SU(2)]

su(2)
2

su(2)
2 [SU(2)× SU(2)] 4 1

12
1
24

[52] [33, 1]
su(2)

2
so(7)

3
sp(1)

1
[SO(5)]

g2
3 [G2]

su(2)
2 2 4 1

6
1
12
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[24, 12] [24, 12] [Sp(2)]
so(10)

3
[Ns=1]

sp(1)
1

so(10)
3

[Ns=1]
[Sp(2)]

so(10)
2 [Sp(4)× SU(2)] 0 0 0

[3, 22, 13] [24, 12]
so(9)

3
[Sp(1)×Sp(1)]

sp(1)
1

[Nf=1/2]

so(10)
3

[Ns=1]
[Sp(2)]

so(9)
2 [Sp(3)× Sp(2)] 0 0 0

[3, 22, 13][3, 22, 13]
so(9)

3
[Sp(1)×Sp(1)]

sp(1)
1

[Nf=1]

so(9)
3

[Sp(1)×Sp(1)]

so(8)
2 [Sp(2)× Sp(2)× Sp(2)] 0 0 0

[32, 14] [24, 12]
so(8)

3
[Sp(1)×Sp(1)]

sp(1)
1

[Nf=1]

so(10)
3

[Ns=1]
[Sp(2)]

so(8)
2 [Sp(2)× Sp(2)× Sp(2)] 0 0 0

[32, 14] [3, 22, 13]
so(8)

3
[Sp(1)×Sp(1)]

sp(1)
1

[SO(3)]

so(9)
3

[Sp(1)×Sp(1)]

so(7)
2 [Sp(4)× Sp(1)] 0 0 0

[32, 14] [32, 14]
so(8)

3
[Sp(1)×Sp(1)]

sp(1)
1

[SO(4)]

so(8)
3

[Sp(1)×Sp(1)]

su(4)
2 [SU(8)] 0 0 0

[32, 22] [24, 12]
so(7)

3
[Sp(1)]

sp(1)
1

[Nf=1]

so(10)
3

[Ns=1]
[Sp(2)]

so(7)
2 [Sp(4)× Sp(1)] 1 0 0

[32, 22] [3, 22, 13]
so(7)

3
[Sp(1)]

sp(1)
1

[SO(3)]

so(9)
3

[Sp(1)×Sp(1)]

g2
2 [Sp(4)] 2 0 0

[32, 22] [32, 14]
so(7)

3
[Sp(1)]

sp(1)
1

[SO(4)]

so(8)
3

[Sp(1)×Sp(1)]

su(3)
2 [SU(6)] 4 0 0

[32, 22] [32, 22]
so(7)

3
[Sp(1)]

sp(1)
1

[SO(4)]

so(7)
3

[Sp(1)]

su(2)
2 [SO(7)] 6 1

12
1
24

[33, 1] [24, 12]
g2
3

sp(1)
1

[SO(3)]

so(10)
3

[Ns=1]
[Sp(2)]

g2
2 [Sp(4)] 2 0 0

[33, 1] [3, 22, 13]
g2
3

sp(1)
1

[SO(4)]

so(9)
3

[Sp(1)×Sp(1)]

su(3)
2 [SU(6)] 4 0 0

[33, 1] [32, 14]
g2
3

sp(1)
1

[SO(5)]

so(8)
3

[Sp(1)×Sp(1)]

su(2)
2 [SO(7)] 8 0 0

[33, 1] [32, 22]
g2
3

sp(1)
1

[SO(5)]

so(7)
3

[Sp(1)]
2 [SU(2) ⊂ Sp(2)R] 7 1

6
1
12

Table 35: SO(10) short quiver tangential cases, in parallel to table 34. See table 34 for
conventions and notation.

B.4 Generators of E6,7,8

In this section we list the generators Xi and Yi for the exceptional algebras E6,7,8 in the

basis used throughout this chapter. All other generators can be obtained from appropriate

commutators.

The six positive simple roots of E6 are associated with:

X1 = E1,2 + E12,13 + E15,16 + E17,18 + E19,20 + E21,22,

X2 = E4,6 + E5,8 + E7,9 + E19,21 + E20,22 + E23,24,

X3 = E2,3 + E10,12 + E11,15 + E14,17 + E20,23 + E22,24,
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X4 = E3,4 + E8,10 + E9,11 + E17,19 + E18,20 + E24,25,

X5 = E4,5 + E6,8 + E11,14 + E15,17 + E16,18 + E25,26,

X6 = E5,7 + E8,9 + E10,11 + E12,15 + E13,16 + E26,27. (B.4.1)

The corresponding negative roots are Yi = XT
i and Cartans Hi = [Xi, Yi].

The seven positive simple roots of E7 are taken to be:

X1 = E7,8 + E9,10 + E11,12 + E13,14 + E16,17 + E19,20 + E37,38 + E40,41 + E43,44

+ E45,46 + E47,48 + E49,50,

X2 = E5,6 + E7,9 + E8,10 + E22,25 + E24,28 + E26,30 + E27,31 + E29,33 + E32,35

+ E47,49 + E48,50 + E51,52,

X3 = E5,7 + E6,9 + E12,15 + E14,18 + E17,21 + E20,23 + E34,37 + E36,40 + E39,43

+ E42,45 + E48,51 + E50,52,

X4 = E4,5 + E9,11 + E10,12 + E18,22 + E21,24 + E23,26 + E31,34 + E33,36 + E35,39

+ E45,47 + E46,48 + E52,53,

X5 = E3,4 + E11,13 + E12,14 + E15,18 + E24,27 + E26,29 + E28,31 + E30,33 + E39,42

+ E43,45 + E44,46 + E53,54,

X6 = E2,3 + E13,16 + E14,17 + E18,21 + E22,24 + E25,28 + E29,32 + E33,35 + E36,39

+ E40,43 + E41,44 + E54,55,

X7 = E1,2 + E16,19 + E17,20 + E21,23 + E24,26 + E27,29 + E28,30 + E31,33 + E34,36

+ E37,40 + E38,41 + E55,56. (B.4.2)

Again corresponding negative roots are Yi = XT
i and Cartans Hi = [Xi, Yi].

Finally, the eight positive simple roots of E8 are taken to be:

X1 = E8,9 + E10,11 + E12,13 + E14,15 + E17,18 + E20,21 + E24,25 + E46,47 + E52,53 + E57,59
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+ E58,60 + E63,65 + E64,66 + E68,71 + E69,72 + E70,73 + E75,78 + E76,79 + E77,80 + E82,85

+ E83,86 + E84,87 + E90,92 + E91,93 + E97,99 + E98,100 + E105,106 + E112,113 + E120,121

+ 2E121,129 − E122,129 + E136,137 + E143,144 + E149,151 + E150,152 + E156,158 + E157,159

+ E162,165 + E163,166 + E164,167 + E169,172 + E170,173 + E171,174 + E176,179 + E177,180

+ E178,181 + E183,185 + E184,186 + E189,191 + E190,192 + E196,197 + E202,203 + E224,225

+ E228,229 + E231,232 + E234,235 + E236,237 + E238,239 + E240,241,

X2 = −E6,7 − E8,10 − E9,11 − E23,28 − E27,32 − E30,35 − E31,36 − E33,39 − E34,40 − E37,43

− E38,44 − E42,49 − E48,54 − E70,77 − E73,80 − E76,84 − E79,87 − E81,89 − E83,91 − E86,93

− E88,95 − E90,98 − E92,100 − E94,102 − E97,105 − E99,106 − E101,108 − E107,114 + E115,128

− E123,134 + 2E128,134 − E135,142 − E141,148 − E143,150 − E144,152 − E147,155 − E149,157

− E151,159 − E154,161 − E156,163 − E158,166 − E160,168 − E162,170 − E165,173 − E169,176

− E172,179 − E195,201 − E200,207 − E205,211 − E206,212 − E209,215 − E210,216 − E213,218

− E214,219 − E217,222 − E221,226 − E238,240 − E239,241 − E242,243,

X3 = −E6,8 − E7,10 − E13,16 − E15,19 − E18,22 − E21,26 − E25,29 − E41,46 − E45,52 − E50,57

− E51,58 − E55,63 − E56,64 − E61,68 − E62,69 − E67,75 − E73,81 − E74,82 − E79,88 − E80,89

− E86,94 − E87,95 − E92,101 − E93,102 − E99,107 − E100,108 − E106,114 − E112,120 + E113,122

− E121,136 + 2E122,136 − E123,136 − E129,137 − E135,143 − E141,149 − E142,150 − E147,156

− E148,157 − E154,162 − E155,163 − E160,169 − E161,170 − E167,175 − E168,176 − E174,182

− E180,187 − E181,188 − E185,193 − E186,194 − E191,198 − E192,199 − E197,204 − E203,208

− E220,224 − E223,228 − E227,231 − E230,234 − E233,236 − E239,242 − E241,243,

X4 = E5,6 + E10,12 + E11,13 + E19,23 + E22,27 + E26,30 + E29,33 + E36,41 + E40,45 + E43,50

+ E44,51 + E49,55 + E54,61 + E64,70 + E66,73 + E69,76 + E72,79 + E75,83 + E78,86 + E82,90

+ E85,92 + E89,96 + E95,103 + E102,109 + E105,112 + E106,113 + E107,115 + E108,116

+ E114,123 − E122,135 + 2E123,135 − E124,135 − E128,135 + E133,141 + E134,142 + E136,143

+ E137,144 + E140,147 + E146,154 + E153,160 + E157,164 + E159,167 + E163,171 + E166,174
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+ E170,177 + E173,180 + E176,183 + E179,185 + E188,195 + E194,200 + E198,205 + E199,206

+ E204,209 + E208,213 + E216,220 + E219,223 + E222,227 + E226,230 + E236,238 + E237,239

+ E243,244,

X5 = −E4,5 − E12,14 − E13,15 − E16,19 − E27,31 − E30,34 − E32,36 − E33,37 − E35,40 − E39,43

− E51,56 − E55,62 − E58,64 − E60,66 − E61,67 − E63,69 − E65,72 − E68,75 − E71,78 − E90,97

− E92,99 − E96,104 − E98,105 − E100,106 − E101,107 − E103,110 − E108,114 − E109,117

+ E116,124 − E123,133 + 2E124,133 − E125,133 − E132,140 − E135,141 − E139,146 − E142,148

− E143,149 − E144,151 − E145,153 − E150,157 − E152,159 − E171,178 − E174,181 − E177,184

− E180,186 − E182,188 − E183,189 − E185,191 − E187,194 − E193,198 − E206,210 − E209,214

− E212,216 − E213,217 − E215,219 − E218,222 − E230,233 − E234,236 − E235,237 − E244,245,

X6 = E3,4 + E14,17 + E15,18 + E19,22 + E23,27 + E28,32 + E34,38 + E37,42 + E40,44 + E43,49

+ E45,51 + E50,55 + E52,58 + E53,60 + E57,63 + E59,65 + E67,74 + E75,82 + E78,85 + E83,90

+ E86,92 + E91,98 + E93,100 + E94,101 + E102,108 + E104,111 + E109,116 + E110,118

+ E117,125 − E124,132 + 2E125,132 − E126,132 + E131,139 + E133,140 + E138,145 + E141,147

+ E148,155 + E149,156 + E151,158 + E157,163 + E159,166 + E164,171 + E167,174 + E175,182

+ E184,190 + E186,192 + E189,196 + E191,197 + E194,199 + E198,204 + E200,206 + E205,209

+ E207,212 + E211,215 + E217,221 + E222,226 + E227,230 + E231,234 + E232,235 + E245,246,

X7 = −E2,3 − E17,20 − E18,21 − E22,26 − E27,30 − E31,34 − E32,35 − E36,40 − E41,45 − E42,48

− E46,52 − E47,53 − E49,54 − E55,61 − E62,67 − E63,68 − E65,71 − E69,75 − E72,78 − E76,83

− E79,86 − E84,91 − E87,93 − E88,94 − E95,102 − E103,109 − E110,117 − E111,119

+ E118,126 − E125,131 + 2E126,131 − E127,131 − E130,138 − E132,139 − E140,146 − E147,154

− E155,161 − E156,162 − E158,165 − E163,170 − E166,173 − E171,177 − E174,180 − E178,184

− E181,186 − E182,187 − E188,194 − E195,200 − E196,202 − E197,203 − E201,207 − E204,208

− E209,213 − E214,217 − E215,218 − E219,222 − E223,227 − E228,231 − E229,232 − E246,247,

X8 = E1,2 + E20,24 + E21,25 + E26,29 + E30,33 + E34,37 + E35,39 + E38,42 + E40,43 + E44,49
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+ E45,50 + E51,55 + E52,57 + E53,59 + E56,62 + E58,63 + E60,65 + E64,69 + E66,72 + E70,76

+ E73,79 + E77,84 + E80,87 + E81,88 + E89,95 + E96,103 + E104,110 + E111,118

+ E119,127 − E126,130 + 2E127,130 + E131,138 + E139,145 + E146,153 + E154,160 + E161,168

+ E162,169 + E165,172 + E170,176 + E173,179 + E177,183 + E180,185 + E184,189 + E186,191

+ E187,193 + E190,196 + E192,197 + E194,198 + E199,204 + E200,205 + E206,209 + E207,211

+ E210,214 + E212,215 + E216,219 + E220,223 + E224,228 + E225,229 + E247,248. (B.4.3)

The corresponding negative roots are almost the transpose of these positive roots:

Y1 = E9,8 + E11,10 + E13,12 + E15,14 + E18,17 + E21,20 + E25,24 + E47,46 + E53,52 + E59,57

+ E60,58 + E65,63 + E66,64 + E71,68 + E72,69 + E73,70 + E78,75 + E79,76 + E80,77 + E85,82

+ E86,83 + E87,84 + E92,90 + E93,91 + E99,97 + E100,98 + E106,105 + E113,112 + 2E121,120

− E122,120 + E129,121 + E137,136 + E144,143 + E151,149 + E152,150 + E158,156 + E159,157

+ E165,162 + E166,163 + E167,164 + E172,169 + E173,170 + E174,171 + E179,176 + E180,177

+ E181,178 + E185,183 + E186,184 + E191,189 + E192,190 + E197,196 + E203,202 + E225,224

+ E229,228 + E232,231 + E235,234 + E237,236 + E239,238 + E241,240,

Y2 = −E7,6 − E10,8 − E11,9 − E28,23 − E32,27 − E35,30 − E36,31 − E39,33 − E40,34 − E43,37

− E44,38 − E49,42 − E54,48 − E77,70 − E80,73 − E84,76 − E87,79 − E89,81 − E91,83 − E93,86

− E95,88 − E98,90 − E100,92 − E102,94 − E105,97 − E106,99 − E108,101 − E114,107 − E123,115

+ 2E128,115 + E134,128 − E142,135 − E148,141 − E150,143 − E152,144 − E155,147 − E157,149

− E159,151 − E161,154 − E163,156 − E166,158 − E168,160 − E170,162 − E173,165 − E176,169

− E179,172 − E201,195 − E207,200 − E211,205 − E212,206 − E215,209 − E216,210 − E218,213

− E219,214 − E222,217 − E226,221 − E240,238 − E241,239 − E243,242,

Y3 = −E8,6 − E10,7 − E16,13 − E19,15 − E22,18 − E26,21 − E29,25 − E46,41 − E52,45 − E57,50

− E58,51 − E63,55 − E64,56 − E68,61 − E69,62 − E75,67 − E81,73 − E82,74 − E88,79 − E89,80
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− E94,86 − E95,87 − E101,92 − E102,93 − E107,99 − E108,100 − E114,106 − E120,112 − E121,113

+ 2E122,113 − E123,113 + E136,122 − E137,129 − E143,135 − E149,141 − E150,142 − E156,147

− E157,148 − E162,154 − E163,155 − E169,160 − E170,161 − E175,167 − E176,168 − E182,174

− E187,180 − E188,181 − E193,185 − E194,186 − E198,191 − E199,192 − E204,197 − E208,203

− E224,220 − E228,223 − E231,227 − E234,230 − E236,233 − E242,239 − E243,241,

Y4 = E6,5 + E12,10 + E13,11 + E23,19 + E27,22 + E30,26 + E33,29 + E41,36 + E45,40 + E50,43

+ E51,44 + E55,49 + E61,54 + E70,64 + E73,66 + E76,69 + E79,72 + E83,75 + E86,78 + E90,82

+ E92,85 + E96,89 + E103,95 + E109,102 + E112,105 + E113,106 + E115,107 + E116,108

− E122,114 + 2E123,114 − E124,114 − E128,114 + E135,123 + E141,133 + E142,134 + E143,136

+ E144,137 + E147,140 + E154,146 + E160,153 + E164,157 + E167,159 + E171,163 + E174,166

+ E177,170 + E180,173 + E183,176 + E185,179 + E195,188 + E200,194 + E205,198 + E206,199

+ E209,204 + E213,208 + E220,216 + E223,219 + E227,222 + E230,226 + E238,236 + E239,237

+ E244,243,

Y5 = −E5,4 − E14,12 − E15,13 − E19,16 − E31,27 − E34,30 − E36,32 − E37,33 − E40,35 − E43,39

− E56,51 − E62,55 − E64,58 − E66,60 − E67,61 − E69,63 − E72,65 − E75,68 − E78,71 − E97,90

− E99,92 − E104,96 − E105,98 − E106,100 − E107,101 − E110,103 − E114,108 − E117,109

− E123,116 + 2E124,116 − E125,116 + E133,124 − E140,132 − E141,135 − E146,139 − E148,142

− E149,143 − E151,144 − E153,145 − E157,150 − E159,152 − E178,171 − E181,174 − E184,177

− E186,180 − E188,182 − E189,183 − E191,185 − E194,187 − E198,193 − E210,206 − E214,209

− E216,212 − E217,213 − E219,215 − E222,218 − E233,230 − E236,234 − E237,235 − E245,244,

Y6 = E4,3 + E17,14 + E18,15 + E22,19 + E27,23 + E32,28 + E38,34 + E42,37 + E44,40 + E49,43

+ E51,45 + E55,50 + E58,52 + E60,53 + E63,57 + E65,59 + E74,67 + E82,75 + E85,78 + E90,83

+ E92,86 + E98,91 + E100,93 + E101,94 + E108,102 + E111,104 + E116,109 + E118,110

− E124,117 + 2E125,117 − E126,117 + E132,125 + E139,131 + E140,133 + E145,138 + E147,141

+ E155,148 + E156,149 + E158,151 + E163,157 + E166,159 + E171,164 + E174,167 + E182,175
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+ E190,184 + E192,186 + E196,189 + E197,191 + E199,194 + E204,198 + E206,200 + E209,205

+ E212,207 + E215,211 + E221,217 + E226,222 + E230,227 + E234,231 + E235,232 + E246,245,

Y7 = −E3,2 − E20,17 − E21,18 − E26,22 − E30,27 − E34,31 − E35,32 − E40,36 − E45,41 − E48,42

− E52,46 − E53,47 − E54,49 − E61,55 − E67,62 − E68,63 − E71,65 − E75,69 − E78,72 − E83,76

− E86,79 − E91,84 − E93,87 − E94,88 − E102,95 − E109,103 − E117,110 − E119,111

− E125,118 + 2E126,118 − E127,118 + E131,126 − E138,130 − E139,132 − E146,140 − E154,147

− E161,155 − E162,156 − E165,158 − E170,163 − E173,166 − E177,171 − E180,174 − E184,178

− E186,181 − E187,182 − E194,188 − E200,195 − E202,196 − E203,197 − E207,201 − E208,204

− E213,209 − E217,214 − E218,215 − E222,219 − E227,223 − E231,228 − E232,229 − E247,246,

Y8 = E2,1 + E24,20 + E25,21 + E29,26 + E33,30 + E37,34 + E39,35 + E42,38 + E43,40 + E49,44

+ E50,45 + E55,51 + E57,52 + E59,53 + E62,56 + E63,58 + E65,60 + E69,64 + E72,66 + E76,70

+ E79,73 + E84,77 + E87,80 + E88,81 + E95,89 + E103,96 + E110,104 + E118,111

− E126,119 + 2E127,119 + E130,127 + E138,131 + E145,139 + E153,146 + E160,154 + E168,161

+ E169,162 + E172,165 + E176,170 + E179,173 + E183,177 + E185,180 + E189,184 + E191,186

+ E193,187 + E196,190 + E197,192 + E198,194 + E204,199 + E205,200 + E209,206 + E211,207

+ E214,210 + E215,212 + E219,216 + E223,220 + E228,224 + E229,225 + E248,247. (B.4.4)
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CHAPTER C: Chapter 3 Appendix

C.1 Brane Motions

In this Appendix we present an illustrative example for how to rearrange various [p, q] 7-

branes so that S-fold projection acts geometrically on the associated string junction states.

This is best illustrated via pictures, so we mainly display the relevant figures here. Our

starting point is an E6 stack written as A5BC2 ∼ A6XC ∼ AAACAAAC (see figure 92),

a D4 stack written as A4BC ∼ AACAAC (see figure 93) and an H2 stack written as

A3C ∼ ACY 2 ∼ ACAC ∼ DADA (see figure 94).

C.2 Explicit Z2 Quotient of E6 without Torsion

In this Appendix we give the explicit root system of e6 and show how only 48 roots survive

the Z2 quotient (without torsion), corresponding exactly to the roots of an f4 algebra. The

roots of E6, which are given in line (3.4.17) can be written as:

± {(−1, 1, 0, 0, 0, 0, 0, 0), (0, 0, 0,−1, 0, 0, 0, 1), (0,−1, 1, 0, 0, 0, 0, 0), (0, 0,−1, 0, 1, 0, 0, 0),

(0, 0, 0, 0,−1, 1, 0, 0), (0, 0, 0, 0, 0,−1, 1, 0), (−1, 0, 1, 0, 0, 0, 0, 0), (0, 0,−1,−1, 1, 0, 0, 1),

(0,−1, 0, 0, 1, 0, 0, 0), (0, 0,−1, 0, 0, 1, 0, 0), (0, 0, 0, 0,−1, 0, 1, 0), (−1, 0, 0, 0, 1, 0, 0, 0),

(0,−1, 0,−1, 1, 0, 0, 1), (0, 0,−1,−1, 0, 1, 0, 1), (0,−1, 0, 0, 0, 1, 0, 0), (0, 0,−1, 0, 0, 0, 1, 0),

(−1, 0, 0,−1, 1, 0, 0, 1), (−1, 0, 0, 0, 0, 1, 0, 0), (0,−1, 0,−1, 0, 1, 0, 1), (0, 0,−1,−1, 0, 0, 1, 1),

(0,−1, 0, 0, 0, 0, 1, 0), (−1, 0, 0,−1, 0, 1, 0, 1), (−1, 0, 0, 0, 0, 0, 1, 0), (0,−1,−1,−1, 1, 1, 0, 1),

(0,−1, 0,−1, 0, 0, 1, 1), (−1, 0,−1,−1, 1, 1, 0, 1), (−1, 0, 0,−1, 0, 0, 1, 1),

(0,−1,−1,−1, 1, 0, 1, 1), (−1,−1, 0,−1, 1, 1, 0, 1), (−1, 0,−1,−1, 1, 0, 1, 1),

(0,−1,−1,−1, 0, 1, 1, 1), (−1,−1, 0,−1, 1, 0, 1, 1), (−1, 0,−1,−1, 0, 1, 1, 1),

(−1,−1, 0,−1, 0, 1, 1, 1), (−1,−1,−1,−1, 1, 1, 1, 1), (−1,−1,−1,−2, 1, 1, 1, 2)},

(C.2.1)
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α4 α6

α2

A A A A X C

α5
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α1 α3

α4 α6

α2

A A A A X C

α5

AA

α1 α3
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α1 α2

C

α5

A A A

α4

C

α6α3

Figure 92: Brane motion for E6 7-branes to a configuration which is Z2 symmetric, and
thus amenable to a Z2 S-fold projection, i.e. an orientifold projection. In the figure we also
indicate how the X-brane is moved to accomplish this rearrangement to the Z2 symmetric
configuration AAACAAAC.

where the vectors follow the order of the branes of figure 62. Namely, for instance, the

highest root: (1, 1, 1, 2,−1,−1,−1,−2) corresponds to the string junction (a1 + a2 + a3 +

2c1 − a4 − a5 − a6 − 2c2). For the projection, we define the matrix

Z = −



0 0 0 0 1 0 0 0

0 0 0 0 0 1 0 0

0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 1

1 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0

0 0 1 0 0 0 0 0

0 0 0 1 0 0 0 0



. (C.2.2)

458



α1 α3

α4

A A A A B C

α2

α1 α3

α4

A A A A B C

α2

α1 α3

A A B D D C

α2

α4

α1 α3

A A B D D C

α2

α4

α1 α3

A A B B D D

α4

α2

Figure 93: Brane motion for D4 7-branes to a configuration which is Z3 symmetric, and
thus amenable to a Z3 S-fold projection. In the figure we start with the presentation of this
brane system as the bound state A4BC, which we then split up into three stacks of branes
which are permuted under the Z3 group action.
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α1 α2

A A A C

α1 α2

A C Y Y

α1

α2

A C Y Y

α1

α2

A AY Y

α1 α2

Global SL(2, Z)

D A

α1 α2

D A

Figure 94: Brane motion forH2 7-branes to the configurationDADA which is Z4 symmetric,
and thus amenable to an S-fold projection. In the last step of rearrangement we apply an
SL(2,Z) transformation as indicated by Y , with notation as in equation (3.4.1).
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We then map every root r in (C.2.1) to 1
2(r + Z · r). This results in the following 48 roots:

±{(0, 0, 0,−1, 0, 0, 0, 1), (0, 0,−1, 0, 0, 0, 1, 0), (0,−1
2 ,

1
2 , 0, 0,

1
2 ,−

1
2 , 0),

(−1
2 ,

1
2 , 0, 0,

1
2 ,−

1
2 , 0, 0), (0, 0,−1,−1, 0, 0, 1, 1), (0,−1

2 ,−
1
2 , 0, 0,

1
2 ,

1
2 , 0),

(−1
2 , 0,

1
2 , 0,

1
2 , 0,−

1
2 , 0), (0,−1, 0, 0, 0, 1, 0, 0), (0,−1

2 ,−
1
2 ,−1, 0, 1

2 ,
1
2 , 1),

(−1
2 , 0,−

1
2 , 0,

1
2 , 0,

1
2 , 0), (0,−1, 0,−1, 0, 1, 0, 1), (−1

2 , 0,−
1
2 ,−1, 1

2 , 0,
1
2 , 1),

(−1
2 ,−

1
2 , 0, 0,

1
2 ,

1
2 , 0, 0), (−1, 0, 0, 0, 1, 0, 0, 0), (0,−1,−1,−1, 0, 1, 1, 1),

(−1
2 ,−

1
2 , 0,−1, 1

2 ,
1
2 , 0, 1), (−1, 0, 0,−1, 1, 0, 0, 1), (−1

2 ,−
1
2 ,−1,−1, 1

2 ,
1
2 , 1, 1),

(−1, 0,−1,−1, 1, 0, 1, 1), (−1
2 ,−1,−1

2 ,−1, 1
2 , 1,

1
2 , 1), (−1,−1

2 ,−
1
2 ,−1, 1, 1

2 ,
1
2 , 1),

(−1,−1, 0,−1, 1, 1, 0, 1), (−1,−1,−1,−1, 1, 1, 1, 1), (−1,−1,−1,−2, 1, 1, 1, 2)}.

(C.2.3)

From there, we can extract the four simple roots of F4:

{(1
2 ,−

1
2 , 0, 0,−

1
2 ,

1
2 , 0, 0), (0, 1

2 ,−
1
2 , 0, 0,−

1
2 ,

1
2 , 0), (0, 0, 1, 0, 0, 0,−1, 0),

(0, 0, 0, 1, 0, 0, 0,−1)},
(C.2.4)

corresponding exactly to the simple roots chosen in line (3.4.20).
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CHAPTER D: Chapter 5 Appendix

D.1 Two-Loop β-Functions

In this appendix we demonstrate how the two-loop β-functions arise from the variation of

the two-loop low-energy effective target space action in the MT scheme. We follow the

presentation of [319] closely but keep the one-loop β-functions in all steps instead of setting

them to zero.

D.1.1 Metric

We begin by varying the two-loop low-energy effective target space action (5.3.19) with

respect to the metric. As explained in section 5.3.1, it is important that one does not vary

with respect to the inverse metric, as this would introduce a wrong sign. For instance, the

variation of the Riemann tensor is given by

δReabc = 1
2g

de (∇bδ (∂agdc + ∂cgda − ∂lgca)−∇cδ (∂agdb + ∂bgda − ∂dgba)) , (D.1.1)

so that the variation of the first term in (5.3.19) reads

δ

∫
dDx√ge−2φ 1

4RefcdR
efcd = −

∫
dDx√ge−2φRabcd∇a∇cδgbd

= −
∫

dDx√g∇a∇c
(
e−2φRabcd

)
δgbd

= −
∫

dDx√g
(
2Racdb

(
∇c∂dφ− 2∂cφ∂dφ

)
+ 4∇cRc(ab)d∂dφ−∇c∇dRacdb

)
δgab,

(D.1.2)

where we integrated by parts twice in the second line. Following [319], we break down the

metric variation of (5.3.19) into the three terms

Pab ≡ e2φ δ

δgab

∫ 1
4e
−2φRcdefR

cdef , (D.1.3)

Qab ≡ e2φ δ

δgab

∫ (
−1

8

)
e−2φRcdefHcdhHef

h, (D.1.4)
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Oab ≡
δ

δgab

∫ 1
4

( 1
24HcdeH

d
fgH

fheHh
cg − 1

8HcdeHf
deHcghHf

gh

)
, (D.1.5)

where we have already partially treated the first term in (D.1.2). We have to apply Bianchi

identities to further simplify these three contributions. In particular, starting from the

second Bianchi identity of the Riemann tensor, we derive the identity

∇c∇dRacdb = −∇2Rab + 1
2∇a∇bR+RacdbR

cd +RacR
c
b. (D.1.6)

Applying it to the first term, we obtain

Pab =− 1
2RacdeRb

cde −∇2Rab + 1
2∇a∇bR+RacdbR

cd +RacR
c
b

− 4
(
∇(aRb)c −∇cRab

)
∂cφ− 2Racdb

(
∇c∂dφ− 2∂cφ∂dφ

)
.

(D.1.7)

Similarly, the second and third terms reduce to

Qab = 1
2R

cdefHacdHbef + 3
2R

cde
(aHb)geHcd

g + e2φ∇c∇d
(
e−2φHaceHbd

e
)
, (D.1.8)

Oab = − 1
16(H4)ab + 1

16H
2
ac(H2)bc + 1

8(H2)cdHaceHbd
e. (D.1.9)

As suggested by [319], we use the one-loop β-functions to remove all φ-dependence. Conse-

quentially, the variation of the action decomposed into terms containing β̂(1)g or β̂(1)b and

terms without them. The latter form the two-loop β-function for the metric, β̂(2)g
ab , while

the former give rise to K̂(1)g(β̂(1)g, β̂(1)B). During the computation we use the identities

Racdb∇cφ = 2∇[c∇b]∇aφ = ∇[d

(
β̂gb]a −Rb]a + 1

4H
2
b]a

)
,

∇c∇aRcb = 1
2∇a∇bR+RacR

c
b +RacdbR

cd,

∇bHacd = ∇cHbda +∇dHbac +∇aHbcd ,

(D.1.10)
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which eventually yield

Pab =− 1
2RacdeRb

cde − 1
2∇eHacd∇eHb

cd − 1
16(H2)acH2

cb −
1
4HceaHbd

e(H2)cd

+ 1
2R

cdefHacdHbef + 1
4Racdb(H

2)cd +R(a
cdeHb)cfHde

f + 1
24∇a∇bH

2

−∇2β̂
(1)g
ab +∇c∇(aβ̂

(1)g
b)c −H

cd
aHedb(β̂(1)g)ce −

1
4H

2
ac(β̂(1)g)bc

− 2
(
∇(aβ̂

(1)g
b)c −∇cβ̂

(1)g
ab

)
∂cφ

+ 2Hcd
a∇cβ̂(1)b

db + 1
2H

cd
a∇bβ̂

(1)b
cd −

1
2∇(aHb)cd(β̂(1)b)cd,

Qab =1
4R(a

cdeHb)cfHde
f + 1

16HaceHbd
e(H2)cd + 1

8∇eHacd∇eHb
cd − 1

24∇aHcde∇bHcde

+ 1
4HaceHbd

e(β̂(1)g)dc −∇cβ̂(1)b
d(a Hb)c

d + (β̂(1)b)ca(β̂(1)b)cb,

Oab =− 1
16(H4)ab + 1

16H
2
ac(H2)bc + 1

8(H2)cdHaceHbd
e .

(D.1.11)

Adding those terms back together gives rise to

Pab +Qab +Oab = −β̂(2)g
ab + K̂

(1)g
ab (β̂(1)g, β̂(1)b) . (D.1.12)

Now, we read off K̂
(1)g
ab (βg, βB) in (5.3.22) and

β̂
(2)g
ab = β

(2)g
ab −

1
24∇a∇bH

2 . (D.1.13)

D.1.2 B-field

Since the B-field only appears indirectly through H = dB (Habc = 3∂[aBbc]),1 we vary the

action (5.3.19) with respect to H, apply the chain-rule and integrate by parts

δŜ(2) = −3
∫

dDx√g∇c
δL̂(2)

δHcab
δBab , where Ŝ(2) =

∫
dDx√gL̂(2) . (D.1.14)

1Due to the total antisymmetrisation we can equivalently write Habc = 3∇[aBbc].
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The result reads

δŜ(2)

δBab
=
∫

dDx√g1
4∇

e
(
e−2φ

(
Rab

cdHcde +Rea
cdHcdb +Rbe

cdHcda

))
− 1

8∇
f
(
e−2φHacdHbe

cHf
ed
)

+ 1
8∇

f
(
e−2φ

(
HabcHdefH

dec +HfacHdebH
dec +HbfcHdeaH

dec
))

=
∫

dDx√ge−2φ
[
− 1

2∇
eφ
(
Rab

cdHcde +Rea
cdHcdb +Rbe

cdHcda

)
+ 1

4∇
fφHacdHbe

cHf
ed

− 1
4∇

fφ
(
HabcHdefH

dec +HfacHdebH
dec +HbfcHdeaH

dec
)

+ 1
4∇

e
(
Rab

cdHcde +Rea
cdHcdb +Rbe

cdHcda

)
− 1

8∇
f
(
HacdHbe

cHf
ed
)

+ 1
8∇

f
(
HabcHdefH

dec +HfacHdebH
dec +HbfcHdeaH

dec
) ]

.

(D.1.15)

Again all terms containing the dilaton can be eliminated in favour of β̂(1)g and β̂(1)B, yielding

δŜ(2)

δBab
=
∫

dDx√ge−2φ
[
− 1

2R[aecd∇
eHcd

b] −
1
4∇

fHcd[aHb]e
cHf

ed + 1
2∇cH

2
d[bHa]

dc

+ 1
8H

2
ec∇eHc

ab + 1
8HabcHfde∇fHdec −H[a|

cd∇cβ̂(1)g
d|b] −

1
2Rab

cdβ̂
(1)B
cd

− 1
4HabcH

decβ̂
(1)B
de + 1

4HacdHbe
c(β̂(1)B)ed − 1

2Hde[a|H
decβ̂

(1)B
c|b]

]
,

(D.1.16)

from which we read off K̂
(1)B
ab (βg, βB) in (5.3.23) and

β̂(2)B ab = β
(2)B − 1

48Hab
c∇cH2 . (D.1.17)

D.1.3 Dilaton

Finally, for the dilaton, we begin with the two-loop β-function in the MT scheme, given in

equation (6.10) of [319], namely

β̂(2)φ = β
(2)φ − 1

48∇
cφ∇cH2 . (D.1.18)
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Combined with the β-function of the metric, it gives rise to2

β̂(2)d =β̂(2)φ − 1
4g

abβ̂
(2)g
ab

=− 1
16
(
RabcdR

abcd + 1
24H

4 + 1
3∇dHabc∇dHabc − 1

8H
2
ab(H2)ab

− 3
2RHH +RabH2

ab −
1
6∇

2H2 + 1
3∇

cφ∇cH2 + 2H2
ab∇a∇bφ

)
=− 1

16
(
RabcdR

abcd + 1
24H

4 − 1
8H

2
ab(H2)ab − 1

2RHH −Habc∇c∇lH l
ab

+ 1
3∇

cφ∇cH2 + 2H2
ab∇a∇bφ

)
=− 1

16
(
RabcdR

abcd + 1
24H

4 − 1
8H

2
ab(H2)ab − 1

2RHH + 2Habc∇cβ̂(1)B
ab

)
, (D.1.19)

where in the last step, we absorbed the terms involving φ into the one-loop β-function of

the B-field. Moreover, the variation of the action (5.3.19), with respect to the dilaton is

given

δS(2)

δd
= −2

∫
dDxe−2d 1

4
[
RabcdR

abcd − 1
2R

abcdHabeHcd
e

+ 1
24HabcH

b
deH

dfcHf
ae − 1

8HabcHd
bcHaefHd

ef

]
.

(D.1.20)

Combining it with (5.3.20), we read off the value of K̂(1)d(βB) given in (5.3.21).

D.2 Transformation from HT to MT Scheme

Starting from the two-loop β-function of the B-field in the HT scheme, we show the details

of the scheme transformations required to obtain the corresponding β-function in the MT

scheme. Our main motivation for this calculation is to have a cross check for (5.3.17),

because it deviates by two signs from [319]. β-functions in both schemes are in general

related by

β̂MT
ij = β̂HT

ij −∆β̂ij , (D.2.1)
2We make use of the Bianchi identity ∇2H2 = 6Rab(H2)ab−6RHH+2∇dHabc∇dHabc+6Habc∇c∇lHlab

in the step before last.
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and the metric is shifted by [319]

∆g(1)
ij = 1

2H
2
ij , (D.2.2)

while the B-field and the dilaton are not affected. Accordingly, the B-field β-function is

shifted by

∆β̂(2)B = ∆g(1) · δ
δg
β̂(1)B . (D.2.3)

Explicitly calculating the variation with respect to the metric on the right-hand side yields

δgβ̂
(1)B
ij = 1

2Hij
k∇lδgkl +H[i

kl∇kδgj]l −
1
4g

klHij
n∇nδgkl + 1

2δglk∇
lHk

ij − δglk∇lφHk
ij .

(D.2.4)

and thus

∆β̂(2)B = −1
2∇kH

2
l[jHi]

kl + 1
4H

2
lk∇lHk

ij +Hij
kξk (D.2.5)

with

ξk = 1
4∇

lH2
lk −

1
8∇kH

2 − 1
2∇

lφH2
lk . (D.2.6)

Since that last term in (D.2.5) just generates an infinitesimal diffeomorphism, we can drop

it when computing β(2)BMT
ab from the expression in the HT scheme,

β
(2)BHT
ij = 1

2∇
kH lm

[jRi]klm −
1
4∇

lHkm
[jHi]knHlm

n + 1
8∇kHlij(H2)kl . (D.2.7)

The result

β
(2)BMT
ij = 1

2R[i|klm∇kH lm
|j] + 1

4∇
lHmn[iHj]k

mHl
kn − 1

8H
2
kl∇kH l

ij + 1
2H[i

kl∇kH2
j]l .

(D.2.8)

matches (5.3.17) and confirms our result from appendix D.1.2.
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CHAPTER E: Chapter 6 Appendix

E.1 Proofs of Power Series Expansion

In this Appendix we provide additional details on the power series expansions discussed in

section 6.2.

E.1.1 BHV Power Series

In the local coordinates given in (6.2.4), and assuming a flat metric, the BHV equations

become:

Ftθ + Fxy = [φα, φβ],

Ftx + Fyθ = 0,

Fty − Fxθ = 0,

Dxφα +Dyφβ = 0,

Dθφβ +Dtφα = 0,

Dtφβ −Dθφα = 0,

Dxφβ −Dyφα = 0.

(E.1.1)
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A power series expansion in t then yields the following set of equations:

∞∑
j=0


(j + 1)A(j+1)

θ − ∂θA
(j)
t + ∂xA

(j)
y − ∂yA(j)

x

+
j∑

n=0

([
A

(j−n)
t , A

(n)
θ

]
+
[
A(j−n)
x , A(n)

y

]
−
[
φ(j−n)
α , φ

(n)
β

])
 tj = 0,

∞∑
j=0


(j + 1)A(j+1)

x − ∂xA(j)
t + ∂yA

(j)
θ − ∂θA

(j)
y

+
j∑

n=0

([
A

(j−n)
t , A(n)

x

]
+
[
A(j−n)
y , A

(n)
θ

])
 tj = 0,

∞∑
j=0


(j + 1)A(j+1)

y − ∂yA(j)
t − ∂xA

(j)
θ − ∂θA

(j)
x

+
j∑

n=0

([
A

(j−n)
t , A(n)

y

]
−
[
A(j−n)
x , A

(n)
θ

])
 tj = 0,

∞∑
j=0

(
∂xφ

(j)
α + ∂yφ

(j)
β +

j∑
n=0

([
A(j−n)
x , φ(n)

α

]
+
[
A(j−n)
y , φ

(n)
β

]) )
tj = 0,

∞∑
j=0

(
(j + 1)φ(j+1)

α + ∂θφ
(j)
β +

j∑
n=0

([
A

(j−n)
θ , φ

(n)
β

]
+
[
A

(j−n)
t , φ(n)

α

]) )
tj = 0,

∞∑
j=0

(
(j + 1)φ(j+1)

β − ∂θφ
(j)
α +

j∑
n=0

([
A

(j−n)
t , φ

(n)
β

]
−
[
A

(j−n)
θ , φ(n)

α

]) )
tj = 0,

∞∑
j=0

(
∂xφ

(j)
β − ∂yφ

(j)
α +

j∑
n=0

([
A(j−n)
x , φ

(n)
β

]
−
[
A(j−n)
y , φ(n)

α

]) )
tj = 0.

(E.1.2)

By taking the temporal gauge A(j)
t = 0 we indeed obtain the differential equations (6.2.36)

and recursion relations (6.2.37). To show that solving the zeroth order equations

G(0)
ab = ∂xφ

(0)
β − ∂yφ

(0)
α +

[
A(0)
x , φ

(0)
β

]
−
[
A(0)
y , φ(0)

α

]
= 0,

H(0)
ab = ∂xφ

(0)
α + ∂yφ

(0)
β +

[
A(0)
x , φ(0)

α

]
+
[
A(0)
y , φ

(0)
β

]
= 0,

(E.1.3)

leads to a solution at all orders in the power series expansion we substitute (6.2.37) into

(6.2.36). Explicitly we need to do the following computations.

– The Commutators: Initially we have that:

[
A(k)
x , φ

(j−k)
β

]
= k

j

[
A(k)
x , φ

(j−k)
β

]
+ j − k

j

[
A(k)
x , φ

(j−k)
β

]
. (E.1.4)
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Taking into account the summations we have that

j∑
k=0

k

j

[
A(k)
x , φ

(j−k)
β

]
=

j∑
k=1

k

j

[
A(k)
x , φ

(j−k)
β

]

= 1
j

j∑
k=1

[
−∂yA(k−1)

θ + ∂θA
(k−1)
y −

k−1∑
l=0

([
A(k−1−l)
y , A

(l)
θ

])
, φ

(j−k)
β

]

= 1
j

j−1∑
k=0

[
−∂yA(k)

θ + ∂θA
(k)
y , φ

(j−k−1)
β

]
− 1
j

j−1∑
l=0

∑
m+n=j−l−1

[[
A(l)
y , A

(m)
θ

]
, φ

(n)
β

]
,

(E.1.5)

after substituting the recursion relation for A(k)
x . Similarly, by using the recursion relation

for φ(k)
β we find

j∑
k=0

j − k
j

[
A(k)
x , φ

(j−k)
β

]
=

j−1∑
k=0

j − k
j

[
A(k)
x , φ

(j−k)
β

]
=

j∑
k=1

k

j

[
A(j−k)
x , φ

(k)
β

]

= 1
j

j∑
k=1

[
A(j−k)
x , ∂θφ

(k−1)
α +

k−1∑
l=0

([
A

(k−1−l)
θ , φ(l)

α

])]

= 1
j

j−1∑
k=0

[
A(j−k−1)
x , ∂θφ

(k)
α

]
+ 1
j

j−1∑
l=0

∑
m+n=j−l−1

[
A(m)
x ,

[
A

(l)
θ , φ

(n)
α

]]
.

(E.1.6)

The computation for the other three commutators is identical. Together we have

j∑
k=0

[
A(k)
x , φ

(j−k)
β

]
=1
j

j−1∑
k=0

([
∂θA

(k)
y − ∂yA

(k)
θ , φ

(j−k−1)
β

]
+
[
A(j−k−1)
x , ∂θφ

(k)
α

])

−1
j

j−1∑
l=0

∑
m+n=j−l−1

([[
A(l)
y , A

(m)
θ

]
, φ

(n)
β

]
−
[
A(m)
x ,

[
A

(l)
θ , φ

(n)
α

]])
,

(E.1.7)
j∑

k=0

[
A(k)
y , φ(j−k)

α

]
= −1

j

j−1∑
k=0

([
∂θA

(k)
x − ∂xA

(k)
θ , φ(j−k−1)

α

]
+
[
A(j−k−1)
y , ∂θφ

(k)
β

])

+1
j

j−1∑
l=0

∑
m+n=j−l−1

([[
A(l)
x , A

(m)
θ

]
, φ(n)

α

]
−
[
A(m)
y ,

[
A

(l)
θ , φ

(n)
β

]])
,

(E.1.8)
j∑

k=0

[
A(k)
x , φ(j−k)

α

]
=1
j

j−1∑
k=0

([
∂θA

(k)
y − ∂yA

(k)
θ , φ(j−k−1)

α

]
−
[
A(j−k−1)
x , ∂θφ

(k)
β

])
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−1
j

j−1∑
l=0

∑
m+n=j−l−1

([[
A(l)
y , A

(m)
θ

]
, φ(n)

α

]
−
[
A(m)
x ,

[
A

(l)
θ , φ

(n)
β

]])
,

(E.1.9)
j∑

k=0

[
A(k)
y , φ

(j−k)
β

]
= −1

j

j−1∑
k=0

([
∂θA

(k)
x − ∂xA

(k)
θ , φ

(j−k−1)
β

]
−
[
A(j−k−1)
y , ∂θφ

(k)
α

])

+1
j

j−1∑
l=0

∑
m+n=j−l−1

([[
A(l)
x , A

(m)
θ

]
, φ

(n)
β

]
+
[
A(m)
y ,

[
A

(l)
θ , φ

(n)
α

]])
.

(E.1.10)

– The Derivatives: Next, we have:

∂xφ
(j)
β = 1

j

∂x∂θφ(j−1)
α +

j−1∑
n=0

∂x
[
A

(j−1−n)
θ , φ(n)

α

] , (E.1.11)

∂yφ
(j)
α = −1

j

∂y∂θφ(j−1)
β +

j−1∑
n=0

∂y
[
A

(j−1−n)
θ , φ

(n)
β

] , (E.1.12)

∂xφ
(j)
α = −1

j

∂x∂θφ(j−1)
β +

j−1∑
n=0

∂x
[
A

(j−1−n)
θ , φ

(n)
β

] , (E.1.13)

∂yφ
(j)
β = 1

j

∂y∂θφ(j−1)
α +

j−1∑
n=0

∂y
[
A

(j−1−n)
θ , φ(n)

α

] . (E.1.14)

– Putting Everything Together: Finally, by summing all the pieces together and mak-

ing use of the Jacobi identities we obtain:

(j + 1)Gj+1
ab = ∂θH

(j)
ab +

j∑
n=0

[
A

(j−n)
θ ,H(n)

ab

]
, (E.1.15)

(j + 1)Hj+1
ab = −∂θG(j)

ab −
j∑

n=0

[
A

(j−n)
θ ,G(n)

ab

]
. (E.1.16)

These expressions make obvious the inductive proof that if G(0)
ab = H(0)

ab = 0, which we

assume, then it follows that G(j)
ab = H(j)

ab = 0 to all orders j ≥ 1.

471



E.1.2 Full Local Spin(7) Expansion

Similarly, we can write the local Spin(7) equations as follows:

Ftθ + Fxy = [φα, φβ],

Ftx + Fyθ = [φγ , φα],

Fty − Fxθ = [φγ , φβ],

Dtφγ +Dxφα +Dyφβ = 0,

Dθφβ +Dtφα −Dxφγ = 0,

Dtφβ −Dθφα −Dyφγ = 0,

Dxφβ −Dyφα +Dθφγ = 0.

(E.1.17)
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Then a power series expansion in t yields the following set of equations:

∞∑
j=0


(j + 1)A(j+1)

θ − ∂θA
(j)
t + ∂xA

(j)
y − ∂yA(j)

x

+
j∑

n=0

([
A

(j−n)
t , A

(n)
θ

]
+
[
A(j−n)
x , A(n)

y

]
−
[
φ(j−n)
α , φ

(n)
β

])
 tj = 0,

∞∑
j=0


(j + 1)A(j+1)

x − ∂xA(j)
t + ∂yA

(j)
θ − ∂θA

(j)
y

+
j∑

n=0

([
A

(j−n)
t , A(n)

x

]
+
[
A(j−n)
y , A

(n)
θ

]
−
[
φ(j−n)
γ , φ(n)

α

])
 tj = 0,

∞∑
j=0


(j + 1)A(j+1)

y − ∂yA(j)
t − ∂xA

(j)
θ − ∂θA

(j)
x

+
j∑

n=0

([
A

(j−n)
t , A(n)

y

]
−
[
A(j−n)
x , A

(n)
θ

]
−
[
φ(j−n)
γ , φ

(n)
β

])
 tj = 0,

∞∑
j=0


(j + 1)φ(j+1)

γ + ∂xφ
(j)
α + ∂yφ

(j)
β

+
j∑

n=0

([
A

(j−n)
t , φ(n)

γ

]
+
[
A(j−n)
x , φ(n)

α

]
+
[
A(j−n)
y , φ

(n)
β

])
 tj = 0,

∞∑
j=0


(j + 1)φ(j+1)

α + ∂θφ
(j)
β − ∂xφ

(j)
γ

+
j∑

n=0

([
A

(j−n)
θ , φ

(n)
β

]
+
[
A

(j−n)
t , φ(n)

α

]
−
[
A(j−n)
x , φ(n)

γ

])
 tj = 0,

∞∑
j=0


(j + 1)φ(j+1)

β − ∂θφ
(j)
α − ∂yφ(j)

γ

+
j∑

n=0

([
A

(j−n)
t , φ

(n)
β

]
−
[
A

(j−n)
θ , φ(n)

α

]
−
[
A(j−n)
y , φ(n)

γ

])
 tj = 0,

∞∑
j=0


∂xφ

(j)
β − ∂yφ

(j)
α + ∂θφ

(j)
γ

+
j∑

n=0

([
A(j−n)
x , φ

(n)
β

]
−
[
A(j−n)
y , φ(n)

α

]
+
[
A

(j−n)
θ , φ(n)

γ

])
 tj = 0.

(E.1.18)

By taking the temporal gauge A(j)
t = 0 we indeed obtain the differential equations (6.2.39)

and recursion relations (6.2.40). To show that solving the zeroth order equation

D(0)
x φ

(0)
β −D

(0)
y φ(0)

α +D
(0)
θ φ(0)

γ = 0, (E.1.19)

leads to a solution at all orders in the power series expansion, we substitute (6.2.40) into

(6.2.39). Explicitly we need to do the following computations.
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– The Commutators: Using the same technique as before, the three commutators of

interest are given by:

j∑
k=0

[
A(k)
x , φ

(j−k)
β

]
= 1
j

j−1∑
k=0


[
−∂yA(k)

θ + ∂θA
(k)
y , φ

(j−k−1)
β

]
+
[
A

(j−k−1)
x , ∂θφ

(k)
α + ∂yφ

(k)
γ

]


− 1
j

j−1∑
l=0

∑
m+n=j−l−1


[[
A

(l)
y , A

(m)
θ

]
−
[
φ

(l)
γ , φ

(m)
α

]
, φ

(n)
β

]
+
[
A

(m)
x ,−

[
A

(l)
θ , φ

(n)
α

]
−
[
A

(l)
y , φ

(n)
γ

]]
 , (E.1.20)

j∑
k=0

[
A(k)
y , φ(j−k)

α

]
= 1
j

j−1∑
k=0


[
∂xA

(k)
θ − ∂θA

(k)
x , φ

(j−k−1)
α

]
+
[
A

(j−k−1)
y , ∂xφ

(k)
γ − ∂θφ

(k)
β

]


− 1
j

j−1∑
l=0

∑
m+n=j−l−1


[
−
[
A

(l)
x , A

(m)
θ

]
−
[
φ

(l)
γ , φ

(m)
β

]
, φ

(n)
α

]
+
[
A

(m)
y ,

[
A

(l)
θ , φ

(n)
β

]
−
[
A

(l)
x , φ

(n)
γ

]]
 , (E.1.21)

j∑
k=0

[
A

(k)
θ , φ(j−k)

γ

]
= 1
j

j−1∑
k=0


[
∂yA

(k)
x − ∂xA(k)

y , φ
(j−k−1)
γ

]
+
[
A

(j−k−1)
θ ,−∂xφ(k)

α − ∂yφ(k)
β

]


− 1
j

j−1∑
l=0

∑
m+n=j−l−1


[[
A

(l)
x , A

(m)
y

]
−
[
φ

(l)
α , φ

(m)
β

]
, φ

(n)
γ

]
+
[
A

(m)
θ ,

[
A

(l)
x , φ

(n)
α

]
+
[
A

(l)
y , φ

(n)
β

]]
 . (E.1.22)

Then, making use of Jacobi’s identities the sum of those commutators simplifies to:

j∑
k=0

([
A(k)
x , φ

(j−k)
β

]
−
[
A(k)
y , φ(j−k)

α

]
+
[
A

(k)
θ , φ(j−k)

γ

])
=

1
j

j−1∑
k=0



[
−∂yA(k)

θ + ∂θA
(k)
y , φ

(j−k−1)
β

]
+
[
A

(j−k−1)
x , ∂θφ

(k)
α + ∂yφ

(k)
γ

]
−
[
∂xA

(k)
θ − ∂θA

(k)
x , φ

(j−k−1)
α

]
−
[
A

(j−k−1)
y , ∂xφ

(k)
γ − ∂θφ

(k)
β

]
+
[
∂yA

(k)
x − ∂xA(k)

y , φ
(j−k−1)
γ

]
+
[
A

(j−k−1)
θ ,−∂xφ(k)

α − ∂yφ(k)
β

]

 .
(E.1.23)
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– The Derivatives: Furthermore, the relevant derivatives are simply given by:

∂xφ
(j)
β = 1

j

∂x∂yφ(j−1)
γ + ∂x∂θφ

(j−1)
α +

j−1∑
n=0

(
∂x
[
A

(j−1−n)
θ , φ(n)

α

]
+ ∂x

[
A(j−1−n)
y , φ(n)

γ

]) ,

(E.1.24)

∂yφ
(j)
α = 1

j

∂y∂xφ(j−1)
γ − ∂y∂θφ

(j−1)
β −

j−1∑
n=0

(
∂y
[
A

(j−1−n)
θ , φ

(n)
β

]
− ∂y

[
A(j−1−n)
x , φ(n)

γ

]) ,
(E.1.25)

∂θφ
(j)
γ = −1

j

∂θ∂xφ(j−1)
α + ∂θ∂yφ

(j−1)
β +

j−1∑
n=0

(
∂θ
[
A(j−1−n)
x , φ(n)

α

]
+ ∂θ

[
A(j−1−n)
y , φ

(n)
β

]) .
(E.1.26)

– Putting Everything Together: Summing up everything, we see that it all vanishes:

∂xφ
(j)
β −∂yφ

(j)
α +∂θφ(j)

γ +
j∑

n=0

([
A(j−n)
x , φ

(n)
β

]
−
[
A(j−n)
y , φ(n)

α

]
+
[
A

(j−n)
θ , φ(n)

γ

])
= 0 (E.1.27)

at all orders j ≥ 1.

Therefore it is sufficient to solve the zeroth order differential equation

D(0)
x φ

(0)
β −D

(0)
y φ(0)

α +D
(0)
θ φ(0)

γ = 0, (E.1.28)

and then one can simply propagate through the recursion equations (6.2.40) to build up the

higher order components.
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E.1.3 Abelian Case

Finally, taking Ai = 0 gives some major simplifications. The local Spin(7) recursion rela-

tions (6.2.40) now become:

φ(j)
γ = −1

j

(
∂xφ

(j−1)
α + ∂yφ

(j−1)
β

)
,

φ(j)
α = 1

j

(
∂xφ

(j−1)
γ − ∂θφ

(j−1)
β

)
,

φ
(j)
β = 1

j

(
∂θφ

(j−1)
α + ∂yφ

(j−1)
γ

)
.

(E.1.29)

These can then be further expanded as:

φ(j)
γ = 1

(j + 1)j(j − 1)
(
∂2
θ + ∂2

y + ∂2
x

) (
∂xφ

(j−2)
α + ∂yφ

(j−2)
β

)
,

φ(j)
α = − 1

(j + 1)j(j − 1)
(
∂2
θ + ∂2

y + ∂2
x

) (
∂xφ

(j−2)
γ − ∂θφ

(j−2)
β

)
,

φ
(j)
β = − 1

(j + 1)j(j − 1)
(
∂2
θ + ∂2

y + ∂2
x

) (
∂θφ

(j−2)
α + ∂yφ

(j−2)
γ

)
.

(E.1.30)

From there we note an obvious pattern,

φ(j)
γ = − 1

(j + 1)j
(
∂2
θ + ∂2

y + ∂2
x

)
φ(j−1)
γ ,

φ(j)
α = − 1

(j + 1)j
(
∂2
θ + ∂2

y + ∂2
x

)
φ(j−1)
α ,

φ
(j)
β = − 1

(j + 1)j
(
∂2
θ + ∂2

y + ∂2
x

)
φ

(j−1)
β .

(E.1.31)

yielding (6.2.42).
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CHAPTER F: Chapter 7 Appendix

F.1 Aspects of Elliptic Curves

In this Appendix we review some aspects of the geometry of elliptic curves used in chapter 7.

In normal Weierstrass form, an elliptic curve can be presented as the hypersurface cut out

by the equation:

y2 = x3 + fxz4 + gz6 , (F.1.1)

with complex coefficients f and g and (x, y, z) inhomogeneous coordinates on the weighted

projective space CP2
[2,3,1]. In the patch z 6= 0 one can rescale z to 1 via the C∗ rescaling

leading to the more standard form

y2 = x3 + fx+ g , (F.1.2)

which has to be supplemented by the “point at infinity” given by [x, y, z] = [1, 1, 0]. Ex-

pressing the cubic equation according to its roots ei one can write

y2 = (x− e1)(x− e2)(x− e3) , (F.1.3)

and one has

e1 + e2 + e3 = 0 , f = e1e2 + e2e3 + e3e1 , g = −e1e2e3 (F.1.4)

The discriminant is given by:

Ddisc =
∏
i<j

(ei − ej)2 = −(4f3 + 27g2) ≡ −∆ . (F.1.5)
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In what follows we follow F-theory conventions and refer to ∆ = 4f3 + 27g2 as the discrim-

inant.

We can define the modular λ function knowing the position of the branch cuts ei. In the

Weierstrass form, where one of the roots is at infinity it is given by:

λ = e3 − e2
e1 − e2

, (F.1.6)

In terms of this, the j-function can be expressed as

j(τ) = 256(1− λ− λ2)3

λ2(1− λ)2 . (F.1.7)

One can also work in terms of a presentation such as:

x2 = P4(z) = (z − z1)(z − z2)(z − z3)(z − z4) (F.1.8)

in which all four roots are at finite values. In this case, the modular λ function is defined

by the conformal cross ratio

λ = (z2 − z3)(z1 − z4)
(z1 − z3)(z2 − z4) , (F.1.9)

where the branch cuts are chosen between z2 and z3 and z1 and z4. One can also consider

the elliptic curve defined by the equation:

x2 = P4(z)
(z − 1)2(z − q)2 , (F.1.10)

as is the case for the Seiberg-Witten curve with Nf = 4. In this case, we can clear denomi-

nators and perform blowups at z = 1 and z = q to get an elliptic curve. In this case one can

identify the branch points at the zeros of P4 and plug them into the formula for λ which in

turn can be used to compute j(τ).
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Let us analyze the behavior of j(τ) in terms of the cross ratio λ. Clearly, j(τ) diverges for

the three cases

λ→ 0 , λ→ 1 , λ→∞ . (F.1.11)

In these limits the branch point at λ collides with one of the other three branch points.

F.1.1 Phase Structure for Real Elliptic Curves

Having discussed the general structure of roots in an elliptic curve, we now specialize further,

taking f, g ∈ R. In section 7.2 we argued that the time-reversal invariant components of the

fundamental domain of SL(2,Z) split up into three distinct phases based on singularities

in the elliptic curve, as dictated by the vanishing of f, g and ∆. Here we provide some

complementary details.

Going back to the description in terms of the explicit branch points we find that up to a

permutation of indices one has the following two possibilities.

Case I : e1, e2, e3 ∈ R ,

Case II : e1 ∈ R , e2 = ē3 .

(F.1.12)

Next, we want to relate the different configurations of the branch points to the regions of

τ given in (7.2.19) that describe the distinct time-reversal invariant phases of the abelian

gauge theory. For that we hold the root e1 fixed at negative real value.

For Case I in (F.1.12) we can parametrize the two other roots as

e2 = −1
2e1 + δ , e3 = −1

2e1 − δ , (F.1.13)

with δ ∈ R. In terms of the variable δ the Weierstrass coefficients and discriminant read

f = −3
4e

2
1 − δ2 , g = −e1

(1
4e

2
1 − δ2) , ∆ = −1

4δ
2(9e2

1 − 4δ2)2 . (F.1.14)
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Figure 95: The parameters f , g, and ∆, as well as the J-function for all three branch points
on the real axis (here: e1 = −1).

The discriminant vanishes for δ = 0 and δ = ±e1, and as expected these points are associated

to the collision of two of the branch points. Note also that all the coefficients are invariant

with respect to δ → −δ, which corresponds to an exchange of e2 and e3. The J-function is

then given by:

J(τ) = (3e2
1 + 4δ2)3

4δ2(9e2
1 − 4δ2)2 . (F.1.15)

Together with f , g, and ∆ it is depicted in figure 95. We find that J(τ) ≥ 1, which means

that all the configurations translate to the trivial phase with θ = 0 and varying gauge

coupling. At the collision of two branch points, which happens at δ = 0 and δ = −3
2e1 the

J-function diverges J → +∞. For the special values δ = −1
2e1 and δ → ∞ the J-function

goes to 1, which means that τ approaches the strong coupling point τ = i.

For Case II in (F.1.12), we use the following parametrization:

e2 = −1
2e1 + iδ̃ , e3 = −1

2e1 − iδ̃ , (F.1.16)

with δ̃ ∈ R. The Weierstrass coefficients and discriminant are given by

f = −3
4e

2
1 + δ̃2 , g = −e1

(1
4e

2
1 + δ̃2) , ∆ = 1

4 δ̃
2(9e2

1 + 4δ̃2)2 . (F.1.17)
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<latexit sha1_base64="64rHr+7nrcWmKs59evxNq7vIO7w=">AAAB8HicbVBNSwMxEM3Wr1q/qh69BIvgQcpuK+hFKHjxWMF+SLss2XS2DU2yS5IVytJf4cWDIl79Od78N6btHrT1wcDjvRlm5oUJZ9q47rdTWFvf2Nwqbpd2dvf2D8qHR20dp4pCi8Y8Vt2QaOBMQssww6GbKCAi5NAJx7czv/MESrNYPphJAr4gQ8kiRomx0iMENXyDIagH5YpbdefAq8TLSQXlaAblr/4gpqkAaSgnWvc8NzF+RpRhlMO01E81JISOyRB6lkoiQPvZ/OApPrPKAEexsiUNnqu/JzIitJ6I0HYKYkZ62ZuJ/3m91ETXfsZkkhqQdLEoSjk2MZ59jwdMATV8YgmhitlbMR0RRaixGZVsCN7yy6ukXat69Wrt/rLSuMjjKKITdIrOkYeuUAPdoSZqIYoEekav6M1Rzovz7nwsWgtOPnOM/sD5/AEFXo8s</latexit>

|e1| = |e2|
<latexit sha1_base64="qvplTeyiJfrPHSu0xrC+ilURLgM=">AAAB9HicbVDLSgNBEOyNrxhfUY9eBoPgQcJuFPQiBLx4jGAekCxhdtKbDJl9ODMbCJt8hxcPinj1Y7z5N06SPWhiQdNFVTfTU14suNK2/W3l1tY3Nrfy24Wd3b39g+LhUUNFiWRYZ5GIZMujCgUPsa65FtiKJdLAE9j0hnczvzlCqXgUPupxjG5A+yH3OaPaSO4Eu86E3BLTK5NusWSX7TnIKnEyUoIMtW7xq9OLWBJgqJmgSrUdO9ZuSqXmTOC00EkUxpQNaR/bhoY0QOWm86On5MwoPeJH0lSoyVz9vZHSQKlx4JnJgOqBWvZm4n9eO9H+jZvyME40hmzxkJ8IoiMyS4D0uESmxdgQyiQ3txI2oJIybXIqmBCc5S+vkkal7FyWKw9XpepFFkceTuAUzsGBa6jCPdSgDgye4Ble4c0aWS/Wu/WxGM1Z2c4x/IH1+QOWiJFC</latexit>

�̃
<latexit sha1_base64="abwHG1UUFhP3K4VJlkXtXlqoZrg=">AAAB9XicbVBNS8NAEN3Ur1q/qh69BIvgqSRV0GPBi8cK9gOaWDabSbt0swm7E6WE/g8vHhTx6n/x5r9x2+agrQ8GHu/NMDMvSAXX6DjfVmltfWNzq7xd2dnd2z+oHh51dJIpBm2WiET1AqpBcAlt5CiglyqgcSCgG4xvZn73EZTmibzHSQp+TIeSR5xRNNKDh1yEkHshCKTTQbXm1J057FXiFqRGCrQG1S8vTFgWg0QmqNZ910nRz6lCzgRMK16mIaVsTIfQN1TSGLSfz6+e2mdGCe0oUaYk2nP190ROY60ncWA6Y4ojvezNxP+8fobRtZ9zmWYIki0WRZmwMbFnEdghV8BQTAyhTHFzq81GVFGGJqiKCcFdfnmVdBp196LeuLusNZ0ijjI5IafknLjkijTJLWmRNmFEkWfySt6sJ+vFerc+Fq0lq5g5Jn9gff4A+1CSxA==</latexit>

�<latexit sha1_base64="wBquh7109JOf8XtmRma6nuVQdwo=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeCHjxWsB/QhrLZbtq1m03YnQgl9D948aCIV/+PN/+N2zYHbX0w8Hhvhpl5QSKFQdf9dgpr6xubW8Xt0s7u3v5B+fCoZeJUM95ksYx1J6CGS6F4EwVK3kk0p1EgeTsY38z89hPXRsTqAScJ9yM6VCIUjKKVWr1bLpH2yxW36s5BVomXkwrkaPTLX71BzNKIK2SSGtP13AT9jGoUTPJpqZcanlA2pkPetVTRiBs/m187JWdWGZAw1rYUkrn6eyKjkTGTKLCdEcWRWfZm4n9eN8Xw2s+ESlLkii0WhakkGJPZ62QgNGcoJ5ZQpoW9lbAR1ZShDahkQ/CWX14lrVrVu6jW7i8rdTePowgncArn4MEV1OEOGtAEBo/wDK/w5sTOi/PufCxaC04+cwx/4Hz+AFxwju4=</latexit>

f
<latexit sha1_base64="bF0mQ9CEYlgL8GozCnuFba5sAig=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeCF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipGQ7KFbfqLkDWiZeTCuRoDMpf/WHM0gilYYJq3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE2s8Wh87IhVWGJIyVLWnIQv09kdFI62kU2M6ImrFe9ebif14vNeGtn3GZpAYlWy4KU0FMTOZfkyFXyIyYWkKZ4vZWwsZUUWZsNiUbgrf68jpp16reVbXWvK7U3TyOIpzBOVyCBzdQh3toQAsYIDzDK7w5j86L8+58LFsLTj5zCn/gfP4AxtWM3A==</latexit>

g
<latexit sha1_base64="0XCiDwNkcvy8aPml3oaUlRe4lGo=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeCF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipORqUK27VXYCsEy8nFcjRGJS/+sOYpRFKwwTVuue5ifEzqgxnAmelfqoxoWxCR9izVNIItZ8tDp2RC6sMSRgrW9KQhfp7IqOR1tMosJ0RNWO96s3F/7xeasJbP+MySQ1KtlwUpoKYmMy/JkOukBkxtYQyxe2thI2poszYbEo2BG/15XXSrlW9q2qteV2pu3kcRTiDc7gED26gDvfQgBYwQHiGV3hzHp0X5935WLYWnHzmFP7A+fwByFmM3Q==</latexit>

e2 = e3
<latexit sha1_base64="64rHr+7nrcWmKs59evxNq7vIO7w=">AAAB8HicbVBNSwMxEM3Wr1q/qh69BIvgQcpuK+hFKHjxWMF+SLss2XS2DU2yS5IVytJf4cWDIl79Od78N6btHrT1wcDjvRlm5oUJZ9q47rdTWFvf2Nwqbpd2dvf2D8qHR20dp4pCi8Y8Vt2QaOBMQssww6GbKCAi5NAJx7czv/MESrNYPphJAr4gQ8kiRomx0iMENXyDIagH5YpbdefAq8TLSQXlaAblr/4gpqkAaSgnWvc8NzF+RpRhlMO01E81JISOyRB6lkoiQPvZ/OApPrPKAEexsiUNnqu/JzIitJ6I0HYKYkZ62ZuJ/3m91ETXfsZkkhqQdLEoSjk2MZ59jwdMATV8YgmhitlbMR0RRaixGZVsCN7yy6ukXat69Wrt/rLSuMjjKKITdIrOkYeuUAPdoSZqIYoEekav6M1Rzovz7nwsWgtOPnOM/sD5/AEFXo8s</latexit>

|e1| = |e2|
<latexit sha1_base64="qvplTeyiJfrPHSu0xrC+ilURLgM=">AAAB9HicbVDLSgNBEOyNrxhfUY9eBoPgQcJuFPQiBLx4jGAekCxhdtKbDJl9ODMbCJt8hxcPinj1Y7z5N06SPWhiQdNFVTfTU14suNK2/W3l1tY3Nrfy24Wd3b39g+LhUUNFiWRYZ5GIZMujCgUPsa65FtiKJdLAE9j0hnczvzlCqXgUPupxjG5A+yH3OaPaSO4Eu86E3BLTK5NusWSX7TnIKnEyUoIMtW7xq9OLWBJgqJmgSrUdO9ZuSqXmTOC00EkUxpQNaR/bhoY0QOWm86On5MwoPeJH0lSoyVz9vZHSQKlx4JnJgOqBWvZm4n9eO9H+jZvyME40hmzxkJ8IoiMyS4D0uESmxdgQyiQ3txI2oJIybXIqmBCc5S+vkkal7FyWKw9XpepFFkceTuAUzsGBa6jCPdSgDgye4Ble4c0aWS/Wu/WxGM1Z2c4x/IH1+QOWiJFC</latexit>

p
3

2
<latexit sha1_base64="f6WrlmmZSgEilkf+LqLDSOdUPdc=">AAAB/HicbVBNS8NAEN34WetXtEcvi0XwICVpBT0WvHisYD+gDWWz3bRLN5u4OxFCiH/FiwdFvPpDvPlv3LY5aOuDgcd7M8zM82PBNTjOt7W2vrG5tV3aKe/u7R8c2kfHHR0lirI2jUSkej7RTHDJ2sBBsF6sGAl9wbr+9Gbmdx+Z0jyS95DGzAvJWPKAUwJGGtqVAQSK0GygHxRkjTzP6vnQrjo1Zw68StyCVFGB1tD+GowimoRMAhVE677rxOBlRAGnguXlQaJZTOiUjFnfUElCpr1sfnyOz4wywkGkTEnAc/X3REZCrdPQN50hgYle9mbif14/geDay7iME2CSLhYFicAQ4VkSeMQVoyBSQwhV3NyK6YSYMMDkVTYhuMsvr5JOveY2avW7y2rzooijhE7QKTpHLrpCTXSLWqiNKErRM3pFb9aT9WK9Wx+L1jWrmKmgP7A+fwByP5U2</latexit>

Figure 96: The parameters f , g, and ∆, as well as the J-function for two complex conjugate
branch points (here: e1 = −1).

e1<latexit sha1_base64="TcHtbjsn2+GWBtLSNUKd2IPPRWE=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lqQY8FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpAQfeoFxxq+4CZJ14OalAjuag/NUfxiyNUBomqNY9z02Mn1FlOBM4K/VTjQllEzrCnqWSRqj9bHHqjFxYZUjCWNmShizU3xMZjbSeRoHtjKgZ61VvLv7n9VIT3vgZl0lqULLlojAVxMRk/jcZcoXMiKkllClubyVsTBVlxqZTsiF4qy+vk3at6l1Va/f1SsPN4yjCGZzDJXhwDQ24gya0gMEInuEV3hzhvDjvzseyteDkM6fwB87nD+qTjX8=</latexit>

e2<latexit sha1_base64="LI21CCn9tKNs0fBjKlf9c8Tjxww=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lqQY8FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpAQe1QbniVt0FyDrxclKBHM1B+as/jFkaoTRMUK17npsYP6PKcCZwVuqnGhPKJnSEPUsljVD72eLUGbmwypCEsbIlDVmovycyGmk9jQLbGVEz1qveXPzP66UmvPEzLpPUoGTLRWEqiInJ/G8y5AqZEVNLKFPc3krYmCrKjE2nZEPwVl9eJ+1a1buq1u7rlYabx1GEMziHS/DgGhpwB01oAYMRPMMrvDnCeXHenY9la8HJZ07hD5zPH+wXjYA=</latexit>

e3
<latexit sha1_base64="sYVMi9Q5lVjNMAQjEA/Zio//RIQ=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0laQY8FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpAQf1QbniVt0FyDrxclKBHM1B+as/jFkaoTRMUK17npsYP6PKcCZwVuqnGhPKJnSEPUsljVD72eLUGbmwypCEsbIlDVmovycyGmk9jQLbGVEz1qveXPzP66UmvPEzLpPUoGTLRWEqiInJ/G8y5AqZEVNLKFPc3krYmCrKjE2nZEPwVl9eJ+1a1atXa/dXlYabx1GEMziHS/DgGhpwB01oAYMRPMMrvDnCeXHenY9la8HJZ07hD5zPH+2bjYE=</latexit>

e1<latexit sha1_base64="TcHtbjsn2+GWBtLSNUKd2IPPRWE=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lqQY8FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpAQfeoFxxq+4CZJ14OalAjuag/NUfxiyNUBomqNY9z02Mn1FlOBM4K/VTjQllEzrCnqWSRqj9bHHqjFxYZUjCWNmShizU3xMZjbSeRoHtjKgZ61VvLv7n9VIT3vgZl0lqULLlojAVxMRk/jcZcoXMiKkllClubyVsTBVlxqZTsiF4qy+vk3at6l1Va/f1SsPN4yjCGZzDJXhwDQ24gya0gMEInuEV3hzhvDjvzseyteDkM6fwB87nD+qTjX8=</latexit>

e2<latexit sha1_base64="LI21CCn9tKNs0fBjKlf9c8Tjxww=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lqQY8FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpAQe1QbniVt0FyDrxclKBHM1B+as/jFkaoTRMUK17npsYP6PKcCZwVuqnGhPKJnSEPUsljVD72eLUGbmwypCEsbIlDVmovycyGmk9jQLbGVEz1qveXPzP66UmvPEzLpPUoGTLRWEqiInJ/G8y5AqZEVNLKFPc3krYmCrKjE2nZEPwVl9eJ+1a1buq1u7rlYabx1GEMziHS/DgGhpwB01oAYMRPMMrvDnCeXHenY9la8HJZ07hD5zPH+wXjYA=</latexit>

e3
<latexit sha1_base64="sYVMi9Q5lVjNMAQjEA/Zio//RIQ=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0laQY8FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpAQf1QbniVt0FyDrxclKBHM1B+as/jFkaoTRMUK17npsYP6PKcCZwVuqnGhPKJnSEPUsljVD72eLUGbmwypCEsbIlDVmovycyGmk9jQLbGVEz1qveXPzP66UmvPEzLpPUoGTLRWEqiInJ/G8y5AqZEVNLKFPc3krYmCrKjE2nZEPwVl9eJ+1a1atXa/dXlYabx1GEMziHS/DgGhpwB01oAYMRPMMrvDnCeXHenY9la8HJZ07hD5zPH+2bjYE=</latexit>

Im(ei)
<latexit sha1_base64="sH3VTgzd9MnI9bLXf3G7dUP1muo=">AAAB9XicbVBNS8NAEN3Ur1q/qh69BItQLyWpgh4LXvRWwX5AG8tmO2mX7iZhd6KW0P/hxYMiXv0v3vw3btsctPXBwOO9GWbm+bHgGh3n28qtrK6tb+Q3C1vbO7t7xf2Dpo4SxaDBIhGptk81CB5CAzkKaMcKqPQFtPzR1dRvPYDSPArvcByDJ+kg5AFnFI1030V4wvRGTsrQ46e9YsmpODPYy8TNSIlkqPeKX91+xBIJITJBte64ToxeShVyJmBS6CYaYspGdAAdQ0MqQXvp7OqJfWKUvh1EylSI9kz9PZFSqfVY+qZTUhzqRW8q/ud1EgwuvZSHcYIQsvmiIBE2RvY0ArvPFTAUY0MoU9zcarMhVZShCapgQnAXX14mzWrFPatUb89LNSeLI0+OyDEpE5dckBq5JnXSIIwo8kxeyZv1aL1Y79bHvDVnZTOH5A+szx86upJF</latexit>

Re(ei)
<latexit sha1_base64="uBBd+omaFqff+c0o1R99XbYXYsc=">AAAB9XicbVBNS8NAEN3Ur1q/qh69BItQLyWpgh4LXjxWsR/QxrLZTtqlm03Ynagl9H948aCIV/+LN/+N2zYHbX0w8Hhvhpl5fiy4Rsf5tnIrq2vrG/nNwtb2zu5ecf+gqaNEMWiwSESq7VMNgktoIEcB7VgBDX0BLX90NfVbD6A0j+QdjmPwQjqQPOCMopHuuwhPmN7CpAw9ftorlpyKM4O9TNyMlEiGeq/41e1HLAlBIhNU647rxOilVCFnAiaFbqIhpmxEB9AxVNIQtJfOrp7YJ0bp20GkTEm0Z+rviZSGWo9D33SGFId60ZuK/3mdBINLL+UyThAkmy8KEmFjZE8jsPtcAUMxNoQyxc2tNhtSRRmaoAomBHfx5WXSrFbcs0r15rxUc7I48uSIHJMycckFqZFrUicNwogiz+SVvFmP1ov1bn3MW3NWNnNI/sD6/AE8TZJG</latexit>

Figure 97: The roots in the Weierstrass equation along the considered paths.

The discriminant only vanishes at δ̃ = 0, when the two branch points collide on the real

axis. Again, we find the symmetry δ̃ → −δ̃ which exchanges e2 and e3. The J-function is

given by:

J(τ) = (4δ̃2 − 3e2
1)3

4δ̃2(9e2
1 + 4δ̃2)2 (F.1.18)

and is depicted in figure 96. We find that J(τ) < 0 for δ̃ ∈
(
−
√

3
2 |e1|,

√
3

2 |e1|
)
, with

J(τ) → −∞ for δ̃ → 0. This is the region where, θ = π and the gauge coupling varies.

Finally, for |δ̃| >
√

3
2 |e1| one has J(τ) ∈ (0, 1) which indicates the strong coupling region

with |τ | = 1.

We see that by considering the configuration above, and depicted in figure 97, we can scan
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the full set of real J(τ) and therefore all the time-reversal invariant values of the complexified

coupling constant τ .

To summarize, the three different phases of the time-reversal invariant contour are specified

by the following parameters:

• Trivial Phase: J > 1⇔ θ = 0 and τ = iβ for β > 1. There we have ∆ < 0, f < 0 and

the roots e1 < e3 < e2 are all real. The contours encircle e1 to e3 for γB and e2 to e3

for γA.

• Topological Insulator Phase: J < 0 ⇔ θ = π. There we have ∆ > 0, f < 0 and the

roots are such that e1 ∈ R, e2 = ē3, Im(e2) > 0. The contours encircle e1 to e3 for γB

and e2 to e3 for γA.

• Strongly Coupled Phase: 0 ≤ J ≤ 1 ⇔ 0 ≤ θ ≤ π, |τ | = 1. There we have ∆ > 0,

f ≥ 0 and the roots again satisfy e1 ∈ R, e2 = ē3, Im(e2) > 0. The contours encircle

e1 to e2 for γB and e1 to e3 for γA.

The different time-reversal invariant regions together with the signs of f , g, ∆ are also

indicated in figure 72.

F.2 Congruence Subgroups and Torsion Points

In section 7.3 we showed that compactifying the 6D theory of an anti-chiral two-form on an

elliptic curve can generate 4D U(1) gauge theories with duality group given by a congruence

subgroup Γ ⊂ SL(2,Z). In this Appendix we discuss in greater detail the relation between

these congruence subgroups and torsion points. As a point of notation, in the main text

these torsion points are elements of Ẽ, the Jacobian of the elliptic curve E on which the 6D

theory is compactified. To avoid cluttering the notation, we shall simply discuss an elliptic

curve E with torsion points. The two characterizations are related by the Abel-Jacobi map,

so we will not belabor this point in what follows.
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!1
<latexit sha1_base64="5bzm6DKtM+97kVpu2vJ743Ol+z4=">AAAB73icbVDLSgNBEJz1GeMr6tHLYBA8hd0oKJ4CXjxGMA9I1jA76U2GzGOdmRXCkp/w4kERr/6ON//GSbIHTSxoKKq66e6KEs6M9f1vb2V1bX1js7BV3N7Z3dsvHRw2jUo1hQZVXOl2RAxwJqFhmeXQTjQQEXFoRaObqd96Am2Ykvd2nEAoyECymFFindTuKgED8hD0SmW/4s+Al0mQkzLKUe+Vvrp9RVMB0lJOjOkEfmLDjGjLKIdJsZsaSAgdkQF0HJVEgAmz2b0TfOqUPo6VdiUtnqm/JzIijBmLyHUKYodm0ZuK/3md1MZXYcZkklqQdL4oTjm2Ck+fx32mgVo+doRQzdytmA6JJtS6iIouhGDx5WXSrFaC80r17qJcu87jKKBjdILOUIAuUQ3dojpqIIo4ekav6M179F68d+9j3rri5TNH6A+8zx+26I+6</latexit>

!2
<latexit sha1_base64="GotpuCO5x4Dlx5Gky8vm/IvqKXg=">AAAB73icbVDLSgNBEOz1GeMr6tHLYBA8hd0oKJ4CXjxGMA9I1jA7mU2GzGOdmRXCkp/w4kERr/6ON//GSbIHTSxoKKq66e6KEs6M9f1vb2V1bX1js7BV3N7Z3dsvHRw2jUo1oQ2iuNLtCBvKmaQNyyyn7URTLCJOW9HoZuq3nqg2TMl7O05oKPBAspgRbJ3U7ipBB/ih2iuV/Yo/A1omQU7KkKPeK311+4qkgkpLODamE/iJDTOsLSOcTord1NAEkxEe0I6jEgtqwmx27wSdOqWPYqVdSYtm6u+JDAtjxiJynQLboVn0puJ/Xie18VWYMZmklkoyXxSnHFmFps+jPtOUWD52BBPN3K2IDLHGxLqIii6EYPHlZdKsVoLzSvXuoly7zuMowDGcwBkEcAk1uIU6NIAAh2d4hTfv0Xvx3r2PeeuKl88cwR94nz+4bI+7</latexit>
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Figure 98: Set of 3-torsion points E(3) in the torus fundamental domain spanned by ω1

and ω2.

We now consider the action of the congruence subgroups on the N -torsion points of an

elliptic curve E, denoted by E(N), see e.g. [152]. When we describe E as the quotient of

the complex numbers C by a lattice Λ = ω1Z⊕ ω2Z, these torsion points are simply given

by (see figure 98):

E(N) =
{
P ∈ E : P = m

N ω
1 + n

N ω
2 , m, n ∈ {0, 1, . . . , N − 1}

}
. (F.2.1)

We see that the torsion points generate a subgroup of E isomorphic to Z/NZ×Z/NZ with

respect to the natural addition on the elliptic curve. An N -torsion point P satisfies the

condition:

NP = P + P + · · ·+ P ∈ Λ , (F.2.2)

i.e., the point NP it is a lattice vector kω1 + lω2 with k, l ∈ Z. This means that the full

N -torsion subgroup is generated by two elements. We can choose ω1 = τ and ω2 = 1 on

which a general SL(2,Z) element acts as

a b

c d


τ

1

 =

aτ + b

cτ + d

 ∼
aτ+b
cτ+d

1

 (F.2.3)

The congruence subgroup Γ(N) preserves two N -torsion points P and Q which generate
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the torsion subgroup E(N) and have a Weil pairing given by eN (P,Q) = e2πi/N . For two

N -torsion points P and Q the Weil pairing is defined by

eN (P,Q) = e2πidetα/N , (F.2.4)

where α is the matrix with entries in ZN , which maps
( 1
N ω

1, 1
N ω

2) to (P,Q) up to lattice

vectors. Therefore, the subgroup Γ(N) preserves all N2 torsion points individually.

The congruence subgroup Γ1(N) preserves a specific N -torsion point P and consequently

its multiples. This is, it fixes all elements in a ZN subgroup of E(N) individually. Note,

that by an SL(2,Z) transformation all such points can be mapped to e.g. 1
N ω

2. Conversely,

starting from 1
N ω

2 we can generate all possible choices of the N -torsion element by the

action of elements in SL(2,Z)/Γ1(N), i.e. by the coset representatives.

Finally, the subgroup Γ0(N) also preserves a Z/NZ subgroup of E(N), but it does not

fix the individual elements, which can be mapped to one another in the process. As for

Γ1(N) different choices of the Z/NZ subgroup are related by a coset representative in

SL(2,Z)/Γ0(N).

Note that some of these congruence subgroups also appear in F-theory models with non-

trivial Mordell-Weil torsion [42, 214], see also [311, 279, 52, 129, 280]. These models contain

extra torsional sections, which can constrain the global realization of the gauge groups.

Let us illustrate the correspondence between E(N) and the congruence subgroups for the

case N = 3. We will use the description in terms of Λ = ω1Z⊕ ω2Z.

F.2.1 Γ(3)

The congruence subgroup Γ(3) is generated by the elements

γ1 =

1 3

0 1

 , γ2 =

−8 3

−3 1

 , γ3 =

4 −3

3 −2

 . (F.2.5)
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A general point P = (x, y) in E is acted on by SL(2,Z) as follows:

x
y

 7→
a b

c d


x
y

 =

ax+ by

cx+ dy

 . (F.2.6)

Furthermore, we use that the lattice Λ is simply given by Z ⊕ Z and thus all points are

understood modulo an integer. Since a point is invariant under the full group if it is invariant

with respect to a set of generators, we check which points are invariant with respect to the

action of γ1, γ2, and γ3.

The first generator yields

x
y

 7→ γ1

x
y

 =

x+ 3y

y

 ∼
x
y

 , (F.2.7)

which demands that 3y is a lattice vector, or in other words y ∈
{
0, 1

3 ,
2
3
}
. For the second

generator one finds

x
y

 7→ γ2

x
y

 =

−8x+ 3y

−3x+ y

 , (F.2.8)

telling us that also x ∈
{
0, 1

3 ,
2
3
}
. The last generator does not lead to any new constraints

and one concludes that the set of invariant points is given by

{
m
3 ω

1 + n
3ω

2 , m, n ∈ {0, 1, 2}
}

= E(3) , (F.2.9)

as desired.
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F.2.2 Γ1(3)

The congruence subgroup Γ1(3) is generated by the elements

γ̃1 =

1 1

0 1

 , γ̃2 =

1 −1

3 −2

 . (F.2.10)

From the action of the two generators

x
y

 7→ γ̃1

x
y

 =

x+ y

y

 ,

x
y

 7→ γ̃2

x
y

 =

 x− y

3x− 2y

 , (F.2.11)

one concludes that the only invariant points are given by

{
m
3 ω

1 , m ∈ {0, 1, 2}
}
⊂ E(3) . (F.2.12)

This fixes the elements of a Z/3Z subgroup of the full torsion subset E(3). Using a coset

representative of Γ1(3) with respect to SL(2,Z), one can also generate different Z/3Z sub-

groups which are preserved on the level of the individual elements.

F.2.3 Γ0(3)

The congruence subgroup Γ0(3) is generated by the elements

γ′1 =

1 1

0 1

 , γ′2 =

−1 1

−3 2

 . (F.2.13)

The action of the generators on points in E is given by

x
y

 7→ γ′1

x
y

 =

x+ y

y

 ,

x
y

 7→ γ′2

x
y

 =

 −x+ y

−3x+ 2y

 ,

(F.2.14)
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and no point beside the origin is kept fixed. However, the full set

{
m
3 ω

1 , m ∈ {0, 1, 2}
}
⊂ E(N) . (F.2.15)

is fixed under this group action. The individual elements are mapped to each other as

follows

0
3ω

1 7→ 0
3ω

1 , 1
3ω

1 7→ −1
3ω

1 , 2
3ω

1 7→ −2
3ω

1 . (F.2.16)

Again, we can use a coset representatives with respect to SL(2,Z) in order to generate

different Z/3Z subgroups that are fixed by Γ0(3) as a set but not element by element.

F.3 4D N = 2 Gauge Theory with Four Flavors

In this Appendix we discuss in greater detail some aspects of 4D N = 2 gauge theory with

gauge group SU(2) and four hypermultiplets in the fundamental representation of SU(2),

as studied in reference [364]. This theory leads to a 4D N = 2 SCFT with flavor symmetry

SO(8). Our plan will be to first review some general aspects of the N = 2 curve in this

setting. We then fix a choice of Coulomb branch parameter and vary the mass parameters

of the theory under the condition that the IR theory is time-reversal invariant, and that

the mass parameters and Coulomb branch scalar vev preserve time-reversal invariance.

F.3.1 General N = 2 Considerations

We begin by stating some general considerations about N = 2 theories. For a state of charge

(qe, qm, qf ) under the electric, magnetic and flavor symmetry U(1)’s, this is controlled by

the formula:

Z = qea− qmaD + 1√
2

dimR∑
f=1

qfm
f , with M =

√
2|Z|. (F.3.1)

where here, a denotes a coordinate on the Coulomb branch, aD = ∂F/∂a is a magnetic

dual coordinate controlled by the derivative of F , the N = 2 prepotential, R denotes a

representation of the flavor symmetry, and M denotes the mass of the particle. Recall that
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in terms of the Seiberg-Witten geometry a massless state occurs whenever a one-cycle of

the curve collapses. Following [322, 321], we introduce a fixed representation R of the flavor

symmetry and write the Seiberg-Witten one-form as:

λR = (c1u+ c3)dx
y

+ c2
∑
b

mbyb(u)
x− xb(u)

dx

y
. (F.3.2)

for some coefficients ci which depend on the mass parameters. Introducing an A-cycle and

a B-cycle on the elliptic curve, the coordinates a and aD can be written as:

a =
∫
γA

λR and aD =
∫
γB

λR, (F.3.3)

and the complex structure of the curve is encoded in the derivatives:

τ = ∂aD
∂a

= ∂aD/∂u

∂a/∂u
. (F.3.4)

Seiberg-Witten Curve

Let us now turn to the Seiberg-Witten curve for the case of SU(2) gauge theory with

four flavors. This was originally considered in [363], and was also presented in a different

parametrization in reference [180].

One way to present the Seiberg-Witten curve is by introducing the 6D SCFT withN = (2, 0)

of A1-type, namely the one coming from the worldvolume of two M5-branes. Wrapping the

M5-branes on a CP1 with four marked points, the moduli space of N = 2 vacua is controlled

by the moduli space of the SU(2) Hitchin system on this curve. At a generic point of the

moduli space, we obtain a branched double cover of this genus zero curve, namely the “IR

curve” or Seiberg-Witten curve as obtained from the spectral equation for the Higgs field:

λ2 − φ2 = 0 , (F.3.5)
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with Seiberg-Witten differential λ = xdz/z and φ2 the quadratic Casimir of the Hitchin

system Higgs field given by:

φ2 = P4(z)
(z − 1)2(z − q)2

dz2

z2 . (F.3.6)

In the above, z is an affine coordinate on the CP1. Here, q encodes the UV coupling constant

τUV of the SU(2) gauge theory via q = e2πiτUV and P4(z) is a fourth order polynomial in

z whose coefficients determine the position of the four branch points on the CP1. Note

that the differential on the lefthand side has double poles at z = 0, 1,∞, and q. Clearing

denominators, we can write this as a hypersurface equation inside T ∗CP1 given by:

x2(z − 1)2(z − q)2 = P4(z) . (F.3.7)

Since we have quadratic order terms on the left-hand side, we can blowup at these zeros,

and instead consider the hypersurface equation:

x2 = P4(z), (F.3.8)

which we recognize as the equation of an elliptic curve. To pass to the Weierstrass form,

we can use the general prescription given in Appendix F.1 to first compute the conformal

cross ratio in the roots of P4, and from this extract the J-function for the elliptic curve.

Next, apply a Moebius transformation on z

z → az + b

cz + d
, dz → ad− bc

(cz + d)2 dz = 1
(cz + d)2 dz , (F.3.9)

which can be understood as x→ (cz+d)−2x on the coordinate on the fiber of the cotangent

bundle. This can be used to map three marked points to fixed positions, and recover the

desired form of the Weierstrass model.

We now use the parametrization of the Seiberg-Witten curve in Weierstrass form as obtained
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from a D3-brane probe of an SO(8) seven-brane. From reference [335], we have:

f = u2 + w̃4, g = w2u
2 + w4u+ w6. (F.3.10)

The Casimir invariants are given by (equations (2.12)-(2.15) of [335]):

u2 = −
∑
a

m2
a, u4 =

∑
a<b

m2
am

2
b ,

u6 = −
∑
a<b<c

m2
am

2
bm

2
c , ũ4 = −2im1m2m3m4. (F.3.11)

u2 = −3w2, u4 = w̃4 + 3w2
2,

u6 = w6 − w2w̃4 − w3
2, ũ4 = w4. (F.3.12)

To simplify we can set all the mass parameters equal to m so that the computations only

depend on two parameters. Furthermore, the Coulomb branch is parameterized by ũ = iu,

and is taken to be real.

Thus,

f = −ũ2 + 2
3m

4, g = −4
3m

2ũ2 + 2m4ũ− 20
27m

6. (F.3.13)

And the Seiberg-Witten differential is:

λ8v =
√

2
8πi

(
2udx

y
+

4∑
a=1

m2
au+ w4/2

x−m2
a + w2

dx

y

)

=
√

2
8πi

(
2udx

y
+ 4m2 u− im2

x+m2/3
dx

y

)

=
√

2
8π

(
2ũdx

y
+ 4m2(ũ−m2) dx

y(x+m2/3)

)
. (F.3.14)

In figure 99 we then plot the result of those computations. We give the period integrals

a and aD across all three possible regions in which τ belongs to the real component of
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Figure 99: The period integrals a (black) and aD (red) plotted against the Coulomb branch
parameter ũ across the three different phases. The top panel gives the periods while the
bottom shows the coupling τ . The left-hand side gives the real part while the right-hand
side shows the imaginary piece. We start off in the trivial phase (θ = 0), then transition at
τ = i into the strongly coupled phase |τ | = 1. The topological insulator phase (θ = π) is
then reached at τ = eπi/3. Finally, going to the weak coupling limit (τ = i∞) we can go
back into the trivial (θ = 0) phase. Note that the mass parameter m, while not plotted,
also varies.

X(Γ)R for Γ = SL(2,Z). We note that as one moves around in the moduli space, the

value of τ = ∂aD/∂a might move outside the fundamental domain. When this occurs, we

perform a change in the ordering of roots ei appearing in the elliptic curve. This in turn

leads to a jump in the values of the periods a and aD, as occurs by applying an SL(2,Z)

transformation. In our analysis, it proves convenient to use a slightly different convention

from the rest of chapter 7. So, in this Appendix we take e1 > e2 > e3 in the trivial phase,

e2 ∈ R, Im(e1) > Im(e3) in the strongly coupled phase, and e1 ∈ R, Im(e3) > Im(e2) in the

topological insulator phase.

In each of the different phases, we observe (from figure 99) that:
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Figure 100: Choice of branch cuts in the two cases (F.1.12).

• θ = 0: ∆ < 0, f < 0 gives a ∈ R, aD ∈ iR.

• |τ | = 1: ∆ > 0, f ≥ 0 gives aD = a†.

• θ = π: ∆ > 0, f < 0 gives a ∈ iR, Im(aD) = Im(a)/2.

Furthermore, both periods vanish at the transition point τ = i, while only a goes to zero

at the weak coupling limit τ = i∞.

F.3.2 Elliptic Integrals and Relations Between a and aD

We now derive some of the reality conditions for contour integrals in the three different

phases. We choose the distribution of branch cuts as depicted in figure 100 with contour

integrals given in figure 73. In order to prove the various relations between a and aD we

must first take a closer look at the elliptic integrals and fix some conventions about branch

cuts. We want to investigate the properties of the following integrals

∫ eb

ea

dx

y
, and

∫ eb

ea

dx

y(x− c) , (F.3.15)

where y on the chosen branch is given by +
√
x3 + fx+ g.
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Proof that IA ∈ iR and IB ∈ R in Phase I (Trivial Phase)

We fix the real roots such that e1 < e3 < e2. Following the same notation as in [72, 137]

we want to investigate the integrals:

I
(1)
A =

∫ e2

e3

dx

y
, (F.3.16)

I
(3)
A =

∫ e2

e3

dx

y(x− c) , (F.3.17)

I
(1)
B =

∫ e3

e1

dx

y
, (F.3.18)

I
(3)
B =

∫ e3

e1

dx

y(x− c) , (F.3.19)

where y =
√

(x− e1)(x− e2)(x− e3), so that y is purely imaginary for e3 ≤ x ≤ e2, but y

is real for e1 ≤ x ≤ e3.

Therefore,

IA ∈ iR, IB ∈ R. (F.3.20)

Proof that IA ∈ iR and Im(IB) = Im(IA)/2 in Phase II (Topological Insulator)

Let e2 = r + iα so that e3 = r − iα and e1 = −2r. First of all we prove that IA ∈ iR by

noting that:

I
(1)
A =

∫ e3

e2

dx

y

=
∫ 1

0

−2iα
y

dt, x = (e3 − e2)t+ e2 = −2iαt+ r + iα

=
∫ 1

0

−2iα√
4α2t (−3r + iα(2t− 1)) (t− 1)

dt

=
∫ 1

0

−i√
s(t)

dt,

(F.3.21)

where

s(t) = t(t− 1) (−3r + iα(2t− 1)) . (F.3.22)

493



We observe that:

s(t) = s(1− t). (F.3.23)

As a result,

I
(1)
A =

∫ 1

0

−idt√
s(t)

=
∫ 1

2

0

−idt√
s(t)

+
∫ 1

1
2

−idt√
s(t)

=
∫ 1

2

0

−idt√
s(t)

+
∫ 0

1
2

idt′√
s(1− t′)

=
∫ 1

2

0

−idt√
s(t)

+
∫ 0

1
2

idt′√
s(t′)

,

I
(1)
A = −i

∫ 1
2

0
dt

 1√
s(t)

+ 1√
s(t)

 ,

(F.3.24)

which implies I(1)
A ∈ iR.

Furthermore, we have

x(t) = −2iαt+ iα+ r = x(1− t). (F.3.25)

Thus the same reasoning applies to

I
(3)
A =

∫ e3

e2

dx

y(x− c) . (F.3.26)

This concludes the proof that IA ∈ iR.

Next we note that

I
(1)
B =

∫ e3

e1

dx

y
=
∫ e2

e1

dx

y
, (F.3.27)

which implies that

2i ImI(1)
B =

∫ e3

e1

dx

y
−
∫ e2

e1

dx

y
(F.3.28)
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=
∫ e3

e1

dx

y
+
∫ e1

e2

dx

y
(F.3.29)

=
∫ e3

e2

dx

y
(F.3.30)

= I
(1)
A . (F.3.31)

And similarly we have 2i ImI(3)
B = I

(3)
A . So that indeed, Im(IB) = Im(IA)/2

Proof that IB = ĪA in Phase III (Strongly Coupled Phase)

In this phase, we note that in order for τ to be in the fundamental domain, the roots are

chosen so that e1 ∈ R, e2 = ē3, and the period integrals given by:

I
(1)
A =

∫ e3

e1

dx

y
, I

(3)
A =

∫ e3

e1

dx

y(x− c) ,

I
(1)
B =

∫ e2

e1

dx

y
, I

(3)
B =

∫ e2

e1

dx

y(x− c) . (F.3.32)

Therefore, I(1)
B = I

(1)
A and I

(3)
B = I

(3)
A .

F.4 Localizing a 4D Weyl Fermion

In this Appendix we consider the localization of a 4D Weyl fermion χα with a position

dependent mass term on a thin wall. We will be specifically interested in the case where the

mass is non-zero outside some finite size interval, but vanishes inside this interval. We take

“particle physics conventions” and work in signature (+,−,−,−). We consider a position

dependent mass term in the spatial direction x⊥ = x3 ≡ z given by:

m = mLΘ(−z) +mRΘ(z − h), (F.4.1)

where Θ denotes the Heaviside step function and mL = |mL| eiφL and mR = |mR| eiφR are

non-zero complex numbers. The massless region runs from z = 0 to z = h, and would

describe a thick interface. We will be interested in the special case where h → 0. We will
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also need the derivative of the mass term:

∂zm = mR δ(z − h)−mL δ(z). (F.4.2)

Our 4D Weyl fermion satisfies the equation of motion:

i (σµ)α̇β ∂µχβ = m(z)
(
χ†
)α̇

, (F.4.3)

We will be interested in explicit solutions to this equation, so we write out the form of the

Dirac equation equation in terms of the two component doublet:

χβ =

a
b

 and
(
χ†
)α̇

=

−b†
a†

 . (F.4.4)

From there, our Dirac equation can be simplified into a pair of differential equations:

(∂2
4D + |m|2)a = i(∂zm†)b† (F.4.5)

(∂2
4D + |m|2)b = i(∂zm†)a†. (F.4.6)

where the 4D D’Alembertian ∂2
4D can be further expanded as:

∂2
4D = ∂2

3D − ∂2
z , (F.4.7)

with ∂2
3D the 3D D’Alembertian in the directions transverse to the z-direction. We will

mainly be interested in modes which are exactly massless on a thin 3D slice, so we impose

the condition that ∂2
3D annihilates all functions. We note that in the case of a thick interface,

this condition is not quite appropriate because we really have a 4D Weyl fermion on an

interval (in the interior region).

Focusing now on the case where h → 0, it is enough to consider just the z-dependence of
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our solutions so we can now write our differential equation as:

(
−∂2

z + |m|2
)
a = i(∂zm†)b† (F.4.8)(

−∂2
z + |m|2

)
b = i(∂zm†)a†, (F.4.9)

We now turn to the solutions of this differential equation. This is essentially an exercise of

the form found in introductory quantum mechanics textbooks, but we include some general

comments for completeness. In the thin wall limit, the solution splits up into a piecewise

smooth function. In the z < 0 region we have:

z < 0 (F.4.10)

aL = AL exp(+ |mL| z) (F.4.11)

bR = BL exp(+ |mL| z). (F.4.12)

for some as yet unfixed coefficients AL and BL. Consider next the solution in the region

z > 0. In this case we have:

z > 0 (F.4.13)

aR = AR exp(−|mR|z) (F.4.14)

bR = BR exp(−|mR|z). (F.4.15)

Next, we need to match the form of our solutions across the three regions. First, we impose

continuity. This leads to the conditions:

AL = AR = A and BL = BR = B. (F.4.16)
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Next, we integrate our differential equation across the interfaces. This yields the conditions:

(|mR|+ |mL|)A = i(m†R −m
†
L)B† (F.4.17)

(|mR|+ |mL|)B = i(m†R −m
†
L)A†. (F.4.18)

so we get the condition:

|mR −mL|2 = ||mR|+ |mL||2 . (F.4.19)

To get a localized mode we therefore need to set ei(φL−φR) = −1, namely the mass term is

rotated by a phase of exactly π in passing from the left to the right side of the thin interface.

Note that we also get a non-trivial constraint on the relative phases of A and B. Indeed,

we have:

A = ie−iφRB†. (F.4.20)

Consequently, we learn that out of the original two-dimensional complex doublet of

spin(3, 1), we only retain a single real doublet of spin(2, 1) on the wall.

Returning to the more general setting where we have a thick interface, in this case we

should really include non-zero values of the three-momentum. We should then consider a

more general differential equation:

(
−∂2

z + ∆
)
a = i(∂zm†)b† (F.4.21)(

−∂2
z + ∆

)
b = i(∂zm†)a†, (F.4.22)

with:

∆ = ∂2
3D + |m|2 . (F.4.23)

In a thick interior region we have a standard 4D wave equation. Switching on specific phases

for the mass terms outside this region amounts to setting a boundary condition on the left

(z = 0) and right (z = h) of the middle region. Note that this also leads to an oscillatory

behavior in the middle region. In the thin interface limit, the boundary conditions on the
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left and right become correlated, and this imposes a further condition on the zero modes

(as we have seen).
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[34] P. C. Argyres, M. Lotito, Y. Lü and M. Martone, Geometric constraints on the space
of N = 2 SCFTs. Part II: construction of special Kähler geometries and RG flows,
JHEP 02 (2018) 002, [1601.00011].

[35] P. C. Argyres and M. Martone, 4D N = 2 Theories with Disconnected Gauge
Groups, JHEP 03 (2017) 145, [1611.08602].

[36] P. C. Argyres and M. Martone, Towards a classification of rank r N = 2 SCFTs
Part II: special Kahler stratification of the Coulomb branch, 2007.00012.

[37] P. C. Argyres, M. R. Plesser, N. Seiberg and E. Witten, New N = 2 superconformal
field theories in four-dimensions, Nucl. Phys. B461 (1996) 71–84, [hep-th/9511154].
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[123] C. Córdova, D. S. Freed, H. T. Lam and N. Seiberg, Anomalies in the Space of
Coupling Constants and Their Dynamical Applications II, SciPost Phys. 8 (2020)
002, [1905.13361].

507

http://dx.doi.org/10.1007/JHEP04(2018)090
https://arxiv.org/abs/1802.00813
http://dx.doi.org/10.1007/JHEP07(2016)093
https://arxiv.org/abs/1603.00062
http://dx.doi.org/10.1007/JHEP10(2017)113
https://arxiv.org/abs/1703.09238
http://dx.doi.org/10.1007/JHEP09(2015)100
https://arxiv.org/abs/1410.4867
http://dx.doi.org/10.1007/JHEP09(2015)161
https://arxiv.org/abs/1410.4178
http://dx.doi.org/10.1007/JHEP06(2017)136
https://arxiv.org/abs/1512.06079
http://dx.doi.org/10.1007/JHEP10(2016)080
https://arxiv.org/abs/1506.03807
http://dx.doi.org/10.1007/JHEP02(2019)184
https://arxiv.org/abs/1802.04790
http://dx.doi.org/10.1007/JHEP03(2019)163
https://arxiv.org/abs/1612.00809
http://dx.doi.org/10.2140/gt.2013.17.1955
http://dx.doi.org/10.1215/00127094-3120743
https://arxiv.org/abs/1207.4470
http://dx.doi.org/10.1112/plms.12271
http://dx.doi.org/10.21468/SciPostPhys.8.1.001
http://dx.doi.org/10.21468/SciPostPhys.8.1.001
https://arxiv.org/abs/1905.09315
http://dx.doi.org/10.21468/SciPostPhys.8.1.002
http://dx.doi.org/10.21468/SciPostPhys.8.1.002
https://arxiv.org/abs/1905.13361
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[132] M. Cvetič, G. W. Gibbons, H. Lu and C. N. Pope, New Complete Noncompact
Spin(7) Manifolds, Nucl. Phys. B620 (2002) 29–54, [hep-th/0103155].
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[284] C. Klimč́ık and P. Severa, Dressing Cosets, Phys. Lett. B 381 (1996) 56–61,
[hep-th/9602162].
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[400] P. Ševera and F. Valach, Ricci flow, Courant algebroids, and renormalization of
Poisson-lie T-duality, Lett. Math. Phys. 107 (2017) 1823–1835, [1610.09004].
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