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Abstract. In this paper, an improved Bidimensional
Empirical Mode Decomposition (BEMD) based speckle
reduction technique for ultrasound images has been pro-
posed. The noisy image has been decomposed into its
Intrinsic Mode Functions (IMFs) and a residue. The
noise component of the low order IMFs is removed with
the pixel-wise Wiener filtering. The image is recon-
structed with these filtered low order IMFs, high order
IMFs and the residue. The performance of the pro-
posed method has been tested on synthetic as well as
real ultrasound images having noise components of dif-
ferent variance. The experimental results show that the
proposed algorithm performs better than other existing
methods for synthetic images as well as real ultrasound
images in terms of various image quality matrices.
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1. Introduction

Speckle, which is a multiplicative noise, is an unwanted
phenomenon that is present in ultrasound images
due to scattering at the time of acquiring the image
[1]. Speckle reduction in ultrasound images is an essen-
tial step and is targeting improvement in the quality
of the image in terms of PSNR (Peak Signal to Noise
Ratio), CC (Correlation Coefficient), SNR (Signal
to Noise Ratio), FoM (Figure of Merit) and SSIM
(Structural SIMilarity) [2]. Due to the high-frequency
characteristic of the noise component, the main chal-
lenge of speckle reduction technique is that while re-

moving noise the information in the edges should not
be lost as this is important for diagnosis. The metric
used for measuring the same is the EKI (Edge Keeping
Index).

Image denoising specifically speckle reduction in ul-
trasound images has been studied extensively, and
it has been broadly classified into different domains,
such as spatial domain techniques, transform do-
main techniques, and hybrid techniques as shown
in Fig. 1. The spatial domain techniques work di-
rectly on the image pixels while transform domain
technique applies an appropriate transform to con-
vert the image to frequency domain before pro-
cessing. Furthermore, there are hybrid techniques
that are combination of spatial domain and transform
domain methods.

The spatial domain techniques use local statistics
or information redundancy between similar patches
and replace the pixel value by processing the nearby
pixel values. Most successful amongst this cate-
gory are diffusion-based filters like Speckle Reduc-
ing Anisotropic Diffusion (SRAD), Detail Preserv-
ing Anisotropic Diffusion (DPAD), Perona-Malik’s
Anisotropic Diffusion (PMAD) [3], [4], [5] and [6], Bi-
lateral filters [7] and [8], and patch-based methods like
Non Local Mean filter (NLM) [9], [10], [11] and [12] and
Optimized Bayesian Nonlocal Mean filter (OBNLM)
[13] and [14]. The similar patch-based methods need
to select the candidate patch reasonably so that the re-
moval of noise does not lead to lose of edge information.
Therefore, recent work as proposed in [15], [16] and [17]
uses modified NLM and BM3D algorithms while try-
ing to preserve the edge information. Wiener filters
[18] and [19] are the optimum linear filters, that are
widely in use for image processing. Performance of the
classical pointwise Wiener filter is enhanced for noise
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Fig. 1: Classification of Speckle reduction techniques.

corrupted images, with the use of non-local parameter
estimation proposed by Andre et al. [20].

Transform domain methods assume that the im-
age can be sparsely represented by its low-frequency
components and the speckle is present in the high-
frequency components of the image [21]. Thereby, the
image high-frequency components are dealt with by ap-
plying the thresholding (hard or soft) as in wavelet
thresholding method to remove the noise [22]. While
these methods give satisfactory results, choosing the
right threshold is tricky and should avoid the Gibbs
phenomenon and over smoothening effects. Thus, fur-
ther extension in the transform domain techniques
includes data-driven techniques and modeling tech-
niques.

Hybrid techniques are the ones that combine spatial
domain methods with transform domain methods for
the improvement of denoising performance. Some of
the recent hybrid techniques are as introduced in [23],
[24] and [25].

Empirical Mode Decomposition (EMD) was intro-
duced by Huang et. al [26] in 1998. This is a very
useful algorithm that decomposes the signal in its In-
trinsic Mode Functions (IMFs) [27]. This decomposi-
tion is done based on their local frequency or oscilla-
tion in the spatial domain. Unlike Fourier transform
and Wavelet transforms, the basis functions calculated
are signal-dependent and are used to estimate a series
of IMFs via an iterative procedure called sifting [28].

EMD was introduced in images in 2003 [29] and
the Bidimensional Empirical Mode Decomposition
(BEMD) for images was introduced in 2005 in [30].
BEMD is also a signal-dependent adaptive technique
decomposing the image in a series of IMFs and
a residue. The low-order IMFs are the high-frequency
components and the high order IMFs are low-frequency
components. BEMD is an adaptive multi-resolution
analysis technique that is driven by the input signal.

Therefore, it is used for various applications in image
processing [31].

As the noise in image is mainly concentrated in the
high-frequency components, the low order IMFs are
having more noise components as compared to the high
order IMFs. Accordingly, some BEMD based denoising
algorithms use this fact to suppress the noise existing
in low order IMFs. But this may not always be true
and a significant noise component may also be present
in further IMFs as well. Some denoising algorithms
deal with this issue and use mutual information [32]
or other filtering techniques [33]. These techniques use
mutual information or a similarity measure between
the probability density functions of the input signal and
IMFs, to determine the noise dominant low order IMFs
[28], [34] and [35]. These noise-dominant IMFs are dis-
carded and the signal dominant IMFs are retained to
obtain the denoised signal. However, most of the high-
frequency components of the image also contain detail
information such as edges. These algorithms therefore
lose important edge details although giving good de-
noising performance. These details are of importance
for diagnostic purposes when dealing with ultrasound
images in particular.

This paper introduces an improved technique, in
which the low-order high-frequency IMFs, which
are noise dominant, are not completely discarded.
Rather pixel-based selective filtering in form of
Wiener filter is applied to the low order IMFs, to
reduce the noise component, while preserving the edge
details.

The remainder of the paper is organized as follows.
Section 2. , provides a brief overview of BEMD al-
gorithm along with parameter metrics used for com-
parison. In Sec. 3. , the proposed denoising method
is described. The performance evaluation of the pro-
posed method is illustrated in Sec. 4. , and Sec. 5.
presents the conclusions.
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2. Background

2.1. Bidimensional Empirical Mode
Decomposition

EMD in signals was introduced by Huang et. al [26],
which is an adaptive technique, which does not have
predefined basis functions and decomposes the signal
into various IMFs. Similar to EMD in one dimension,
BEMD is an adaptive technique being applied to the
images [31]. This decomposes the signal into IMFs and
a residue. For the sake of illustration, BEMD algorithm
is presented here briefly.

Let f(m,n) be the given image. Let rl(m,n) rep-
resent the residue of l-th IMF. To find the next IMF,
the residue of the previous IMF is taken as the input.
Let il,k(m,n) be the input image for the generation
of an IMF, where the first index is l-th number IMF,
l = 1, . . . , L, the second index is k-th iteration of the
sifting process, k = 1, . . . ,K and (m,n) being two spa-
tial dimensions.

Step 1: Start with the given image as the input sig-
nal. i1,0(m,n) = f(m,n).

Step 2: Extract all local maxima and minima of
il,k(m,n).

Step 3: Interpolate all local maxima to get the up-
per envelope eu(m,n) and interpolate all local minima
to get the lower envelope el(m,n). The application-
specific spline can be used for interpolation.

Step 4: Calculate the envelope mean el,k(m,n) of
the upper and the lower envelopes obtained in step 3:

el,k(m,n) =
eu(m,n) + el(m,n)

2
. (1)

Step 5: The input signal is updated by subtracting
the envelope mean el,k(m,n) for the next iteration:

il,k(m,n) = il,k−1(m,n)−el,k(m,n), k → k+1. (2)

Step 6: This step is to check if the result obtained in
step 5 is an IMF or not. For this standard deviation,
ε is calculated as:

ε =

M−1∑
m=0

N−1∑
n=0

|il,k(m,n)− il,k−1(m,n)|2

i2l,k−1(m,n)
. (3)

Step 7: Check the standard deviation ε to be less
than a predefined value (generally 0.2–0.3). If the value
is greater than the criterion, repeat steps 2–6. When
the value of ε is below the predefined value, the result
of step 5 is the required l-th IMF, fl(m,n):

fl(m,n) = il,k(m,n). (4)

Step 8: The residue of the l-th IMF is defined as:

rl(m,n) = il,0(m,n)− fl(m,n). (5)

Step 9: The next IMF is calculated by taking the
residue calculated as the input signal and starting over
from step 2:

il+1,0(m,n) = rl(m,n). (6)

All subsequent IMFs are calculated by repeating the
steps from 2–9. The process is stopped when the
residue calculated has no more extrema. So, with the
total L number of IMFs calculated and the last residue
without extrema rL, the original signal can be repre-
sented as:

f(m,n) =

L∑
l=1

fl(m,n) + rL(m,n). (7)

It is important to mention here that the low order
IMFs, are corresponding to the high frequency while
the high order IMFs are corresponding to the low fre-
quency.

2.2. Image Quality Performance
Metrics

The performance of the proposed BEMD based noise
reduction technique using a Wiener filter is analyzed
and compared both quantitatively and qualitatively
with the existing techniques. For synthetic US im-
ages generated using Field II software [36] developed
by J. A. Jensen, a quantitative analysis is carried out
using performance metrics viz., Peak Signal to Noise
Ratio (PSNR) [37], Edge Keeping Index (EKI) [38],
Structure SIMilarity Index Measures (SSIM) [39], Cor-
relation Coefficient (CC) [40], Signal to Noise Ratio
(SNR) [37] and Figure of Merit (FoM) [41]. However,
for real ultrasound images, as no noise-free image is
available, the Mean to Variance Ratio (MVR) [42] and
an Equivalent Number of Looks (ENL) [43] are used for
quantitative evaluation. For a noisy image f(m,n) and
the reconstructed denoised image fr(m,n), the metrics
used for quantitative evaluation are defined as follows:

• Peak Signal to Noise Ratio (PSNR) is a frequently
used measure to access the efficacy of the denoising
algorithm. It is the ratio of peak signal power to
the noise power given by Eq. (8), where l = 255
for an 8-bit grayscale image of size M ×N .

• Edge Keeping Index (EKI) is a parameter to mea-
sure the edge keeping capability of a denoising al-
gorithm, see Eq. (9), where ∆f and ∆fr are high
pass filtered version of f and fr, respectively, ob-
tained using 3×3 Laplacian operator and ∆f and
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PSNR = 10 log10

l2

1

MN

M−1∑
m=0

N−1∑
n=0

(f(m,n)− fr(m,n))
2

, (8)

EKI =

M−1∑
m=0

N−1∑
n=0

(
∆f(m,n)−∆f

) (
∆fr(m,n)−∆fr

)
√

N−1∑
n=0

(
∆f(m,n)−∆f

)2 (
∆fr(m,n)−∆fr

)2 , (9)

CC =

M−1∑
m=0

N−1∑
n=0

(
f(m,n)− f

) (
fr(m,n)− fr

)
√(

M−1∑
m=0

N−1∑
n=0

(
f(m,n)− f

)2)(M−1∑
m=0

N−1∑
n=0

(
fr(m,n)− fr

)2) . (12)

∆fr are the mean values of ∆f and ∆fr, respec-
tively.

• Structural SIMilarity (SSIM) is for measuring the
structure saving capability of the denoising algo-
rithm. If f and fr are the mean and σi and σir
are the standard deviation of original and recon-
structed images respectively, then:

SSIM =

(
2f(m,n)fr(m,n) + c1

)
(2σf,fr + c2)(

f
2

+ fr
2

+ c1

)(
σ2
i + σ2

f,fr
+ c2

) ,

(10)
where c1 = (0.01l)2, c2 = (0.03l)2 and covariance
image matrix is given by:

σ2
f,fr =

1

N − 1

N−1∑
k=0

(
fk − f

) (
frk − fr

)
. (11)

• Correlation Coefficient (CC) defines the interde-
pendence of the noisy image and the reconstructed
image. It is defined as shown in Eq. (12).

• Signal to Noise Ratio (SNR) is defined as the ratio
of signal power to noise power:

SNR = 10 log10

M−1∑
m=0

N−1∑
n=0

(f(m,n))
2√

M−1∑
m=0

N−1∑
n=0

(f(m,n)− fr(m,n))
2

.

(13)

• Figure of Merit (FoM) defined by Eq. (14) is
a measure of preserving the edge information while
denoising the image:

FoM =
1

max (ND, NI)

∑
n=1

ND

(
1

1 + γd2n

)
, (14)

where ND and NI are the numbers of edge pixels
that are detected and ideally present respectively;

dn is the Euclidean distance between the n-th de-
tected edge pixel and the closest ideal pixel that is
present; γ is a scalar usually equal to 1

9 for image
calculations.

• Mean to Variance Ratio (MVR) is calculated for
real images for a selected local region as:

MVR =
µl

σ2
l

, (15)

where µl and σ2
l are the local mean and variance.

• Equivalent Number of Looks (ENL) is another pa-
rameter used for real images. It is the ratio of the
square of mean to the variance for a selected local
region given by:

ENL =
µ2
l

σ2
l

. (16)

3. BEMD Based Pixel-Wise
Wiener Filtering

In this section, the proposed BEMD based speckle re-
duction in Ultrasound images using Wiener filtering
has been introduced. Due to the high-frequency char-
acteristics of the speckle noise, it is mainly constrained
in the low order IMFs of the ultrasound image. There-
fore, considering the low order IMFs for noise reduction
is the choice that has been considered.

At the same time, the edge information is also a piece
of crucial information from the point of view of the
diagnostic importance in ultrasound images. As the
edges are signified by the abrupt changes in the ampli-
tude in the spatial domain, the low order IMFs cannot
be discarded all together. The proposed scheme uti-
lizes the fact that low order IMFs has maximum noise
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component and thus low pass filters these IMFs using
an adaptive Wiener filter for preserving the edge infor-
mation present in these low order IMFs.

Fig. 2: Block Diagram of the proposed scheme.

The steps in the proposed algorithm are as follows:

Step 1: Calculate the BEMD of the ultrasound image
corrupted with speckle noise.

Step 2: Select the low order IMFs which have the
high-frequency components and are therefore having
both the noise and the edge information.

Step 3: Calculate the pixel-wise Wiener filtering
of the selected IMFs [44] assuming additive noise
v (n1, n2) with zero mean and variance σ2

v . Wiener fil-
ter estimates the local mean and variance around each
pixel of the chosen IMF:

µe =
1

NM

∑
m,n∈w

fl(m,n), (17)

σ2
e =

1

NM

∑
m,n∈w

f2l (m,n)− µ2
e, (18)

where w is the window corresponding to the N ×M
neighborhood of each pixel in the IMF. This filter then
creates a pixel-wise estimate given as:

fe(m,n) = µe +
σ2
e − σ2

v

σ2
e

(fl(m,n)− µe) . (19)

Step 4: The low-order filtered IMFs combined with
the high-order IMFs and the residue are used to recon-
struct the denoised image.

4. Experimental Results

The kidney and fetus Field II images have been simu-
lated and used for the experiments performed on MAT-
LAB. The speckle noise has been added to the image
with σ2 = 0.1, σ2 = 0.2, and σ2 = 0.3.

Figure 3 shows the BEMD IMFs for synthetic kidney
image and synthetic fetus image, that are obtained for
noise variance σ2 = 0.1. The spline interpolation that
is used in our case is a cubic spline. As can be seen in
Fig. 3, the low order IMFs are having only the high-
frequency components corresponding to speckle and
edges. The Wiener filter is best defined for additive
noise. Therefore, the multiplicative speckle noise has
been log-transformed and converted to additive noise
before applying BEMD.

(a)

(b)

Fig. 3: BEMD IMFs for (a) Syntetic Kidney Field II image and
(b) Synthetic Fetus Field II image.

Pixel-wise Wiener filtering has been applied on low
order IMFs. It has been observed that the results were
best for the Wiener filter applied to IMF1 and IMF2.
While applying Wiener filtering, 8-neighborhood has
been utilized for calculation of local region.

The Wiener filtered IMFs along with higher-order
IMFs and the residue is reconstructed to get the de-
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Tab. 1: Correlation Coefficient (CC) for various techniques.

Technique

CC
Noise variance σ2

Synthetic fetus image Synthetic kidney image
0.1 0.2 0.3 0.1 0.2 0.3

Proposed EMD 0.96234 0.94607 0.92693 0.94284 0.90968 0.87969
Conventional EMD 0.95102 0.92555 0.87480 0.92645 0.87332 0.81060

Bilateral 0.91368 0.84291 0.78464 0.84947 0.74776 0.67000
SRAD 0.94191 0.87916 0.81739 0.91540 0.8292 0.75551
NLM 0.93126 0.87093 0.82044 0.87618 0.78484 0.71328

OBNLM 0.95155 0.90697 0.86630 0.90923 0.83734 0.77571
PMAD 0.94638 0.88481 0.82668 0.90595 0.80801 0.72333

Tab. 2: Signal to Noise Ratio (SNR) for various techniques.

Technique

SNR
Noise variance σ2

Synthetic fetus image Synthetic kidney image
0.1 0.2 0.3 0.1 0.2 0.3

Proposed EMD 14.0620 12.6740 11.4590 15.6020 13.6940 12.4430
Conventional EMD 13.9140 11.0110 10.2900 14.2440 12.0820 10.2030

Bilateral 10.7200 7.9790 6.4897 10.7320 8.0182 6.5425
SRAD 12.6000 9.2820 7.3429 13.7580 10.2860 8.4398
NLM 11.7240 8.8585 7.3089 11.7650 8.9261 7.3852

OBNLM 13.3050 10.3730 8.6871 13.3320 10.4920 8.8753
PMAD 12.9410 9.4890 7.5779 13.2020 9.6131 7.6633

Tab. 3: Figure of Merit (FoM) for various techniques.

Technique

FoM
Noise variance σ2

Synthetic fetus image Synthetic kidney image
0.1 0.2 0.3 0.1 0.2 0.3

Proposed EMD 0.82919 0.86146 0.84317 0.86334 0.86188 0.82560
Conventional EMD 0.82761 0.84320 0.82133 0.86112 0.83281 0.81143

Bilateral 0.81285 0.74764 0.70383 0.77549 0.72620 0.69278
SRAD 0.86349 0.78487 0.73090 0.83815 0.75237 0.73401
NLM 0.87531 0.79219 0.75194 0.83151 0.78397 0.74317

OBNLM 0.89364 0.84390 0.80875 0.88295 0.78922 0.76806
PMAD 0.86438 0.79341 0.73724 0.85802 0.76742 0.71880

noised image. The qualitative assessment is shown in
Fig. 4 for synthetic kidney and in Fig. 5 for synthetic
fetus for the noise of variance σ2 = 0.1. As can be seen,
the denoised image is perceptually of the same quality
as that of the original image.

(a) (b) (c)

Fig. 4: Synthetic kidney for σ2 = 0.1: (a) original image,
(b) noisy image and (c) denoised image.

Table 1, Tab. 2, Tab. 3, Tab. 4, Tab. 5 and Tab. 6
shows the comparison of various parameters obtained
for different values of σ for the two Field II synthetic
images, fetus and kidney. As can be seen, the proposed

(a) (b) (c)

Fig. 5: Synthetic fetus for σ2 = 0.1: (a) original image,
(b) noisy image and (c) denoised image.

algorithm performs better than the existing techniques
in terms of PSNR, SNR, and CC, for noise variance
σ2 = 0.1. The results obtained for these parame-
ters give similar results even at higher noise variances,
σ2 = 0.2 and σ2 = 0.3.

Moreover, the result in the tables show that the pro-
posed technique gives comparable results with the ex-
isting techniques in terms of EKI, SSIM, and FoM for
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Tab. 4: Peak Signal to Noise Ratio (PSNR) for various techniques.

Technique

PSNR
Noise variance σ2

Synthetic fetus image Synthetic kidney image
0.1 0.2 0.3 0.1 0.2 0.3

Proposed EMD 24.946 23.577 22.383 24.322 22.388 21.158
Conventional EMD 22.398 20.671 20.330 22.317 20.672 19.821

Bilateral 21.056 18.009 16.260 19.025 15.992 14.254
SRAD 23.058 19.463 17.260 22.192 18.459 16.398
NLM 22.336 19.310 17.594 20.288 17.239 15.518

OBNLM 24.002 21.030 19.306 21.971 19.054 17.350
PMAD 23.539 19.837 17.690 21.730 17.878 15.686

Tab. 5: Edge Keeping Index (EKI) for various techniques.

Technique

EKI
Noise variance σ2

Synthetic fetus image Synthetic kidney image
0.1 0.2 0.3 0.1 0.2 0.3

Proposed EMD 0.64603 0.59358 0.53587 0.54885 0.50024 0.49630
Conventional EMD 0.61720 0.52081 0.50012 0.51320 0.48230 0.45321

Bilateral 0.59360 0.54006 0.52306 0.53703 0.49294 0.47574
SRAD 0.55134 0.49815 0.49498 0.49201 0.45619 0.43757
NLM 0.59768 0.54228 0.51775 0.53614 0.49024 0.47184

OBNLM 0.62562 0.54757 0.52198 0.55135 0.49023 0.46734
PMAD 0.55606 0.50568 0.49567 0.49833 0.46407 0.44813

Tab. 6: Structural SIMilarity (SSIM) for various techniques.

Technique

SSIM
Noise variance σ2

Synthetic fetus image Synthetic kidney image
0.1 0.2 0.3 0.1 0.2 0.3

Proposed EMD 0.70575 0.66684 0.62823 0.61088 0.53961 0.49747
Conventional EMD 0.72345 0.65482 0.61291 0.61098 0.49308 0.45320

Bilateral 0.71808 0.61478 0.5552 0.53328 0.39544 0.32945
SRAD 0.76831 0.67000 0.59414 0.65411 0.50453 0.41941
NLM 0.74678 0.64120 0.58082 0.56396 0.42391 0.35323

OBNLM 0.78688 0.68623 0.62356 0.62079 0.47589 0.39955
PMAD 0.78014 0.68009 0.60847 0.63845 0.47608 0.38675

σ2 = 0.1. At the same time, based on the analysis of
the values obtained by the experiments, the scheme is
giving better results in terms of these parameters for
higher values of σ2 = 0.2 and σ2 = 0.3. Thus, we can
summarize that the technique performs acceptably well
even at higher noise levels.

For completeness of the efficacy evaluation of the
proposed algorithm, an experiment has also been per-
formed on the real ultrasound image database taken
from [45]. The real images have three sets of data
namely kidney, liver, and gall bladder images each hav-
ing around 85 images. Three regions were selected ran-
domly for all three sets and the MVR and ENL have
been calculated.

Figure 6(a) shows the real liver ultrasound image
and the three regions that are taken for calculations of
MVR and ENL. Figure 6(b) and Fig. 6(c) are the re-
sults that are obtained for the selected regions. Table 7
shows the MVR and ENL for the real liver ultrasound
database.

Similar experiments were also performed on real ul-
trasound image data sets of kidney and gall bladder,
however, due to paucity of space we have shown MVR
and ENL plots for liver database only. The results ob-
tained for the other sets are also in conjunction with
the results shown here.

Tab. 7: MVR and ENL for Real Liver Ultrasound Database.

Technique MVR ENL
Proposed EMD 18.51± 3.76 5.25± 2.79

Conventional BEMD 17.91± 5.32 5.01± 2.54
Bilateral 15.42± 5.16 3.96± 2.32
SRAD 17.66± 4.52 4.87± 2.35
NLM 17.01± 4.14 4.91± 2.15

OBNLM 17.81± 4.71 4.95± 2.61
PMAD 16.39± 6.21 4.33± 2.79
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(a) (b) (c)

Fig. 6: (a) Real liver image with selected regions, (b) MVR plot, (c) ENL plot.

5. Conclusion

In this paper, a BEMD based image denoising algo-
rithm using pixel-wise Wiener filtering has been pre-
sented. The proposed method solves the problem of
losing the edge information in the conventional BEMD
based denoising technique. The conventional BEMD
based algorithm is able to remove low order IMF, but
loses important edge information which has been pre-
served with the help of the method proposed herein.
The performance of the method has been verified quan-
titatively in terms of PSNR, EKI, SSIM, FoM, SNR,
and CC for synthetic ultrasound images. The quantita-
tive analysis is also done on the real ultrasound images
in terms of MVR and ENL. It has been found that the
proposed algorithm performs better than many other
existing state-of-the-art techniques and can preserve
the edge information.
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