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Abstract

Pore Scale Study of Gas Sorption and Transport in Shale Nanopore
Systems

Rui Xu, Ph.D.

The University of Texas at Austin, 2019

Supervisor: Maša Prodanović

Shale gas production accounts for about 70% of the total natural gas production in the

US. Yet it remains a nontrivial task to characterize the petrophysical properties of shale core sam-

ples either by experimental analysis or numerical simulations. Shale matrix has low porosity and

permeability resulting from nanometer-scale pore sizes. Surface properties of shale can be quite

inhomogeneous arising from complex mineralogy and diagenesis. Heterogeneous morphology and

topology of the pore structure poses significant challenges on understanding fluid distribution and

flow capacity. Pore scale simulations provide insight into the fundamental mechanisms of thermo-

dynamics and hydrodynamics in tight porous materials, and can supplement experimental charac-

terization of shale petrophysical properties (e.g. absolute/relative permeability, capillary pressure

curves). However, challenges exist in creating representative pore structures tailored for specific

simulation tools, incorporating the appropriate and relevant physics for the problems to be simu-

lated, and interpreting, calibrating, or validating the simulation results. In this work, we used two

types of pore scale simulation tools, namely pore network modeling (PNM) and lattice Boltzmann

method (LBM), to study gas adsorption/desorption and transport behavior in shale matrix.

For the first part of the work, a dual-scale PNM was integrated with lattice density func-

tional theory (LDFT) to study nitrogen adsorption/desorption in mesoporous materials with pore
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sizes smaller than 200 nm. Critical pore structure parameters (i.e. porosity, pore size distribu-

tion, and pore throat connectivity) were characterized by calibrating the simulated nitrogen sorption

isotherms to experimental results, and were then used to construct PNMs to study supercritical

methane transport. We found that the pore structure characterization results were nonunique and

highly dependent on the assumed pore shape. Scanning electron microscope (SEM) images were

used to further constrain the description of pore shapes. Advection and diffusion of methane at reser-

voir conditions were simulated and compared, and suggestions were made regarding the choice of

representative pore shape in PNMs for single phase advection/diffusion calculations.

We next used LBM to study two-phase thermodynamic and hydrodynamic problems in

nanopore systems in shale. Both 2D and 3D LBM models were developed with consideration of

mesoscale fluid-fluid and solid-fluid interactions to model gas adsorption in complex geometries,

and phase separation occurs automatically without the need to track the interface. This overcomes

the pore shape deficiency of PNMs in cases where nanoporous media reconstruction exists. LBM

models were then calibrated to LDFT and validated against experimental adsorption data for both

subcritical and supercritical gases for the first time. We studied and compared nitrogen sorption hys-

teresis in two model nanopore system reconstructions representing the interparticle and intraparticle

pores in shale.

As another example of many possible applications of our developed model, we studied

water adsorption and condensation in a reconstructed clay pore structure based on SEM image

analysis, and explored the effect of surface wettability on adsorbed/condensed water distribution

and connectivity. Supercritical methane flow simulations with the existence of condensed water

were conducted using a 3D hydrodynamic LBM model that considers nanoscale flow physics for

high Knudsen number flow. The relative permeability of methane as a function of water saturation

and surface wettability was calculated and compared to available experimental data measured on

geosynthetic clay liners. We demonstrated the wide applicability of our model and suggested future

applications.
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Chapter 1: Introduction

1.1 Motivation

Shale oil and gas are unconventional resources existing in tight formations that are rich in

organic matter and clay minerals. Production of hydrocarbons from shale reservoirs has dramati-

cally increased during the past decade, owing to the technological advances in horizontal drilling

and hydraulic fracturing. According to U.S. Energy Information Administration, at the end of year

2018, about 70% of dry natural gas production and 60% of crude oil production in the US were

contributed by shale plays. However, rapid production decline (90% loss of the production rate

within the first two years [18]) and low recovery factor (10 – 20% [18]) have impaired the economic

potential. This is to a great extent attributed to the low porosity and permeability of shale matrix,

from which hydrocarbons are produced after the initial depletion from the hydraulic fractures.

Therefore, reliable reserve estimation, production forecasting, and optimal enhanced oil re-

covery (EOR) design of shale reservoirs highly depend on the knowledge of critical petrophysical

properties of shale matrix (e.g. mineralogy, total organic carbon (TOC), kerogen maturity, porosity,

pore size distribution (PSD), pore throat connectivity, and absolute/relative permeability). However,

it is a nontrivial task to characterize these petrophysical properties for shale. The majority of pores in

shale matrix are nanopores (<100 nm), as revealed by high resolution scanning electron microscopy

(SEM) images [1,19] and experimental analysis [20,21]. Low porosity (5 – 10% [22]) and ultra-low

permeability (nD – µD scale [1,8]) were reported. The complex mineral composition and diagenetic

processes further complicate the inhomogeneous pore structure and surface properties of shale ma-

trix. As a result, conventional experimental techniques or large-scale numerical simulations may no

longer provide timely or reliable results. Therefore, special experimental techniques and pore-scale

simulations are promising alternatives to supplement conventional experimental measurements, and

provide insight into the fundamental mechanisms of thermodynamic and transport behavior of fluid

confined in nanoporous media.
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Herein, we study two fundamental processes that happen in shale nanopore systems, includ-

ing gas adsorption/desorption and transport. Due to the dominance of nanopores which have large

surface-to-volume ratio, about 20 – 85% of the total gas in shale matrix is stored in the adsorbed

state [23]. At reservoir pressure (10 – 50 MPa) and temperature (300 – 400 K), methane, which

is the main component of shale gas, is at supercritical state. Knowledge of the adsorption capacity

and transport mechanism of supercritical methane is essential for reserve estimation and production

analysis. Study of subcritical gas adsorption/desorption in shale has important applications as well.

For example, nitrogen adsorption/desorption experiments measured at 77 K provide critical infor-

mation about nanopore porosity, PSD, specific surface area, and pore throat connectivity of shale

core samples [5, 24–27]. Studies also show that subcritical gas desorption curves are quantitatively

similar to drainage capillary pressure curves by proper transformations [28]. Water adsorption at

different humidity conditions is also widely studied to understand its effect on shale gas adsorption

and production [29–32]. Furthermore, capillary condensation might occur in shale mesopores (2 –

50 nm) when there are heavy hydrocarbon gases in the shale gas mixture [33, 34]. It is then nec-

essary to know the distribution and connectivity of the condensed phase to understand its effect on

shale gas transport properties.

The mechanism of fluid transport in nanoporous media remains elusive. Because the mean

free path of the gas molecules is comparable to the pore size, continuum assumption breaks down

when Knudsen number (Kn, which is defined as the ratio between the mean free path of fluid

molecule and the characteristic pore size) is above 0.1. Conventional hydrodynamic equations such

as Darcy’s Law or Navier-Stokes equations are no longer guaranteed to provide reliable results

under such conditions. Boltzmann equation, on the other hand, remains valid for the whole range of

Kn (0 –∞) theoretically, but it is nontrivial to solve for complex geometries. Therefore, pore-scale

or molecular-scale simulations are needed to explore the mechanism of hydrodynamic behavior in

nanoporous media.

Thermodynamic and hydrodynamic behaviors are commonly coupled during the produc-

tion of shale gas. For example, methane desorbs from the pore wall during pressure drawdown of

the matrix, and surface diffusion may also arise due to the concentration gradient within the ad-
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sorbed gas, both of which contribute to the total production of shale gas. Furthermore, capillary

condensation of water vapor within shale matrix and the variation of its saturation and connectivity

with complex surface wettability have significant impact on supercritical methane flow properties.

Therefore, developing pore-scale models that handle both thermodynamics and hydrodynamics pro-

vides invaluable insight into the mechanisms of shale gas production under reservoir conditions.

1.2 Research objectives

In this work, we explore two types of pore-scale modeling methods, including pore network

modeling (PNM) and lattice Boltzmann method (LBM), to study two fundamental processes that

happen in shale nanopore systems, namely gas adsorption/desorption and transport, for petrophysi-

cal characterization purposes. To this end, we formulate the following objectives:

• Establish a workflow to characterize shale nanopore structure (pore shape, PSD, and pore

throat connectivity) by integrating nitrogen sorption measurements, SEM image analysis, and

PNM.

• Apply nanometer-scale Kn-dependent advection and diffusion models to the constructed

PNM to estimate the apparent gas permeability or effective diffusivity of shale core samples.

• Develop novel LBM models that account for the real-gas effect and solid-fluid interactions to

study gas adsorption and capillary condensation in different nanopore systems in shale.

• Investigate supercritical methane flow behavior with the existence of adsorbed/condensed

water in clay using thermodynamic and hydrodynamic LBM models.

1.3 Dissertation outline

The dissertation is organized into seven chapters. In the first chapter, we introduce the

problem, and define our objectives. In the second chapter, we introduce the pore systems and

surface properties in shale, and conduct a comprehensive critical literature review on common pore

structure characterization methods for shale, and relevant physics and analytical/numerical models
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that have been used to describe gas sorption and transport in shale. The third chapter introduces

PNM constructions based on nitrogen sorption curves and SEM images analysis to infer the pore

structure of shale, and we study methane advection and diffusion properties using the constructed

PNMs. In the fourth chapter, we demonstrate a 2D LBM model that considers both rock-fluid and

fluid-fluid interactions to study subcritical and supercritical gas adsorption behavior in different

nanopore systems in shale. In the fifth chapter we extend the 2D LBM model to 3D, and study

nitrogen sorption hysteresis in two model interparticle and intraparticle pore systems in shale. In the

sixth chapter, we apply the 3D LBM model to study water adsorption and condensation in a more

representative reconstruction of clay pore system based on SEM image analysis, and investigate

the subsequent methane transport properties with the existence of adsorbed/condensed water and

different surface wettability. Conclusions and future work follow in the last chapter.
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Chapter 2: Background and literature review

2.1 Introduction to shale pore systems

Shale or mudrock (sedimentary rocks having a dominant grain size <65 µm) is classified

as a type of unconventional rock with low porosity (5 – 10% [22]) and extremely low matrix perme-

ability (nD – µD scale [1, 8]). The mineral composition of shale can be very complex, commonly

including quartz, calcite, dolomite, pyrite, smectite, kaolinite, chlorite, illite, mica, and so on, as

shown with X-ray diffraction (XRD) mineralogy analysis [22]. Besides the inorganic components,

organic matter (OM, e.g. kerogen) is also present in shale which hosts most of the hydrocarbons.

Pore systems in shale matrix, as a result, are very complex with varying pore sizes, shapes, and

types. Most of the pores in shale are nanopores (<200 nm) as revealed by SEM images [1, 19],

transmission electron microscopy (TEM) [35], small-angle and ultra-small-angle neutron scattering

(SANS/USANS) [21], mercury intrusion [36], and gas adsorption/desorption [27, 37].

Here we classify nanopores into three categories based on their pore sizes, namely microp-

ores (<2 nm), mesopores (2 – 50 nm), and macropores (>50 nm), following the same criterion by

International Union of Pure and Applied Chemistry (IUPAC) [38]. Based on high resolution SEM

image analysis of shale core samples from around the world, Loucks et al. [1] have classified pores

commonly observed in shale matrix into three types: interparticle (interP) mineral pores that exist

between grain particles, intraparticle (intraP) mineral pores that occur within inorganic grains, and

intraP OM pores that are developed within OM.

InterP mineral pores in shale are commonly found between grains and crystals and are gen-

erally related to the primary pore network that is reserved after burial and compaction. They may be

elongated, rounded or angular in shape [1] (see Fig. 2.1 (A)). IntraP mineral pores are found within

grain particles, and they might be moldic pores formed by partial or complete dissolution, pre-

served intrafossil pores, intercrystalline pores within pyrite framboids, cleavage-plane pores within

clay and mica grains and so on [1] (see Fig. 2.1 (B)). IntraP OM pores are developed as a result
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of hydrocarbon generation within kerogen during the maturation process [39]. They usually have

bubble-like, elliptical, or irregular cross sections and range between 5 and 750 nm in length, and

they may or may not form a connected pore network dependent on the maturity and distribution of

OM [22] (see Fig. 2.1 (C)). Shale matrix may contain one or more types of the pores defined above.

For example, Mississippian Barnett shale in Fort Worth Basin shows mainly OM pores, with lim-

ited amount of intraP pores within pyrite framboids; Jurassic Haynesville/Bossier mudrocks contain

mostly interP pores; and Cretaceous Pearsall mudrocks contain primarily intraP mineral pores [2].

Furthermore, less commonly observed, there might be micro-fractures with submicrometer

to millimeter scale apertures in shale matrix which may or may not contain cements (see Fig. 2.1(D)

for a partially cemented example). Since the cements in fractures are considered to be formed by

chemical dissolution and precipitation reactions that took place over geologic time scales under

subsurface conditions, fractures with cements are considered to exist in-situ [40]. However, it is

still controversial whether the fractures without cements exist in the subsurface, and the formation

of these fractures during core extraction and handling cannot be ruled out [41]. Direct core ob-

servations are needed to differentiate natural and artificial micro-fractures, and core observations

have demonstrated that natural fractures in mudrock reservoirs are frequently filled by mineral ce-

ment [40, 42]. Cemented micro-fractures are observed particularly in carbonate-rich mudstones,

which are thought to block the contribution to flow [43]. However, partially cemented fractures

may not completely lose flow capacity and connected nano-grain boundary channels can be found

with permeability 1 to 2 orders of magnitude higher than the matrix permeability as shown in the

work by Landry et al. [40].

2.2 Surface properties of shale

Shale rocks have more complex mineral compositions compared to conventional rocks.

Different types of grain particles might have different surface properties, which affects the gas flow

or adsorption behaviors. For simplicity yet still capturing the heterogeneity, three types of solid

particles (thus three types of surfaces) are considered here, namely clay, OM, and other inorganic

particles. Clay usually has bound water attached to it [44] while hydrocarbon gas tends to adsorb
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Figure 2.1: Different pore types in shale as classified by Loucks et al. [1]. (A) InterP pores between grains.
Ion-milled sample of Haynesville/Bossier Shale (12,474 ft) from the East Texas Basin. (B) IntraP pores within
a pyrite framboid. Polished thin-section sample of Barnett Shale (7,730 ft) from the Fort Worth Basin. (C)
OM pores. Ion-milled sample of Barnett Shale (8,545 ft) from the Fort Worth Basin. (D) Example of a rare
natural micro-fracture, approximately 30 µm long, 0.1 µm wide, and partly healed; 10,140 ft Pennsylvanian
Atoka interval, Andrews County, Texas. Figures (A) to (C) are reproduced from Loucks et al. [2], and (D) is
reproduced from Loucks et al. [1].
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onto the OM [45]. Other inorganic particle surfaces are generally hydrophilic. Understanding

the microstructure, distribution, and connectivity of different solid particles and the corresponding

surface-fluid interactions is essential for modeling fluid distribution in such media.

SEM images provides direct observation of the microstructure of shale. clay particles are

usually elongated and have sheet-like structures, while OM is usually amorphous and abundant

with spongy pores [1]. Pyrite particles appear brightest in SEM images and usually contain intraP

pores [1]. Energy dispersive spectroscopy (EDS) analysis associated with SEM analysis informs el-

emental compositions of the imaged surface, which offers supplemental information for mineralogy

analysis. XRD can also be used to analyze mineralogy on a much larger sample size.

The surfaces of clay (with bound water), OM, and other inorganic particles interact differ-

ently with the confined fluid. Such properties can be referred to as the wall’s ‘wettability’. Micro-

scopically, it results in different intermolecular potentials between the surface and fluid. Macroscop-

ically, it leads to the occurrence of different contact angles when two fluid phases are present. The

microscopic solid-fluid interaction depends on the physical and chemical properties of the surface

and the fluid, which may arise in the form of electrostatic forces, vdW forces, hydrogen bonding

forces, or hydration forces. The contact angle is a measurement of the affinity of fluid to solid

surfaces, and can be measured for a homogeneous surface (e.g. sessile drop method), but for hetero-

geneous surfaces such as shale, the measured value is an averaged representation. Typically, clay

and other inorganic grains are hydrophilic (water-wet), and OM is hydrophobic (oil-wet). However,

the surface properties are also affected by the saturation history and local heterogeneity. Studies

also show that clay particles associated with OM can be hydrophobic, while certain part of the OM

can be hydrophilic where hydrogen bondings with water can be formed [46–49].

2.3 Pore structure characterization methods for shale

Gas transport in shale is complicated by the small pore sizes, abundance of OM, and hetero-

geneous surface properties. As a result, the transport behavior can not be very well studied by flow

experiments alone due to the limitation in instruments, resolution, accuracy, and cost. Numerical

simulations, on the other hand, are efficient, repeatable, and capable of testing varying conditions,
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which greatly supplement the experimental characterization of flow behavior. A reliable understand-

ing of the morphology and topology of the pore systems in shale is prerequisite to conduct numer-

ical simulations. A complete understanding of the pore structure in shale (e.g. porosity, PSD, pore

throat connectivity) requires a variety of characterization techniques at different scales. Here we

critically review several methods commonly performed on core or sub-core scale, including experi-

mental measurements (mercury intrusion tests, nuclear magnetic resonance (NMR) measurements,

gas sorption experiments), and direct imaging techniques (micro/nano computerized tomography

(CT) scan, and SEM analysis).

2.3.1 Mercury intrusion tests

Mercury injection capillary pressure (MICP) measurement is a standard procedure for de-

termining the pore throat size distribution and flow capacity of conventional rocks. The petroleum

industry was first introduced to the use of MICP by Purcell [50] and Rose and Bruce [51]. In MICP

experiment, mercury is slowly injected into the core sample and the injected volume is monitored

as a function of the intrusion pressure. Pore throat size distribution can be calculated based on the

Young-Laplace equation [52]:

Pc =
2σ cos θ

r
, (2.1)

where Pc is the capillary pressure; σ is the interfacial tension between mercury and air with a

common value of 0.48 N/m; θ is the contact angle, which is 140◦ for mercury; and r is the pore

throat radii.

For shale rocks, samples have to be crushed and ultra-high pressure has to be applied in

order for mercury to penetrate the fine pores. Pressures up to 60,000 psi (∼400 MPa) were reported

in the literature, and the smallest pore size that can be detected is 3.6 nm [21, 53] based on Eq. 2.1.

Studies on PSD of shale matrix using MICP measurements have reported a very wide range, with

the largest pore diameter ranging from hundreds of nanometers to microns, and the smallest pore

diameter only a few nanometers [20, 21, 54]. Sigal [55] measured the MICP curves on 92 plugs

obtained from two Barnett shale gas wells, and compared the MICP porosity with helium porosity

measured on companion samples. It was discovered that MICP porosity is consistently smaller,
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which indicates that mercury can not access all the pores. Other issues associated with porosity and

PSD characterization from MICP include the ‘apparent intrusion’ caused by mercury entering the

inter-particle spaces of the crushed sample, as well as the compressibility effect caused by the high

intrusion pressure [56]. Furthermore, the determination of PSD from MICP measurements depends

on the assumption that the pore structure can be represented as a bundle of tubes, thus all the pores

are equally accessible to mercury. However, this is seldom the case for any actual rock samples

where heterogeneous pore shapes and connectivity are expected.

2.3.2 NMR measurements

NMR tests measure the signal decay after applying an external magnetic field to the water-

bearing core samples. They are most sensitive to hydrogen atoms which are mostly present in the

formation water, thus providing useful information of the pore structure. NMR tools can directly

measure the density of hydrogen nuclei in reservoir fluids. Because the density of hydrogen nuclei

present in water is known, data from NMR tools can be directly converted to an apparent water-

filled porosity. This conversion can be done without any knowledge of the minerals that make up

the solid fraction of the rock. NMR tools can also determine the presence and quantities of different

fluids (e.g. water, oil, and gas), as well as certain properties of the fluids (e.g. viscosity). The

magnetic signal decay is a relaxation process which in a porous medium is controlled by the surface

properties, pore shapes and sizes. The measured transverse and longitudinal relaxation times (T2 and

T1) can therefore be used to infer PSD based on the following conversion rule in the fast diffusion

limit [57]:
1

T2
= ρ

S

V
, (2.2)

where ρ is the surface relaxivity of the sample, and S/V is the surface-to-volume ratio, which is

a function of pore size based on the assumed geometry. According to Eq. 2.2, smaller pore sizes

correspond to faster T2 relaxation time. NMR studies on shale samples reported in the literature

typically show a bimodal T2 distribution indicating two scales of pore sizes/systems, with a major

T2 peak below 1 ms (or 100 nm assuming a surface relaxivity of 0.05 µm/ms) [3, 56, 58]. The pos-

sible influence of OM or light hydrocarbon on measured T2 spectrum can be differentiated by using
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the T1 − T2 2D map [59]. On the other hand, NMR also has limit in detecting small pores when

the signal relaxes before the acquisition process starts [59]. Due to the small pore sizes in shale, a

fully saturated shale sample may require as many as 10,000 scans for accurate porosity measure-

ments [56]. The surface relaxivity which is critical in determining the PSD from T2 measurements

is dependent on the mineralogy. For example, the surface relaxivity is typically 1.7 µm/s for carbon-

ates compared to 5 µm/s for sandstones. Sondergeld et al. [6,56] have reported the use of 0.05 µm/s

as a conservative value of surface relaxivity for shale. Typically, the surface relaxivity is determined

by calibrating NMR T2 measurements to MICP pore throat size distributions [46, 60]. However,

the average value determined might not be representative of the surface properties in shale where

complex mineral compositions, abundance of OM, and complicated pore shapes are expected.

2.3.3 Gas sorption experiments

Use of measured nitrogen (at 77 K) or argon (at 87 K) adsorption isotherms for nanoporous

media characterization dates back to the late 1940s [25]. Now, this technique has been widely

applied in the chemical, ceramic, and pharmaceutical industries for characterization of materials

with fine pores (smaller than 200 nm) [5,25]. In recent years gas sorption measurements have found

applications in pore structure characterization of shale samples [36, 61, 62]. To prepare the sample

for the experiment, it is first ground into powder (approximately 20 – 40 mesh), then oven-heated

at 200 ◦C and degassed. During nitrogen sorption experiment, the prepared sample is exposed to

nitrogen at 77 K at a series of precisely controlled pressures. The adsorbed gas amount is measured

by volumetric methods (Boyle’s Law) while slowly increasing the pressure up to the saturation

pressure (P0), followed by a desorption cycle as the pressure decreases. The measured sorption

data are traditionally reported in the form of adsorption amount normalized by the sample weight

(mmol/g) vs. the relative pressure (P/P0). Two curves are then obtained, namely the adsorption and

desorption curves.

Multiple methods have been developed to interpret the measured adsorption isotherms to get

pore structure information including porosity, specific surface area, micropore volume, micropore

PSD, and mesopore PSD. Details about the sorption mechanism and corresponding mathematical
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descriptions can be found in Section 2.4. The specific surface area of the porous medium is usually

estimated using Brunauer–Emmett–Teller (BET) method [63]. This method models the adsorption

process as a layer-by-layer accumulation based on the construction of the grand canonical partition

function. By fitting experimental data to BET isotherm equation, the monolayer capacity (mmol/g)

can be obtained and the specific surface area is estimated based on the cross-sectional area occupied

by each molecule in a completed monolayer. The micropore volume can be estimated using either

the Dubinin adsorption equation or the t-plot method by fitting experimental data at very low rel-

ative pressures (usually <0.1) [38]. Micropore PSD can be calculated using the Horvath-Kawazoe

(HK) method based on the idea that the relative pressure required for filling of micropores of cer-

tain size and shape is directly related to the adsorbate-adsorbent interaction energy [64]. Capillary

condensation, which is the complete filling of a pore with condensed liquid phase at a pressure

below the vapor pressure, is a unique phenomenon observed in mesopores. It is assumed that, for

pores of a given shape and surface chemistry, there exists a one-to-one correlation between the cap-

illary condensation pressure and the pore size [27]. Therefore, adsorption isotherms can be used

to quantify PSD of the sample. The most commonly used method for obtaining mesopore PSD is

Barret-Joyner-Halenda (BJH) method [65]. This method uses the modified Kelvin equation [66]

to relate the capillary condensation pressure with the pore radius. Other advanced approaches use

non-local density functional theory (NLDFT) derived adsorption isotherms which are more accurate

than BJH method [67,68]. Based on the size of the hysteresis loop, Seaton and coworkers proposed

the earliest method to quantify the average pore throat coordination number (as an evaluation of

pore network connectivity) according to percolation theory [26, 69].

Numerous studies have applied nitrogen adsorption measurements to characterize pore tex-

ture in shale [20,36,61,62,70,71]. Most of the studies show a bimodal pore size distribution which

reveals the multi-scale nature of the pore system in shale. Nitrogen sorption experiments are tar-

geted to characterize mesoporous materials with the largest detectable pores below 200 nm, which

is the largest pore size where capillary condensation occurs under experimental pressures. Argon is

sometimes preferred over nitrogen because its uniform interactions with the surface of the samples,

whereas nitrogen might give rise to specific surface interactions due to its quadrapole moments,
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which makes the interpretation results dependent on the chemical properties of the characterized

solid. Furthermore, nitrogen or argon sorption generally has limited reliability in quantifying mi-

cropore size distribution because of the limited instrumental resolution at low pressures, and slow

diffusion rate in micropores at low temperatures [5]. CO2 is another preferred adsorptive for more

accurate probe of micropores, since CO2 sorption measurements are commonly performed at ambi-

ent conditions, which enhances diffusion rates in microporous systems, thus making the micropores

accessible to CO2 molecules [72]. Micropores as small as 0.35 nm can be detected [73].

2.3.4 CT scanning

Unlike the indirect experimental measurements introduced above, X-ray computed tomog-

raphy (CT) provides direct observation of the 3D pore structure. It is a non-destructive imaging

technique that uses X-ray signals at different angles to produce a series of 2D slices of the porous

media [74]. The strength of the signal is a function of local density and porosity, which can be used

to differentiate solid and pore spaces. A 3D reconstruction of the porous media can be obtained

by stacking and interpolating between the contiguous 2D slices. Commonly experienced problems

with CT scanning include beam hardening, high-frequency noise, scattered X-rays, defective detec-

tor pixels or poorly cantered samples, which can not be completely avoided but can be alleviated by

careful sample preparation and detector alignment [75, 76].

Conventional CT scanning using medical CT systems has been used to image sandstones or

carbonates and the typical spatial resolution is about 200 – 500 µm [77], which is not high enough

to differentiate pores in shale rocks. Micro-CT with micrometer scale resolution has recently been

used for shale or clay pore system reconstruction [3] (see Fig. 2.2). However, only large fractures,

minerals and bedding plane information can be discerned from the images of shale. Nano-CT with

resolution down to 65 nm has been used for characterizing shale rocks as well [4,78]. Although pore

structure information at smaller scales can be obtained compared with micro-CT scan, majority of

the nanopores remain unrevealed due to the limit of resolution.
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Figure 2.2: Volumetric visualization and rendering of selected regions of shales. a) Attenuation image of a
sample of Opalinus Clay acquired using a micro-tomography instrument. b) Volume rendering of pyrite (red)
and pore space (blue) distribution in the same sample. The figure is reproduced from Josh et al. [3].

2.3.5 SEM images

With much higher resolution (nanometer scale), SEM technique has been used to obtain

high quality images of shale samples [1, 19, 45, 53]. By shooting accelerated electrons onto the

ion-milled and coated sample, SEM machines detect the returning electrons using detectors such

as back scattered electron (BSE) and secondary electron (SE) detectors, and generates an image of

the surface of the sample. The grayscale of the images provides qualitative information about the

density contrast, based on which pore spaces, OM and other minerals can be segmented and their

structure analyzed using image analysis software such as ImageJ [4] (see Fig. 2.3). 2D nanoporous

media can be reconstructed based on the segmented SEM images. Broad-ion-beam (BIB) SEM

has been used to generate 2D images of wide field of view (sub mm scale) [79]. 3D structures

can also be inferred by performing multi-point statistics (MPS) analysis of the 2D images [80].

Recently, advances in focused-ion-beam (FIB) SEM technique allows imaging of consecutive slices

of nanoporous shale media in a micrometer scale domain with a resolution as high as 5 nm/pixel [79,

81], and a 3D reconstruction of the characterized sample can be obtained by image segmentation.

TEM provides an interior view of a thin (sub µm scale) sample at even higher resolution than SEM,

but sample preparation is nontrivial and the field of view is highly limited. Additionally, atomic
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force microscopy (AFM) [8] is sometimes used to examine shale nanopores at high resolution, but

it is limited to a 2D view.

FIB-SEM honors the 3D true pore structure and connectivity, which is critical for further

flow simulations. However, acquiring thousands of images for 3D reconstruction is time-consuming

and costly, and the 3D reconstruction process is computationally intensive. Though benefiting from

the high resolution to some extent, SEM imaging techniques suffer from the limited image size (nm

to µm scale) and imaging artifacts such as curtaining, misaligning, topography-induced contrast and

edge charging [79], which deteriorates the imaging quality and impacts image segmentation. Fur-

thermore, the similar grayscale value between OM and pore spaces makes pore differentiation based

on simple grayscale value histogram thresholding techniques insufficient [82]. 2D cross sections,

which are most commonly acquired by SEM observations, may not represent 3D pore shapes and

pore throat connectivity, which are required to obtain credible simulation results.

Another debated subject associated with SEM images is the representativeness of the obser-

vation domain. Representative elementary volume (REV) or area (REA) is defined as the smallest

sample volume or area over which a measured attribute of it renders a value representative of the

bulk sample itself [79]. Shale is usually claimed to be inhomogeneous at every scale ranging from

nm to km scale, which makes the explicit determination of a REV/REA to be nontrivial. Characteri-

zations and simulations using FIB-SEM images have reported the size of the studied volume ranging

from 4.4 µm3 to 5000 µm3 [47, 79, 83, 84]. Kelly et al. [79] conducted a detailed comparison of

FIB/BIB-SEM derived geometric, TOC, porosity, and permeability data with core measurements,

and concluded that individual FIB-SEM stacks intended for high spatial resolution may not be rep-

resentative of both local and macroscopic shale geometric properties (although 5000 µm3 stacks

lead to better local consistency), while 2D BIB SEM images covering a field of view (about 100 µm

across) over ten times larger than a FIB-SEM image show improved agreement with core measure-

ments. BIB-SEM images are promising for characterizing shale geometric properties at the REA

scale, but 3D reconstruction is challenging both physically and computationally.
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Figure 2.3: Characterization of inorganic pores and organic pores rendered from SEM images using gray
scale segmentation. Pores are shown in red. The figure is reproduced from Tang et al. [4], see their Fig. 6.
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Figure 2.4: Comparison of the detectable pore size ranges of different pore structure characterization methods
for shale introduced in Section 2.3.

2.3.6 Comparison of methods

Shale has complex pore structures with pore sizes ranging from nanometer to micrometer

scale, and heterogeneity is observed at each different scales. Reliable petrophysical characterization

of shale requires a combination of methods. The detectable pore size range for the methods intro-

duced above (with some less commonly used methods including SANS) is compared in Fig. 2.4.

The required sample size for the characterization and the applicability to shale of these methods are

summarized in Table 2.1.

For the purpose of pore scaling modeling, in this study we focus on nitrogen sorption exper-

iments and SEM image analysis, which provide pore structure information ranging from nanometer

to sub-micrometer scale. This range of scales is reasonable for characterization of majority of the

nanopores in shale matrix. The characterization results then guide the construction of 3D pore

structures, based on which PNM and LBM models will be used to study thermodynamic and hydro-

dynamic behavior, as will be reviewed in Section 2.5.

17



Table 2.1: Summary of the nature and scale of pore structure characterization methods reviewed above and their applicability to shale samples

Method Destructive
or not?

Sample size Properties character-
ized

Applicability to shale

Mercury
intrusion

Yes Typical core plug size
(1 inch diameter)

Pore throat size distri-
bution and accessible
porosity

For shale, ultra-high pressure (up to 60,000 psi)
needs to be applied to access the smallest porosity.
Pores larger than 3.6 nm can be detected. However,
high pressure might compress the pore structure.

NMR No Typical core plug size
(1 inch diameter)

Pore body size distri-
bution and total poros-
ity

High precision instrument is needed to detect T2
value smaller than 0.1 ms that is associated with mi-
cro and mesopores. Surface relaxivity is hard to de-
termine due to complex mineralogy.

Helium
porosity

No Typical core plug size
(1 inch diameter)

Accessible porosity Considered a relatively reliable porosity estimation
method for shale, could detect pores larger than the
diameter of a helium atom (0.26 nm).

Low
pressure
gas ad-
sorption

Yes Ground sample with
particle size around 20
– 60 mesh (250 – 840
µm)

Specific surface area,
accessible porosity,
pore size distribution,
micropore volume

Low pressure N2 sorption can detect pore sizes rang-
ing from about 2 – 200 nm. CO2 sorption can detect
pore sizes ranging from 0.35 – 2 nm. A combination
of the two could provide PSD of micro, meso and
part of macropores.

SANS
and
USANS

No around 20 mm in di-
ameter and 1 mm thick

Pore size distribution
and total porosity

Detect pore sizes from 0.5 nm – 10 µm. Not rou-
tinely used for shale.

CT scan No sample size varies
from micrometer to
meter based on the
resolution needed
(nano-CT, micro-CT,
medical CT)

Density contrasts
which can be used to
identify matrix, pore
space, and different
fluid components.

Resolution for micro-CT and medical CT is too low
to differentiate nanopores in shale. Nano-CT typi-
cally has a resolution of 50 nm, which can not detect
micro and mesopores dominant in shale matrix.

SEM
imaging

Yes About 1 cm3 2D pore structure,
mineralogy and ele-
mentary analysis, pore
type, shape, porosity

Typically used to analyze shale properties. Need to
balance between field of view and resolution. Only
provide 2D information about the pore structure, ex-
cept for FIB-SEM which again is limited by the field
of view.
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2.4 Gas sorption in shale

2.4.1 Physics of gas sorption in nanopores

Adsorption, in general, is defined as the accumulation of fluid molecules in the vicinity of

an interface [5]. In the case of a gas/solid system that we are studying here, adsorption initiates at

the solid surfaces. Based on the source of the interaction force, adsorption can be classified into

physisorption and chemisorption. In this work, we focus on the physisorption process which occurs

mainly as a result of the van der Waals (vdW) forces between solid and gas molecules. Due to

strong solid confinement, gas adsorption behavior in nanopores deviates from the bulk state [5], and

different behavior is observed for gas adsorption below or above the critical point [85, 86], and in

pores of different sizes and shapes [11].

For subcritical gases, according to IUPAC, physisorption isotherms were grouped into six

types as shown in Fig. 2.5 [5]. Reversible Type I isotherms are given by microporous (<2 nm)

solids. The sorption isotherms reaches a limiting value at low relative pressures. The limiting

adsorption uptake is controlled by the micropore volume. The difference in the initial adsorption

uptake for Type I(a) and (b) isotherms corresponds to different micropore sizes. Reversible Type

II isotherms are given by the physisorption of most gases on nonporous or macroporous (>50 nm)

adsorbents. A sharp knee in the adsorption isotherm (point B) indicates the transition from mono-

layer to multilayer coverage. The thickness of the adsorbed multilayer generally appears to increase

without limit at high relative pressure. For Type III isotherm, there is no point B and therefore no

identifiable monolayer formation, which is due to the relatively weak adsorbent-adsorbate interac-

tions. Type IV isotherms are given by mesoporous adsorbents. The initial monolayer/multilayer

transition is similar to Type II isotherms, followed by capillary condensation which is the unique

behavior for mesopores when the pore space is filled with the condensed liquid phase at a pres-

sure lower than the bulk saturation pressure. The final adsorption uptake then reaches a plateau.

For mesopores wider than 4 nm, capillary condensation is accompanied by hysteresis (Type IV(a)).

For mesopores smaller than 4 nm and semi-closed mesopores, completely reversible Type IV(b)

isotherms are observed. Type V isotherm is very similar to that of Type III at low relative pressures
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attributed to relatively weak adsorbent–adsorbate interactions. Capillary condensation is observed

at high pressures. Type V isotherms are observed for water adsorption on hydrophobic microporous

and mesoporous adsorbents. The reversible stepwise Type VI isotherm is representative of layer-

by-layer adsorption on a highly uniform nonporous surface, with the step height representing the

capacity of each adsorbed layer. Isotherms commonly observed for shale core samples with pore

sizes ranging from micropores to macropores type are Type II and IV.

For mesoporous material such as shale, hysteresis is usually accompanied with capillary

condensation, which might occur due to multiple reasons, including the delayed condensation as a

result of the metastability of the adsorbed phase, the ink-bottle pore shape which delays the desorp-

tion, the network effect arising from the connectivity of the pores, or less commonly the structural

change at the end of the adsorption process [5, 27, 38]. For shale with complex pore shape and

connectivity, network effect is the major cause of hysteresis. IUPAC [5] classified the sorption hys-

teresis loops into five types, as shown in Fig. 2.6. Each type is closely related to particular features

of the pore structure and underlying adsorption mechanism. The Type H1 loop is found in mate-

rials which exhibit a narrow range of uniform mesopores, where network effects are minimal and

the steep, narrow loop is a clear sign of delayed condensation on the adsorption branch. Hysteresis

loops of Type H2 are given by more complex pore structures in which network effects are important.

The very steep desorption branch, which is a characteristic feature of H2(a) loops, can be attributed

either to pore-blocking/percolation in a narrow range of pore necks or to cavitation-induced evapo-

ration. The Type H2(b) loop is also associated with pore blocking, but the size distribution of neck

widths is now much larger. Type H3 hysteresis has an adsorption branch that resembles a Type

II adsorption isotherm and the desorption branch collapses onto the adsorption branch normally at

the cavitation-induced relative pressure. This type of hysteresis is commonly observed by particles

with plate structures (e.g. clays), also by adsorbents with both micro- and macropores. Type H4

hysteresis is similar to H3, with larger adsorption uptake at low relative pressures and finite adsorp-

tion uptake at high relative pressures. This indicates a combination of micro- and mesopores. Type

H5 hysteresis is not commonly observed, and its distinct form is associated with adsorbents with

both open and partially closed mesopores. The sharp desorption knee observed in Type H3, H4 and
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Figure 2.5: Classification of six types of sorption isotherms (I – VI) by IUPAC. Note that on the horizontal
axis is the relative pressure which is defined as the absolute pressure normalized by the saturation pressure,
and on the vertical axis is the amount adsorbed. The figure is reproduced from Thommes et al. [5].
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Figure 2.6: Classification of five types of sorption hysteresis loops (H1 – H5) by IUPAC. Note that on the
horizontal axis is the relative pressure which is defined as the absolute pressure normalized by the saturation
pressure, and on the vertical axis is the amount adsorbed. The figure is reproduced from Thommes et al. [5].

H5 hysteresis usually happens at a narrow range of relative pressures for a particular adsorbate and

temperature (for nitrogen at 77 K, this corresponds to relative pressure at 0.4 – 0.5).

For supercritical gases (e.g. CH4 at reservoir temperature and pressure), condensation does

not occur. The adsorbed phase usually do not extend more than two molecule layers because of

the weak intermolecular interactions between gas molecules, and it is the first adsorbed layer that

contributes most to the adsorption capacity [87]. The adsorption uptake usually has a concave shape

to the horizontal axis which is similar to the Type I adsorption isotherm for subcritical gases (see

Fig. 2.5 and the adsorption capacity is dominated by the specific surface area.

2.4.2 Theoretical and numerical models

For subcritical gases, the capillary condensation pressure as a function of pore size can be

described by the widely-used modified Kelvin equation:

ln
p

p0
=

2γVm cos θ

(r − t)RT
, (2.3)
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where p is the absolute pressure, p0 is the saturation pressure at temperature T , γ is the surface

tension, Vm is the molar volume, θ is the contact angle, r is the pore radii, t is the thickness of the

adsorbed layer, and R is the gas constant. We can tell from Eq. 2.3 that smaller pores experience

earlier capillary condensation, which is due to the stronger solid confinement. The evaluation of the

thickness of the adsorbed layer is nontrivial for each individual pore with different shape and size.

The commonly used approximation is the Halsey equation developed for nitrogen adsorption at 77

K on a nonporous material [88]:

t = 3.54

(
5

2.303 log
(
P0
P

)) 1
3

(2.4)

The adsorption uptake for supercritical gases is commonly described by the Langmuir equa-

tion [89]:

θ =
bp

1 + bp
, (2.5)

where θ is surface coverage that ranges from 0 to 1, p is pressure, and b is an equilibrium constant.

Although widely used due to its simplicity, the modified Kelvin equation is not accurate for

pores smaller than 7.5 nm when the solid potentials of the opposite pore walls begin to overlap [90].

Determination of constant b in Langmuir equation requires transformation of experimental data

reported in the form of excess adsorption amount [87]. These macroscopic theories do not describe

the the kinetics of adsorption at the microscale. On the other hand, microscale approaches such as

density functional theory (DFT) provide a more comprehensive representation of phase transitions

in nanopores than the classical thermodynamic methods, and are applicable over a wide range of

pore size, pressures, and temperatures. In the DFT approach, the sorption isotherms are calculated

based on the fluid-fluid intermolecular potentials and solid-fluid interactions. The local density of

the adsorbate at a given chemical potential is determined by minimizing the grand potential of the

system. Due to the difficulty of integrating the surface potentials for complex surface curvatures,

DFT sorption isotherms are often limited to simple pore geometries such as slit, cylindrical and

spherical.

For adsorption modeling in complex nanoporous media applicable to both subcritical and
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supercritical gases, lattice density functional theory (LDFT) and grand canonical Monte Carlo

(GCMC) are two common approaches. LDFT is the discretized version of DFT with concepts

borrowed from the lattice gas model [85, 86, 91]. The adsorption space is discretized into lattice

sites where an adsorbate molecule may or may not reside. The lateral and surface interactions with

a certain adsorption site is described by the lateral (EA) and surface energy (E0). The possibility

of a certain site to be occupied by the adsorbate at equilibrium state is calculated by minimizing

the grand potential of the system. The total adsorption amount is then calculated as a function of

the site occupation possibilities. Simple 1D lDFT was initially developed for modeling adsorption

in a slit pore [85, 86], and was later extended to cylindrical and spherical pore shapes [11]. 3D

LDFT has also been developed and applied to study physisorption behavior in complex nanoporous

media [92, 93], but certain simplifications have to be made and computational cost is significantly

higher.

GCMC is a molecular-scale simulation method based on interaction potentials between

fluid and solid molecules [94]. At a certain chemical potential, molecules are inserted or removed

from the system until the grand potential is minimized. The adsorption uptake is then calculated by

statistical averaging. GCMC provides more accurate results, but it also suffers from statistical noises

and high computational cost, thus the simulation domain size is limited to tens of nanometers [92].

Furthermore, neither LDFT or GCMC have been attempted to model flow behavior in nanopores,

which limit their applications to thermodynamic studies near equilibrium. Advanced numerical

models need to be developed to integrate thermodynamics and hydrodynamics, and handle complex

pore geometries at the same time, to fully understand gas sorption and transport in shale.

2.4.3 Water sorption and distribution in shale

Connate water commonly exists within or between clay particles in shale. Pore water in clay

materials can be divided into two major categories: bound water and free water, and bound water can

be further divided into clay-bound water (CBW) and capillary-bound water [44]. Two recognized

mechanisms by which water molecules may be attracted by and oriented to clay surfaces are (1)

ionic hydration of the exchangeable ions and (2) sorption phenomena at the clay surface [95]. The
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study of clay-water sorption isotherms or water retention curves is important to quantify the amount

of bound water and capillary water, and studies have shown that capillary-bound water can be up

to 10 times more than CBW [7]. Similar to nitrogen sorption isotherms, water sorption curves are

presented in the amount of water adsorbed in clay minerals vs. the relative humidity (the water

vapor pressure normalized by the saturated vapor pressure). Other than the sorption isotherms, it

is also critical to know the distribution of water in shale under different pressure and temperatures,

so as to model shale gas flow accordingly. Wettability was found to influence sorption hysteresis

and water distribution in clay materials [96–98]. Therefore, it is necessary to consider wettability

heterogeneity when modeling water sorption in shale.

Clay-bound water

Because of the negative charge of the clay particles as a result of cation exchange, it is nor-

mal for them to have CBW within interlayer spaces or on the basal surfaces [99] with the presence

of water solutions. CBW is normally immobile because of the strong hydrogen bond and electro-

static forces. The thickness of the formed electrical double layer depends on the cation exchange

capacity (CEC) and the concentration of the water solution [32]. Generally, the thickness of the

CBW is about two to three layers of water molecules (0.56-0.84 nm) under reservoir conditions,

beyond which water will have bulk fluid properties [32]. Based on tight rock analysis, CBW could

reach 2.63 – 7.19% of the total sample volume [30]. Due to the nanoscale pore size in shale, the

influence of CBW is not negligible. Not only the effective pore size is reduced, but the contact

interface between the fluid and solid is altered, which affects the surface fluid interactions.

Capillary-bound water

When the relative humidity increases, capillary condensation occurs and liquid water presents

in the very small pore spaces between the clay mineral crystals by capillary forces. Water may also

be held by capillary forces in pendular rings around the regions of grain-to-grain contacts. Un-

like CBW which might only lead to reduced pore sizes for mesopores, capillary bound water may

completely block the migration pathway of shale gas, thus significantly reducing the flow capacity.
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Characterization of clay-bound and capillary-bound water

Bulk measurements have been used to estimate the volumes of CBW and capillary-bound

water in clay. For example, Sondergeld et al. [6] performed NMR tests on ‘as received’ shale

core samples, and set T2 cutoffs of 3 and 33 ms for the determination of CBW (T2 < 3 ms) and

capillary-bound water (3 < T2 < 33 ms) respectively for Barnett shale samples (see Fig. 2.7). The

relative volume fraction of CBW and capillary-bound water varied sample by sample. However,

such cutoffs are not uniformly applicable, therefore only providing an estimation of ‘nominal’ CBW

and capillary-bound water. Water sorption experiments have also been used to quantify the CBW

and capillary-bound water content. A water vapour adsorption isotherm for a non-porous oxide

material is shown in Fig. 2.8. The amount adsorbed is expressed in terms of a statistical number

of monolayers. At relative pressure of 0.55, approximately 2 to 3 layers of water molecules are

adsorbed onto the solid surfaces. Based on previous studies by Newman [100], the bound water

in clay minerals usually does not extend more than three monolayers. Therefore, the adsorbed

water amount at relative pressure of 0.55 can be taken as the bound water content [7]. The amount

of capillary water is determined based on the adsorbed amount on relative pressure of 0.9735 [7],

corresponding to air/water capillary pressure of 3.63 MPa, which provides a conservative estimation

of the capillary water content. Water sorption measurements have shown that CBW accounts up to

2.5% of the total pore volume, while capillary-bound water can hold up to 23% of pore volume [7].

The relative amount of CBW and capillary-bound water is strongly dependent on the type of clay

mineral, along with its morphology and location within the pore space. Woodruff and Revil [44]

used BET sorption isotherms to study clay-water sorption behavior and normalized the curves by

CEC. Limited agreement with experimental data was reported. Most of the studies used the classical

thermodynamic models reviewed above in Section 2.4.2 to estimate the water retention curves,

yet the distribution and connectivity of the adsorbed water are rarely explored in detail, nor has

wettability heterogeneity commonly expected in shale been considered.
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Characterization of water distribution

The distribution of water at different humidity conditions has been studied. Li et al. per-

formed nitrogen sorption experiments to investigate the size of the pore spaces occupied by water in

shale/clay by measuring the samples at different water saturations that are frozen in liquid nitrogen

(77 K) before the measurement to preserve the in-situ water [30]. Increasingly larger average pore

size was observed with the increase in water saturation for the clay sample, indicating the preference

of water to occupy smaller pores. However, for the shale sample, water does not show preference

to the smaller pore spaces. Wettability complexity is a possible explanation for such observations.

Derjaguin—Landau—Verwey—Overbeek (DLVO) theory was used to model the water adsorption

behavior in these two samples. However, the calculations in [30] were based on simplified as-

sumption of pore geometry of clay particles as parallel plates, and the water adsorption process is

assumed to happen layer by layer, which oversimplifies the true adsorption behavior in a complex

porous medium such as clay. Most importantly, the spatial distribution of the condensed water phase

and water/vapor phase connectivity remains illusive, which are critical for understanding shale gas

transport with the existence of water.

Direct observations of the fluid distribution in clay/shale have been made as well using

CT scanning [101, 102], but the resolution was not enough to resolve the detailed fluid distribution

within or between clay particles. Field-emission SEM has been used to directly observe water ad-

sorption/desorption in shale [103]. Cryo-SEM provides another way to directly observe the in-situ

fluid distribution at high resolutions by freezing the sample at low temperatures, preserving the fluid

in place [104–106]. FIB/BIB-cryo-SEM studies on clay samples in ‘as-received’ conditions have

shown the existence of in-situ water between clay particles [104]. The effect of ‘drying’ on clay

microstructure alteration is observed as well [106]. However, about 10% of the water saturation re-

main unresolved because of the limited resolution of the cryo-SEM images, and these water mainly

exist in clay particle interlayers and small mesoporous interP pores [104]. Understanding the water

distribution at such scale require pore scale or molecular scale models that could capture the mi-

croscale physi/chemical interactions. On the other hand, the surface wettability of the clay particles

affects water adsorption behavior [30,96,97], and delayed condensation is observed on non-wetting
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Figure 2.7: NMR T2 distributions for ‘as received’ Barnett gas shales. Vertical red and green lines are the 3
ms and 33 ms cutoffs for determination of clay-bound and capillary-bound water. The figure is reproduced
from Sondergeld et al. [6].

surfaces for relative pressures larger than unity. Previous studies typically assume the clay surfaces

to be completely water-wet. However, as revealed by SEM images [1, 45], clay particles may also

be associated with OM, which makes their surfaces hydrophobic. The complex saturation history

further complicates the surface properties of clay, resulting in mixed wettability [107].

2.4.4 Hydrocarbon gas sorption in shale

Methane is the main component of shale gas. Under reservoir pressure (20 – 50 MPa) and

temperature (300 – 400 K), methane is at supercritical state. Methane can be stored underground in

shale in three forms, including free gas in the pores and micro-fractures, adsorbed gas on the pore

wall, and dissolved gas within kerogen [8] (see Fig. 2.9). Due to the dominance of nanopores which

have high surface-to-volume ratio and the abundance of OM, 20 – 85% of the total gas in place

is in the adsorbed state [23]. The adsorption capacity is determined by two main factors, namely

the specific surface area and the strength of solid/gas interaction. Due to the complex mineral

composition in shale, the surface properties are heterogeneous. High pressure methane adsorption

experiments are often used to estimate the parameter in Langmuir equation (Eq. 2.5) [13, 108].

Composition studies by XRD or EDS are needed to make reliable estimation of storage capacity.

On the other hand, the composition of shale gas might be a mixture of hydrocarbon gases.

When heavy components (such as propane, butane) exist, at reservoir conditions, they may be at
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Figure 2.8: A water vapor adsorption curve measured on a nonporous oxide material. The figure is reproduced
from Pallatt and Thornley [7].

Figure 2.9: A schematic of kerogen pore space in shale and three forms of gases that are stored in shale,
including free gas, adsorbed gas and dissolved gas. The figure is modified from Javadpour [8].
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subcritical state. In mesopores, capillary condensation of the heavy mixtures will occur, as verified

in the laboratory experiments by Chen et al. [109], which further complicates the storage and flow

conditions. The calculations by Chen et al. [110] showed that the hydrocarbon in place can be up

to six times larger than the amount estimated by Langmuir equation without considering capillary

condensation. Knowledge of the amount and location of the capillary condensation is the key for

accurate reserve estimation and production forecasting.

2.5 Pore-scale gas flow

2.5.1 Physics of pore-scale flow

Fluid transport in shale matrix is complicated by the nanometer-scale pore sizes, heteroge-

neous pore structure and surface properties. Here we focus on single phase gas transport. Knudsen

number (Kn), which is defined as the ratio between gas mean free path and characteristic pore size

(Kn = λ/L) is a critical parameter that is used to classify the flow regime. Fig. 2.10 shows the

four common flow regimes based on Kn. For conventional reservoirs with micrometer-scale pore

sizes, Kn is usually smaller than 0.001, and viscous or continuum flow regime is expected. Under

such condition, the slip velocity at the solid boundaries is negligible and fluid flow can be very well

described by the Darcy’s Law [111]. For tight gas sandstone or macropores in shale gas reservoirs,

Kn might be within the range of 0.001 – 0.1, and slip flow can not be neglected any more. Klinken-

berg effect is observed for gas permeability measurement under different pressure conditions. The

concept of slip velocity or slip length has been proposed to describe the slip flow regime. WhenKn

further increases, gas flow enters transitional or free molecular flow regimes. Under such condition,

the pore size is merely a few molecules wide, and the chance of collision between gas molecules and

pore walls is much greater than intermolecular collisions within the gas phase. Knudsen diffusion

is expected and gas flow behavior deviates significantly from traditional Darcy flow.

Here we focus on methane transport in shale matrix. Fig. 2.11 shows the calculated Kn

as a function of pressure for methane at 400 K within nanotubes of varying radii. At reservoir

pressures and temperature, flow of supercritical methane falls within slip flow or early transitional
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Figure 2.10: Classification of flow regimes based onKn and corresponding analytical equations that describe
each flow regime.

flow regimes (0.001 < Kn < 1.0).

For gas flow in nanochannels, the formation of Knudsen layer (see Fig. 2.12) near the wall

is not negligible when Kn > 0.1. In this layer, the quasi thermodynamic-equilibrium assumption

breaks down. WhenKn is high, the local mean free path is greatly influenced by the wall boundary.

Near the wall, the local mean free path is much shorter than away from the wall, which makes the

effective viscosity, a function of mean free path, lower as well. Accurate modeling of the Knudsen

layer is required to make reliable estimation of the total flux and apparent permeability.

The transport of shale gas is further complicated by the existence of adsorbed gas. Due

to the concentration gradient in the adsorbed gas during the production process, surface diffusion

occurs which increases the total mass flux [112–114]. The contribution of gas desorption is also not

negligible when the pore pressure draws down. Furthermore, in nanopores diffusion also emerges

as an important transport mechanism besides advection. The relationship between diffusion and ad-

vection can be described by the Péclet number (Pe), which is defined as the ratio between advection

and diffusion transport rates (Pe = Lu/D, where L is the characteristic length, u is the local flow

velocity, and D is the diffusion coefficient). In nanopores, the diffusion coefficient is different from

the bulk and is a function of pore size, pressure, and temperature, and advection is complicated by

the emergence of slip or transitional flow. As a result, the contribution of methane diffusion vs.
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Figure 2.11: Knudsen number as a function of pressure (typical reservoir conditions) for methane confined
in pores of varying sizes at 400 K. The corresponding flow regime is shown on the vertical axis. The figure
is reproduced from Landry et al. [9].

Figure 2.12: A schematic of the Knudsen layer in which the flow velocity deviates from the Navier-Stokes
extension. The figure is reproduced from Wang et al. [10], see their Fig. 7.
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advection in shale with complex pore structure and surface properties remains elusive.

2.5.2 Modeling of pore-scale flow

Single pore model

We first review the analytical flow models developed for a single pore or bundles of tubes

model. For continuum low-Reynolds-number flow, Darcy’s Law is widely used:

Q =
KA∆P

µL
, (2.6)

where Q is the volumetric flow rate, K is the intrinsic permeability, A and L are the cross-sectional

area and length of the flow channel respectively, ∆P/L is the pressure gradient applied to the

channel. For simplified cross-sectional shape of the pore, K can be calculated based on Navier-

Stokes equation. For example, for bundle of tubes model with cylindrical channel shapes, K takes

the following form:

K =
φr2

8τ
, (2.7)

where φ is the porosity of the system, r is the average channel radii, and τ is the tortuosity of the

porous medium.

For slip flow regime, a simple correction can be applied to the Darcy permeability as a

function of pressure to account for the slip velocity at the pore wall:

K = K0

(
1 +

b

P̄

)
, (2.8)

whereK0 is the intrinsic permeability, P̄ is the average pressure, and b is the Klinkenberg correction

factor, which can be determined by fitting experimental data to the equation. The klinkenberg

equation is an empirical equation that has limited application to gas flow in shale. Next we review

four analytical models that were developed to model high Kn flow, including dusty gas model

(DGM) [115, 116], the first-order slip model by Brown et al. [117], the model by Javadpour [8],

and the Beskok and Karniadakis tube model [118]. These models take the form of Darcy equation
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(Eq. 2.6), but the permeability K is no longer a constant, but a function of pore size, pressure, and

temperature. The concept of ‘apparent permeability’ is then used to describe the flow capacity.

The dusty gas model takes the flow as a linear summation of viscous flow and Knudsen

diffusion, and the apparent permeability is given by:

Kapp = K0

(
1 +

µ0DKn

PK0

)
, (2.9)

where µ0 is the dynamic viscosity of gas, P is pressure, and DKn is the Knudsen diffusion coeffi-

cient, which is described by the following equation [119]:

DKn =
2R

3

√
8RsT

π
, (2.10)

where R is the tube radii, Rs is the specific gas constant, and T is the temperature.

The tube model by Brown et al. [117] applies a slip correction factor F to the mass flux

predicted for viscous flow. Using the first order slip-correction to the Navier–Stokes equations, the

apparent permeability can be written as:

Kapp = K0

[
1 + 4

(
2

α
− 1

)
Kn

]
, (2.11)

where α is the tangential momentum accommodation factor, which is a reflection of the gas-solid

interactions. α can have a value ranging from 0 (specular reflection) to 1 (diffusive reflection). A

value of 1 is usually used for shale organic pore surfaces due to the surface roughness and hetero-

geneity [9, 120].

The Javadpour model [8] is a combination of the DGM and the slip flow model by Brown

et al., and the apparent permeability is described by:

Kapp = K0

[
1 + 4

(
2

α
− 1

)
Kn+

µ0DKn

PK0

]
(2.12)

The Beskok and Karniadakis tube model [118] employs a general slip-velocity boundary

condition to the Navier–Stokes equations, and a rarefaction coefficient, Cr, which describes the
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decrease in the chance of gas–gas collisions compared to gas–wall collisions when Kn increases:

Kapp = K0

[(
1 +

4Kn

1 +Kn

)
Cr

]
, (2.13)

and the rarefaction coefficient Cr was determined by fitting to the solution of the linearized Boltz-

mann equation:

Cr = 1 +Kn
128

15π2
tan−1

(
4Kn0.4

)
(2.14)

The analytical or empirical models reviewed above are developed for simple geometries

(e.g. tube, slit), ignoring the complex pore network connectivity, thus they have limited applications

in estimating apparent permeability in shale. Next we review several numerical models that either

take advantage of these macroscale analytical models or were developed based on mesocale or

microscale physics.

Pore network modeling

Pore network models, which represent a porous medium as a network of geometrically

simplified pores connected by throats, provide a cost-efficient way of modeling various physical

processes at the pore scale. The first PNM was proposed by Fatt [121] in 1956, who exploited the

analogy between flow in porous media and a random resistor network. Afterwards, PNMs have

grown in sophistication and can deal with irregular lattices, complex pore throat geometries, arbi-

trary wettability, and have been used to study a variety of physical processes, including gas sorption

and condensation, non-Darcy flow, reactive transport, and restricted diffusion [48, 77, 122, 123].

Based on the construction method, PNMs can be classified into three major categories: 1) statistical

reconstructions based on a regular network structure with critical morphological and topological

parameters informed by experimental measurements reviewed in Section 2.3; 2) image-based meth-

ods by extracting PNMs from 3D CT or SEM segmented images; 3) process-based methods by

extracting PNMs from grain packs where varieties of diagenetic processes can be modeled.

The statistical reconstructions are usually based on a regular lattice structure onto which

porosity, PSD, and pore throat connectivity obtained from experimental sources are populated. The
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cubic lattice structure with a constant coordination number (the number of throats connected to

a certain pore) of six is commonly used as a simplified 3D PNM [124]. Later more degrees of

connectivity (with coordination number up to 26) were added, which however may not be realistic

[125]. For statistical reconstruction of shale pore networks, MICP, NMR, and gas sorption results

have been used [77,111,126]. The advantage of such reconstruction is that more representative large

scale information could be used, however, this method suffers from the fact that not enough pore

structure information can be provided, due to the limitation and applicability of the experimental

measurements. Therefore, certain assumptions have to be made about the ratio of pore/throat sizes

or the connectivity. The reliability of such assumptions needs to be tested by either direct imaging

analysis or laboratory flow experiments.

Image-based PNMs are constructed from realistic 3D images of the samples in honor of the

true pore/throat locations and connectivity. The pores and throats can be isolated and extracted from

the images using either medial axis [74] or maximal ball algorithms [127]. PNMs for shale have

also been constructed based on FIB-SEM images with high resolutions, and single phase methane

transport properties have been studied in detail [79, 128, 129]. The major problems with image-

based PNMs are: 1) the lack of a specific and consistent definition of what is a pore and throat in

actual porous media; 2) the difficulty in determining the shape of a pore and throat from voxel-

based images with zig-zag features; and 3) the high computational cost and nonuniqueness of PNM

construction processes.

The process-based PNM was pioneered by Bryant and co-workers [130–132]. The PNMs

were extracted from a close packing of equal-sized spheres with their locations physically measured

by Finney [133]. Cementation and compaction were modeled by enlarging the size of the spheres or

moving the spheres closer together. They were able to predict absolute and relative permeabilities,

capillary pressure curves, resistivity and mechanical properties of sandstones. Later packing of

spheres with a distribution of sizes was used for more accurate PNMs construction, and the grain size

distribution was quantified from thin section images [134,135]. Previous works could only model a

single scale pore network with a unimodal PSD. Mehmani and Prodanović [12,126] further extended

the PNM developed by Bryant and co-workers to include two scales of pores explicitly by rescaling

36



a smaller pore network onto either the pores or grains, forming the so-called ‘series’ or ‘parallel’

PNMs. They have then used these models to study diffusion or slip flow in shale matrix [12, 136].

The process-based PNMs have proved to be useful and reliable for flowing modeling in conventional

rocks. However, the simplification of grain particles as spheres for shale may be questionable, and

the scaling ratio and volume fraction of the smaller-scale pore networks are nontrivial to determine.

Furthermore, the representative pore shape and wettability, which control flow properties, are hard

to characterize.

Lattice Boltzmann method

LBM is a relatively new method that has been developed since the late 1980s [137]. As a

particle-based method, LBM originated from lattice gas cellular automata, but it can also be viewed

as a special discretization of the continuum Boltzmann equation [138]. LBM uses discretized fluid

particles that moves along discrete directions on a regular lattice, thus avoids solving the compli-

cated Navier-Stokes equation and avoids following each individual molecules as in molecular dy-

namics (MD) simulations. Several features of LBM make it an ideal method for studying nanoscale

thermodynamic and hydrodynamic behaviors: a) the treatment of irregular geometries is straight-

forward; b) microscale kinetics can be incorporated with ease; c) the local nature of streaming and

collision process makes it well suited for parallel computing, which leverages the computational

cost.

Slip boundary condition Conventional flow simulation usually assumes no-slip boundary con-

ditions (BC), which can be easily achieved in LBM by applying standard bounce-back BC [137].

However, such assumption breaks down at nanoscale. To capture the slip velocity at the solid

boundary, specific BCs are adopted to implicitly consider the solid–fluid interaction. Various treat-

ments of slip boundaries have been proposed in literature, including specular reflection (SR) BC,

Maxwellian diffuse reflection BC, and the combination of the former two with standard bounce-

back BC [9, 139–141]. The SR BC is motivated by the observation of elastic collisions between a

particle and the boundary. The result of such collision is that the velocity component which is or-

thogonal to the boundary is reversed. Lim et al. [142] used the SR boundary condition to investigate
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pressure driven and shear driven micro-channel flow. However, the full SR BC overestimates the

slip velocity according to Tao and Guo [143]. The Maxwellian diffusive reflection BC was derived

from the continuum kinetic theory. The particle distribution functions are redistributed following a

Maxwellian distribution. However, work by Chai et al. [144] has shown that this boundary treatment

also lead to overestimation of slip velocity for flow in a microchannel. To achieve more realistic

slip boundary conditions, combination of bounce-back, SR and Maxwellian diffuse BC has been

proposed. The combination coefficients are chosen such that the Maxwell-type second order slip

boundary is satisfied. The coefficient is also related to the tangential momentum accommodation

coefficient (TMAC), which is a reflection of the slip length. Typically, the TMAC can only be in-

ferred from experimental results, rather than direct measurement. As a result, such forms of slip

BC are more phenomenological than physical compared to those from MD and Boltzmann equa-

tion. To make full use of the kinetic nature of LBM, more physical ways to consider the slip BC

has been proposed by directly incorporating the Shan-Chen fluid-solid interaction potential. Zhu et

al. [145] used an exponentially decaying hydrophobic repulsive force of 4×10−3 dyne/cm3 with a

decay length of 6.5 nm to simulate fluid slip in a 3D hydrophobic microchannel and observed good

agreement with experimental results. However, this method was not well developed due to more

restrictive constraints than the combined form of slip BC [10]. Therefore, phenomenological slip

BC remains to be the most widely used in modeling micro-scale gas flow using LBM.

Flow in Knudsen layer For gas flow in nanochannels, the formation of Knudsen layer near the

wall is not negligible when Kn > 0.1. By introducing an effective relaxation time that correlates

with effective viscosity, LBM can be used to model flow in the Knudsen layer. Using this approach,

Landry et al. [9] presented a local-effective-viscosity (LEV) LBM to simulate supercritical gas flow

in the slip flow and early transition flow regimes in complex geometries. The LEV LBM is informed

with local effective viscosities at each fluid node to capture the variance of the mean free path of gas

molecules in a bounded system (see Fig. 2.13). The authors simulated pure methane flow in digital

reconstructions of nanoporous organic matter at reservoir conditions.
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Figure 2.13: (a) Mean free path in an unbound geometry, where the mean free path is constant. (b) Mean free
path in a bounded geometry, where the local mean free path is a function of distance from the pore wall. The
figure is reproduced from Landry et al. [9]. See their Fig. 3.

Gas sorption Gas sorption can be incorporated into LBM implicitly by proper treatment of the

boundary conditions. Zhou et al. [146] proposed to use a separate concentration distribution func-

tion, which is of similar form with the particle distribution function, to describe the concentration

variation in the simulation domain due to surface adsorption and intraparticle diffusion. Mass trans-

fer boundary condition is set up on the solid surface and density is updated by concentration varia-

tion. Such approach is very appealing as it simplifies the problem from multiphase to single phase

simulation, however, because it uses Zou and He bounce-back BC [147] at the solid nodes, the

flexibility of application to complex geometries is greatly impaired.

Another approach of sorption modeling is by the use of a single component multiphase

(SCMP) LBM model, which explicitly models the adsorbed liquid phase and bulk gas phase at

the same time. Several categories of multiphase LBM have been developed so far, including the

color-gradient method of Gunstensen et al. [148], Shan-Chen method [149, 150], and free energy

approach [151, 152]. Method of Gunstensen et al. uses two sets of particle (color) distribution

functions for two different phases, and the phase interface is maintained via the local color gradient.

This method enforces local mass and momentum conservation, but it is nontrivial to introduce real-

istic equation of state (EOS). Free energy approach defines a pressure tensor inside the equilibrium

distribution function that introduces thermodynamic effects through a phenomenological EOS. It

conserves local mass, momentum and energy, but it suffers from unphysical Galilean invariance

effects, and density ratio achievable is quite limited [153]. Shan-Chen method introduces a phe-

39



nomenological interparticle force by defining a pseudopotential from a microscale point of view,

and phase separation occurs automatically as a result without the need to track the interface [154].

It is easy to implement, computationally efficient, and straightforward for testing different forms of

forces. Non-ideal EOS can be explicitly incorporated into the pseudopotential, and as a result, high

density ratios can be obtained [155].

Multiphase LBM using the Shan-Chen model has been used to reproduce a variety of phase

behaviors such as spontaneous condensation [155], cavitation [138], and adsorption [156]. The ma-

jority of LBM adsorption simulations in the literature focus on supercritical or ideal gases. Guo et

al. [157] used a 1D LBM model to study ideal gas adsorption on a flat surface and observed good

agreement with Langmuir equation. They extended their model to a 3D cylindrical pore geometry

and incorporated PR-EOS, but did not explore more complex porous media nor attempt comparison

to experimental results. Zhao et al. [158] used a 2D LBM model with modified Shan-Chen pseu-

dopotential to study supercritical methane adsorption. By benchmarking the adsorption isotherm

at different pressures with GCMC simulation, they obtained a specific correlation between solid

pseudopotential and pressure. However, this correlation is limited by its calibration to a certain

adsorbent/adsorbate pair at a certain temperature. Other researches that study microscale gas flow

with adsorbed gas do not provide strict validation of the adsorption isotherm [159]. Fewer stud-

ies are performed on subcritical gas adsorption LBM simulations. Sukop and Or [156] used a 2D

LBM model with the original Shan-Chen pseudopotential to study subcritical gas adsorption and

phase separation in a parallel plate geometry, but their model did not have a well-defined pressure

and temperature, and their results did not correlate well with DLVO theory. Because of its kinetic

nature, LBM is applicable to thermodynamic behaviors, but the key is to incorporate well-defined

EOS and calibrated surface force. Different forms of EOS have been successfully introduced into

LBM [155], but the form of surface force that reproduces the correct adsorption physics remains un-

known. Developing such an LBM model and establishing correlations with physical parameters is

valuable for understanding the mechanism of adsorption and phase separation in nanoporous media

with complex geometries.
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Molecular-scale methods

Molecular-scale methods provide detailed insight into the kinetic behavior by modeling

the individual interactions between gas and solid molecules explicitly. Several commonly used

methods to study thermodynamic and hydrodynamic behaviors include GCMC, direct simulation

Monte Carlo (DSMC), and MD simulations. A lot of work has been done to explore single com-

ponent gas adsorption/desorption, multicomponent competitive adsorption, advection and diffusion

in nanopores, and a series of gas/solid pairs have been studied in detail [14, 160–164]. The major

drawback of molecular-scale methods to study hydrodynamic behavior in shale is the high computa-

tional cost as a result of tracking the motion of each individual molecule, thus the simulation domain

is limited to tens of nanometer across. Furthermore, usually a homogeneous surface is used which

cannot capture the heterogeneity in shale. For low Reynolds number and low Mach number flow

which is common in shale nanopores, the flow velocity of gas molecules is usually orders of magni-

tude smaller than the thermo velocity arising from the Brownian motion, which makes the statistical

averaging process of determining macroscale properties quite challenging. Obviously simulations

performed at such confined scale has limited implications for large scale behaviors, yet these sets of

methods are valuable for understanding the fundamental physics, the cumulative behavior of which

controls the large scale thermodynamics and hydrodynamics.

2.6 Summary

In this chapter we introduced the pore structure and surface properties of shale, and criti-

cally reviewed the available petrophysical characterization methods for pore structure reconstruction

and flow capacity estimation. Two fundamental processes that are important for fluid confined in

nanopores in shale, namely sorption and transport, are introduced and the challenges associated with

the understanding of these two processes are reviewed in detail. The commonly used analytical and

numerical models to study flow behavior at nanometer scale are also critically reviewed.

In this thesis, we will focus on the use of two numerical models: PNM and LBM. For

PNM, we develop on the basis of the two-scale process-based PNM proposed by Mehmani and
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Prodanović [12] to account for the different types of pore systems and multi-scale pore sizes in

shale. We chose to use nitrogen sorption experiments and SEM images to characterize the critical

pore structure properties, which will then guide the construction of the PNM. Both advection and

diffusion will be studied using the reconstructed PNM.

For LBM, we develop a novel LBM model to model gas sorption from first principles,

where adsorbed gas and free gas will be modeled explicitly. The LEV-LBM model developed by

Landry et al. [9] will then be used to study hydrodynamic behavior with the existence of adsorbed

liquid in shale. Both simplified model pore structures and image-based reconstructions will be used

to study gas sorption/transport behavior in different pore systems in shale.
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Chapter 3: Use of nitrogen sorption isotherms and SEM images to

construct PNMs to infer pore structure and flow properties

of shale matrix 1

3.1 Introduction

Nitrogen sorption isotherms have been widely used for surface area, pore size, and pore

throat connectivity characterization of nanoporous media [25–27, 37, 69, 165]. A series of adsorp-

tion models, such as BET, BJH, and DFT, have been developed to interpret the measured sorption

data [5, 25, 27], which have been critically reviewed in Chapter 2. Most of the methods require a

priori assumption of a simplified pore shape, and representativeness of such shape might be dif-

ficult to establish. For example, adsorption curves without a plateau (capillary condensation) are

commonly accredited to the existence of slit-shaped pores [24]. However, such behavior may also

be reproduced when large macropores are present, not necessarily of slit shape [5]. As a conse-

quence the derived PSD is actually pore shape dependent. Recently, Qajar et al. [11] showed that

pore geometry has a significant effect on the adsorption curve shape. They applied LDFT to simu-

late the adsorption curve of a single pore with three different shapes (slit, cylindrical and spherical)

but the same size, and observed considerable discrepancy in the simulation results (see Fig. 3.1).

Spherical pores have the highest curvature and result in the earliest capillary condensation, because

of the strongest surface forces exerted on the fluid molecules in the most confined geometry. In

their study, they used an average pore size characterized by BJH method with an assumption of

cylindrical pore shape as a representative pore size for all the three pore geometries. However, the
1This chapter is modified from our previous publications (the advection and diffusion simulation, however, is the

most recent result): (1) Xu, R and Prodanović, M. Effect of pore geometry on nitrogen sorption isotherms interpretation:
A pore network modeling study. Fuel, 225:243–255, August 2018. (2) Xu, R, Mehmani, A, Qajar, A, Prodanović, M,
Daigle, H, and Nguyen, S. Combination of lattice density functional theory and a multi-scale network model for sorption
isotherms study in tight formations. Unconventional Resources Technology Conference, August 2016. My contribution
to the two papers includes analyzing experimental data provided by coauthors, improving and integrating the PNMs and
LDFT models developed by coauthors, designing and performing the numerical simulation, analyzing the results, and
writing the papers.
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Figure 3.1: Nitrogen adsorption curves at 77 K calculated using LDFT (black curves) for a single pore with
the same size (8.6 nm) but three pore shapes (spherical, cylindrical, and slit). The colored curves with symbols
are experimental data measured on Cameo coal sample. The figure is reproduced from Qajar et al. [11].

actual porous medium presents a bimodal PSD [11]. Significantly different PSD can lead to the

same average pore size, but quite different adsorption curves. Moreover, they only focused on the

adsorption branch of the sorption isotherms while the desorption branch was not analyzed. The

stepwise feature observed in all of their simulation curves as a result of using an average pore size

also increases the uncertainty when comparing with the experimental curves.

In this work, we compensated for the above shortcomings by integrating LDFT with a dual-

scale PNM developed by Mehmani and Prodanović [126]. The novelty of the PNM in [126] is

its capability to include explicitly two scales of pore systems. For shale, this includes both the

interP pore system existing between large silt grains (e.g. quartz, calcite, and feldspar), and the

pores existing within clay particles or OM that are dispersed within the large interP pores. The

original PNM in [126] assumed spherical pore and cylindrical throat shapes, which was a reasonable

assumption for sandstone, but should be reconsidered for shale. In this work, we made certain

geometrical modifications to the original PNM and considered three types of pore/throat shapes

(spherical, cylindrical, and slit) to honor the complex pore shape and structure commonly observed

by SEM images.

LDFT was applied to each pore in the PNM, and the total adsorption uptake was integrated
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based on the PSD. For desorption simulation, pore network effect was explicitly considered to re-

produce the sorption hysteresis, and cavitation effect (or tensile strength effect) which causes the

forced closure of the nitrogen hysteresis loop was modeled as well. An interpretation workflow

was proposed to characterize the PSD and pore throat connectivity of shale core samples by tun-

ing these parameters to match the simulated nitrogen sorption hysteresis loops with experimental

data. We studied the effect of pore shape on the interpretation results, which had not been paid

enough attention to previously. Nonunique interpretation results were observed with equally good

agreement with experimental data. To further constrain the results, we used a combination of the

three pore shapes within the same PNM informed by SEM images analysis to match the experimen-

tal curves. Such approach had not been attempted in the literature before. Finally, we calculated

and compared the apparent permeability for supercritical methane flow through the reconstructed

PNMs with different pore shapes, using the hydraulic conductivity model developed by Beskok and

Karniadakis [118]. Diffusion of methane was also studied using a unified model which considers

both Fick diffusion and Knudsen diffusion [166]. We then studied the apparent permeability and

effective diffusivity of these PNMs under different pressure conditions.

3.2 Experiments

Two samples were used for nitrogen sorption characterization in this study, including the

organic-rich Woodford shale (Upper Devonian, Oklahoma) and Cameo coal (Cretaceous, Colorado),

that have TOC of 17.2 wt% and 69.9 wt%, and vitrinite reflectance of 0.58% Ro and 0.56% Ro,

respectively [11]. We used the same samples as in the work by Qajar et al. [11] to compare their

results with our model and demonstrate the improvements.

Textural properties of the samples were determined by standard N2 adsorption at 77 K using

a Micromeritics 3Flex Surface Characterization Analyzer instrument. Surface area is estimated

using the BET method, and PSD is determined by applying the N2@77K-Slit-NLDFT model [167]

to the adsorption branch of the sorption data. Micropore volumes of the samples were calculated

from nitrogen uptake at relative pressure P/P0 = 0.14, corresponding to pore-filling of pores 2

nm in diameter in the HK model [64]. Total pore volume was determined from nitrogen adsorption
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uptake at P/P0 = 0.99 [11]. Meso–macro pore volume was obtained by subtracting micropore

volume from total pore volume. The surface area and PSD obtained using the above methods were

used as reference values for comparison with simulation results. Both adsorption and desorption

data were recorded for further usage in the simulation process.

3.3 Numerical modeling

3.3.1 Pore network modeling

In this study, we used a modified version of the dual-scale PNMs developed by Mehmani

and Prodanović [12]. A schematic illustration of the two types of dual-scale network is shown in

Fig. 3.2. Herein we focused on the pore-filling dual-scale network since this type of pore structure

is most commonly observed in SEM images of shale [1, 19], where microporosities are developed

within clay or OM dispersed within large interP pore spaces. Grain-filling microporosity has also

been observed in calcite or pyrite grains [1]. However, these microposities are most likely not very

well connected, therefore not available to nitrogen and has limited contribution to flow capacity [1].

Three types of pore shapes were used in this work with slightly different network structures. 1)

PNM with spherical pores, where the sites in the original PNM are treated as pore bodies, and

bonds are assumed to be negligible in volume; 2) PNM with cylindrical pores, where bonds are

treated as pore bodies, and sites connected by bonds are ignored and their volumes are assumed to

be irrelevant; 3) PNM with slit pores, with the same network structure as 2). PNMs with spherical

pores are commonly observed for OM pore structure, where a spongy and foamy pore network is

formed during the hydrocarbon generation process [1, 53]. PNMs with cylindrical pores can either

represent interP pore network or OM pores that are not very well developed [11], while PNMs with

slit pores are commonly observed within clay particles [6, 47, 78]. It should be mentioned that the

concepts of pores and throats may be obscure for shale with complex pore structure, and therefore

will be collectively called ‘pores’ from here on unless specified otherwise.

To reduce the computational cost while maintaining statistical representation, Mehmani

and Prodanović [126] simplified the micropore networks of a pore-filling dual-scale network to be
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Figure 3.2: 2D schematic of the two types of dual-scale pore network developed by Mehmani and Prodanović
[12] for (a) grain-filling, and (b) pore-filling microporosity. InterP pores are shown as larger blue circles. For
designated microporous regions, a network is rescaled with an appropriate length ratio and mapped into the
microporous region. In (a) grains are microporous, in (b) pores are microporous. Throats connecting the two
scales of networks are shown in red. The figure is reproduced from Mehmani and Prodanović [12].

consisting of bundles of tubes of equal radii (mean pore size of the micropore network) occupying

the total pore volume of the micropore network. Namely, the interconnectivity within the micropore

network was neglected. Such simplification was not found to result in significantly larger error

with regard to permeability calculations compared to explicit dual-scale PNMs [126]. In this work

we followed the same methodology for simplification. As a result, we have a PNM structure very

similar to the single-scale PNM, and the nominal average coordination number (number of bonds

connected to a site) is four in this case.

3.3.2 Nitrogen sorption modeling

We modeled the adsorption process in each individual pore using the LDFT approach.

LDFT was developed based on statistical thermodynamics [91, 168]. In this theory, the pore space

is discretized into a structured lattice of adsorption sites where adsorbate molecules may or may

not reside. The probability x of an adsorption site to be occupied by an adsorbed molecule ranges

between zero and one. This probability can also be interpreted as the normalized adsorbate density

(normalized by the maximum adsorbate density, which is the liquid nitrogen density in this case) at

a certain site. The adsorbate molecule interacts with its neighboring sites via a lateral interaction

energy term E0. Molecules close to the solid surfaces are affected by the surface forces in the form

of a surface energy term EA. Several assumptions are made when deriving LDFT for simplified
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pore geometries as used in this study:

• The adsorption process is simplified as a 1D process that happens layer by layer. The adsor-

bate density of a certain layer is the mean value of all the adsorption sites within that layer.

• The mass transfer (diffusion) from the adsorbed phase to the bulk phase is neglected.

• When the adsorption process reaches equilibrium at a certain pressure, it is assumed that the

Gibbs free energies of the bulk and adsorbed phases are equal.

Therefore, at equilibrium state, we have:

∆H = T∆S, (3.1)

where ∆H is the enthalpy change by removing a gas molecule from the bulk phase to the adsorbed

phase, and ∆S is the corresponding entropy change, and T is the temperature which is kept constant

during adsorption measurements. ∆H and ∆S can be expressed as a function of the occupation

probability xi of the ith adsorbed layer and its neighboring layers, and Eq. 3.2 shows the series of

nonlinear equations that can be solved iteratively to obtain xi for each layer of a slit pore.

RT ln
x1(1− xb)
xb(1− x1)

− εA(z2x2 + z1x1 − zbxb)− ε0 = 0, (3.2a)

RT ln
xi(1− xb)
xb(1− xi)

− εA(z2xi−1 + z2xi+1 + z1xi − zbxb)− ε0i = 0, (3.2b)

RT ln
xN (1− xb)
xb(1− xN )

− εA(z2xN−1 + z1xN − zbxb)− ε0 = 0, (3.2c)

where xb is the normalized adsorbate density for the bulk phase; εA and ε0 are the lateral and

surface energy respectively that have the same unit with RT. Here we define EA = εA/RT , and

E0 = ε0/RT to be the normalized lateral and surface energy. E0i is the surface energy experienced

by the ith layer of adsorption sites. E0i is a function of pore shape and E0i = E0/i
4 for a slit

pore; zb is the coordination number in the bulk phase, and for the cubic lattice structure we used

here zb = 6 (note that we use the same term ‘coordination number’ here to represent the number of

neighboring adsorption sites that interact with an adsorbate molecule, but it should not be confused
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with the coordination number of the pore network); z1 is the coordination number for an adsorbate

molecule interacting with its nearest neighbors within the same layer, and z1 = 4; z2 = (zb− z1)/2

is the coordination number for an adsorbate molecule interacting with the adjacent layers. After

solving for xi, the total amount of adsorption for a single pore can be calculated by Eq. 3.3.

Γ

C
=

N∑
i=1

(xi − xb), (3.3)

where C is the monolayer adsorption capacity and Γ is the excess adsorption. LDFT was initially

developed for slit pores, while for cylindrical and spherical pores, E0i take different forms due to

the change in curvature, and C and z are no longer constant for different adsorption layers. The

detailed derivations and expressions for the cylindrical and spherical pore geometry can be found

in [11].

LDFT has been successfully used to model micropore (<2 nm) filling and capillary conden-

sation in mesopores (2 – 50 nm) [72, 86], but it was developed for a single pore or a pore network

with uniform pore size. To extend it to a network pores with dual-scale PSD, we calculated the

adsorption amount in every pore in the network using LDFT and integrated the results to obtain the

total adsorption amount of the whole network, as is shown in Eq. 3.4.

Γt(P ) =

∑N
i=1 Γi(P )Vi∑N

i=1 Vi
, (3.4)

where Γt is the normalized total adsorption amount (ranging from zero to unity) at a certain pressure;

Γi is the adsorbed amount in the ith pore and Vi is the volume of the ith pore. In the adsorption

simulation, we tracked the adsorption amount of each individual pore, and capillary condensation

pressure was calculated as the lowest pressure at which the normalized adsorbed amount reaches

unity). This pressure value was then used in the desorption simulation to judge whether a pore

remains filled or not at a certain pressure. As the pressure decreases in the desorption process,

the boundary pores are exposed to the bulk vapor outside the pore network. In order for a pore

to release the adsorbate, it must lie on a percolating vapor path (i.e. a connected path of vapor-

filled pores that spans and reaches one of the six sides of the network boundary). However, if its
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pathway is blocked by the condensed liquid in smaller pores connected to it, it will not release its

adsorbate until the condensed phase in smaller pores is released first. This is the so called pore

network blocking effect [28], which is one of the major reasons that lead to the observed hysteresis

loop. Metastability of the adsorbed phase has also been argued to contribute to delayed capillary

condensation [24, 27], but this is not expected in an inhomogeneous porous medium with complex

surface roughness and chemical properties. On the other hand, cavitation effect causes the forced

closure of the hysteresis loop at relative pressure around 0.45 for nitrogen [169]. In the desorption

simulation, we considered both pore network effect and cavitation effect to create the opening and

the forced closure of the hysteresis loop. Note that in our modeling work, adsorption is assumed

to be independent of connectivity (which is a common assumption [5, 126]) and is only a function

of PSD, surface energy and pore shape, whereas desorption is affected by connectivity of the pore

network as well.

3.3.3 Matching sorption curves

As discussed in Chapter 2, nitrogen sorption curves contain useful information about poros-

ity, PSD, and pore throat connectivity. Therefore, we assume that a good match of both adsorption

and desorption curves between PNM simulated nitrogen sorption curves and experimental results

yields a pore network that is statistically representative of the actual pore structure of the charac-

terized sample. The major goal of this work was then to tune the porosity, PSD, and pore throat

connectivity to optimize the matching outcome.

To describe the bimodal PSD that is commonly observed in shale, indicating two scales of

pore structure, we used a bimodal Gaussian probability density function (PDF) [170]:

p (log10R) = ω1
1√

2πσ1
10
− (log10 R−log10 µ1)

2

2σ21 + ω2
1√

2πσ2
10
− (log10 R−log10 µ2)

2

2σ22 , (3.5)

where R is the pore radius in Å; ω1 and ω2 are the weight coefficients (or volume fractions) of each

Gaussian mode, with ω1+ω2 = 1; log10 µ1 and log10 µ2 are the mean values of the logarithmic pore

radius of each mode; and σ1 and σ2 are the corresponding standard deviations of the logarithmic

pore radius. By varying the five parameters (ω1, µ1, µ2, σ1, σ2), we could obtain a wide range of
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bimodal PSDs. The cumulative density function (CDF) shown below can be derived by integrating

Eq. 3.5 over R:

P (log10R) =
ω1

2

[
1 + erf

(
log10R− log10 µ1√

2σ1

)]
+
ω2

2

[
1 + erf

(
log10R− log10 µ2√

2σ2

)]
(3.6)

We began by tuning the PSD and surface energy defined in LDFT to match the simulated

adsorption curve with the experimental adsorption branch. Since the adsorption uptake is reported as

the normalized value by the total pore volume, porosity was not used as a matching parameter. The

physical properties that need to be optimized are the PSD and surface energy E0, which results in 6

independent parameters. Note that we held the lateral energy termEA to be constant -1.87 according

to the work by Qajar et al. [11], since EA is only a function of gas species and temperature. The

relative error Er between the simulated and experimental curve is calculated using the following

equation:

Er =
n∑
i=1

(
Qsimi −Qexpi

Qexpi

)2

, (3.7)

where n is the total number of measured data points; Qsimi andQexpi are the normalized adsorption

at the ith pressure point for simulation and experimental results respectively. To ensure that we are

comparing the same pressure points, the simulation data were extrapolated to the same pressure

points as experiments. The best match between simulated and experimental curves is found by

minimizing the error function (Eq. 3.7) using a global optimization solver in MATLAB.

After the adsorption curve is matched, the PSD and surface energy E0 are fixed. The

desorption curve is then matched with only one fitting parameter, which is the coordination number

of the pore network. We modify the coordination number distribution by randomly deleting a certain

fraction of bonds (fdel) from the PNM. The larger the fdel, the larger the hysteresis will be. The

optimized match is found by minimizing the error function between the simulated and experimental

desorption curves. The total error of the fit is obtained by summing up the matching errors for both

curves.

The above workflow was performed for all three types of pore shapes to acquire the cor-

responding optimized parameters that describe the pore structure and surface properties. We can
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then evaluate the effect of pore shape on the interpretation of nitrogen sorption isotherms. It should

be mentioned that the matching procedure is designed based on available data and the result is not

necessarily unique.

3.3.4 Advection and diffusion modeling

Methane, which is the main component of shale gas, is stored underground at supercritical

state under common reservoir pressure (10 – 50 MPa) and temperature (300 – 400 K) conditions.

Two types of transport mechanisms contribute to the flow capacity of tight porous media, namely

diffusion and advection. Their relative contributions can be described by the Péclet number (Pe),

which is the ratio between the advective transport rate and diffusive transport rate. Pe is a function

of pressure, temperature, pore size and shape. To compare the flow capacities of the constructed

PNMs with different pore shapes, we conducted both advection and diffusion simulations, and cal-

culated the apparent permeability ka and effective molecular diffusivityDe of methane. The relative

contribution of diffusion and advection to total mass flux as a function of pressure and temperature

was compared as well.

As discussed previously, we made certain geometric modifications to the PNMs to include

different pore shapes to calculate nitrogen adsorption uptake. For advection and diffusion simula-

tions, bonds (throats) of the PNMs dominate the transport properties rather than sites (pores). PNMs

with slit and cylindrical pore shapes remain unaltered here. For PNMs with spherical pore shapes,

we assume that spherical sites are connected by cylindrical bonds, forming the so-called ink-bottle

pore structure as is commonly observed for OM pores. The site/bond size ratio varies sample by

sample as a function of kerogen type and maturity, and for convenience we used a common value

of two. On the other hand, for PNMs with slit pores, we assumed that the cross sections of all the

slit pores have an aspect ratio of one.

For hydraulic advection modeling in cylindrical and slit pores, we used the Darcy-type

equations established by Beskok and Karniadakis [118], which were fitted to the solutions of lin-

earized Boltzmann equation, and were shown to agree well with DSMC data over the entire range
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of Kn. The free gas volumetric flow rate q for a cylindrical pore of radii r can be expressed as:

q = f(Kn)
πr4

8µ

∆P

L
, (3.8)

where µ is the dynamic viscosity, ∆P/L is the pressure gradient, and f(Kn) is a correction function

which is written as [118]:

f(Kn) = (1 + αcylKn)

(
1 +

4Kn

1− βKn

)
, (3.9)

where β is the slip coefficient and β = −1 by fitting to the velocity profiles from DSMC and

linearized Boltzmann equation [171]. αcyl is the rarefaction coefficient which is a function of Kn:

αcyl =
128

15π2
tan−1

(
4Kn0.4

)
(3.10)

The hydraulic conductance of a cylindrical pore gacyl = q/∆P can then be written as:

gacyl =
πr4f(Kn)

8µL
(3.11)

For a slit pore, the volumetric flow rate q can be written as [171]:

q = C(1 + αslitKn)

(
1 +

6Kn

1− βKn

)
wh3

12µ

∆P

L
, (3.12)

where w and h are the width and height of the slit pore and for a slit pore with unity aspect ratio,

w = h, C is a correction factor as a function of aspect ratio AR [172]:

C = 1− 192(AR)

π5

∞∑
i=1,3,5,...

tan(iπ/2(AR))

i5
, (3.13)

and the rarefaction coefficient αslit is expressed as [171]:

αslit = 1.7042
2

π
tan−1(8Kn0.5) (3.14)
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The hydraulic conductance of a slit pore can then be written as:

gaslit = C(1 + αslitKn)

(
1 +

6Kn

1− βKn

)
wh3

12µL
(3.15)

In this study, the effect of adsorbed gas on flow capacity is ignored. The existence of

adsorbed gas reduces the effective pore size for hydraulic advection, but surface diffusion as a

result of the concentration gradient of the adsorbed gas on the pore wall, or diffusion from the

adsorbed phase to the bulk phase may arise as additional sources of mass flux. Therefore, the

overall contribution of adsorbed gas to flow capacity varies as a function of pressure, temperature,

and surface properties. Here we mainly focus on the comparison between advection and diffusion

without considering the adsorption induced flow physics.

The molecular diffusion process in nanopores can be divided into three regimes based on

Kn, including Fick diffusion for Kn ≤ 0.1, transitional diffusion for 0.1 < Kn < 10, and

Knudsen diffusion for Kn ≥ 10 [166, 173, 174]. For unconventional tight rocks with multiscale

PSDs, Kn may vary widely within the pore system. As a result, the diffusion mechanism is often

a mixture of the three, and the effective molecular diffusivity is a function of pressure, temperature,

PSD, and pore throat connectivity. Therefore, we consider here the local diffusivity within each

individual pore. The determination of local diffusion coefficient is crucial for accurate modeling of

gas diffusion across the whole regime. The molecular (Fick) diffusion coefficientDb depends on the

gas type, temperature, and pressure. Speedy [175] proposed an expression forDb that considered the

real gas effect under the high-pressure condition, which was shown in the work by Yin et al. [166]

to agree well with experimental data for a wide range of pressures (10 – 200 MPa).

Db =
3

8nd2m

√
kBT

πm

(
1− n∗

1.09

)[
1 + n∗2(0.4− 0.83n∗2)

]
, (3.16)

where n is the number density of gas molecules, dm is the molecular diameter, kB is Boltzmann

constant, T is temperature, m is the molecular mass, and n∗ is the reduced number density, and

n∗ = nd3m [166].

On the other hand, the Knudsen diffusion coefficient DKn only depends on the local pore
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size, gas type, and temperature. DKn has been derived in the kinetic theory of gas [176]:

DKn =
4d

3

√
kBT

2πm
, (3.17)

where d is the local pore size.

The empirical Bosanquet formula has been proposed in the previous work to calculate the

gas diffusivity Dt in the transition regime, which takes the harmonic mean of Db and DKn [177,

178]:
1

Dt
=

1

Db
+

1

DKn
(3.18)

The localKn is calculated as the ratio between the gas mean free path λ and local pore size

d, and λ can be calculated as:

λ =
1√

2πnd2m
(3.19)

Then the choice of appropriate formula for diffusivity depends on Kn calculated locally in

each pore.

The molar flux of diffusion Jd within the pore is defined as a function of the concentration

gradient:

Jd = Dt
dC

dL
(3.20)

Therefore the volumetric flow rate caused by diffusion for either cylindrical or slit pores is

expressed as:

qd =
MA

ρ
Dt
dC

dP

dP

dL
, (3.21)

where M is the molar mass, ρ is the gas density, and A is the cross-sectional area of the pore, for

cylindrical pores with radius r, A = πr2, and for slit pores with width w and aspect ratio of one,

A = w2, dCdP can be solved numerically with the use of PR-EOS. Then the diffusion conductance

for a cylinder and slit pore is calculated as:

gdcyl =
Mπr2

ρL
Dt
dC

dP
(3.22)
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gdslit =
Mw2

ρL
Dt
dC

dP
(3.23)

For steady state advection and diffusion, the cumulative mass flow rate into and out of a site

i of the PNM should be zero. Therefore, based on mass balance:

N∑
j=1

ρ(
Pi + Pj

2
)gij(

Pi + Pj
2

)(Pi − Pj) = 0, (3.24)

where N is the total number of bonds connected to a site i. Applying Eq. 3.24 to all the sites in

the PNM renders a series of nonlinear equations of Pi, which can be solved iteratively to get the

pressure distribution within the PNM. The apparent flow permeability of methane can be calculated

based on the following equation:

ka =
qavgµavgL

A(Pin − Pout)
, (3.25)

where qavg is the average volumetric advective flow rate across a cross section perpendicular to the

flow direction, and µavg is the average dynamic viscosity calculated by the average pressure of the

system, which for a small pressure drop (e.g. a pressure gradient of 0.1 MPa/m across a domain size

of 10 µm renders a pressure drop of only 1 Pa across the inlet and outlet) can be approximated as

the arithmetic mean of the inlet and outlet pressures (Pin and Pout).

The effective diffusivity of methane can be calculated in a similar way:

De =

∑
i JdiAiL

A(Cin − Cout)
, (3.26)

where Jdi and Ai are the diffusion molar flux and cross-sectional area for ith pore at the inlet, and

Cin and Cout are the inlet and outlet methane concentrations, A and L are the total cross-sectional

area and length of the PNM.
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3.4 Results and discussion

3.4.1 Experimental results

The measured nitrogen sorption isotherms for Cameo coal and Woodford shale samples are

shown in Fig. 3.3. Note that on the vertical axis we plot normalized adsorption, which is defined as

the ratio between the quantity adsorbed and the maximum adsorption amount, for easier comparison

with simulation results. For Cameo coal sample, there is a significant hysteresis loop compared

with Woodford shale sample, which indicates the difference in connectivity and shape/size of the

pores. The PSDs for the two samples obtained by NLDFT approach using the analysis software

associated with the experimental instrument are shown in Fig. 3.4 with assumption of slit pore

shape by default. Both samples show roughly a bimodal PSD with nanoscale pore sizes below 200

nm, if the smaller local peaks are ignored. The other pore structure information characterized by

nitrogen sorption measurements are shown in Table 3.1. The mean pore size for Woodford shale

is about seven times larger than Cameo coal. There is considerably larger microporosity in Cameo

coal sample. The surface areas analyzed using the BET method are 7.87 and 1.95 m2/g for Cameo

coal and Woodford shale respectively, and the total pore volumes are 0.0187 and 0.0099 cm3/g

respectively.

Table 3.1: Textural properties of Cameo coal and Woodford shale determined by nitrogen adsorption
isotherms at 77 K.

Sample Mean pore size (nm) BET surface area (m2/g) Micropore volume (cc/g) Total pore volume (cc/g)

Cameo coal 9.3 7.87 0.0032 0.0187
Woodford shale 68.5 1.95 0.0008 0.0099

3.4.2 Pore structure characterization results

Pore network models with uniform pore shape

To test the reliability of LDFT on a network of pores, we used PNM with slit-shaped pores to

match the experimental sorption curves of Cameo coal and Woodford shale samples. The optimized

simulation curves are shown in Fig. 3.5 in good agreement with experimental measurements. We
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Figure 3.3: Measured nitrogen sorption isotherms for (a) Cameo coal and (b) Woodford shale samples.
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Figure 3.4: Incremental (solid line) and cumulative (dashed line) PSD for (a) Cameo coal and (b) Woodford
shale samples, acquired by applying the NLDFT method to analyze the adsorption curves.
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Figure 3.5: Optimized simulation sorption curves using PNMs with slit pores compared with experimental
results. (a) Cameo coal results (Er = 0.1035); (b) Woodford shale results (Er = 0.0522).

also observed similar peaks in the incremental PSD obtained by LDFT and NLDFT approaches,

and the cumulative PSD shows close match as well (see Fig. 3.6).

We then used PNMs with cylindrical and spherical pore shapes to match the experimental

sorption curves and the optimized curves for Cameo coal and Woodford shale are shown in Fig. 3.7

and 3.8. PSDs and the coordination number distributions based on the use of three pore shapes are

compared in Fig. 3.9, 3.10 and 3.11, and a comparison of the optimized parameters is shown in

Table 3.2 and 3.3.

Interestingly, neither a qualitative visual examination (see Figure 3.5, 3.7, and 3.8) nor a

quantitative error comparison (see Table 3.2 and 3.3) of the matching results is able to determin-

istically choose the best match among PNMs using three types of pore shapes. Therefore, it is

possible to achieve reasonably good matches with sorption curves regardless of the pore shapes,

and the optimal match is not a unique function of pore shape. However, the resulting PSD, surface

area, surface energy, and connectivity of the pore networks are considerably different. We then ex-

amined the differences among these parameters and tried to provide physical explanations for such

discrepancies.

As shown in Fig. 3.9 and Table 3.2, as the pore shape changes from slit, cylindrical to spher-
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Figure 3.6: PSD predicted by simulation (red lines) for slit pore shape compared with NLDFT results (blue
lines). (a) Cameo coal results; (b) Woodford shale results.

ical, the average pore size increases, with an increasingly wider distribution of the microporosity

peak (larger σ1) and an increasingly narrower distribution of the mesoporosity peak (smaller σ2).

The variation in the predicted pore sizes as a function of pore shape is as expected, because as is

shown in Fig. 3.1, for a single pore with the same size, spherical pore predicts the fastest adsorption

uptake, followed by cylindrical and slit geometries due to the decrease in the curvature of the pore

space. As a result, in order to achieve the same adsorption uptake, pores with spherical geometry

have to be the largest in size, either for a single pore or a network of pores. The change of standard

deviation of PSD shows the collective effect of pore shape for a distribution of pore sizes.

The connectivity of the pore network also increases with the curvature of the pore spaces

(Fig. 3.10 and 3.11). However, another common approach to predict the network connectivity

(reported as the average coordination number) based on the percolation theory tends to give the

same result regardless of pore shapes as long as the size of the hysteresis stays the same [26]. The

dependence of connectivity on pore geometry can be interpreted as follows: at a certain relative

pressure during the desorption process, larger fraction of pores in a network of spherical pores

tend to be filled with liquid nitrogen as the capillary condensation pressure is much lower, which

potentially blocks the migration pathway of the desorbed gas. As a result, in order to achieve the
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hysteresis loop of the same size, better network connectivity is needed for spherical pores to release

their adsorbate through alternative pathways.

A further examination of the surface energy reveals that spherical pore geometry requires

the highest surface energy to match the measured sorption curves due to the largest pore sizes, while

slit and cylindrical pores result in similar surface energy even though they have quite different PSD,

which indicates that surface energy has a larger effect on adsorption in spherical pores. The surface

area of the sample is not a fitting parameter. It can be calculated based on the measured pore volume

and the predicted PSD for different pore geometries using the following equation:

Sr = Vt

n∑
i=1

kp(ri), (3.27)

where Sr is the specific surface area of the sample, m2/g; Vt is the measured total pore volume

in the sorption experiment, m3/g; n is the total number of pores in the network; k is the surface

to volume ratio of the specific pore shape used, which is 2/W for slit pore, where W is the pore

width, and 2/r for cylindrical pore, where r is the pore radius, and 3/r for spherical pore; p(ri) is

the probability function (Eq. 3.5) value at r = ri, which can be interpreted as the volume fraction

of pores of size ri.

Based on Eq. 3.27, the surface areas of the pore networks generated using different pore

shapes are calculated as shown in Table 3.2 and 3.3. For Cameo coal sample, slit geometry predicts

the largest surface area (6.172 m2/g) among the three types of pore shapes (4.489 and 2.750 m2/g

for cylindrical and spherical geometries), and it is also closest to the BET result of 7.87 m2/g. For

Woodford shale sample, slit and cylindrical geometries give quite similar results (0.96 m2/g), much

closer to BET result of 1.95 m2/g than the result given by spherical geometry (0.581 m2/g). The

general underestimation of the surface area calculated from simulation is due to the existence of

micropores which are not captured in the bimodal PSD. On the other hand, BET method tends to

overestimate the surface area when samples have large amount of micropores [179, 180]. Due to

the limited availability of experimental data, it is hard to deterministically characterize pore shape

from nitrogen sorption experiments alone. However, if a certain pore shape is to be chosen to be
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statistically representative of the actual sample, it should be the one with the closest match of surface

area, given that all shapes are able to provide a reasonably good match with the measured sorption

curves. In this case, the dominant pore shapes for Cameo coal and Woodford shale are determined to

be slit and cylindrical respectively, which is consistent with the findings by Qajar et al. [11] reported

on the same samples.

In this work, we only used slit, cylindrical and spherical pore shapes in our simulation.

While triangular-shaped pore cross-sections are very common in pore network modeling, there are

significant difficulties modeling adsorption in such shaped pores using our 1D LDFT approach. 1D

LDFT assumes layer by layer adsorption, either in an open pore or with closed boundary. For cylin-

drical or spherical pores, the layer geometry is well-defined (circular or spherical), which makes it

relatively easy to derive the coordination number and monolayer adsorption capacity of each layer.

However, for triangular pore shape, nitrogen condenses preferentially at the corners, and the geom-

etry of the open pore space changes from triangular to circular as adsorption accumulates, which

results in a varying monolayer capacity and the coordination number is not constant even in a single

layer. This complex feature cannot be modeled using 1D LDFT, which is the reason why it is only

extended to cylindrical and spherical pore shapes.

Table 3.2: Optimized pore structure parameters based on different pore shapes for Cameo coal sample

Cameo coal ω1 logµ1 σ1 logµ2 σ2 E0/RT fdel Er Sr, m2/g

Slit 0.619 1.653 0.277 2.594 0.485 -20.474 0.200 1.035×10−1 6.172
Cylinder 0.507 1.744 0.393 2.715 0.300 -20.262 0.146 2.766×10−2 4.489
Sphere 0.468 2.199 0.591 3.067 0.260 -29.408 0.100 1.031×10−2 2.750

Table 3.3: Optimized pore structure parameters based on different pore shapes for Woodford shale sample

Woodford shale ω1 logµ1 σ1 logµ2 σ2 E0/RT fdel Er Sr, m2/g

Slit 0.200 1.906 0.114 2.599 0.269 -25.279 0.040 5.220×10−2 0.961
Cylinder 0.256 1.925 0.423 2.881 0.114 -26.055 0.020 3.250×10−2 0.962
Sphere 0.134 2.194 0.585 3.139 0.137 -33.129 0.018 1.970×10−2 0.581
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Figure 3.7: Optimized simulation sorption curves for Cameo coal sample based on (a) cylindrical pore shape
(Er = 0.0274); and (b) spherical pore shape (Er = 0.0103). Data points in both graphs are measured experi-
mental results.
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Figure 3.8: Optimized simulation sorption curves for Woodford shale sample based on (a) cylindrical pore
shape (Er = 0.0325); and (b) spherical pore shape (Er = 0.0197). Data points in both graphs are measured
experimental results.
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Figure 3.9: PSD obtained based on different pore shapes for (a) Cameo coal sample; and (b) Woodford shale
sample.

Pore network model with combination of three pore shapes

Given that actual porous media can seldom be described using only one specific pore geom-

etry, we investigated the limitation of our single pore shape assumption by combining three types

of pore shapes within the same PNM to match the sorption curves. In order to determine the frac-

tions of pores with each pore shape (i.e. slit, cylindrical, and spherical), we took SEM images of

the two samples at different resolutions (Fig. 3.12 and 3.13). Pore spaces are extracted by image

segmentation and shape factors G (ratio between 2D area and squared perimeter, G = A/P 2) [123]

are quantified by image analysis. Generally, the larger the shape factor, the more circular the shape

is, with circular disk cross-sections pores having a G of 0.08. For the upper limit of a slit pore with

square cross section, G = 0.0625. Ovals (cross sectional shape for cylinders cut by a plane at a

random angle to the cylinder axis) with aspect ratio close to 1 have a G between 0.07 and 0.08.

For simplicity, we assign G < 0.06 to be slit pores, 0.06 < G < 0.08 to be cylindrical pores and

G = 0.08 to be spherical pores (G > 0.08 results from resolution issue and is discarded here).

We also note that there is no way to distinguish between a circular cross-section that results from

cutting a sphere and cutting a cylinder perpendicular to the cylinder axis, but the probability of the
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Figure 3.10: Comparison of pore network coordination number distribution for Cameo coal sample based on
different pore shapes. (a) Slit pore shape; (b) cylindrical pore shape; and (c) spherical pore shape.
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Figure 3.11: Comparison of pore network coordination number distribution for Woodford shale sample based
on different pore shapes. (a) Slit pore shape; (b) cylindrical pore shape; and (c) spherical pore shape.
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(a) (b) (c)

Figure 3.12: SEM images of Cameo coal sample at different resolutions.

(a) (b) (c)

Figure 3.13: SEM images of Woodford shale sample at different resolutions.

latter is rather low. For Cameo coal sample, by averaging the information from images of different

resolutions, we obtain a distribution of G shown in Fig. 3.14, based on which we find the number

fraction of slit, cylindrical and spherical pores to be 0.49, 0.42 and 0.09 respectively. However,

for Woodford shale sample, majority of the pores are below the resolution of the images, which

prevents us from extracting useful information on pore geometries. Given the abundance of organic

matter, we assume most of the pores are within the organic matter and thus tend to be spherical or

cylindrical. For simulation purpose, we assign the number fraction of slit, cylindrical and spherical

pores to be 0.2, 0.4 and 0.4 respectively.
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Figure 3.14: Shape factor distribution quantified based on SEM image analysis of the Cameo coal sample.

We further assume each type of pore shape has the same PSD as determined by matching

the adsorption curve using that specific geometry, since SEM images with 2D limited field of view

are not appropriate for 3D pore size quantification. In the multi-shape pore network, the nodes are

assigned spherical shapes, while the bonds can be either cylindrical or slit in shape. The location of

a bond with a specific shape is assigned randomly. The average surface energy E0 is determined by

matching the adsorption curve. The coordination number distribution is then obtained by matching

the desorption curve. Following the above procedure, we obtain reasonably good matches with

experimental results (see Fig. 3.15), which are much better than using only slit pore shape. The

average surface energyE0 for Cameo coal and Woodford shale samples are 20.5 and 28 respectively,

quite close to the weighted averages of the results given by each specific pore shape, which are

21.14 and 28.73 respectively. However, the fractions of disconnected throats optimized using the

combined pore shapes are 0.21 and 0.04 respectively, which are close to the maximum value given

by using a specific pore shape (see Table 3.2 and 3.3). By combining multiple pore shapes into the

pore network model based on SEM image analysis, we obtain much smoother sorption curves than

using 100% slit pores, even though for Cameo coal sample about half of the pores are slit in shape.
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Figure 3.15: Optimized nitrogen sorption curves using a combination of three types of pore shapes for (a)
Cameo coal sample and (b) Woodford shale sample, in comparison with experimental measurements.

3.4.3 Advection and diffusion simulation results

Advection and diffusion in a single nanopore with different geometries

We first studied advection and diffusion of supercritical methane in a single nanopore of

cylindrical and slit shapes. The calculated advective and diffusive mass flow rate (kg/s) of methane

at 400 K and average pressure of 10 MPa with a pressure gradient of 0.1 MPa/m (typical reservoir

condition) as a function of pore radius ranging from 1 – 50 nm (assuming the ratio between pore

length and effective radius is constant 10) is shown in Fig. 3.16. Generally, the mass flow rate

increases with pore radius r. Below r = 10 nm, the flow rate increases dramatically, while for

r > 10 nm, the flow rate roughly scales log-linearly with pore size for both advective and diffusive

flows. Slit pores result in slightly higher mass flow rate than cylinder pores. The ratio between

advective and diffusive flow rate (qadv/qdiff ) is shown in Fig. 3.17 along with the Kn as a function

of pore size. At reservoir conditions, advective flow dominates for a wide range of pore sizes.

qadv/qdiff varies up to three orders of magnitude for pore size ranging from 1 to 50 nm, and for

a 50 nm pore, advective flow rate can be 700 times larger than the diffusive flow rate. The trend

remains the same for both cylinder and slit pores. In micropores (<2 nm), because of the large
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Figure 3.16: The calculated advective and diffusive mass flow rate (kg/s) of methane at 400 K and 10 MPa
with a pressure gradient of 0.1 MPa/m (typical reservoir conditions) as a function of pore radius ranging from
1 – 50 nm (assuming the ratio between pore length and effective radius is constant 10) for a cylinder and slit
pore.

Kn (>0.4), transitional diffusion occurs which is a combination of Fick and Knudsen diffusion. In

this case, diffusive flow rate becomes nonnegligible, accounting for at least 15% of the total flux

(superposition of advection and diffusion).

Fig. 3.18 shows the ratio between the advective and diffusive mass flow rate of methane

in a cylinder pore at 400 K as a function of average pressure while keeping the pressure gradient a

constant (0.1 MPa/m). Since similar behavior is observed for the slit pore, therefore we did not show

the results here for the sake of clarity. The contribution of advective flow increases with pressure.

In micropores or small mesopores, qadv/qdiff is not sensitive to the change in pressure when P < 1

MPa. When P > 10 MPa, qadv/qdiff scales exponentially with pressure. Diffusive flow accounts

for up to 25% of the total flux in micropores at reservoir conditions, while its contribution can be

neglected at reservoir pressure conditions (10 – 50 MPa) for mesopores/macropores larger than 10

nm compared with advective flow, if a threshold ratio of qadv/qdiff = 10 is used.

Fig. 3.19 shows the ratio between the advective and diffusive mass flow rate of methane in a

cylinder pore at 20 MPa as a function of temperature while keeping the pressure gradient a constant

70



0 10 20 30 40 50
Effective pore radius, nm

100

101

102

103

q_
ad

v/
q_

di
ff

10-2

10-1

100

K
n

cylinder
slit
Kn

Figure 3.17: The ratio between the calculated advective and diffusive mass flow rate of methane at 400 K
and 10 MPa with a pressure gradient of 0.1 MPa/m (typical reservoir conditions) as a function of pore radius
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Figure 3.18: The ratio between the calculated advective and diffusive mass flow rate of methane at 400 K
with a pressure gradient of 0.1 MPa/m (typical reservoir condition) as a function of average pore pressure
ranging from 0.1 – 100 MPa for a cylinder pore (slit pore behaves similarly and for the sake of clarity is not
shown). Results for three pore sizes (1, 10, 100 nm) are shown.
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Figure 3.19: The ratio between the calculated advective and diffusive mass flow rate of methane at 20 MPa
with a pressure gradient of 0.1 MPa/m (typical reservoir condition) as a function of temperature ranging from
273 – 600 K for a cylinder pore (slit pore behaves similarly and for the sake of clarity is not shown). Results
for three pore sizes (1, 10, 100 nm) are shown.

(0.1 MPa/m). The contribution of diffusive flux slightly increases with temperature, because of the

accelerated Brownian motion of the gas molecules. The effect of temperature on qadv/qdiff is not

as significant as pressure.

Advection and diffusion in PNMs

As is shown in Fig. 3.9, the PSDs of the reconstructed PNMs show a bimodal feature

with pore sizes ranging from 1 – 300 nm, and the average pore size is consistently larger than

10 nm. Therefore, it is reasonable to conclude based on the results shown for a single pore that

advective flow dominates the gas transport. To understand the extent of difference in flow capacities

among PNM reconstructions based on different pore shapes, we calculated the effective apparent

permeability and effective diffusivity of supercritical methane at 400 K with a pressure gradient of

0.1 MPa/m as a function of average pressure for the characterized two samples. Fig. 3.20 shows the

calculated ka for Cameo coal and Woodford shale samples. ka decreases with pressure for all types

of pore shapes, which is as expected and illustrated broadly in the literature [12,172]. ka calculated
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using PNMs with slit and cylindrical pore shapes are consistently similar for both samples, while

PNMs with spherical pores result in ka that can be up to two times larger than the results given by

slit/cylindrical pores. The PNM using a combination of three pore shapes does not always result

in ka values within the ranges set by individual pore shapes, but the values are quite close to the

predictions using slit/cylindrical pore shapes.

Similar trend is observed for the effective diffusivity De as shown in Fig. 3.21, except for a

much wider variation in De for the same range of pressures, indicating that diffusion is more sensi-

tive to pressure than advection. However, pore shape has limited effect on diffusion and contradic-

tory to advection, PNMs with slit pores result in the largest De, indicating that the micro/mesopores

make the most contribution to the effective diffusivity of a porous medium.

Based on the comparison of the surface area calculated by PNMs and nitrogen sorption

measurements, we have ruled out the choice of PNMs with uniformly spherical pore shapes, even

though they resulted in satisfactory match with experimental sorption curves. However, ambiguity

still exists between the choice of slit vs. cylindrical pore shape. According to our flow simulation

results here, it is then safe to conclude that the choice of slit v.s. cylindrical pore shape for PNMs

does not lead to significantly different results regarding ka or De for flow or diffusion that occurs

at common reservoir conditions. However, because the simulated sorption curves using PNMs with

slit pores have the ‘step’ features, consistently larger matching errors are observed for slit pores (see

Table 3.2 and 3.3). As a result, larger uncertainty is expected regarding the resulting pore structure

parameters. Therefore, we suggest that unless the pore shape is well characterized (such as slit

pores in clay), cylindrical pore shape can be used in general to interpret the nitrogen sorption curves

for tight porous media with complex pore space morphology. This is because: 1) spherical pores

generally underestimate the surface area and overestimate the permeability; 2) slit pores result in

larger uncertainties when calibrating to experimental sorption curves; 3) cylindrical pores lead to

smooth sorption curves, and the flow properties (permeability and diffusivity) do not vary much

with the results predicted by PNMs with combined pore shapes.
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Figure 3.20: The calculated apparent permeability of methane as a function of average pressure at 400 K with
a pressure gradient of 0.1 MPa/m for (a) Cameo coal sample (b) Woodford shale sample. The results using
PNMs with uniform spherical, cylindrical and slit pore shapes and a combination of three pore shapes are
shown together.

Figure 3.21: The calculated effective diffusivity of methane as a function of average pressure at 400 K with
a pressure gradient of 0.1 MPa/m for (a) Cameo coal sample (b) Woodford shale sample. The results using
PNMs with uniform spherical, cylindrical and slit pore shapes and a combination of three pore shapes are
shown together.
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3.4.4 Error and uncertainty assessment

Representativeness of PNM

The capability of performing simulation at the REV scale is essential for reliable thermo-

dynamic or hydrodynamic properties estimation. However, there has to be a compromise between

the computational cost and the desired size of the simulation domain. For the dual-scale PNM used

this study, the average linear size of the model (a 3D cube) is about 5 µm, with about 1000 pores

and 1800 throats. Even though the size of the PNM is below REV (hundreds of microns across)

commonly assumed for shale or coal samples [79], its pore structure properties (e.g. PSD, pore

throat connectivity) are informed by nitrogen sorption experiments which are measured on about 1

gram of powdered samples with average particle size of about 400 µm at the REV scale. A statisti-

cally representative pore structure at the REV scale is then mapped onto the PNM. Therefore, it is

reasonable to conclude that the simulation results using our PNM are also statistically representative

at the REV scale.

Error and uncertainty associated with nitrogen sorption experiments

Nitrogen sorption experiments characterize the pore structure of nanoporous media with

pore sizes below 200 nm [5]. The maximum pore size that can be detected depends on the final

pressure at the end of the adsorption stage. The total pore volume determined by the highest adsorp-

tion uptake is therefore a nominal value. In case large macropores (>200 nm) exist in the sample,

the use of this value for PNM reconstruction underestimates the actual total porosity.

Before the experiment, about 1 gram of the sample is powdered (20 – 60 mesh), oven heated

(at 200 ◦C), and degassed. Sample preparation might affect the resulting pore structure properties

to some extent. For example, size and shape of the particles might affect the interpretation of the

PSD and connectivity. The removal of clay-bound water after the heating process might alter the

microstructure of clay in the sample, therefore exposing larger fraction of micropores to nitrogen

during the experiment.

In nitrogen sorption experiments, carefully-dosed nitrogen vapor is introduced into a closed
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system containing the sample, the equilibrium bulk pressure is recorded and the adsorbed amount is

determined based on Boyle’s Law. The diffusion of nitrogen molecules from the adsorbed phase to

the bulk phase might affect the equilibrium density and pressure, even though at low experimental

temperature (77 K) the diffusion rate is low. The largest error and uncertainty occurs at the begin-

ning and end of each measurement cycle, which corresponds to the regions where micropores and

macropores are detected. As a result, the largest uncertainty of the resulting PSD characterization

is associated with the lower and upper limits of the pore sizes.

Error and uncertainty associated with numerical interpretation

In this study, we assume a maximum coordination number of 4 in our pore network model

as a result of the simplification of dual-scale PNMs. Sands and sandstones typically have an av-

erage coordination number of 4, but this assumption might not always be true for other porous

media. To further address the effect of this assumption on the results of the simulation, we simu-

lated the desorption process using an average coordination number of 3, 2.72, and 1.94 respectively

with the same PSD and shape (cylinder) for the Cameo coal sample and the results are shown in

Fig. 3.22. Obviously, smaller coordination number leads to larger hysteresis. Average coordination

number higher than 4 (pores with higher degree of connectivity than sandstones) is not a realistic

assumption for any porous medium with relatively homogeneous pore sizes (and in such a medium

our simulations would yield less hysteresis than it is experimentally observed). Coordination num-

ber higher than 4 could result from heterogeneous samples with both pore-filling and grain-filling

microporosities [12], and we would need explicit treatment of micropores in such cases.

The repeatability of the optimization process is also a major concern. Since the PNMs we

used in this study are large enough to have about 1000 pores and 1800 throats, the repeatability of

our optimization is quite high. We repeated the optimization process 30 times with different initial

guesses for the parameters for Cameo coal sample using a PNM with cylindrical pore shape, and the

maximum, minimum, average values and standard deviation of each of the optimized parameters are

shown in Table 3.4. For the adsorption curve match, we get almost the same results with accuracy

up to 2 decimal digits, and the maximum standard deviation is below 0.02. For the desorption curve
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Figure 3.22: Desorption curves obtained using different average coordination numbers (Navg) with PSD and
pore shape being the same. As an example, the calculations are done using the PNM with cylindrical pores
for the Cameo coal sample.

match, due to the randomness in the creation of the pore network and the deletion of throats, we get

a relatively wider distribution of results, but the standard deviation is still quite small (0.225). Since

we applied exactly the same procedure for each pore shape, we were confident that this repeatability

test result applies to all of our simulations.

Table 3.4: Repeatability test using 30 optimizations on Cameo coal sample with cylindrical pore network
elements

Statistics ω1 σ1 σ2 logµ1 logµ2 E0/RT fdel Er

Min 0.5009 0.3901 0.2906 1.7401 2.7105 -20.1886 0.1152 0.0273
Average 0.5065 0.3929 0.2996 1.7444 2.7154 -20.2615 0.1457 0.0278

Max 0.5198 0.4086 0.3148 1.7611 2.7231 -20.6033 0.1806 0.0283
Standard deviation 9.75×10−3 1.46×10−2 1.65×10−2 3.49×10−3 1.10×10−3 6.45×10−3 2.25×10−1 1.88×10−2

Further evaluation of LDFT

Regarding nitrogen sorption simulation using LDFT, one may notice the step feature of the

simulated sorption curves for slip pore geometry whereas the curves are much smoother for cylin-

drical and spherical pores. In fact, for a single pore, LDFT always predicts a stepped adsorption

curve regardless of pore shapes due to the simplified layer-by-layer pore filling assumption (see Fig.
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Figure 3.23: Adsorption curves predicted for a single pore with different sizes ranging from 3.8 nm to 76
nm using (a) slit pore shape and (b) cylindrical pore shape. Dashed vertical lines in (a) demonstrate that
two-dimensional capillary condensation occurs at the same relative pressure regardless of pore sizes for slit
pores. However, for cylindrical pores in (b), the ‘steps’ of the adsorption curves occur at different relative
pressures for different pore sizes.

3.23). However, we expected to see smooth curves for all three types of pore shapes since we be-

lieved a distribution of pore sizes would attenuate the step feature. Obviously, this is the not the case

for slit pores. A further examination of LDFT method reveals that the two-dimensional layer filling

process (namely the ‘steps’) occurs at the same relative pressure regardless of pore sizes for slit pore

geometry (see Fig. 3.23(a)). This is because the parallel pore walls lead to uniform coordination

number (as in LDFT definition) across different layers regardless of the pore size and abate the

effect of surface energy on thermodynamic behavior, so that the adsorption process becomes less

sensitive to pore sizes. However, the nonzero curvature of cylindrical and spherical pores results

in a varying coordination number across different layers, so that the ‘steps’ are dependent on pore

sizes (see Fig. 3.23(b)). As a result, a distribution of pore sizes reduces the step size in the sorption

curves.
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3.5 Conclusions

In this chapter, we applied LDFT developed for a single pore with slit, cylindrical or spher-

ical shapes, to a modified dual-scale PNM to simulate the nitrogen adsorption and desorption pro-

cesses with consideration of bimodal lognormal PSD, varying surface energy and network connec-

tivity. Via optimizing the match between simulated and experimental nitrogen sorption curves, we

obtained corresponding PSD, surface energy and network connectivity using three types of pore

shapes. We applied the above workflow to analyze the sorption curves measured on Cameo coal

and Woodford shale samples. Results show that all three types of pore shapes demonstrate reason-

ably good match with the experimental results, but with considerable discrepancies in the optimized

pore structure parameters. A network of spherical pores always predicts a larger pore size, higher

surface energy, better connectivity yet smaller surface area than cylindrical pores, while slit pores

show the opposite. The step feature of the sorption curves predicted using network of slit pores

leads to relatively larger fitting errors. This occurs due to the fact that LDFT predicts adsorption as

a layer by layer process with assumption of infinite long plates. We found that based on the sorp-

tion curves matching results alone, we cannot provide deterministic characterization of pore shape.

However, further examination of surface areas predicted by PNMs ruled out the choice of spherical

pore shapes as unphysically low surface area was reported. To further reduce the uncertainty in the

results and remove pore shape as a fitting parameter, we took SEM images of both samples and

quantify the fraction of each pore shape based on shape factor analysis of extracted pore spaces via

image processing. By combining all three pore shapes into the same PNM, we achieved much better

matching results than using only slit pores. The repeatability of our optimization process was also

tested and validated by running the optimization process 30 times.

The subsequent advection and diffusion simulations showed that at reservoir pressure and

temperature conditions, diffusion contributes to mass flux (above 10%) only in micropores and small

mesopores (< 10 nm). The calculated results of ka and De using PNMs as a function of average

pressure are very close for cylindrical and combined pore shapes, suggesting that cylinder could

be used as the representative pore shape for PNM reconstruction to obtain reasonable estimation of
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single phase flow/diffusion properties, without the necessity of analyzing SEM images to constrain

the detailed pore shape distribution. However, we do not imply that this conclusion holds true for

multiphase problems, as the configuration of the complex phase interfaces that need to be tracked

for solving multiphase flow problems highly depend on the morphology and topology of the pore

space.

Herein, the surface energy term is used as a fitting parameter in our simulation, whereas

it can be measured experimentally by conducting sorption measurements at two different tempera-

tures [11]. However, our results showed that surface energy can not differentiate between slit and

cylindrical pores. Another assumption that was made to facilitate the simulation process is the ne-

glect of the interconnectivity within the micropore networks, which matters the most when large

volume fractions of microporosity is observed. We defer simulations with explicit treatment of mi-

cropore clusters to future work after parallelizing the simulation codes to improve efficiency. In

this study we focused on the pore-filling dual-scale network since it is a commonly observed pore

structure in shale. However, we do not deny the existence of grain-filling porosities and their pos-

sibility of forming a connected pore network. Currently, the grain-filling PNM can only be treated

explicitly, and we defer to future work the exploration of different types of PNM as defined in [12]

to interpret nitrogen sorption isotherms.
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Chapter 4: 2D LBM modeling to study subcritical and supercritical

gas adsorption in shale 1

4.1 Introduction

In shale, two common types of pore systems are present, which we refer to as the interP

and intraP pores. They differ in terms of pore sizes, shapes, connectivity and surface properties.

One of the critical difference in these two pore systems is the surface curvature of the pore space.

For interP pores, if the particles can be simplified as spheres, the pore space consists of the outside

of the spheres, where the curvature is positive (convex). On the other hand, since OM intraP pores

usually have a spongy structure as revealed by SEM images [1,81], the pore space can be simplified

as the inside of spheres, where the curvature is negative (concave). Understanding gas adsorption

behavior in the two types of pore systems is essential for petrophysical characterization, reserve

estimation, and production forecast, but it is a nontrivial task because of the complex pore structure

and surface chemistries.

DFT and GCMC are two common methods for studying phase behavior in nanopores. We

have introduced a 1D LDFT model in Chapter 3. However, it is limited to simple pore shapes (i.e.

spherical, cylindrical, and slit) which might not be representative of the actual pore geometries,

because of the theoretical difficulty of dealing with complex curved surfaces. Improved 3D LDFT

models [92, 93] have recently been used to study subcritical and supercritical gas adsorption in

more complex geometries at substantially greater computational cost than the LBM methods used

here. GCMC is a molecular scale method for adsorption modeling which is more accurate, but it is

also computationally intensive thus is limited to small simulation domains on the scale of several
1This chapter is modified from our previous publications: (1) Xu, R, Prodanović, M, and Landry, C. J. Study of sub-

critical and supercritical gas adsorption behavior in different nanopore systems in shale using lattice Boltzmann method.
International Journal of Coal Geology, 212:103263, August 2019. (2) Xu, R, Prodanović, M, and Landry, C. J. Simula-
tion of gas adsorption and capillary condensation in shale nanopores using lattice Boltzmann modeling. Unconventional
Resources Technology Conference, August 2018. My contribution to the two papers includes developing the codes,
designing and performing the numerical simulation, analyzing the results, and writing the papers.
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nanometers. Neither LDFT nor GCMC have been used to model flow and adsorption at the

same time.

On the other hand, LBM has the potential to model thermodynamics and hydrodynamics at

the same time. In this study, we developed and quantitatively validated a 2D LBM model that in-

corporates both rock-fluid and fluid-fluid interactions for subcritical and supercritical gas adsorption

modeling in shale nanopore systems. For subcritical gas, here we focused on nitrogen sorption, since

in Chapter 3 the simplification of pore shapes and the assumption that adsorption happens indepen-

dently in each pore led to nonunique interpretation of the pore structure based on nitrogen sorption

isotherms. By building more realistic pore structures and performing direct numerical simulations

using LBM, we aim to reveal the difference in the nitrogen adsorption behavior in two represen-

tative pore systems in shale, namely the interP and intraP pore systems, thus guiding the selection

of representative pore shapes when building PNMs. For supercritical gas, we focus on methane,

which is the main component of shale gas. Understanding methane adsorption as a function of

pore geometries provides insight into shale gas storage capacity. The 2D LBM model developed in

this study could be treated as a numerical exercise since surface tensions are not very well defined

in 2D, and morphology and topology of the pore space in 2D might not be representative of 3D.

However, the 2D model serves as a prototype, which is extended to 3D in Chapter 5, and nanoscale

flow physics can be further incorporated to model the coupled thermodynamic and hydrodynamic

behavior in nanoporous media as will be shown in Chapter 6.

The remaining of this chapter is organized as follows. In Section 4.2 we provide a brief

introduction of the LBM model used in this study and the methodology of incorporating interparticle

and surface forces. In Section 4.3 we establish the correlation between parameters used in our LBM

model and physical properties for both subcritical and supercritical gases, followed by validation of

our model against experimental data. In Section 4.4, we simulate and compare nitrogen and methane

adsorption behavior in two model nanoporous media which represent the interP and intraP (OM)

pore systems typically found in mudrocks, as well as a synthesized polyethylene porous medium

with more complex and realistic pore structure.
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4.2 Lattice Boltzmann method

4.2.1 Governing equations

LBM originated from lattice gas cellular automata [137], and it can also be treated as a

discretization of the continuous Boltzmann equation. It is a mesoscopic model based on microscopic

dynamics with locally defined hydrodynamic moments. Fluids are simulated as swarms of particles

which flow on a discrete lattice, represented by particle distribution functions (fi, where i refers

to the discretized ith velocity direction). Here we use the D2Q9 (two dimensional nine velocity)

discrete velocity model [138], wherein the particle distribution functions are limited to nine discrete

velocities (eight advecting, one at rest, see Fig. 4.1). Each discrete particle distribution contains the

value of the density of the particles moving in its respective direction. During a single time iteration

the LB equation is carried out in two steps, streaming of the particle distribution function to the

neighboring lattice nodes, and collision of the particle distribution function [9]. The streaming and

collision processes can be described by the following equation:

fi (x + ei∆t, t+ ∆t) = fi (x, t) + Ωi, (i = 1, 2, . . . , N), (4.1)

where fi and ei are the particle distribution function and velocity along the ith direction respectively;

N is the total number of velocity directions, and here N = 9; and Ωi is the collision operator. For

the widely-used D2Q9 LBM model applied in our study,

ei =


(cos

(
π
2 (i− 1)

)
, sin

(
π
2 (i− 1)

)
) for i = 1, 2, 3, 4

√
2(cos

(
π
2 (i− 1) + π

4

)
, sin

(
π
2 (i− 1) + π

4

)
) for i = 5, 6, 7, 8

0 for i = 0

(4.2)

Different forms of the collision operator in LBM have been proposed, including the popu-

lar lattice Bhatnagar–Gross–Krook (LBGK) [181], two-relaxation time [182], and multi-relaxation

time (MRT) [183] collision operators. Lu et al. [184] used a TRT LBM to study solid-liquid phase

change and to eliminate unphysical numerical diffusion. Kuzmin and Mohamad [185] used a multi-
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Figure 4.1: A schematic of the velocity direction and magnitude used in D2Q9 LBM models.

range MRT LBM which improved the gas-liquid density ratio achievable by Shan-Chen model and

decoupled the surface tension and EOS. Although TRT or MRT may increase the numerical stability

and provide more degrees of freedom, LBGK is widely used due to its simplicity. Moreover, MRT

LBM models usually use the forcing scheme introduced by Guo et al. [186], which was found in a

comprehensive comparison study by Huang et al. [187] to be unstable when the reduced tempera-

ture drops below 0.8. This unfortunately affects simulation of nitrogen adsorption in 77 K where the

reduced temperature is about 0.61. Thus in our work we use LBGK model to maintain consistency

for both subcritical and supercritical gas adsorption modeling, in which the collision operator Ωi is

defined as:

Ωi =
1

τ
(fi − feqi ) , (4.3)

where τ is the relaxation time, and feqi is the equilibrium distribution function, which is defined as:

feqi = ωiρ

[
1 + 3ei · u +

9

2
(ei · u)2 − 3

2
u2
]
, (4.4)

where ρ is the particle density, u is particle velocity and ωi is the weighting factor for different
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velocity directions:

ωi =



4
9 i = 0

1
9 i = 1, 2, 3, 4

1
36 i = 5, 6, 7, 8

(4.5)

The macroscopic properties such as density ρ and velocity u are defined as moments of the

particle distribution function:

ρ =

N∑
i=1

fi (4.6)

u =
1

ρ

N∑
i=1

fiei (4.7)

4.2.2 Fluid-fluid and solid-fluid interactions

To account for the vdW forces between fluid particles which contribute to the non-ideal

behavior of real gases, Shan and Chen [150] introduced a pseudopotential ψ of the fluid particles as

a function of density. Here we adopt the same methodology (we define ψ later in this section) and

limit the interparticle interactions within the nearest neighbors since the multirange interactions are

nontrivial to implement for the solid boundaries. The interaction force Fff between pairwise fluid

particles surrounding position x is calculated as a function of their pseudopotentials:

Fff (x, t) = −Gffψ(x, t)

N∑
i=1

ωi [1− I(x + ei∆t, t)]ψ(x + ei∆t, t)ei, (4.8)

where Gff is a temperature-like constant that determines the strength of fluid-fluid interaction, and

I is an index function that is 0 for fluid nodes and 1 for solid nodes.

For solid-fluid interactions, we adopt two forms of surface forces for subcritical and super-

critical gases respectively, which lead to quantitative agreement with LDFT and adsorption measure-

ments as will be shown later in Section 4.3. For subcritical gases, we extend the previously defined

pseudopotential to solid nodes by defining a constant solid pseudo-density, which is equivalent to

defining a new solid-fluid interaction parameter Gfs. The surface force then takes the following

85



form:

Ffs(x, t) = −Gfsψ(x, t)

N∑
i=1

ωiI(x + ei∆t, t)ei (4.9)

For supercritical gases, since adsorption is usually limited to the first two molecular lay-

ers adjacent to the solid wall, we adopt a different form of the surface force, in which the solid

pseudopotential is defined as a function of the pseudopotential of the first adsorbed layer:

Ffs(x, t) = −Gfsψ(x, t)
N∑
i=1

ωiI(x + ei∆t, t)ψ(x, t)ei (4.10)

The total interaction force F is the summation of Fff and Ffs, and is incorporated into

LBM by modifying the velocity u in the equilibrium distribution function feqi (Eq. 4.4) with an

equilibrium velocity ueq:

ueq = u +
τF

ρ
(4.11)

Different forms of the pseudopotential function ψ have been proposed in literature which

might lead to different EOS. In this study, we use a modified version of the Shan-Chen model by

incorporating Peng-Robinson (PR) EOS, following the work by Yuan et al. [155]. For PR-EOS, we

have:

p =
ρRT

1− bp
− α(T )aρ2

1 + 2bρ− b2ρ2
, (4.12a)

a = 0.45724
R2T 2

c

pc
, (4.12b)

b = 0.0778
RTc
pc

, (4.12c)

α(T ) =

[
1 +

(
0.37464 + 1.54226ω − 0.26992ω2

)(
1−

√
T

Tc

)]2
, (4.12d)

where p is the pressure, ρ is the molar density, R is the gas constant, T is the temperature, and

subscript c indicates the critical point, here ω is the acentric factor. Since we only focus on the

reduced properties in implementing the PR-EOS, the choice of Tc and pc in lattice units is relatively

arbitrary except for stability considerations. Following the recommendation of Yuan et al. [155], we

use a = 2/49, b = 2/21 andR = 1, which leads to Tc = 0.073 and pc = 0.060. The acentric factor
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ω for different gases can be found in look-up tables [188]. For example, for nitrogen ω = 0.038 and

for methane ω = 0.011. The D2Q9 BGK LBM leads to an EOS that has the following form:

p =
ρ

3
+
Gff

6
ψ2(ρ), (4.13)

from which the pseudopotential function ψ(ρ) is derived as:

ψ(ρ) =

√
6

Gff

(
ρRT

1− bp
− α(T )aρ2

1 + 2bρ− b2ρ2
− ρ

3

)
(4.14)

Note that Gff here after incorporating PR-EOS is not a temperature-like parameter any-

more, and it merely maintains the sign of the expression within the square root of ψ(ρ) to be posi-

tive. Temperature is explicitly defined within Eq. 4.12 by PR-EOS. Here we set Gff = −1.

4.2.3 Correlation with physical parameters

Since we are interested in the density evolution in the adsorption process, it is imperative

to correlate PVT properties between lattice and physical units. In this study, we use the concepts of

reduced properties:

Tr =
T

Tc
, pr =

p

pc
, ρr =

ρ

ρc
, (4.15)

where the subscripts ‘r’ and ‘c’ represent ‘reduced’ and ‘critical’. Based on the law of corresponding

states, the reduced properties for lattice and physical units should be the same. Therefore, we have

Tr = T lu

T luc
= T phy

T phyc
, which gives T lu = T phyT luc

T phyc
, where superscripts ‘lu’ and ‘phy’ represent ‘lattice

units’ and ‘physical units’. Similarly, we can derive the relationship between lattice and physical

units for pressure p and density ρ.

We set the lattice resolution equal to the hard sphere diameter of nitrogen and methane

molecules (∼0.4 nm), such that we have a similar lattice construction with LDFT that is also de-

veloped based on lattice theory [11], therefore facilitating comparison between the two. In LDFT

the probability of gas occupation in the first layer of adsorption sites is a function of the surface and

lateral interaction energies E0 and EA(see Eq. 3.2 in Chapter 3) [86, 91].
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In LDFT, EA is determined by the gas species and temperature and is introduced into LBM

by incorporating PR-EOS. EA for nitrogen adsorption at 77 K (Tr = 0.6) can be calculated based

on the following equation according to the approximations in LDFT [85]:

EA =
4

z0Tr
, (4.16)

where z0 is the volume coordination number, here taken as 6 for a cubic lattice, and Tr is the reduced

temperature. For nitrogen at 77 K, EA = 1.87.

E0 (a function of isosteric heat of adsorption) is an important parameter that is deter-

mined by the physical properties of the adsorbate and adsorbent [189]. Physisorption of non-polar

molecules such as nitrogen and methane on microporous carbons at their normal boiling points

typically release heats of adsorption of 5 – 25 kJ/mol (E0 ∼ 1 − 5 for methane, and 1 − 30 for

nitrogen) [108]. Adsorption of methane on graphene releases heat of adsorption of ∼15 kJ/mol

(E0 ∼ 3) [85]. Moreover, the heat of adsorption for a particular adsorbate/adsorbent pair (e.g.

nitrogen/methane and shale) can be calculated using two adsorption isotherms measured at dif-

ferent temperatures [108]. It is then imperative to establish the relationship between Gfs and E0

(and therefore calibrating Gfs to the isosteric heat of adsorption). However, this correlation is not

straightforward to derive theoretically. Here we determine this correlation numerically by fitting

LDFT adsorption isotherms to LBM results at a series of Gfs values, as will be shown later in

Section 4.3.

The relaxation time, τ , is typically set to 1 to achieve the optimal numerical stability [190–

192]. Here the relaxation parameter is set to reflect changes in the kinematic viscosity as a function

of nanoconfinement. The shortening of the mean free path due to nanoconfinement results in a

decreasing kinematic viscosity. By keeping Knudsen number (Kn) the same between lattice and

physical units, we ensure the simulation is performed under the same extent of nanometer scale

confinement. Guo et al. [193] proposed a correlation between relaxation time τ in LBM model and

Kn for microscale gas flow:

τ =
1

2
+

√
6

π
NKnΨ(Kn), (4.17)
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where N is the characteristic length in lattice units, and Ψ(Kn) is a correction function for Kn

accounting for the solid confinement at the nanometer scale, which is defined in Eq. 4.18. For a

certainKn, we calculate the relaxation time τ based on the lattice resolution we choose (0.4 nm/lu),

and in this study τ was set to 1.

Ψ(Kn) =
2

π
arctan

(√
2Kn−3/4

)
(4.18)

4.3 Model validation

4.3.1 Phase diagram

To test the reliability of our LBM model in reproducing the correct phase behavior, we simu-

lated the phase separation of nitrogen at 77 K. The PR-EOS of nitrogen at 77 K is shown in Fig. 4.2.

In our simulation, we set up a 100×100 lattice with initial fluid density of 1 at each lattice node. A

random perturbation in density is introduced to initialize the phase separation process. Because the

system is unstable, as time proceeds, phase separation occurs spontaneously, and Ostwald ripening

effect is observed until a final liquid droplet is formed (see Fig. 4.3). Phase separation simulations

were conducted at a series of temperatures, and the resulting phase diagram agrees very well with

the Maxwell equal area construction [138] based on PR-EOS (see Fig. 4.4). The gas and liquid den-

sities at 77 K are determined to be 0.0205 and 8.24 respectively from LBM simulations. Here the

densities are in lattice units, and the following reported values are all in lattice units unless specified

otherwise. The theoretical values of gas and liquid densities calculated using Maxwell construction

on PR-EOS gives gas and liquid densities of 0.0400 and 8.20, respectively, which are close to our

simulation results. The deviation of gas density from theoretical value is because LBM simulation

achieves mechanical rather than thermodynamic stability, which has been discussed broadly in the

literature [194, 195]. Therefore, we use the average liquid density normalized by the maximum

achievable density (or the probability of an adsorption site to be occupied by a nitrogen molecule)

as an approximation of the pressure in this study, which is a common assumption for LDFT as well.
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Figure 4.2: PR-EOS of nitrogen at 77 K with pc = 3.396 MPa and Tc = 126.15 K. (a) Relationship between
reduced pressure and density; (b) Relationship between reduced pressure and molar volume.

ts = 0 ts = 100 ts = 500

ts = 2600 ts = 8300 ts = 12600

Figure 4.3: Evolution of the density profile at different time steps (ts) in the phase separation simulation of
nitrogen at 77 K. Yellow is the condensed phase and blue is the gas phase. Density values on colorbar are in
lattice units.
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Figure 4.4: Phase diagrams constructed by LBM simulations (points) and Maxwell equal area constructions
of PR-EOS (curve). Gas and liquid densities are shown in the left and right branches respectively.

4.3.2 Calibrating Gfs to E0 for subcritical gases

We then establish the correlation between Gfs and E0 for subcritical gases by simulating

nitrogen adsorption at 77 K in a 10 nm slit pore, and fit LDFT calculations to the data. The problem

setup is as follows: a 27×80 lattice is generated with the top and bottom layers as solid nodes.

The fluid nodes are initialized with a uniform density of 0.1 and periodic boundary conditions are

applied. Then we slowly inject gas into the system, resulting in a relative density increase (∆ρ/ρ)

of 10−4 at each time step. Such density variation is small enough to be treated as quasi-equilibrium

state. The density profile is recorded every 1000 time steps until bulk condensation occurs when the

pore is filled with liquid nitrogen (at about 70000 time step). Due to the smooth density transition

between gas and liquid phases, we determine the normalized adsorption amount at each pressure

point to be the fraction of fluid nodes with density larger than (ρg+ρl)/2 [156], where ρg and ρl are

gas and liquid nitrogen densities respectively. We calculated 8 nitrogen adsorption isotherms at 77 K

for Gfs ranging from 2 to 4. LDFT results calculated based on the same geometry and temperature

(EA = 1.87 [11]) are fitted to LBM curves by varying E0, and the optimal E0 is determined by
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minimizing the relative fitting error Er:

Er =
1

N

N∑
i=1

[(
nLBMi − nLDFTi

)
/nLBMi

]2
, (4.19)

where N is the total number of data points from LBM simulations, and ni is the normalized ad-

sorption amount for the ith data point. Note that LDFT data are interpolated to the same relative

pressures as LBM data so as to compare the two. The average fitting error for the 8 cases is about

4%. For detailed LDFT calculations please refer to Chapter 3. For the sake of clarity, we only show

3 adsorption curves and fitted results in Fig. 4.5. Our LBM model accurately predicts the occur-

rence of two-dimensional condensations (the sudden jumps in the adsorption uptake, or the ‘steps’)

which indicates the filling of an adsorption layer, and the final condensation pressure is captured

precisely. The correlation between Gfs and E0 from the fitting is shown in Fig. 4.6. To generalize

the relationship, dimensionless parameters (Gfs/Gff , E0/EA) are used. A linear relationship is

observed with the two parameters negatively correlated. As shown in Fig. 4.5, higher surface en-

ergy leads to earlier two-dimensional condensation. However, by examining the total effective force

exerted on the first adsorbed layer as a function of its density (see Fig. 4.7), we see that it alters

from attraction force to the wall to repulsive force, and higher surface energy leads to earlier occur-

rence of the repulsive force, which facilitates the capillary condensation process. This explains the

negative correlation between Gfs and E0. The correlation between Gfs/Gff and E0/EA can be

approximated by a straight line (R2 = 0.9872, see Fig. 4.6):

Gfs
Gff

= −0.1465
E0

EA
+ 4.2062 (4.20)

4.3.3 Calibrating Gfs to E0 for supercritical gases

For supercritical gas adsorption, we simulate methane adsorption isotherm at 323 K in the

same geometry used above. In the simulation, the pore space is initialized with uniform density

of 0.01 (0.1 MPa), and the gas density is increased by a factor of 10−4 at each time step until the

system pressure reaches 20 MPa (or gas density reaches 2.44). Since the adsorbed gas usually does

92



0 0.2 0.4 0.6 0.8 1

Relative pressure P/P0

0

0.2

0.4

0.6

0.8

1

N
or

m
al

iz
ed

 e
xc

es
s 

ad
so

rp
tio

n

LBM Gfs = 4.0

LDFT E0 = 4.2

LBM Gfs = 3.5

LDFT E0 = 9.0

LBM Gfs = 3.0

LDFT E0 = 15.1

Figure 4.5: Simulated nitrogen adsorption curves (symbols) at 77 K using our LBM model at three different
Gfs values (4.0, 3.5, and 3.0), and LDFT results (lines) at three corresponding E0 values (4.2, 9.0, and 15.1)
are fitted to LBM curves.
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Figure 4.6: Correlation between dimensionless parameters Gfs/Gff from LBM and E0/EA from LDFT for
subcritical gases (nitrogen). Dots represent simulation data, and the straight line is fitted to the data points.
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Figure 4.7: The total effective force exerted on the nitrogen molecules adsorbed at the first monolayer as
a function of its density at three different Gfs values (4.0, 3.5, and 3.0). Here positive values represent
attractive forces and negative values represent repulsive forces.

not extend more than two molecular layers as shown by LDFT or GCMC calculations [108, 162],

and it is the first adsorbed layer that contributes most to adsorption, here we define adsorption uptake

to be the monolayer density, normalized by the maximum monolayer capacity (25.52 mol/L), which

is calculated by vdW co-volume factor [196]. The bulk pressure is calculated from the gas density

in the system based on PR-EOS. Again LDFT adsorption curves are fitted to LBM results calculated

at 7 Gfs values ranging from 1 to 4, with average fitting error below 1%. For the sake of clarity, we

show in Fig. 4.8 three of the fitted results. ForGfs = 2.0 (E0 = 1.16) we show in Fig. 4.9 the density

profile of LBM (symbols) and LDFT (lines) at three pressures (5, 10, and 20 MPa) that extends from

the first adsorbed layer to the eighth. Good agreement between LBM and LDFT further validates

our model, and justifies our focus on the first adsorbed layer density. The fitted correlation between

Gfs/Gff and E0/EA is shown in Fig. 4.10. A linear correlation is observed (R2 = 0.9986):

Gfs
Gff

= 0.2336
E0

EA
+ 0.8759 (4.21)

However, unlike subcritical gases, here the two parameters are positively correlated. Since
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there is no phase separation observed for supercritical gases, higher surface energy leads to larger

effective forces exerted on the monolayer as shown in Fig. 4.11. ForGfs > 1, only attractive forces

are observed and the maximum force occurs when the average monolayer density is around 5. The

total force reduces to 0 when maximum adsorbate density is reached. Using Eq. 4.21, we show

in Fig. 4.12 the simulated methane adsorption curves that agree very well with experimental mea-

surements by Zhang et al. [13] on three unconventional rock samples, including Woodford shale,

isolated kerogen from Woodford shale, and Cameo coal. Note that the surface energy parameter E0

is calculated based on measured isosteric heat of adsorption provided by Zhang et al. [13], and then

converted to correspondingGfs used in our LBM model based on Eq. 4.21. From LBM simulations

we get the normalized monolayer density, which is then transformed to the excess adsorption (Γ,

mmol/g) measured experimentally using the following equation:

Γ = C(ρm − ρb), (4.22)

where C is the monolayer capacity which is a function of the specific surface area, and ρm and ρb

are the normalized monolayer and bulk density respectively. Values of C are not reported in Zhang

et al. [13] and is tuned in our simulation to match the experimental data.

4.4 Results and discussion

4.4.1 Gas adsorption in two model pore systems in mudrock

Simulation domain setup

Real porous media such as mudrock have more complex pore shapes other than slit, there-

fore the ability to perform direct simulation on more realistic geometries is essential for providing

results more representative of an actual rock. In this study, we use 2D slices of a 3D Finney sphere

pack [133] (available from Digital Rocks Portal [197]) to mimic pore structures with varying pore

shapes and sizes in mudrock (see Fig. 4.13). For silty mudrock with coarse grains, the interparti-

cle pores are dominant. Therefore, in our simulation the grains are simplified as the circular disks

whereas the interparticle pores are the spaces between them (domain 1, see Fig. 4.13(b)). For
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Figure 4.8: Methane adsorption isotherms calculated at 323 K with Gfs = 1.0, 2.0, and 3.0. The adsorption
amount is determined by the monolayer density normalized by the maximum monolayer capacity. LBM
results are shown in symbols, and fitted LDFT results are shown in lines.
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Figure 4.9: Methane density profiles calculated by LBM (symbols) and LDFT (lines) for adsorption layers
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Figure 4.11: The total effective force exerted on the nitrogen molecules adsorbed at the first monolayer as
a function of its density at three different Gfs values (1.0, 2.0, and 3.0). Here only attractive forces are
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Figure 4.12: Experimental methane adsorption data at 323 K from Zhang et al. [13] (symbols) for three
unconventional rock samples, including Woodford shale, isolated kerogen from Woodford shale, and Cameo
coal, and LBM simulated adsorption isotherms (lines) based on experimentally determined surface energy
values and correlation Eq. 4.21.

organic-rich mudrock, the dominant connected pore space occurs within the organic matter. Since

most of the OM hosted pores are spherical in shape and form a spongy structure as revealed by SEM

images [1,19], we invert the 2D disks to be pore spaces and dilate them until they form a connected

structure (domain 2, see Fig. 4.13(c)). Note that for all the simulation domains, we close the bound-

aries (adding a layer of solid nodes to the boundaries) to make sure mass balance is conserved in

the simulation. For each type of domain, we extract 10 2D slices and report all adsorption curves

for comparison.

Pore structure characterization

We first characterize the pore structure of the two domains including pore size distribution,

pore shape, porosity, specific surface area and pore network connectivity. Individual pores are

extracted and labeled, and their equivalent pore sizes and shapes are analyzed using the watershed

algorithm in ImageJ software. Specific surface area is calculated as the length of grain boundaries

normalized by the total area of solids. The pore network connectivity is quantified by calculating the
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(a)

(b)

(c)

Figure 4.13: (a) 3D Finney sphere pack; (b) 2D slices extracted from (a) which are used as the simulation
domains representing interparticle pore spaces that are dominant in coarse-grain silty mudrock (domain 1).
(c) Model organic matter hosted pore space in organic-rich mudrock (domain 2). For both domains the solid
is in black and pore space in white. Note that (c) is obtained by reverting the pore and solid spaces in (b) and
dilating the pore spaces using a circular disk with radii = 4.
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(a) (b)

Figure 4.14: Comparison of (a) pore size distribution and (b) pore shape distribution for three types of
domains. Domains 1 and 2 are described in Section 4.4.1, and polyethylene geometries are described in
Section 4.2

Euler characteristic [198] using the BoneJ [16] plugin in ImageJ. Euler characteristic χ is a number

that describes a topological space’s shape or structure, and it is defined as χ = V − E + F , where

V , E and F are the numbers of vertices (corners), edges and faces in the given polyhedron, with

more negative Euler characteristic representing better connectivity. As is shown in Fig. 4.14(a), the

average pore size of domain 1 (18 lu, 7.2 nm) is about half of domain 2 (38 lu, 15.2 nm), and majority

of the pores in domain 1 are below 12 nm. Shown in Fig. 4.14(b) is the circularity of pores for both

domains. Note that in Fig. 4.14 we also show the comparison with the polyethylene geometry,

which will be discussed later in Section 4.2. Circularity here is defined to be 4πA/P 2, where A and

P represent the area and perimeter of a certain geometry. A circularity value of 1 indicates a perfect

circle. As the value approaches 0, it indicates an increasingly dispersed shape. Obviously, domain

2 has pore shapes closer to circular than domain 1. The calculated average porosity and specific

surface area for domain 2 (0.81 and 0.21) is much larger than domain 1 (0.35 and 0.08). Moreover,

the average Euler characteristic for both domains (−64.3 and−97.0 for domain 1 and 2) shows that

domain 2 has better-connected pore spaces.

Sensitivity analysis of the representative elementary area

To ensure that simulations are performed at the REA scale and to eliminate the boundary

effect, we first perform a sensitivity analysis on the representative domain size. As shown in Fig.
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4.15, we extract three sets of domain sizes, including 125×125, 250×250 and 500×500 lu2 with the

same lattice resolution of 0.4 nm/lu, and the smaller domain is chosen as a subset of the larger one.

For each domain size, 10 slices are extracted from the 3D Finney sphere pack. We then perform

nitrogen adsorption simulations on all extracted geometries. Here we set Gfs = 3.5 (E0 = 9.0)

which is a common value for non-polar gas surface energy [108]. The resulting adsorption curves

are shown in Fig. 4.16 and Fig. 4.17. Here for nanoporous media with a distribution of pore sizes,

we observe smooth adsorption curves instead of the ‘step’ feature for a single slit pore. The mean

standard deviation of the 10 adsorption isotherms calculated at 100 data points linearly interpolated

between relative pressure 0.4 and 0.9 for each domain size is shown in Fig. 4.18. We observe that

at domain size 250×250 the divergence of the adsorption curves is significantly smaller than the

smaller domain yet comparable to the larger one. While there is no doubt it would be best to use

the largest domain, it is reasonable to conclude that the REA is satisfactorily achieved at a domain

size of 250×250 lu2 or 5 – 7 pores/grains across. As a result, all following analysis is based on

simulations performed on this domain size. In Fig. 4.19, we show a comparison of the nitrogen

adsorption curves for both geometries of size 250×250 lu2.

Since methane adsorption at reservoir temperatures is predominantly monolayer adsorption,

the REA to study methane adsorption should be much smaller than the case for nitrogen. For

convenience, we only perform methane adsorption simulation on the domain size of 250×250 lu2

at temperature 323 K (EA = 0.25) and pressures between 0.1 and 20 MPa. We set Gfs = 2 (E0

= 1.15) which is also a common value for non-polar gas surface energy. The resulting adsorption

curves for both domains are shown in Fig. 4.20. Here we show for each domain the min, max, and

mean values of the normalized first adsorbed layer density as a function of pressure.

Nitrogen adsorption analysis

For nitrogen adsorption, as an example, we show the evolvement of the density profile of

one of the ten geometries at four adsorption stages in Fig. 4.21 and Fig. 4.22 for domain 1 and 2

respectively. For domain 1, our LBM model accurately predicts the early capillary condensation at

pore throats with smaller sizes that accumulates in the form of pendular rings, which is consistent
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Figure 4.15: Simulation domain of three different sizes (125×125, 250×250 and 500×500 pixels) used in
the sensitivity analysis. Note that the smaller domain is a subset of the larger one, and solid is in black while
pore space is in white.

(a) (b) (c)

Figure 4.16: Simulated nitrogen adsorption curves for 10 2D slices extracted from domain 1. (a) domain size
125×125 lu; (b) domain size 250×250 lu; (c) domain size 500×500 lu. Note that all domains have the same
resolution of 0.4 nm/lu.

102



(a) (b) (c)

Figure 4.17: Simulated nitrogen adsorption curves for 10 2D slices extracted from domain 2. (a) domain size
125×125 lu; (b) domain size 250×250 lu; (c) domain size 500×500 lu. Note that all domains have the same
resolution of 0.4 nm/lu.
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Figure 4.18: Mean standard deviations of the simulated 10 adsorption isotherms for each domain size, cal-
culated based on 100 data points linearly interpolated for relative pressure ranging from 0.4 to 0.9. Blue and
orange bars represent interP and intraP geometries respectively.
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Figure 4.19: Comparison of nitrogen adsorption curves at 77 K in interP (red lines) and intraP (blue dotted
lines) geometries. For each type of geometry, results for the 10 2D slices of size 250×250 are shown.
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Figure 4.20: The simulated methane adsorption curves for domain 1 (interP, red curves) and 2 (intraP, blue
curves) at the domain size of 250×250 pixels. All simulations are performed at temperature 323 K and E0 =
1.15.
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with Kelvin equation [199], as well as experimental studies of nitrogen adsorption in a packing of

spherical nanoparticles [200]. As pressure increases, we observe the isolated pendular rings grow-

ing, moving and merging as a result of ongoing phase condensation, leaving the relatively larger

pores unfilled. The adsorption behavior is strongly dependent on the adsorption history and the

pore structure plays an important role in the phase condensation process. Both the effective pore

size and shape change along the adsorption process, which can not be properly captured by the theo-

retical models. In the last adsorption stage (Pr = 0.90), the condensed phase forms a fully connected

structure with isolated gas bubbles randomly spreading between the grains, before bulk condensa-

tion occurs. For domain 2 we observe multilayer adsorption adjacent to solid walls, followed by

early phase condensation which occurs close to the sharp corners where strong solid confinement is

present rather than uniform multilayer accumulation, which is different from the adsorption behav-

ior for a single pore. As pressure increases, the adsorbed phase grows into the pore space, forming

circular gas-liquid interface due to the balance between gas-liquid and liquid-solid surface tensions.

Similar to domain 1, in the last adsorption stage, isolated gas phases exist within the well-connected

condensed phase.

The corresponding nitrogen adsorption curves are shown in Fig. 4.19. For domain 1, lower

adsorption uptake is observed for relative pressure below 0.4, and final capillary condensation pres-

sure is slightly higher than domain 2, which is a result of the convex solid surface that delays the

adsorption process. However, for relative pressure between 0.4 and 0.9, we observe higher adsorp-

tion uptake for domain 1 due to the sequential capillary condensation in the range of pores/throats

below 20 nm (see Fig. 4.14(a)), and the adsorption amount increases smoothly. This indicates that

pore size has a major effect on adsorption behavior for medium relative pressures, whereas at the

early and late adsorption stages, the adsorption uptake is mainly controlled by the pore shape. For

domain 2, the adsorption uptake is generally lower for relative pressure between 0.4 and 0.9. How-

ever, an obvious adsorption upshot (‘a step’) is observed for relative pressure around 0.75, which

we do not observe for domain 1. As shown in Fig. 4.22(b), we attribute this signature behavior to

the initiation of abrupt phase condensation following multilayer adsorption, which is a result of the

concave solid surfaces that facilitates the adsorption process to some extent.
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Figure 4.21: Density profiles of adsorbed nitrogen at different relative pressures for domain 1 (interP pores).
The colorbar represents the density of nitrogen in lattice units, and the solid is in red. Pr is the relative
pressure.
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Figure 4.22: Density profiles of adsorbed nitrogen at different relative pressures for domain 2 (intraP pores).
The colorbar represents the density of nitrogen in lattice units, and the solid is in red. Pr is the relative
pressure.
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Figure 4.23: Density profiles of methane at 14 MPa in two example geometries from (a) Domain 1 (InterP)
and (b) Domain 2 (IntraP). The black dotted circles label some of the grain contact regions where high
densities are observed for Domain 1.

Methane adsorption analysis

For methane adsorption, the normalized first layer density for both domains as a function

of pressure is shown in Fig. 4.20. The average monolayer density for both domains is almost the

same for a wide range of pressures, which indicates that pore shape (solid surface curvature) has

minor effect on supercritical gas adsorption in mesoporous materials. Since the adsorption uptake

is mostly contributed by the first monolayer, supercritical gas adsorption is mainly a function of

specific surface area, temperature, and surface energy. However, due to the variation of pore size

and shape in both domains, the monolayer density is not a uniform value. Although the lower

limits for both domains are bounded by the bulk density at a certain pressure, the upper limits are

significantly different. The maximum achievable monolayer density for domain 1 can be up to 1.5

times larger than domain 2. As is shown in Fig. 4.23, we can see that those high density regions

exist between grain contacts where the solid confinement effect is strong. These pore throat regions,

by definition, belong to micropores. This indicates that for microporous materials the adsorption

uptake will also be affected by pore sizes, rather than just surface areas.
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Figure 4.24: 3D polyethylene porous medium (256×256×256 voxels, grains are in red), and 2D slices
(256×256 pixels or 128×128 nm2, 10 slices in total) which are used as the simulation domains. The solid is
in black and pore space is in white.

4.4.2 Gas adsorption in a complex polyethylene porous medium

We next study gas adsorption in a synthetic polyethylene porous medium with heteroge-

neous pore shapes and connectivity. Similarly, 10 different 2D slices (256×256 lu2 with a lattice

resolution of 0.4 nm/lu) were extracted from the 3D X-ray microtomography images [74] (see Fig.

4.24). Due to the poor connectivity of the pore space in 2D, we dilate the pore space using a circular

mask with radii = 4 pixels and perform nitrogen adsorption simulation. Note that we have done a

similar sensitivity analysis of the representative domain size and determined that the size we chose

is at the REA scale. We then perform a pore structure characterization and the pore size and shape

distribution are shown and compared together with domain 1 and 2 in Fig. 4.14. The average pore

size and circularity is between the values for domain 1 and 2. The simulated average nitrogen and

methane adsorption curves for the 10 slices are shown in Fig. 4.25, in comparison with the aver-

aged results for domain 1 and 2. As shown in Fig. 4.25, the nitrogen adsorption curve for a complex

pore structure is between the results for the simplified interP and intraP pore systems, while the

methane adsorption curve almost overlaps with the results for intraP pore system due to large pore

sizes. This indicates that the two simplified interP and intraP pore systems are two extreme cases

for subcritical and supercritical gases adsorption. Real porous media with complex pore geometries

have intermediate adsorption behavior.
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Figure 4.25: The simulated average (a) nitrogen and (b) methane adsorption curves for the three types of
domains used in this study.

4.4.3 Error and uncertainty assessment

In this study we define a REA of 250×250 pixels (or 100×100 nm2) for nitrogen adsorption

simulation for these two particular types of ‘model’ pore systems. The representativeness of REA

is established by observing the divergence of the simulated nitrogen adsorption curves. However,

this should not be confused with the actual REA or REV in shale with much more complex pore

structure, where we would expect a REV at least hundreds of microns across in size.

It should be mentioned that in LBM the fluid particles residing on the lattice are statisti-

cal ensembles instead of actual fluid molecules. We constrain the interparticle forces between the

nearest neighbors along the velocity directions as is commonly done in the literature, neglecting

long-range forces. The interparticle forces are defined as a function of local fluid density and solid-

fluid interactions are incorporated by defining solid pseudopotential either as a constant or as a

function of the density of the first adsorbed layer. Either fluid-fluid or solid-fluid interaction forces

are phenomenological rather than physical, and the correlation between simulation and physics is

established by tuning the numerical parameters to match with physical ones. This is one caveat

associated with LBM modeling in general. However, once calibrated, LBM could reproduce a wide

range of thermodynamic behavior as shown in this work.
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Here adsorption is simulated by increasing the fluid density by a small factor (∆ρ/ρ =

10−4), assuming pseudo-thermodynamic equilibrium is reached at each time step. The smaller this

factor, the closer simulation reproduces equilibrium states. However, the choice of this factor has

to be balanced with the computational cost. As a result, at certain time steps when local capillary

condensation occurs, longer simulations are required for local thermodynamic equilibrium to be

reached. This explains the varying contact angles and phase interface shapes (not at apparent equi-

librium state) as shown in the nitrogen adsorption density profiles in Fig. 4.21 and 4.22, as a result

of the inconsistent local capillary condensation. Furthermore, the location and extent of the sudden

increase in the nitrogen adsorption uptake for intraP pore systems (see Fig. 4.20) might be affected

by this factor. However, since we consistently observe this behavior for ten different geometries,

such behavior can be considered to be unique for intraP pores.

The gas phase density calculated from the simulation is off by about 50% and therefore we

determined the bulk pressure based on liquid density instead. This is due to the fact that the LBM

model used here is not strictly thermodynamically consistent. Modifications of EOS and the way

forcing term is incorporated into LBM have been suggested in the literature and good agreement

of the simulated phase envelope with Maxwell construction results has been obtained [195]. Such

inconsistency is eliminated in our 3D LBM model which will be introduced in Chapter 5.

On the other hand, 2D pore shape and connectivity might not be representative of 3D, and

the surface tension, which is a dominant factor in capillary condensation, is not very well defined

in 2D. The 2D simulations conducted in this study served as numerical exercises where boundary

conditions, numerical stabilities, and convergence criteria are throughly explored, which eases the

3D model development and implementation as will be discussed in Chapter 5.

4.5 Conclusions

In this study, we developed a LBGK D2Q9 LBM model that incorporates both rock-fluid

and fluid-fluid interactions to study subcritical (nitrogen) and supercritical (methane) gas adsorption

behavior in mudrock nanopore systems with complex pore geometries. The main benefit of develop-

ing an LBM model over existing adsorption modeling approaches (such as LDFT and GCMC) is the
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applicability to pore structure of arbitrary complexity which has a first-order impact on multiphase

thermodynamics, while conducting simulations at the REA scale at relatively low computational

cost. A modified Shan-Chen pseudopotential model with incorporation of PR-EOS was used to

achieve automatic phase separation without the need to track the phase interface, and to maintain

thermodynamic consistency which is lack in most LBM models using the unmodified Shan-Chen

pseudopotential model [149,150]. The novelty of this work was the introduction of two phenomeno-

logical forms of surface forces for subcritical and supercritical gases respectively. For the first time,

we validated the LBM model against theoretical (LDFT) and experimental data for both subcritical

and supercritical gas adsorption. Application of our LBM model to nitrogen adsorption simulation

in reconstructed interP and intraP mesoporous media reveals three adsorption stages with distinct

features. The simulated adsorption curves for intraP pores show a unique adsorption upshot at rel-

ative pressure around 0.8 which occurs due to the abrupt phase condensation following multilayer

adsorption. Further study of methane adsorption in these two domains show that supercritical gas

adsorption is not sensitive to pore shape, but rather surface area. However, the existence of micro-

pores significantly affects the monolayer density. Extension of our model to a complex polyethy-

lene geometry reveals that subcritical and supercritical gas adsorption for real nanoporous media is

bounded by the limits given by the two model interP and intraP pore systems.

The 2D reconstruction of porous media used in this study provides a preliminary under-

standing of adsorption behavior in complex pore structures under nanometer scale confinement. Yet

we are aware that the 2D pore shape and size might not be representative if extended to the third di-

mension. With the recent development of direct imaging techniques such as FIB-SEM, it is possible

to reconstruct high resolution 3D image stacks of pore structures, and simulation in such 3D images

can provide more realistic results. In this chapter, we mainly focused on the adsorption branch of

the isotherm. For subcritical gas sorption experiments, desorption is also an important process and

usually sorption hysteresis is observed as a function of pore shape and pore network connectivity.

We will address these problems in Chapter 5 by using a 3D LBM model.
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Chapter 5: 3D LBM modeling for nitrogen sorption hysteresis study in

different shale pore systems 1

5.1 Introduction

In Chapter 4, we used a D2Q9 LBM model incorporated with PR-EOS to study both sub-

critical and supercritical gas adsorption behavior [201,202] in shale. Two different forms of surface

forces were proposed which led to quantitative agreement with LDFT and experimental data. This

was the first time that LBM models had been validated against theoretical and experimental data

for both subcritical and supercritical gases. A unique characteristic of the simulated nitrogen ad-

sorption curve was observed for the intraP pore system which differentiates with the interP one. On

the other hand, for supercritical methane adsorption, we found that the average adsorption uptake is

dominantly controlled by the specific surface area rather than pore shape/curvature.

The previous work was conducted in 2D, which has limited representation of the pore

shape/connectivity in 3D. We also limited our study to the adsorption branch. In this study, we

focused on subcritical gas sorption which is more sensitive to pore shape and connectivity. We

extended our 2D model to 3D using a LBGK D3Q19 (three dimensional 19 velocity) LBM model.

The model was first calibrated to LDFT calculations, then validated against GCMC simulations.

We studied both nitrogen adsorption and desorption processes in more representative 3D pore struc-

ture reconstructions, to further evaluate the capability of nitrogen sorption hysteresis measurements

to differentiate the dominant pore type/shape in shale matrix, as a supplement to the workflow in-

troduced in Chapter 3. As far as we know, this is the first time that 3D LBM models has been

validated against LDFT or molecular-scale simulations for subcritical gas adsorption/desorption.

Furthermore, sorption hysteresis was produced in complex 3D geometries using LBM for the first

time. The 3D LBM model developed here served as a prototype based on which complex nanoscale
1This chapter is currently under preparation for publication.
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flow physics can be incorporated for coupled adsorption/flow simulations, as will be discussed in

the next chapter.

For the remaining of this chapter, we first make a brief introduction to the D3Q19 LBM

models developed and used here in Section 5.2. Then in Section 5.3, we show calibration of the

model parameters to physical properties. Several validation cases of our model regarding reproduc-

ing the phase diagram, visualizing the adsorbate distribution in irregular geometries, and reproduc-

ing sorption curves by GCMC simulations are shown in Section 5.4. Applications of our models to

study nitrogen sorption hysteresis in two 3D model pore systems (interP and intraP pores as used in

Chapter 4) are introduced in the last section.

5.2 Numerical method

5.2.1 Lattice Boltzmann equation

In this study, we used a D3Q19 LBM model with the lattice structure and velocity directions

(18 advecting, 1 at rest) shown in Fig. 5.1. This lattice is the most common choice for 3D [137,193,

203]. The corresponding 19 discrete velocities are defined to be:

ei =


(0, 0, 0) i = 0,

(±1, 0, 0), (0,±1, 0), (0, 0,±1) i = 1, 2, . . . , 6,

(±1,±1, 0), (±1, 0,±1), (0,±1,±1) i = 7, 8, . . . , 18

(5.1)

For subcritical nitrogen sorption modeling, we used the LBGK collision operator [204] due

to its simplicity and stability under low reduced temperatures and high density ratios as discussed in

Chapter 4. Appropriate implementation of the body force term is especially necessary in phase sep-

aration simulations because forces (and velocity changes) inside the liquid/vapor transition layer are

not small. For incorporating external forces into LBM, herein we used the exact difference method

(EDM) [195]. EDM is considered superior over the simple forcing scheme (changing equilibrium

velocity) we used in Chapter 4 because EDM removes the dependency of equilibrium gas/liquid

densities on viscosities (relaxation times) and achieves better thermodynamic consistency [195].
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Figure 5.1: Schematic of the lattice structure and velocity directions and magnitude for D3Q19 LBM models.

EDM was derived directly from the Boltzmann equation by adding an extra forcing term ∆fi into

the governing equation which was introduced in Chapter 4 Eq. 4.1, and we get:

fi(x + ei∆t, t+ ∆t)− fi(x, t) = −1

τ
(fi − feqi ) + ∆fi, (5.2)

where fi is the particle distribution function, and ei is the particle velocity. The terms on the left

hand side describe the particle streaming process, whereas the first term on the right hand side

represents the collision process. ∆fi is the variation in the particle distribution function caused by

the external forces:

∆fi = feqi (ρ,u + ∆u)− feqi (ρ,u), (5.3)

and ∆u = F∆t/ρ. The interparticle force F is expressed as a gradient of the potential field U

which is the nonideal part of the EOS [205]:

F = −∆U = −∆ [P (ρ, T )− ρθ] , (5.4)

where θ = 1/3 for D3Q19 LBM models.

Unlike the Shan-Chen force model which is based on the mean-value approximation of the
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interparticle forces [150], Kupershtokh et al. [195] proposed a general way of calculating F by

taking a weighted average of the local approximation and mean-value approximation, providing an

additional tuning parameter A for the surface tension or equilibrium densities, which will be shown

later in Section 5.3 to result in better thermodynamic consistency. Eq. 5.5 shows the expression of

F [195]:

F =
1

3h

[
A

N∑
a=1

Giψ
2(x + ei)ei + (1− 2A)ψ(x)

N∑
i=1

Giψ(x + ei)ei

]
, (5.5)

where A is a weighting factor which can be used to adjust the contribution of local and mean-

value approximation in order to tune the LBM model for better thermodynamic consistency, Gi

is the weighting factor of forces for each velocity direction i, and Gi = 1 for nearest neighbors

(a = 1− 6), Gi = 1/2 for the next nearest neighbors (i = 7− 18), and ψ =
√
−U .

5.2.2 EOS in LBM

Incorporating realistic EOS to calculate the interparticle forces leads to quantitative con-

sistency with the phase behavior expected for fluid below the critical temperature. Various types

of EOS, such as vdW, PR, Carnahan-Starling, and Redlich–Kwong EOS, have been integrated into

LBM [150, 155, 157, 201] to reproduce varieties of phase behaviors. However, due to the defi-

ciency of the Shan-Chen forcing scheme used in [155] for establishing thermodynamic consistency,

even though realistic EOS is incorporated, the simulated phase diagram does not necessarily agree

well with theoretical results based on Maxwell equal area constructions [195], especially at the gas

branch. Fine-tuning the forcing scheme improves the thermodynamic consistency as shown by Ku-

pershtokh et al. [195], which is critical for studying subcritical phase separation and determining the

bulk pressure of the system. A tuning parameter A was introduced by Kupershtokh et al. [195] to

adjust the contribution of local and mean-value approximation of the interparticle forces (Eq. 5.5),

therefore providing the possibility of tuning the equilibrium gas and liquid densities. By setting

A = −0.152, they observed improved agreement with experimental data. However, in their study

they did not use PR-EOS, which is a common choice for describing phase behavior, but a modified

Kaplun-Meshalkin (mKM) EOS which was also fitted to experimental data. There is no superiority
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regarding the choice of one form of EOS over the other. However, since the parameter A was tuned

based on mKM-EOS in the work by Kupershtokh et al. [195], to maintain consistency, herein we

also used mKM-EOS with A setting to −0.152 to model subcritical gas sorption and condensation.

When expressed in the reduced state, mKM-EOS can be written as:

Pr = cρrTr

(
1 +

d

1/ρr − b

)
− aρ2r , (5.6)

where a, b, c and d are constants which are determined based on critical state analysis:

a =
1

3− c
, b = 3− c, d =

12c− 6c2 + c3 − 8

c(3− c)
, (5.7)

where c is a free parameter which was set to 2.78 for best agreement with the experimental data on

the coexistence curve (see Fig. 1 in [195]).

5.2.3 Surface forces

We define surface forces for D3Q19 models in the same way as D2Q9 models. For subcrit-

ical gases, the potential field ψ of fluid particles is extended to the solid nodes by defining a solid

pseudodensity ρs which is calibrated to surface energy E0 (see Section 5.3) in a similar way as was

described in Chapter 4 for the D2Q9 model.

5.3 Correlation with physical parameters

The PVT properties obtained from LBM simulations are dimensionless reduced properties

defined directly by mKM-EOS in the reduced state (Eq. 5.6), which can be correlated with physical

parameters through the corresponding state principles as introduced in Chapter 4. For nitrogen

adsorption modeling, we calibrated ρs to surface energy E0 to reproduce physical surface forces

using LBM models.

Based on mKM-EOS, the equilibrium gas and liquid nitrogen reduced densities at Tr = 0.6

are 0.02 and 3 respectively in lattice units, and all the parameters hereafter are in lattice units unless

specified otherwise. For stability reasons, the choice of solid pseudodensity is bounded by the lower
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and upper limits given by the gas and liquid nitrogen densities. Here we performed adsorption

simulations in a slit pore (infinitely long parallel plates) of width 7 nm at Tr = 0.6 at five values of

ρs (3, 2.5, 2, 1.8, 1.5). The adsorption process is simulated in a similar way as introduced in Chapter

4 by uniformly increasing the system density by a factor of 2×10−5 at each time step, assuming the

system reaches pseudo-equilibrium state, until the average density reaches the maximum density

(3) as an indication of final condensation. The system is initialized with a uniform density of 0.1

and the equilibrium density profiles are recorded every 10,000 time steps. Final condensation is

reached at approximately 180,000 time steps. The relative pressure here is taken as the gas density

of the confined system normalized by the bulk gas density, which is defined in the same way as

in LDFT calculations [11, 86]. Note that after capillary condensation occurs, there is no apparent

‘gas’ phase in the system, and the mean density approaches liquid density. The relative pressure at

which gas density dramatically increases is then taken as the capillary condensation pressure. LDFT

calculations were performed using EA = 1.87 and varying E0 to match with the LBM results. For

the sake of clarity, only three out of the five matched adsorption isotherms are shown in Fig. 5.2

and the resulting correlation between ρs and E0 is shown in Fig. 5.3. Note that to generalize the

relationship, we normalized ρs by subtracting the bulk gas density (0.02) and then divided by the

difference between bulk liquid and gas density, so that the normalized ρs ranges between 0 and 1.

E0 is also normalized by the lateral interaction energy EA. The average fitting error (defined in the

same way as in Chapter 4) between LBM and LDFT results is 0.088. In 3D cases, we observed

a positive correlation between ρs and E0, which is contrary to our findings using D2Q9 LBM

models in Chapter 4. We attribute such conflicts to the lattice structure, the difference in the EOS

and forcing scheme, and the way relative pressure is defined. This is not to claim that 2D results

are not credible, but different correlations should be used for 2D and 3D lattices. The correlation

between (ρs − ρg)/(ρl − ρg) and E0/EA can be approximated by a straight line passing the origin

(R2 = 0.99):
ρs − ρg
ρl − ρg

= 9.415
E0

EA
(5.8)
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Figure 5.2: LBM simulated nitrogen adsorption curves at 77 K for a slit pore of width 7 nm at three values of
solid pseudodensity (ρs = 3, 2, 1), and LDFT calculations that are fitted to LBM results (EA = 1.87) using
different values of E0 (E0 = 17.1, 12.2, 8.7).
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Figure 5.3: Correlation between solid pseudodensity defined in LBM and surface energy defined in LDFT.
Note that ρs is normalized by subtracting the bulk gas density (0.02) and then divided by the difference
between bulk liquid and gas density. E0 is also normalized by the lateral interaction energy EA.
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5.4 Model validation

We first show the thermodynamic consistency of our model by reproducing the phase en-

velope, namely quantifying the equilibrium gas/liquid densities at a series of reduced pressures, in

a similar procedure as introduced in Chapter 4. The simulated phase envelope is shown in Fig. 5.4

compared with the result using the D2Q9 LBM model in Chapter 4, and experimental data. Im-

proved thermodynamic consistency is observed by using the combined forcing scheme proposed by

Kupershtokh et al. [195] (Eq. 5.5), especially at the gas density branch.

We then test the capability of the model to reproduce the physical phase interface and sur-

face tension, which is typically done by running the so-called ‘bubble test’ [195]. In the test, a

series of spherical liquid droplet of increasing radius are initiated at the center of a cubic domain

surrounded by the gas phase at Tr = 0.6. The gas and liquid density and the corresponding liquid

droplet radii were recorded after the system reaches equilibrium. The equilibrium pressure differ-

ence between the gas and liquid phase, which is the capillary pressure Pc, can be calculated using

mKM EOS. The plot of Pc and equilibrium liquid droplet radii is shown in Fig. 5.5. A linear re-
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Figure 5.5: Plot of calculated capillary pressure and the reciprocal of the equilibrium liquid droplet radii. The
circles are from the simulation and the straight line is fitted to the simulation data. All reported values are in
lattice units.

lationship between the two was observed which agrees well with the Young-Laplace equation. The

surface tension was then determined to be 10.58.

Furthermore, to demonstrate the reliability of our model in reproducing the adsorbate den-

sity distributions in both regular and irregular geometries, we simulated argon adsorption and des-

orption at 87 K (EA = 1.4) in an open slit pore and semi-closed slit pore (pore width = 3 nm,

length = 20 nm). For the open slit pore, 10 layers of pore space nodes were added to the two bound-

aries respectively and periodic boundary conditions were used to introduce the finite length effect.

For the semi-closed slit pore, 10 layers of pore space nodes were added to the open boundary to

minimize the influence of the closed boundary on the open side of the pore space. We carefully

calibrated the parameters used in LBM with GCMC simulations with the same setup conducted by

Fan et al. [14]. The lattice resolution was set to be 0.4 nm/lu (molecular diameter of argon). The

solid-fluid interaction energy E0 is calculated by integrating the vdW forces between an infinite 2D

solid basal plane and a fluid molecule of distance z from the plane, based on the parameters from
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GCMC simulations following the Bojan-Steele equation [206, 207]:

E0(z) = 2πρεgsσ
2
gs

[
2

5

(σgs
z

)10
−
(σgs
z

)4]
, (5.9)

where z is the distance of the gas molecule from the plane and since we only focus on the nearest

neighbor interaction, z is taken as the lattice resolution (0.4 nm). ρ is the in-plane density of carbon

atoms (0.0262 nm2) and εgs, σgs are the well-depth and size parameters for the gas atom carbon site

Lennard-Jones potential, which can be determined by the Lorentz–Berthelot mixing rule with σgg =

σss = 0.34 nm, and εgg/k = 119.8 K, εss/k = 28 K. E0 was then calculated and normalized with

regard to the Lennard-Jones potential of argon atoms interaction (EA), and we get E0/EA = 8 in

this case, corresponding to ρs = 2.5 based on Eq. 5.8 which was then used in our LBM calculations.

Adsorption simulation was conducted by gradually increasing the system density by a factor

of 2×10−5 at each time step as introduced in Section 5.3. For desorption simulation, the pore space

of the system was initiated with a uniform liquid density (3). Reduction of the system density by a

same factor of 2× 10−5 was conducted at each time step to mimic the gradual drawing-down of the

pressure. Pseudosteady state was again assumed for such a small pressure variation and the density

profile was recorded every 10,000 time steps until the average density reaches the bulk gas density.

The simulated adsorbate density profiles along the sorption processes for the two slit ge-

ometries are shown in Fig. 5.6a and 5.6b. The results are in qualitative agreement with GCMC

simulation results by Fan et al. [14] (see Fig. 5.8). Moreover, the simulated sorption curves as

shown in Fig. 5.7 are in quantitative agreement with GCMC results (see Fig. 5.8). For the semi-

closed slit pore, capillary condensation initiates at the corners where solid confinement and surface

force is the largest. After the gas/liquid interface from the two corners merges, a constant curvature

meniscus is formed, extending to the open boundary. For the open slit pore, condensation accumu-

lates along the two separate planes until the two opposite interfaces bridge, forming two constant

curvature meniscus which are drawn to the open boundaries. Because of the change in the curvature

of the meniscus during adsorption and desorption process, we observed considerable hysteresis for

the open slit pore. On the other hand, there is negligible hysteresis for the closed slit pore since the

meniscus does not change shape during the adsorption and desorption processes.
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(a)

(b)

Figure 5.6: Evolution of density profile during the adsorption process for (a) an open slit pore and (b) semi-
closed slit pore. The adsorbed/condensed phase is shown in red. The visualization was done using ParaView
software.

Figure 5.7: Simulated argon adsorption and desorption curves at 87 K for an open and semi-closed slit pore
with pore width = 3 nm
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Figure 5.8: GCMC simulation results by Fan et al. [14] of argon adsorption and desorption at 87 K for an
open and semi-closed slit pore with pore width = 3 nm and pore length = 20 nm. (a) Sorption hysteresis
curves. (b) Density profiles of the adsorbed phase at three adsorption stages for the semi-closed slit pore (A,
B, C) and open slit pore (A’, B’, C’). The figure is reproduced from Fan et al. [14].

5.5 Shale pore systems reconstruction

Here we use a 3D subset (200× 200× 200 voxels) of the Finney sphere packing [133,197]

for a simplified reconstruction of the interP and intraP pore systems in shale, as we did in Chapter 4.

For interP pores, grains are simplified as spheres of equal size, and pore spaces exist between them

(Fig. 5.9a). For intraP pores, we invert the solid and pore spaces of interP pore system and dilate the

spheres several times so that they form a connected and spongy structure as is commonly observed

in OM pores [19] (Fig. 5.9b). We set the lattice resolution to be 0.4 nm/lu, which is approximately

the hard sphere diameter of nitrogen molecules in order to correlate explicitly with LDFT.

We conducted a routine pore structure analysis of the two pore systems. Porosity and spe-

cific surface area (solid surface voxels normalized by total solid voxels) were calculated. A 3D

watershed algorithm available in ImageJ software was used to identify individual pores, and the

equivalent pore radii was calculated based on the Euclidean distance map. The corresponding in-

cremental and cumulative PSD are shown in Fig. 5.10. The calculated pore space statistics are

shown in Table 5.1.
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(a) InterP pore system (b) IntraP pore system

Figure 5.9: Reconstruction of two types of pore systems in shale using a subset of 3D Finney sphere packing.
Solids are in red. The slight difference in solid color is due to shading when visualizing using the ParaView
software.

Figure 5.10: Incremental and cumulative PSD of the reconstructed interP and intraP pore systems
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Table 5.1: Pore structure statistics of the interP and intraP pore systems

Pore structure statistics interP pore system intraP pore system

Pore
size,
nm

mean 6.15 15.25
min 0.80 2.40
max 11.37 22.01
std 2.20 5.83

Porosity 0.37 0.83
Specific surface area 0.17 0.46

5.6 Results and discussion

5.6.1 Sorption hysteresis in interP and intraP pores

The simulated nitrogen adsorption and desorption curves for the interP and intraP pore sys-

tems are shown in Fig. 5.11. To visualize the adsorption process, we also show both 3D and 2D

slices of nitrogen density profiles at 3 adsorption stages (Pr = 0.20, 0.57, 0.65, labeled as point A,

B, and C) and their counterparts (same relative pressures) during the desorption process (labeled as

A′, B′, and C′) in Fig. 5.12 to 5.15. As shown in the normalized sorption curves, the interP pore

system has higher monolayer adsorption capacity because of the larger surface area to volume ratio

due to smaller pore sizes. At middle range of relative pressures (Pr = 0.2−0.6), the adsorption up-

take for the interP pore system increases smoothly because of the successive capillary condensation

that occurs at the narrow grain contact regions as a result of the strong solid confinement (see Fig.

5.12 A1 and B1). However, adsorption uptake for the intraP pore system does not change much due

to relatively larger pore sizes which prevents the merging and growing of the randomly nucleated

condensed phase on the solid surface (see Fig. 5.14 A2 and B2). As pressure further increases,

the condensed phase forms quasi-spherical interfaces to minimize the interfacial energy. Up to this

point, the adsorption uptake is not only a function of the equivalent pore size, but also highly depen-

dent on pore shape and the connectivity of the adsorbed phase. Obviously, due to the complex pore

structure of the porous medium, the adsorption no longer accumulates uniformly along the solid

surfaces, therefore conventional adsorption theories developed for a simple pore shape have limited

applicability in such cases. Bulk capillary condensation happens at higher relative pressure (around
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Figure 5.11: Simulated nitrogen adsorption and desorption curves for the interP and intraP pore systems. The
2D and 3D density profiles at the numbered points are shown in Fig. 5.12 to 5.15

0.85) for intraP pore system. Although the convex curvature of the pore space might facilitate the

adsorption process to some extent [208], our simulation shows that pore size has a larger effect

on capillary condensation. During the desorption process, delayed release of the condensed phase

(hysteresis) is observed for both pore systems at regions labeled in the yellow dotted boxes in Fig.

5.12 to 5.15. The intraP pore system shows more significant hysteresis, which is not related to the

connectivity of the pore space in this case since both pore systems are very well connected. This

indicates that the sorption hysteresis we observed is dominantly controlled by the pore shape, with

higher curvature (more convex) of the pore space leading to larger hysteresis. The shapes of the

sorption hysteresis curves for interP and intraP pore systems resemble type H5 and H2(a) as defined

by IUPAC [5], which indicates that the measured nitrogen sorption curves at 77 K can be used to

distinguish the dominant pore system in shale.

5.6.2 Error and uncertainty assessment

By extending the 2D LBM developed in Chapter 4 to 3D, more realistic pore structure can

be used to generate more physical sorption simulation results. In this case, surface tension is very

well defined and validated against Young-Laplace equation. Much smaller density increment is used

in this study to model the adsorption process since the codes are efficiently parallelized for optimal
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Pr = 0.20

Pr = 0.57 Pr = 0.65

Pr = 0.57

A1(A1’)

B1 C1

B1’
Pr = 0.65

C1’

Figure 5.12: The evolution of 3D nitrogen density profile for interP pore system. The upper track shows
the adsorption process and the lower track shows the desorption process. Regions where trapping of the
condensed phase occurs during desorption are labeled in the yellow dashed boxes.

Pr = 0.20

Pr = 0.57 Pr = 0.65

Pr = 0.57

A1(A1’)

B1 C1

B1’
Pr = 0.65

C1’

Figure 5.13: Three 2D orthogonal slices extracted from the 3D density profiles shown in Fig. 5.12. The
upper track shows the adsorption process and the lower track shows the desorption process. Regions where
trapping of the condensed phase occurs during desorption are labeled in the yellow dashed boxes.
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Pr = 0.20

Pr = 0.57 Pr = 0.65

Pr = 0.57

A2(A2’)

B2 C2

B2’
Pr = 0.65

C2’

Figure 5.14: The evolution of 3D nitrogen density profile for intraP pore system. The upper track shows
the adsorption process and the lower track shows the desorption process. Regions where trapping of the
condensed phase occurs during desorption are labeled in the yellow dashed boxes.

Pr = 0.20

Pr = 0.57 Pr = 0.65

Pr = 0.57

A2(A2’)

B2 C2

B2’
Pr = 0.65

C2’

Figure 5.15: Three 2D orthogonal slices extracted from the 3D density profiles shown in Fig. 5.14. The
upper track shows the adsorption process and the lower track shows the desorption process. Regions where
trapping of the condensed phase occurs during desorption are labeled in the yellow dashed boxes.
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computational performance, therefore thermodynamic equilibrium is more likely to be reached in

3D simulations than 2D at each time step. Furthermore, better thermodynamic consistency is ob-

served compared with the 2D model, especially for the gas density. Validation against GCMC on

irregular geometries shows that the 3D LBM used in this study could accurately reproduce the

correct physics, and therefore could supplement GCMC calculations in much larger domain sizes.

Possible error and uncertainty associated with this model include the determination of the bulk pres-

sure by averaging the gas density, identification of the phase interface based on simple thresholding

of the density profile, and the representativeness of the simulations at the REV scale.

5.7 Conclusions

In this study, we extended the improved forcing scheme (EDM) proposed by Kupershtokh

et al. [195] in 2D to 3D using a LBGK D3Q19 LBM model. A weighted average of mean-value

and local approximation of the interparticle forces proposed in [195] with incorporation of mKM-

EOS was found to result in better thermodynamic consistency than the D2Q9 model discussed in

Chapter 4. Similar form of the surface force as introduced in Chapter 4 was applied to the D3Q19

model, which was calibrated again with LDFT and validated against GCMC simulations for the

first time. Two types of pore systems that are commonly observed in shale, namely the interP and

intraP pores were constructed in 3D by extracting/modifying a subset of the Finney packing of

spheres, similar to what was shown in Chapter 4 where we used 2D slices of the 3D geometries.

Both the adsorption and desorption processes were simulated and nitrogen sorption hysteresis were

successfully reproduced. For interP pore system, a smooth adsorption curve is observed due to a

wider range of pore sizes spanning from mesopores to macropores. However, the final capillary

condensation pressure is slightly higher as a result of the concave curvature of the pore space which

delays the adsorption process. Moreover, the shape of the hysteresis loop is highly dependent on

the pore shape, with convex curvature of the pore space resulting in larger hysteresis. Type H5

and H2(a) hysteresis loops as defined by IUPAC are observed for interP and intraP pore systems

respectively, which indicates that the experimentally measured nitrogen sorption curves could help

distinguish between interP dominated or intraP dominated pore systems in shale. Furthermore, the
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desorption process is not only qualitatively similar to the drainage process, but also has been shown

to correlate with capillary pressure curves quantitatively [28]. Therefore, desorption simulations

can be used as an alternative and more efficient way of estimating drainage behavior, for which

typically a two-component LBM model with two explicit sets of particle distribution functions is

used, limited by the low density ratio for stability considerations as well as the high computational

cost doubling the work compared with our single-component LBM model.

In this study we set constant pseudo-density of the solid for the two pore systems since we

focus on the effect of pore structure on sorption behavior. In reality, however, due to the difference

in diagenesis and mineralogy compositions, it is highly likely that the surface properties of the

pore systems are inhomogeneous. Usually, shale exhibits mixed pore types and mixed wettability,

leading to complex fluid distributions and connections. The effect of surface wettability on sorption

behavior will be studied in the next chapter. Moreover, we are aware that the simplified sphere

packing geometry might not be representative of the complex pore structure in shale. Advanced 3D

imaging techniques such as nano-CT [78] and FIB/BIB SEM [79, 209] have been used for more

realistic reconstruction of the nanoporous media. A more realistic 3D reconstruction of the clay

structure in a shale sample based on BIB-SEM image analysis will be used for water sorption study

and flow simulations in the next chapter.
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Chapter 6: Effect of wettability on water adsorption, distribution, and

resulting methane flow properties in clay 1

6.1 Introduction

Fine-grained sedimentary rocks such as shale and mudstone account for about 2/3 of the

total sedimentary rocks in mass on Earth [210]. The understanding of hydraulic conductivity or seal

capacity of such rocks has applications in shale gas production [3], carbon capture and sequestra-

tion [211], and nuclear waste disposal [212]. Yet it remains a challenging problem which requires

characterization of these tight porous media at multiple scales. Clay minerals are abundant in such

rocks, characterized by a lamellar structure and dimensions smaller than a micron, giving rise to

nanometer scale pore size and large specific surface area [32]. Permeability measurements at the

core and regional scales consistently show that the increase in clay content could result in up to

eight orders of magnitude of decrease in permeability [210]. For shale or mudstones that are rich in

clay minerals, their permeability is largely controlled by the pore size and connectivity of clay pore

structures. As reviewed in Chapter 2, because of the negatively charged surface as a result of cation

exchange, clay particles are usually associated with water, either in the form of CBW or capillary-

bound water. The thickness of the water layers is a function of clay mineral type, CEC, salinity

of the formation water, relative humidity, and stress conditions [210]. The presence of partially-

saturated water affects the adsorption capacity of methane, which is the main component of shale

gas [213, 214], and reduces the flow capacity [215]. Therefore, understanding the microstructure

of clay, and the quantity, distribution, and connectivity of connate water in clay is essential for

hydraulic properties estimation.

Clay minerals are commonly associated with unsaturated water with varying in-situ satura-

tions. CBW and capillary-bound water are the main components of the connate water in clay, due
1This chapter is currently under preparation for publication.

132



to the dominance of micropores and mesopores. Therefore, majority of the water in clay is immo-

bile at normal capillary pressure conditions. Common ways of determining the amount of CBW

or capillary-bound water and size of the pores these water reside in have been critically reviewed

in Chapter 2. The major limitation of available methods is that although the volume/mass of water

can be determined, the spatial distribution and connectivity is not very well characterized, nor is the

effective PSD and connectivity of the remaining pore space, both of which significantly affect the

subsequent methane flow capacity.

The surface properties of clay can also be very complex, characterized by a surface wet-

tability distribution. Clay minerals are commonly covered by a thin film of water under in-situ

conditions, making them preferentially water-wet. On the other hand, the presence of asphaltene

and natural polar components (acids and bases) soluble in heavy hydrocarbons or kerogen might

alter the surface wettability of clay to oil-wet [216], despite the presence of a thin film of water on

clay surfaces [217]. Ionic and colloidal interactions are two main mechanisms for wettability alter-

ation with the presence of water films. Adsorption by acid/base and ion binding interactions can

create a wide range of wetting conditions, and the wetting outcome of ionic interactions depends

on the compositions of oil, brine, clay, as well as on temperature and aging time [218]. colloidal

interactions through precipitation of asphaltene from crude oil can also contribute to wettability al-

teration, which depends on pressure, temperature, and oil composition [217,218]. Water adsorption

experiments have been used to determine the surface wettability of different minerals at dry or wet

conditions before and after wettability alteration using stearic acid, N, N-dimethyldodecylamine

and asphaltene, and the larger the area under the measured adsorption curve, the more water-wet

the surface is [216]. The presence of a water film on quartz and kaolinite surfaces was found to

enhance the adsorption of stearic acid and N, N-dimethyldodecylamine, thus making the surfaces

more water-nonwet than dry surfaces, but reduces asphaltene adsorption [216]. Micro-CT evidence

of wettability alteration in clay-rich sandstone is emerging as well, and clay and calcite are found to

be preferentially altered to an oil-wet state after treated with crude oil (private communication with

G. Garfi and S. Krevor of Imperial College London, paper in review). Fig. 6.1 shows three SEM

images where different wettability conditions are directly observed for clay minerals. For pure clay
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Figure 6.1: SEM images of clay particles that correspond to three wettability conditions which will be used
in water adsorption simulations. (A) Water-wet clay (Case 1) which is most commonly observed; (B) Water-
nonwet clay that is associated with OM; (C) Mixed-wet clay where a sharp interface between the wetting and
nonwetting zones can be observed. The regions outlined in red boxes are of the same size as our simulation
domain in 2D (6002 nm2) which will be discussed in Section 6.4. (A) is reproduced from Landry et al. [15].
(B) is reproduced from Tang et al. [4], and (C) is reproduced from Loucks et al. [1].

minerals as shown in Fig. 6.1 (A), they are naturally water-wet in the absence of hydrocarbon de-

posits. On the other hand, as show in Fig. 6.1 (B), clay platelets might be modified by OM, making

their surface water-nonwet. Less commonly observed as is shown in Fig. 6.1 (C), clay minerals are

partially occupied by OM, with a sharp interface between the water-wet and water-nonwet regions,

creating a mixed-wet surface condition. It is not very well understood how the inhomogeneous

wettability of clay surfaces affects the water adsorption, distribution, and subsequent methane flow

capacity.

The hydraulic conductivity of clay materials has been studied extensively. Neuzil [219]

compared the laboratory-derived permeability versus porosity for a variety of natural argillaceous
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media, ranging from recently deposited marine clays to mildly metamorphosed argillite, and found

that a log-linear relation between permeability and porosity exists over a wide range of consoli-

dation states. Further comparison with field data with permeability and porosity estimated from

inverse analysis shows striking agreement, which indicates that permeability in argillaceous media

is scale independent up to kilometer scale. Therefore, the flow capacity is largely controlled by the

low permeability units observed at the core scale. Vangpaisal and Bouazza [17] conducted a series

of gas permeability tests on four partially hydrated geosynthetic clay liners. They found that the

gas permeability decreased as gravimetric moisture content and volumetric water content increased,

with variation of up to 5–7 orders of magnitude for the conditions investigated. The differences in

clay structures and the form of bentonite (granular or powdered) have a significant effect on the vari-

ation of gas permeability. Experimental data on permeability measurements of clay are limited with

regard to the parameter spaces explored (e.g. porosity, water saturation, clay types, surface chem-

istry), and are sensitive to minute artifacts as a result of the low permeability [220–222]. Therefore,

microscale models are often used to explore the hydraulic and mechanical properties of clay.

Bayesteh and Mirghasemi [223] studied the microstructural alteration of clay particles un-

der confining stress using a discrete element method (DEM) approach, considering the mechanical

force, diffuse double-layer repulsion, and vdW attraction as the inter-particle interactions. Water-

saturated permeability was calculated and DEM results were shown to agree well with experimental

data. However, only fully water-saturated media were considered and the clay particles were as-

sumed to be suspended in the solution. Furthermore, MD or Monte Carlo simulations on pairs of

clay particles in liquid water [224–227] or coarse-grained simulations with interparticle interaction

potentials derived from MD simulations or DLVO theory [228–230] have been used to understand

the clay-swelling behavior and the resulting alteration of microstructure and hydraulic properties.

Most of these simulations focused on completely water-saturated state, which might not represent

the in-situ water saturation. Very few studies have attempted to model the pore scale distribution of

water at under-saturated conditions while honoring the actual complex clay pore structure, and to

study the resulting gas hydraulic properties as a function of water saturation.

In this study, we used the D3Q19 LBGK LBM model incorporated with mKM EOS intro-
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duced in Chapter 5 to study the adsorption, condensation, and distribution of unsaturated water in

clay, which has not been probed before using LBM. We first investigated the effect of surface wet-

tability on water adsorption in a 3D clay microstructure reconstructed based on BIB-SEM images

analysis. Three wettability conditions were explored including completely water-wet, completely

water-nonwet, and mixed-wet. The distribution, size, and connectivity of the water/vapor phases at

different saturation stages were studied and compared in detail. This is the first time that microscale

distribution and connectivity of the unsaturated water have been studied and visualized using LBM

on an image-based 3D reconstruction of clay pore structure with consideration of complex surface

wettability.

A MRT LEV D3Q19 LBM model developed by Landry et al. [9] was then used to study

supercritical methane transport in the reconstructed clay pore structure with the presence of unsat-

urated water and complex surface wettability. In this model, nanoscale flow physics were incor-

porated including second-order slip BC to capture the slip velocity near the wall. The novelty of

this model was the consideration of local viscosity variation as a function of the local distance to

the pore wall, which has been shown to be able to capture flow within the Knudsen layer [9]. Here

we took advantage of this MRT LEV D3Q19 LBM model to calculate the velocity field and ap-

parent permeability of supercritical methane flow and compared the simulation results (gas relative

permeability curve) to available experimental data measured on clay. In this work, LBM was used

as a novel tool to study thermodynamic and hydrodynamic behavior consistently, without having to

switch methods, thus avoiding cumbersome mesh regeneration, parameters recalibration, and results

reinterpretation.

6.2 Numerical methods

6.2.1 Water adsorption modeling using LBGK D3Q19 LBM model

The LBGK D3Q19 LBM model incorporated with mKM-EOS as introduced in Chapter 5

was used in this study to model water adsorption at reservoir temperature (400 K). Since water and

nitrogen sorption occurs at similar reduced temperature (Tr = 0.61), we follow the same sorption
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modeling methodology as introduced in Chapter 5. In the simulation, the pore spaces are initialized

with a uniform density of 0.5 (all the parameters hereafter are in lattice units unless specified other-

wise). The adsorption process is simulated by gradually increasing the system density by a fraction

of 2×10−5 until bulk condensation occurs when the average density of the system reaches 3 (liquid

water density). The water saturation Sw at each equilibrium state is determined to be the number of

liquid water voxels normalized by the number of pore space voxels.

6.2.2 Methane flow modeling using MRT LEV D3Q19 LBM model

For supercritical methane flow modeling, we used the MRT LEV D3Q19 LBM model de-

veloped by Landry et al. [9]. MRT was preferred over LBGK in this case due to its superior stability

over LBGK for at lower values of relaxation times (e.g. high Kn flow as expected in micropores

and mesopores) [139, 182, 193]. Furthermore, stability issues induced by the high density ratios

across the phase interface are not expected for supercritical methane flow simulations, since there

will not be phase separation. For MRT LBM models, the relaxation time is not a constant value

for all the hydrodynamic moments as in LBGK models. By allowing each hydraulic or kinetic mo-

ment to relax at its own rate, MRT models provides more degrees of freedom to tune the relaxation

rates for stability purposes, and the computational error and convergence time significantly decrease

compared to LBGK models [183]. The governing equation for MRT LBM models is written as:

f(x + e∆t, t+ ∆t)− f(x, t) = −M−1Ŝ(m(x, t)−meq(x, t)), (6.1)

where Ŝ is the diagonal collision matrix, Ŝ = diag(s0, s1, . . . , sN ), and si(i = 0, 1, . . . , N) is

the corresponding relaxation rate. m are the moments converted from the distribution functions

f by a transformation matrix M , and m = Mf . The transformation matrix M is determined by

orthogonalizing the polynomials of the velocity vectors by the standard Gram–Schmidt procedure,

and the detailed expression can be found in [183]. for the D3Q19 lattice, the moment space m is

defined to be:

|m〉 = (ρ, e, ε, jx, qx, jy, qy, jz, qz, 3pxx, 3πxx, pww, πww, pxy, pyz, pxz,mx,my,mz)
T , (6.2)
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where ρ is the mass density, e is the kinetic energy, ε = e2, j is the momentum, q is the energy flux,

p and π are the viscous stress tensors, and m is a third-order moment. The equilibrium expressions

for these moments and the expression for the transformation matrix M can be found in [183]. The

diagonal collision matrix Ŝ is:

Ŝ = diag(0, s1, s2, 0, s4, 0, s4, 0, s4, s9, s10, s9, s10, s13, s13, s13, s16, s16, s16), (6.3)

and here we use the same relaxation parameters as in [9] which were optimized for stability pur-

poses.

The flow simulation is initiated by applying a pressure gradient of 0.1 MPa/m which is a

typical value for shale gas production. This is achieved in LBM simulations by applying a constant

external acceleration (4.3556 × 10−11 in lattice units) to the fluid phase. In the simulation, the

condensed water phase is assumed to be immobile or has negligible mobility compared to methane,

therefore it is treated as a part of the solid phase.

The force arising from the pressure gradient is then incorporated into the MRT LBM model

using the forcing scheme proposed by Guo et al. by adding an extra forcing term into the governing

equation (Eq. 6.1), considering both the discrete lattice effect and the contributions of the body

force to the momentum flux:

f(x+e∆t, t+∆t)−f(x, t) = −M−1Ŝ(m(x, t)−meq(x, t))+M−1
(
I − 1

2
Ŝ

)
mf (x, t), (6.4)

where mf is a similar mapping of the discrete force components to the moment space, and mf =

MF , where Fi for the ith direction is defined as:

Fi = ωi

[
ei − v

c2s
+

(ei · v)

c4s
ei

]
F, (6.5)
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where ωi is the weighting factor for each velocity direction:

ωi =



1
3 i = 0

1
18 i = 1, 2, . . . , 6

1
36 i = 7, 8, . . . , 18

(6.6)

and F is the external pressure gradient and F = ρa, where a is the resulting acceleration to be input

into the simulation, v is the particle velocity which is defined as:

ρv =
∑
i

eifi +
∆t

2
F (6.7)

Slip boundary conditions

At the solid nodes, no-slip BC for liquid flow in conventional rocks is achieved by applying

simple bounce-back of the particle distribution functions, namely the distribution functions arriving

at the solid node are reversed in the direction and streamed back to the incoming nodes [143]. For

high Kn flows (Kn > 0.001), slip velocity at the wall should be considered which increases the

overall permeability in tight rocks. Slip BC in the MRT LEV LBM model is achieved by using a

combined diffusive and bounce-back scheme [9]:

fa(x + ea∆t, t+ ∆t) = (1− σ)fRa (xs, t) + σfDa (xs, t), (6.8)

where xs is the location of the solid nodes, and σ is a weighting coefficient determined by Chai et

al. [144] to ensure the second-order accuracy:

σ =
2C1√
6
π + C1

, (6.9)

where C1 is a tuning parameter fitted to the solutions of linearized Boltzmann equation, and C1 =

1.11 [144]. fRa and fDa are the contributions of bounce-back and diffusive boundary conditions
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respectively:

fRa (xs, t) = f−a(xs, t), (6.10)

fDa (xs, t) = ω′iρ
′(xs, t), (6.11)

where ωi is the weight of the incoming fi, and ω′i = ωi/
∑

i ωi; ρ
′(xs, t) is the sum of fi at the solid

node.

Local effective viscosities

For MRT LBM models, the relaxation time sv defining kinematic viscosity (ν0) is:

ν0 =
1

3

(
1

sv
− 1

2

)
(6.12)

The unbound kinematic viscosity of a gas is related to its unbound mean free path (λ0):

λ0 = ν0

√
3π

2
(6.13)

Therefore, sv can be written as a function of mean free path λ0:

sv =

(
1

2
+

√
2

3π
λ0

)−1
(6.14)

For the LEV LBM model used here, the viscosity is defined locally as a function of the

corrected mean free path to account for the increasing frequency of gas/wall collisions near the

solid boundaries which affects the viscosity of the gas:

λe(x) = λ0Φ(x), (6.15)

where Φ(x) is the locally defined correction function for the mean free path, which takes the fol-
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lowing form according to Landry et al. [9]:

Φ

(
di
λ0

)
=

[
1− exp((di + d−i)/λ0) +

di + d−i
λ20

exp((di + d−i)/λ0)

]
2

π
tan−1A

√
2

(
di
λ0

)B
,

(6.16)

where di is the distance of a fluid particle to the wall along the velocity direction i, and A and B are

fitting parameters which are tuned during model validation, and were set to A = B = 1 according

to [9].

Simulation setup

The flow simulations were conduced at 12 MPa and 400 K with a pressure gradient of 0.1

MPa/m representing reservoir conditions. For convenience, the condensed water phase after the

adsorption simulation is assumed to be immobile (either in the form of CBW or capillary-bound

water). Therefore, it is segmented as a part of the solid phase, and methane only flows within

the connected pore spaces that are occupied by the gas phase. Non-periodic boundary conditions

are applied in x and y directions by adding a bounce-back solid layer, and two blank layers (full

fluid nodes) are added at the inlet and outlet of z direction to minimize the boundary effect, and

periodic boundary conditions are applied. The pore system is initialized with methane of uniform

density at 12 MPa and 400 K, and external forces are applied to generate a pressure gradient of 0.1

MPa/m. The relevant physical parameters and corresponding values in lattice units are shown in

Table 6.1. The simulation is terminated until the velocity variation every 2,000 time steps drops

below a certain threshold. The equilibrium velocity profile is then recorded and the average flow

velocity in z direction vz is used to calculate the apparent permeability based on the following

equation:

vz = − ka
µφ
∇zP, (6.17)

where ka is the apparent permeability of methane, µ is the bulk dynamic viscosity, φ is the porosity,

∇zP is the pressure gradient in z direction.
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Table 6.1: Simulation parameters of supercritical methane flow in physical and lattice units

Parameter Symbol value in physical unit value in lattice unit

Characteristic length L 20 nm 10
Mean free path λ 0.7 nm 0.35

Knudsen number Kn 0.0175 0.0175
Kinematic viscosity ν 2.67× 10−7 m2/s 0.4843

Time t 7.255× 10−12 s 1
Methane density ρg 60.7 kg/m3 0.95
Pressure gradient ∆P 0.1 MPa/m 4.11× 10−11

6.3 Model calibration and validation

Here we establish the correlation between ρs and contact angle θ for water adsorption on

surfaces of different wettability. Macroscopically, after phase condensation occurs, the condensed

liquid phase either spreads onto the solid surface or accumulates as a droplet, depending on the

wettability of the surface. The contact angle θ is therefore the macroscopic result of microscale

solid-fluid interactions. It should be mentioned that unlike nitrogen sorption, water sorption on clay

minerals may be affected by the chemisorption process through the formation of hydrogen bonds,

and charged surfaces of clay particles may further strengthen the surface forces via electrostatic in-

teractions. Here all these forces are adsorbed into a single parameter ρs that determines the strength

of surface-fluid interactions, and we attribute all these forces to the macroscopic result of the contact

angle of a liquid water droplet residing on the clay surface. Previous studies have defined similar

surface force configurations as we used in this study for subcritical fluids to model the wettability

effect [137, 231, 232], and it was found that setting ρs to the equilibrium liquid density ρl leads to

completely wetting surfaces (contact angle θ = 0◦), whereas setting ρs to the equilibrium gas den-

sity ρg leads to completely non-wetting surfaces (contact angle θ = 180◦). Values in between lead

to partially-wetting surfaces with finite contact angles between 0◦ and 180◦. However, for SCMP

LBM models, the correlation between ρs and θ varies in all aspects from the lattice structure, den-

sity ratio, EOS used, to the forcing schemes. Therefore no established correlation is available in

the literature for our specific LBM model. Herein, we establish such correlation systematically by

studying the equilibrium liquid configurations on a flat surface with different wettability (ρs). It
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should be mentioned that contact angle (or wettability) is the result of setting different values of

ρs in LBM simulations. Here we aim to find the correlation between ρs and θ, so that different

wettability conditions can be reproduced by setting corresponding values of ρs.

The simulations were initiated by setting up a cubic liquid zone ρl = 3 surrounded by

the gas phase ρg = 0.02 in contact with a flat solid surface with ρs setting to a series of val-

ues ranging from 0.5 to 3. Fully periodic BC were used. The simulations were terminated until

a stable gas/liquid interface configuration is observed. The resulting 3D configurations of four

cases with ρs = 2, 1.5, 1, 0.5 are shown in Fig. 6.2, and corresponding 2D slices across the

center of the equilibrium liquid phase are shown in Fig. 6.3, labeled with corresponding con-

tact angle values determined by image analysis codes available on Github (https://github.com/je-

santos/MultiphasePorousMediaPalabos). We observe that larger ρs leads to smaller contact angles

due to the stronger attractive surface force exerted by the wall. By calibrating ρs to contact angle

θ using a second order polynomial (see Fig. 6.4), we obtain the correlation shown in Eq. 6.18

(R2 = 0.99). This correlation can then be used to guide the simulation setup based on contact angle

measurements on shale core samples (e.g. using the sessile drop method).

θ = 19.44ρ2s − 118.5ρs + 180 (6.18)

Finally, for supercritical methane flow simulations in nanopores, the MRT LEV D3Q19

model we used here was already validated elsewhere against the solutions of linearized Boltzmann

equation [9] over a wide range of Kn numbers. Therefore, we do not perform further validations

here, and readers shall refer to Fig. 8 in [9] for details.

6.4 Clay pore structure reconstruction

Fig. 6.5 shows a schematic of the typical grain structure of a argillaceous rock. Clusters

of clay particles are dispersed between a pack of larger silt grains (e.g. quartz, calcite, feldspar).

The hydraulic properties of the system is dominated by the microstructure of the clay particles. The

zoom-in shows a schematic of the clay platelets structure observed by SEM images, where both
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(a) (b)

(c) (d)

Figure 6.2: The equilibrium liquid configurations on a flat solid surface with different wettability (ρs) visu-
alized using the ParaView software. The liquid is in red, and the solid is in yellow. (a) – (d) corresponds to
ρs = 2, 1.5, 1, 0.5. Note that completely wetting and completely nonwetting cases are not shown here with
ρs = 3 and 0.018.

micropores (<2 nm) and mesopores (2 – 50 nm) are present as a result of the nonuniform packing

of the clay clusters [6]. Here we focus on a cluster of clay platelets between two large grains, which

was reconstructed honoring the direct observations of a shale sample via BIB-SEM imaging. The

reconstruction was taken from Landry et al. [15] and here we present a brief introduction of the

reconstruction workflow.

First the shale core sample is prepared for thin section analysis with a field of view of ap-

proximately 1.5 in, which is used for targeting regions of interest. Then the core plug is subsampled

with guidance from thin-section imaging and prepared for high-resolution SEM imaging by BIB

milling. Large-area high-resolution SEM mosaics are acquired, stitched, segmented, and used to

measure the pore size and shape characteristics (see Fig. 6.6 and 6.7 for example). Two dominant

pore systems (OM and clay pores) are analyzed separately. Here we focus on clay pore system

where in-situ water is most likely to reside. A process-based reconstruction process is conducted by

placing ellipsoids of different length (assuming constant aspect ratio) and tilt measured by image
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(a) (b)

(c) (d)

θ = 30º θ = 50º

θ = 90º

θ = 115º

Figure 6.3: 2D slices of the equilibrium liquid/gas density distribution on a flat solid surface with different
wettability (ρs) and corresponding contact angles determined by image analysis. The liquid is in yellow, and
the gas is in deep blue. The bottom layer is the solid. The red dots outline the liquid/gas interface. (a) –
(d) corresponds to ρs = 2, 1.5, 1, 0.5. Note that completely wetting and completely nonwetting cases are not
shown here with ρs = 3 and 0.018.
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Figure 6.4: Relationship between solid pseudodensity ρs defined in LBGK D3Q19 LBM model and contact
angle θ as shown in Fig. 6.3.
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Figure 6.5: Schematic of the shale grain structure in which clusters of clay platelets are dispersed within the
interP pore spaces between large silt grains. Also shown is a zoom-in of the clay cluster which shows the
existence of both micropores (<2 nm) and mesopores (2 – 50 nm) as a result of the nonuniform packing of
the clay platelets.

analysis into a cubic void domain. The ellipsoids are simplified representations of clay platelets.

The porosity, pore size and shape distributions measured from BIB-SEM imaging are then com-

pared to those measured from 2D cross-sections of the 3D reconstructions. The parameters of the

reconstructions are then tuned to match the 2D pore statistics. This workflow is the first of its kind

by calibrating 2D slices of 3D reconstructions to image-based 2D statistics, without having to make

certain assumptions of the pore space connectivity. Furthermore, BIB-SEM images at millimeter

scale is more likely to achieve REA than FIB-SEM images commonly below 20 µm in size, accord-

ing to a comprehensive REA/REV study by Kelly et al. [79]. The final 3D reconstructions of size

3003 with lattice resolution of 2 nm/lu and total porosity of 25% is shown in Fig. 6.8, along with

three orthogonal 2D slices that show the internal pore structure.

6.5 Results and discussion

6.5.1 Water adsorption and distribution in clay with different surface wettability

We first performed water adsorption and condensation simulations at 400 K (reservoir tem-

perature) within the reconstructed clay pore system using the LBGK D3Q19 LBM model. Three

wettability conditions were explored here, including a water-wet case (Case 1) with contact angle
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Figure 6.6: The BIB SEM image taken for the shale sample. a) Large-area mosaic with size indicated and
two component pore systems, b) OM pores, c) clay pores. The figure is reproduced from Landry et al. [15].

Figure 6.7: Examples of segmented SEM images. Dark spots are pore spaces and white regions are solids.
The pore size parameters (area, length) and pore shape parameters (circularity, aspect ratio) are quantified
from the segmented images. The figure is reproduced from Landry et al. [15].
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(a) (b)

Figure 6.8: (a) Reconstructed 3D clay pore system of size 3003 voxels with lattice resolution of 2 nm/voxel
and total porosity of 25%. The gray regions are clay particles. (b) Three orthogonal 2D slices of the 3D clay
pore system which show the internal pore structure. The yellow regions are clay particles.

θ = 10◦ (ρs = 2.5), a water non-wet case (Case 2) with contact angle θ = 124◦ (ρs = 0.5), and

a mixed-wet case (Case 3) where the simulation domain is equally split into two wetting and non-

wetting regions existing in parallel to the flow direction z, and the corresponding contact angles of

the two regions are the same as the two individual wetting (Case 1) and nonwetting (Case 2) cases.

These three wettability cases correspond to SEM observations as shown in Fig. 6.1, and the red

boxes in Fig. 6.1 are drawn to scale to demonstrate the size of the clay reconstructions in 2D.

The equilibrium 3D distributions of the condensed water phase for the three cases at three

water saturations (Sw = 0.18, 0.37, 0.51) are shown together in Fig. 6.9, and three orthogonal

2D slices of the corresponding 3D distributions that reveal the internal pore structure and fluid

distributions are shown in Fig. 6.10. For Case 1, water adsorbs on the surfaces of clay particles and

condenses around the corners of the pore spaces where surface attractive forces are the strongest.

Pores with smaller apertures are filled with the liquid water before those with larger apertures. The

center of large pores remain unfilled even at high water saturations.

For Case 2, we observe that condensed water accumulates at the center of the pores, forming
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Figure 6.9: The equilibrium 3D distributions of condensed liquid water phase at 400 K in the clay pore system
for the three wettability cases (Case 1: water-wet, Case 2: water-nonwet, Case 3: mixed-wet) at three water
saturations Sw = 0.18, 0.37, 0.51. Red indicates the condensed liquid water, and the clay particles are shown
in semi-transparent gray for easier visualization of the condensed phase. The surface wettability of the three
cases is shown in the last vertical track.
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Figure 6.10: The equilibrium 2D distributions of condensed liquid water phase at 400 K in the clay pore
system for the three wettability cases (Case 1: water-wet, Case 2: water-nonwet, Case 3: mixed-wet) at
three water saturations Sw = 0.18, 0.37, 0.51. Red indicates the condensed liquid water, blue indicates the
remaining pore space, and yellow indicates the clay particles. The surface wettability of the three cases is
shown in the last vertical track.
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near-spherical interfaces with vapor water, which is due to the much smaller attractive force exerted

by the clay particles. As water saturation increases, the condensed phase merges and grows in size,

yet still occupies the center of the pore space. Even at high water saturations, pores with small

apertures remain unfilled.

By comparing the distribution of condensed water at the same water saturation for Case

1 and 2, we observe that for Case 2 the liquid water is much more easily distinguishable than

Case 1. For Case 1, water exists in the form of thin films in large mesopores, and condenses

preferentially at the corners of the pore spaces and in micropores, both of which are usually below

the resolution of the SEM images. Our simulations provide a possible explanation of the controversy

between two separate cryo-SEM observations on clay samples from the same location by Desbois

et al. [104,106], in which they observed in-situ water in clay pores associated with OM, but did not

observe as much water as in pure clay pores where no OM is present. Desbois et al. [106] attributed

the lack of observable water at SEM resolutions to the volume expansion of samples after coring

that expels the in-situ water, and the drying by vacuum when preserving and packing the samples.

However, such explanations contradict the fact that they did observe in-situ water in samples from

the same location where OM was found to be associated with clay [104]. Based on our simulations,

a more credible explanation would be the difference in the surface wettability of the observed clay

particles in their two studies.

For Case 3, the water distribution within the individual wetting and nonwetting zone follow

the specific behavior we observed for Case 1 and 2. Spatially heterogeneous and inhomogeneous

distribution of water introduces higher degree of complexity into the connectivity of the vapor/liquid

phases, and the flow behavior of methane, as will be shown later.

We then characterize at each water saturation stage the PSD of the remaining pore spaces

that are not occupied by the liquid water, namely where vapor water exists. These pore spaces

are extracted by thresholding and each individual connected component (‘pore’) is labeled, and

their volumes (number of voxels) and effective pore sizes (maximum inscribed sphere radius) are

calculated using the BoneJ particle analyzer plugin [16] in ImageJ software. The pore size bins

range from 0 to 48 nm with bin width of 4 nm, and the corresponding pore volume is normalized by
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the total pore volume of the clay pore system where no water is present. The resulting PSDs of the

three wettability cases are shown in Fig. 6.11. For Case 1, condensed water preferentially occupies

smaller pores followed by larger ones. As a result, the average effective pore size gradually increases

with water saturation. However, at low water saturations (Sw = 0.18), a noticeable peak of pore size

below 20 nm exists, which is due to the water wetting the surfaces of mesopores, therefore reducing

the effective pore sizes of such pores before filling them completely. On the other hand, a completely

reverse trend is observed for Case 2, where the average pore size gradually decreases with water

saturation. This is because water preferentially condenses in larger pore bodies and extends to the

corner of the pore space. The breadth of PSD is much narrower than Case 1. For Case 3 roughly

a bimodal PSD is observed for each water saturation stage, indicating a mixture behavior of the

former two cases. The average effective pore size remains almost unchanged. The trends of pore

size variation as a function of water saturation for Case 1 and 3 are consistent with experimental

measurements by Li et al. [30] of water adsorption in a water-wet pure clay (montmorillonite)

sample and a mixed-wet shale sample.

Not only the size of the pore space controls flow capacity, but also the connectivity of the

pore network. We then calculated the connectivity of the vapor and liquid phases across z direction,

which was taken as the flow direction as will be discussed in Section 6.5.2. Here the connectivity is

defined as the volume of the connected phase across z direction normalized by the total pore volume,

and we name this term ‘connected saturation’ of a specific phase. Fig. 6.12 shows a comparison

of the connected saturation of the vapor and liquid phases as a function of water saturation for the

three cases. To guide the eye, we also show two black lines (y = x and y = 1− x) which indicate

the maximum connected saturation for the two phases, assuming complete connectivity. For Case 1,

the isolated liquid phases at the corner and surface of the pore spaces just begin to form connectivity

at Sw = 0.2, and for Sw > 0.42, almost all liquid phases are connected in the flow direction. On

the other hand, the connectivity of the gas phase dramatically decreases with water saturation, and

the gas phase almost completely loses connectivity when Sw > 0.42 due to the snap-off effect and

liquid water bridging at the narrow pore throat regions. For Case 2, since the condensed liquid phase

accumulates at the center of the pore spacing forming isolated droplets, it only forms connectivity

152



Figure 6.11: PSDs of the remaining pore spaces that are not occupied by the liquid water for the three wetta-
bility cases. The vapor water phase is extracted after the water adsorption simulation as the pore spaces, and
their volumes (number of voxels) and effective pore sizes (maximum inscribed sphere radius) are calculated
using the BoneJ plugin [16] in ImageJ software. The pore size bins range from 0 to 48 nm with bin width
of 4 nm, and the corresponding pore volume is normalized by the total pore volume of the clay pore system
where no water is present.
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Figure 6.12: The connected saturation (defined as the volume of the connected phase across the flow direction
normalized by the total pore volume assuming connectivity of 6) of the vapor and liquid phases as a function
of water saturation for the three wettability cases. The black lines are used to guide the eyes, representing
situations where either phase is assumed to be fully connected across the flow direction.

when Sw > 0.42. However, the gas phase remains high connectivity even at high water saturations.

For Case 3, the connectivity of the vapor and liquid phases is bounded by the limits given by Case

1 and 2. The slight deviation from this trend for liquid phase connectivity at Sw < 0.2 is an artifact

due to the limited data points obtained from the simulations.

6.5.2 Methane flow simulation at different water saturations and wettability

For comparison, we first simulated methane flow in the original clay pore system where no

liquid water is present, and the ‘intrinsic’ permeability assuming no-slip BC and constant viscosity

is calculated. The equilibrium velocity profiles of the clay pore system assuming Darcy flow or

with consideration of slip BC are shown in Fig. 6.13 (a) and (b) respectively. For either case, three

dominant flow pathways across the flow direction are observed. The largest flow velocity occurs

at the outlet where apertures are relatively large. When considering the slip flow and variation of

viscosity within the pore space, the velocity magnitude is larger as shown by the more intensive

streamlines. The average flow velocity for this case is about 44% larger than the case assuming
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Figure 6.13: The simulated velocity profiles of methane at 400 K and 12 MPa with pressure gradient of 0.1
MPa/m in the original clay pore system without water. Solid is in light gray and the size and direction of
the arrows represent the local velocity magnitude and direction. (a) Assuming no-slip flow and viscosity is
constant (Darcy flow); (b) Considering slip flow and variation of viscosity as a function of the distance to the
pore wall (LEV).

Darcy flow. The calculated intrinsic permeability using Eq. 6.17 is 1.132 µD, and the apparent

permeability with consideration of slip flow and variation of viscosity within the pore spaces is

1.592 µD, which is about 40% larger than the intrinsic permeability. This is as expected since the

Kn used in the flow simulation is about 0.0175 (see Table 6.1) and the slip flow regime dominates.

Therefore, slip velocity at the pore wall can not be ignored.

The calculated methane apparent permeability ka as a function of water saturation Sw for

the three cases is shown in Fig. 6.14. In general, ka decreases with Sw. Sw = 0.37 separates two

regions of gas permeability curves, before which ka follows Case 1 > Case 3 > Case 2 and after

which Case 3 > Case 2 > Case 1. To better illustrate the change in flow capacity and pathways

before and after Sw = 0.37, we show in Fig. 6.15 and 6.16 the equilibrium flow velocity profiles

for the three wettability cases at Sw = 0.30 and Sw = 0.43 respectively.

For Sw < 0.37, ka of methane for the water-wet case is the largest, which is as expected

since in this case methane flows across the center of the pore space with larger effective pore sizes.

Even though the pore space connectivity for this case is the lowest among the three cases (see

Fig. 6.12), the connected pore space is the largest in size (see Fig. 6.11, therefore providing two

preferential flow pathways for methane as shown in Fig. 6.15 (a). For Sw < 0.37, the water-
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Figure 6.14: The calculated methane apparent permeability as a function of in-situ water saturation at 12 MPa
and 400 K for the clay pore system at three wetting cases.

nonwet case has the lowest ka since methane flows around the corners of the original pore space,

resulting in narrower and more tortuous flow pathways and much smaller flow velocities (see Fig.

6.15 (b)) even though the connectivity of the pore space is the largest among the three cases. The

mixed-wetting case results in ka bounded by the wetting and nonwetting cases. However, when

0.28 < Sw < 0.37, ka of the mixed-wetting case is almost the same as the wetting case, indicating

that the apparent permeability of methane is dominantly controlled by the pore structure of the water

wet region.

When Sw > 0.37, ka for the wetting case drops dramatically. This is because the liquid

water phase merges at the narrow pore throat regions and the connectivity of pore space drops

significantly as shown in Fig. 6.12, approaching zero connectivity for Sw > 0.4. As shown in

Fig. 6.16 (a), the velocity is hardly noticeable and only one dominant flow pathway exists. For

Sw > 0.37, ka of the mixed wetting case is the largest among the three cases. Comparing the

velocity profiles in Fig. 6.16, we observe two dominant flow pathways with much larger velocity

in the water-nonwet region, together with a less prominent flow pathway in the wetting region.

Obviously, the mixed wettability significantly alters the distribution characteristics of the condensed
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Figure 6.15: The equilibrium methane flow velocity profiles at Sw = 0.30. The remaining open pore spaces
are shown in semi-transparent light gray, and the size and direction of the arrows indicate the magnitude and
direction of the local velocity vectors. The colorbar shows the magnitude of the velocity in m/s.
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Figure 6.16: The equilibrium methane flow velocity profiles at Sw = 0.43. The remaining open pore spaces
are shown in semi-transparent light gray, and the size and direction of the arrows indicate the magnitude and
direction of the local velocity vectors. The colorbar shows the magnitude of the velocity in m/s.
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water. In this case, water condenses preferentially in the water-wet region, while majority of the

flow pathways are only slightly affected as shown in Fig. 6.10, which explains the occurrence of the

highest methane apparent permeability. The pore space connectivity of about 0.3 at Sw = 0.37 can

therefore be treated as the percolation threshold of methane in this particular pore structure, which

is consistent with common values of percolation threshold observed in sandstones [60]. Above this

connectivity value, methane permeability is controlled by the pore size, whereas below this value,

methane permeability is controlled by the pore space connectivity.

We then compare in Fig. 6.17 the calculated methane relative permeability (ka normalized

by the maximum permeability at zero water saturation) with experimental data from Vangpaisal and

Bouazza [17]. The experimental data represent the measured gas permeability at different water sat-

uration states of four partially hydrated geosynthetic clay liners (GCL) (GCL1, GCL2, GCL3, and

GCL4). All GCLs consisted of essentially dry bentonite powder or granular sandwiched between

geotextile layers. A normal stress of 20 kPa was applied during the hydration process to minimize

the clay swelling effect, which is also assumed negligible in our simulation. In this case, the clay

particles are completely water-wet. We observed good agreement between the permeability for the

water-wet case by our simulation and the experimental data when plotted in semi-log scale. The

dramatic decrease in ka around Sw = 0.4 − 0.5 was captured precisely by the simulation, indicat-

ing: 1) the pore structure reconstructed in this study is representative of the actual microstructure

of clay; 2) the spatial water distribution and size and connectivity of the remaining pore space as a

function of Sw characterized by our simulations are in reasonable agreement with the experimental

results (at least for the water-wet case), thus the LBGK D3Q19 LBM model we developed could be

used to reproduce water adsorption and distribution in complex geometries; 3) the MRT LEV LBM

model provides reasonable estimation of the gas flow properties of tight porous media.

6.5.3 Error and uncertainty assessment

The size of the simulation domain used in this study is 600 nm3. Even though the size is

below REV, the 2D pore structure statistics (pore length, area, aspect ratio, circularity) are informed

by BIB-SEM images (mm in size) taken at the REA scale, and the 3D pore structure is reconstructed
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Figure 6.17: The calculated methane apparent permeability as a function of in-situ water saturation at 12 MPa
and 400 K for the clay pore system at three wetting cases (lines), in comparison with experimental data on
four clay samples (GCL-1, GCL-2, GCL-3, and GCL-4) at different hydration states reported by Vangpaisal
and Bouazza [17].

based on a statistically process-based approach. Therefore, it is reasonable to conclude that the 3D

simulations performed in this study are representative of clay properties at least for the region of

interest where BIB-SEM images are taken.

In this study we assumed that clay surfaces of either the wetting or the non-wetting region

can be characterized by a uniform contact angle for the sake of simplicity. However, different clay

minerals, CEC, PVT properties, or salinity of the water might interact together to result in different

contact angles, even within the same wettability region [210]. The basal surfaces or edges of clay

platelets might also have different wettability conditions [32]. It is possible to incorporate complex

spatial distribution of wettability as long as it can be characterized in some way.

The coupled adsorption and flow simulations were conducted here in a successive manner,

by first simulating the adsorption process using the LBGK 3D LBM model, followed by simulating

the flow process using the MRT LEV 3D LBM model. When performing flow simulations, the

condensed water phase is assumed to be immobile and therefore treated as the solid phase, and the

existence of vapor water in the pore space is neglected. No further interactions between methane and
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vapor water are considered since we used a single component LBM with a single set of particle dis-

tribution function. Such simplifications might lead to uncertainties in the permeability calculations,

which might explain the slight deviation from experimental data.

6.6 Conclusions

In this study, we used LBGK D3Q19 LBM models incorporated with mKM EOS to study

water adsorption and distribution in a 3D reconstructed clay pore system based on BIB-SEM im-

age analysis. Three cases with different surface wettability conditions are explored. Results show

that water tends to accumulate at the corners and surfaces of the hydrophilic pore walls, while for

hydrophobic surfaces, water condenses in the center of the pore space, forming quasi-spherical va-

por/liquid interfaces as a result of the force balance among surface tensions. The average size of the

effective pore space increases with water saturation for the water-wet case, and decreases with water

saturation for the water-nonwet case. A bimodal PSD is observed for the mixed-wet case, indicat-

ing the complex water distribution characteristics due to the interplay between the water-wet and

water-nonwet zones. The connectivity of the remaining pore space for the water-wet case decreases

dramatically and connectivity is almost lost for Sw > 0.37. On the other hand, the connectivity of

the remaining pore space for the water-nonwet case is the highest, and almost all of the pore spaces

are connected. The connectivity for the mixed-wetting case is bounded by the former two cases.

The subsequent methane flow simulations at reservoir conditions shows that the apparent

permeability of methane with consideration of slip flow and variation of viscosity in the original

dry clay is about 40% larger than the intrinsic permeability calculated assuming Darcy flow. When

in-situ water is considered, generally we observe lower apparent permeability for higher water sat-

uration. When comparing the three wettability cases, two different trends are observed with the

cutoff Sw = 0.37. For Sw < 0.37, the apparent permeability of methane is the highest for the

water-wet case, and the lowest for the water-nonwet case. However, when Sw > 0.37, the apparent

permeability of methane for the water-wet case drops up to three orders of magnitude because of

the snap-off of the connected pore space by the condensed water phase. The apparent permeability

of the mixed-wetting case is the highest, mainly because of the preferential condensation of the wa-
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ter phase within the water-wet region, leaving well-connected flow pathways with large apertures

within the water-nonwet region. In general, we observe that mixed wettability existing in parallel to

the flow direction is beneficial for enhancing the flow capacity with the existence of in-situ water in

clay, compared with uniform wettability conditions. This could explain to some extent the unexpect-

edly higher flow capacities either measured in the lab or in the field, compared with the numerical

simulation results assuming uniformly wetting surfaces. The calculated relative permeability for the

water-wet case agrees well with experimental data measured at different hydration states on water-

wet GCLs, and the relative permeability curve accurately predicts the inflection point for Sw around

0.4 after which the permeability begins to drop dramatically. This validates the representativeness

of our clay structure reconstruction, the reliability of the simulated water adsorption and distribution

characteristics, and subsequent gas flow behavior, at least for the water-wet case.
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Chapter 7: Conclusions

7.1 Summary of contribution

Thermodynamic and hydrodynamic properties characterization of fluid confined in nanopores

in shale matrix remains a nontrivial problem, which requires a detailed understanding of the pore

structure, surface properties, availability and applicability of experimental or simulation tools, and

relevant physics that govern the fundamental processes at the pore scale. The work done in this

thesis improves the understanding and solving of this problem to some extent. This problem was

approached using two types of methods integrating experimental analysis with numerical simula-

tions.

The first method used PNMs which simplify the pore structure of a porous material as a

network of pore bodies connected by pore throats. To reconstruct the PNM that honors the pore

structure of shale dominant with nanopores (<200 nm), nitrogen sorption experiments and SEM

observations were combined to obtain a statistical estimation of pore shape, size, and pore throat

connectivity of shale samples, via calibrating the simulated nitrogen sorption curves using PNM

and LDFT to experimental measurements. This was the first time that LDFT had been integrated

with PNM to estimate sorption behavior with dual-scale PSD, varying pore shapes, and inhomoge-

neous pore throat connectivity. Pore network effect and cavitation effect were explicitly considered

to reproduce the open and forced closure of hysteresis loops. The effect of pore shape on sorption

isotherms interpretation was analyzed in detail, which was not paid enough attention to previously.

We found that the use of different pore shapes has significant impact on the pore structure inter-

pretation, and the resulting average pore size and connectivity vary up to an order of magnitude.

The use of PNMs with a combination of pore shapes informed by SEM image analysis reduced the

uncertainty and nonuniqueness of the interpretation. The reconstructed PNM can then be used for

estimation of flow properties under a variety of working conditions, which is nontrivial and time-

consuming if not at all impossible to characterize by flow experiments. Advection and diffusion,
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which are the two main mechanisms for gas flow in shale, were simulated using the reconstructed

PNMs. It was found that under reservoir pressure (10 – 50 MPa) and temperature (300 – 400

K) the contribution of diffusion to transport capacity was negligible (orders of magnitude smaller)

compared with advection except within micropores and small mesopores (<10 nm) at highKn con-

ditions. We also found that for estimation of single phase flow properties (permeability, diffusivity),

PNMs with uniform cylindrical/slit pore shape predict results fairly close to PNMs using a combi-

nation of pore shapes informed by SEM images. Since PNMs with cylindrical pore shape lead to

lower error and uncertainty when calibrating to experimental sorption curves (contrasting the step

feature observed by slit pores), we suggested the choice of cylindrical pore shape for single phase

steady state flow capacity estimation, without having to turn to SEM image analysis for detailed

pore shape characterization.

We argue that PNMs are cost-efficient simulation tools for the estimation of single phase

flow properties via building a statistical reconstruction of the pore structure with simplified assump-

tion of pore shapes and connectivity. However, for multiphase adsorption/flow problems in which

the evolution of the phase interface highly depends on the detailed morphology and topology of the

pore space as well as the surface properties of the solid matrix, PNMs become deficient although

certain simplification can be made. Therefore, we explored in this thesis a second method by per-

forming direct numerical simulations on SEM image-based 3D reconstruction of the nanoporous

media. LBM was used instead of PNM since it is easily applicable to complex geometries via

simple treatment of the boundary conditions. Microscale interactions between fluid-fluid and fluid-

solid molecules can be accounted for by adding pairwise mesoscale phenomenological interparticle

forces. Via incorporating realistic EOS and two forms of surface forces for subcrtical and super-

critical gases, we showed for the first time a strict validation of LBM against LDFT, GCMC, and

experimental sorption data. The major advantage of this method compared to molecular scale ap-

proaches (such as GCMC or MD) is its relatively low computational cost (highly parallelizable due

to the local nature of streaming and collision processes), the feasibility to simulate in much larger

domains (up to two orders of magnitude larger in linear sizes), and most importantly, the possibil-

ity of coupling thermodynamic and hydrodynamic processes which makes it suitable for probing a
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wide variety of problems. Using the developed LBM models, we studied nitrogen sorption behavior

in both 2D and 3D reconstructions of interP and intraP pores, which are two common types of pore

systems in shale matrix. We found that subcritical gas adsorption in complex nanoporous media

can no longer be simplified as a layer-by-layer process. The curvature of the pore space not only

affects the shape of the nitrogen adsorption curve, but also results in different types of sorption hys-

teresis loops as defined by IUPAC. On the other hand, supercritical gas adsorption is less sensitive

to pore shape, but controlled by the surface area since the thickness of the adsorbed layer usually

does not extend extend more than three layers of molecules. These simulations provide insight into

the detailed adsorption and phase separation behavior at the pore sale, and are critical for under-

standing fluid distributions in shale, which helps with reserve estimation, production forecasting,

and possible EOR design.

Another application of our model was to simulate water adsorption and condensation in

clay, the microstructure of which was reconstructed via a process-based approach with critical pore

structure properties informed by BIB-SEM image analysis. The spatial distribution, size, and con-

nectivity of condensed water phase was characterized in detail as a function of water saturation and

surface wettability. The subsequent supercritical methane flow was simulated and the apparent per-

meability as a function of water saturation and wettability was calculated and compared to available

experimental data. We have shown for the first time the spatial characterization of partially-saturated

water in clay with different surface wettability. The resulting gas relative permeability curve for the

water-wet case agreed well with experimental measurements on water-wet geosynthetic clay liners.

Our simulations suggested that wettability inhomogeneity provides reasonable explanations for the

seemingly controversial cryo-SEM observations of in-situ water distribution in clay [104, 106].

7.2 Future work

For PNM work, we used a dual-scale model to account for the coexistence of macroscale in-

terP porosity and microscale intraP porosity, both of which are commonly observed in shale matrix.

For computational efficiency, we simplified the microporosity as a bundle of tubes characterized

by an average pore size ignored the interconnectivity. Further improvement of the model accuracy
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can be made by considering these microporosities explicitly, which requires significant amount of

code optimization and parallelization to reduce the computational cost. However, it will be worth

the effort to improve or rewrite the codes, so that both pore-filling and grain-filling microporosities

can be considered within the same PNM, honoring a more representative pore structure in shale.

Furthermore, more advanced image analysis workflow shall be developed to characterize the size,

shape, and distribution of these microporosities to guide the reconstruction of PNMs.

For LBM work, we incorporated the pairwise interparticle forces necessary to reproduce

the correct phase behavior. We focused on thermodynamic studies of single-component-two-phases

(vapor and liquid) problems in this thesis. However, it is possible and straightforward to incor-

porate more components by adding more sets of particle distribution functions. The interactions

between these components can be modeled by adding appropriate interparticle forces calibrated

to inter-component interaction strength (e.g. in the form of interfacial intension or contact angle).

However, adding more sets of particle distribution functions require more advanced structuring of

the codes (in terms of domain decomposition, processor communication, and speed optimization).

The development of efficient codes that could incorporate more than one set of particle distribu-

tion functions (multi-component) while honoring the complex thermodynamic and hydrodynamic

physics will enable the model to probe a much wider variety of physical problems, including but

not limited to competitive adsorption modeling of supercritical CO2 and CH4 for CO2 sequestration

and enhanced gas recovery purposes, multi-component capillary condensation and transport study

of shale gas when heavy components such as propane and butane are present and may condense in

micropores and small mesopores under reservoir conditions, and more complex coupling between

adsorbed water and methane for understanding methane adsorption capacity with connate water and

methane transport properties with the existence of adsorbed gas.

Either PNM or LBM (or any other pore scale modeling tools) is constrained by the size

of the simulation domain (about 5 µm for PNMs and 600 nm for LBM in this thesis) to balance

the computational cost. Upscaling simulation results to REV or core scale is an essential next step

in future work. For PNMs reconstruction, nitrogen sorption tests can be performed on isolated

organic-rich (kerogen) and inorganic regions respectively to guide the reconstruction of two PNMs
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representative of these two pore systems, based on which corresponding flow properties can be ob-

tained. A mixture model (e.g. effective medium theory [233, 234]) based on the volume fraction of

kerogen by XRD or EDS analysis [235] can then be used to upscale the pore scale results to the core

scale. Continuous time random walks approach [48] can also be considered for upscaling purposes,

using a generalized network model representation of the porous medium, where the the transport

between sites can be described by a transit-time probability distribution derived from simulation at

a smaller scale. For LBM, we focused on the reconstruction of clay microstructure in this thesis

by analyzing BIB-SEM images. Similarly, OM pore structure can be reconstructed following this

workflow [15]. LBM calculations of gas permeability can be obtained on these two pore systems. A

mixture model similar to PNMs can be used for upscaling predictions. Another possible upscaling

pathway can be explored by assembling the LBM-calculated permeabilities of OM and clay-rich re-

gions into a 2D simulation domain using the Monte Carlo sampling method [129], and matching the

TOC informed by BIB-SEM image analysis. The REA-scale permeability can then be determined

using a finite difference approach.
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List of acronyms

(with page numbers where first introduced)

AFM atomic force microscopy. 15

BC boundary condition. 37

BET Brunauer-Emmett-Teller. 12

BIB broad-ion-beam. 14

BJH Barret-Joyner-Halenda. 12

BSE back scattered electron. 14

CBW clay-bound water. 24

CDF cumulative density function. 51

CEC cation exchange capacity. 25

CT computerized tomography. 9

D2Q9 two dimensional nine velocity. 83

D3Q19 three dimensional 19 velocity. 113

DEM discrete element method. 135

DFT density functional theory. 23

DGM dusty gas model. 33

DLVO Derjaguin—Landau—Verwey—Overbeek. 27
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DSMC direct simulation Monte Carlo. 41

EDM exact difference method. 114

EDS energy dispersive spectroscopy. 8

EOR enhanced oil recovery. 1

EOS equation of state. 39

FIB focused-ion-beam. 14

GCL geosynthetic clay liner. 159

GCMC grand canonical Monte Carlo. 24

HK Horvath–Kawazoe. 12

interP interparticle. 5

intraP intraparticle. 5

IUPAC International Union of Pure and Applied Chemistry. 5

LBGK lattice Bhatnagar–Gross–Krook. 83

LBM lattice Boltzmann method. 3

LDFT lattice density functional theory. 24

LEV local-effective-viscosity. 38

MD molecular dynamics. 37

MICP mercury intrusion capillary pressure. 9

mKM modified Kaplun-Meshalkin. 116
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MRT multi-relaxation time. 83

NLDFT nonlocal density functional theory. 12

NMR nuclear magnetic resonance. 9

OM organic matter. 5

PDF probability density function. 50

PNM pore network model. 3

PR Peng-Robinson. 86

PSD pore size distribution. 1

REA representative elementary area. 15

REV representative elementary volume. 15

SANS small-angle neutron scattering. 5

SCMP single component multiphase. 39

SE secondary electron. 14

SEM scanning electron microscopy. 1

SR specular reflection. 37

TEM transmission electron microscopy. 5

TMAC tangential momentum accommodation coefficient. 38

TOC total organic carbon. 1

USANS ultra-small-angle neutron scattering. 5
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vdW van der Waals. 19

XRD X-ray diffraction. 5
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Na-montmorillonite. Géotechnique, 63(8):674–681, June 2013.

[231] Yiotis, A. G, Psihogios, J, Kainourgiakis, M. E, Papaioannou, A, and Stubos, A. K. A lattice
Boltzmann study of viscous coupling effects in immiscible two-phase flow in porous media.
Colloids and Surfaces A: Physicochemical and Engineering Aspects, 300(1–2):35–49, June
2007.

[232] Huang, H and Lu, X.-y. Relative permeabilities and coupling effects in steady-state gas-liquid
flow in porous media: A lattice Boltzmann study. Physics of Fluids, 21:092104–092104,
September 2009.

[233] Sayar, P and Torres-Verdin, C. Using anisotropic effective medium theories to quantify elastic
properties of sandstone-shale laminated rocks. Geophysics, 81(4):D315–D333, May 2016.

[234] Ghanbarian, B and Javadpour, F. Upscaling pore pressure-dependent gas permeability in
shales. Journal of Geophysical Research: Solid Earth, 122(4):2541–2552, March 2017.

[235] Bai, B, Sun, Y, and Liu, L. Petrophysical properties characterization of Ordovician Utica gas
shale in Quebec, Canada. Petroleum Exploration and Development, 43(1):74–81, February
2016.

188


