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#### Abstract

The question of the existence of a polynomial kernelization of the Vertex Cover Above LP problem was a long-standing, notorious open problem in parameterized complexity. Some years ago, the breakthrough work by Kratsch and Wahlström on representative sets finally answered this question in the affirmative [FOCS 2012]. In this paper, we present an alternative, algebraic compression of the Vertex Cover Above LP problem into the Rank Vertex Cover problem. Here, the input consists of a graph $G$, a parameter $k$, and a bijection between $V(G)$ and the set of columns of a representation of a matroid $M$, and the objective is to find a vertex cover whose rank is upper bounded by $k$.
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1. Introduction. The field of parameterized complexity concerns the study of parameterized problems, where each problem instance is associated with a parameter $k$ that is a nonnegative integer. Given a parameterized problem of interest, which is generally computationally hard, the first, most basic question that arises asks whether the problem at hand is fixed-parameter tractable (FPT). Here, a problem $\Pi$ is said to be FPT if it is solvable in time $f(k) \cdot|X|^{\mathcal{O}(1)}$, where $f$ is an arbitrary function that depends only on $k$ and $|X|$ is the size of the input instance. In other words, the notion of FPT signifies that it is not necessary for the combinatorial explosion in the running time of an algorithm for $\Pi$ to depend on the input size, but it can be confined to the parameter $k$. Having established that a problem is FPT, the second, most basic question that follows asks whether the problem also admits a polynomial kernel. A concept closely related to kernelization is one of polynomial compression. Here, a problem $\Pi$ is said to admit a polynomial compression if there exists a problem $\widehat{\Pi}$ and a polynomial-time algorithm such that given an instance ( $X, k$ ) of $\Pi$, the algorithm outputs an equivalent instance ( $\widehat{X}, \widehat{k}$ ) of $\widehat{\Pi}$, where $|\widehat{X}|=\widehat{k}^{\mathcal{O}(1)}$ and $\widehat{k} \leq k$. Roughly speaking, compression is a mathematical concept that aims to analyze preprocessing procedures in a formal, rigorous manner. We note that in case $\Pi=\widehat{\Pi}$, the problem is further said to admit a polynomial kernelization, and the output $(\hat{X}, \widehat{k})$ is called a kernel.

The Vertex Cover problem is (arguably) the most well-studied problem in parameterized complexity [12,9]. Given a graph $H$ and a parameter $k$, this problem asks whether $H$ admits a vertex cover of size at most $k$. Over the years, a notable number of algorithms have been developed for the Vertex Cover problem [4, 2, $13,27,7,5,8]$. Currently, the best-known algorithm solves this problem in the remarkable time $1.2738^{k} \cdot n^{\mathcal{O}(1)}$ [8]. While it is not known whether the constant

[^0]1.2738 is "close" to optimal, it is known that unless the exponential time hypothesis fails, Vertex Cover cannot be solved in time $2^{o(k)} \cdot n^{\mathcal{O}(1)}$ [18]. On the other hand, in the context of kernelization, the picture is clear in the following sense: It is known that Vertex Cover admits a kernel with $\mathcal{O}\left(k^{2}\right)$ vertices and edges [4], but unless $\mathrm{NP} \subseteq$ co-NP/poly, it does not admit a kernel with $\mathcal{O}\left(k^{2-\epsilon}\right)$ edges [11] for any $\epsilon>0$. We remark that it is also known that Vertex Cover admits a kernel not only of size $\mathcal{O}\left(k^{2}\right)$ but also with only $2 k$ vertices [7,22], and it is conjectured that this bound might be essentially tight [6].

It has become widely accepted that Vertex Cover is one of the most natural test beds for the development of new techniques and tools in parameterized complexity. Unfortunately, the vertex cover number of a graph is generally large - in fact, it is often linear in the size of the entire vertex set of the graph [12, 9]. Therefore, alternative parameterizations, known as above-guarantee parameterizations, have been proposed. The two most well known such parameterizations are based on the observation that the vertex cover number of a graph $H$ is at least as large as the fractional vertex cover number of $H$, which in turn is at least as large as the maximum size of a matching of $H$. Here, the fractional vertex cover number of $H$ is the solution to the linear program that minimizes $\sum_{v \in V(H)} x_{v}$ subject to the constraints $x_{u}+x_{v} \geq 1$ for all $\{u, v\} \in E(H)$ and $x_{v} \geq 0$ for all $v \in V(H)$. Accordingly, given a graph $H$ and a parameter $k$, the Vertex Cover Above MM problem asks whether $H$ admits a vertex cover of size at most $\mu(H)+k$, where $\mu(H)$ is the maximum size of a matching of $H$, and the Vertex Cover Above LP problem asks whether $H$ admits a vertex cover of size at most $\ell(H)+k$, where $\ell(H)$ is the fractional vertex cover number of $H$.

On the one hand, several parameterized algorithms for these two problems have been developed in the last decade [30, 29, 10, 26, 23]. Currently, the best-known algorithm for Vertex Cover Above LP, which is also the best-known algorithm for Vertex Cover Above MM, runs in time $2.3146^{k} \cdot n^{\mathcal{O}}(1)$ [23]. On the other hand, the question of the existence of polynomial kernelizations of these two problems was a long-standing, notorious open problem in parameterized complexity. Five years ago, the breakthrough work by Kratsch and Wahlström [21] on representative sets finally answered this question in the affirmative. To date, the kernelizations by Kratsch and Wahlström have remained the only known (randomized) polynomial compressions of Vertex Cover Above MM and Vertex Cover Above LP. Note that since $\ell(H)$ is necessarily at least as large as $\mu(H)$, a polynomial compression of Vertex Cover Above LP also doubles as a polynomial compression of Vertex Cover Above MM. We also remark that several central problems in parameterized complexity, such as the Odd Cycle Transversal problem, are known to admit parameterpreserving reductions to Vertex Cover Above LP [23]. Hence, the significance of a polynomial compression of Vertex Cover Above LP also stems from the observation that it simultaneously serves as a polynomial compression of additional well-known problems and can therefore potentially establish the target problem as a natural candidate to express compressed problem instances.

Recently, a higher above-guarantee parameterization of Vertex Cover, resulting in the Vertex Cover Above Lovász-Plummer, has been introduced by Garg and Philip [14]. Here, given a graph $H$ and a parameter $k$, the objective is to determine whether $H$ admits a vertex cover of size at most $(2 \ell(H)-\mu(H))+k$. Garg and Philip [14] showed that this problem is solvable in time $3^{k} \cdot n^{\mathcal{O}(1)}$, and Kratsch [20] showed that it admits a (randomized) kernelization that results in a large yet polynomial kernel. We remark that above-guarantee parameterizations can very easily reach bars beyond which the problem at hand is no longer FPT. For example, Gutin et
al. [16] showed that the parameterization of Vertex Cover above $m / \Delta(H)$, where $\Delta(H)$ is the maximum degree of a vertex in $H$ and $m$ is the number of edges in $H$, results in a problem that is not FPT (unless FPT=W[1]).

Our results and methods. In this paper, we present an alternative, algebraic compression of the Vertex Cover Above LP problem into the Rank Vertex Cover problem. We remark that Rank Vertex Cover was originally introduced by Lovász [24] as a tool for the examination of critical graphs. Given a graph $H$, a parameter $\ell$, and a bijection between $V(H)$ and the set of columns of a representation of a matroid $M$, the objective of Rank Vertex Cover is to find a vertex cover of $H$ whose rank, which is defined by the set of columns corresponding to its vertices, is upper bounded by $\ell$. Note that formal definitions of the terms used in the definition of Rank Vertex Cover can be found in section 2.

We obtain a (randomized) polynomial compression of size $\mathcal{O}\left(k^{7}+k^{4.5} \log \frac{1}{\varepsilon}\right)$, where $\varepsilon$ is the probability of failure and $k=\ell-\mu(H)$. Here, by failure we mean that we output an instance of Rank Vertex Cover which is not equivalent to the input instance. Our work makes use of properties of linear spaces and matroids and also relies on elementary probability theory. One of the main challenges it overcomes is the conversion of the methods of Lovász [24] into a procedure that works over rationals with reasonably small binary encoding.
2. Preliminaries. We use $\mathbb{N}$ to denote the set of natural numbers. For any $n \in \mathbb{N}$, we use $[n]$ as a shorthand for $\{1,2, \ldots, n\}$. In this paper, the notation $\mathbb{F}$ will refer either to a finite field of prime size or to the field $\mathbb{R}$ of real numbers. Accordingly, $\mathbb{F}^{n}$ is an $n$-dimensional linear space over the field $\mathbb{F}$, where a vector $v \in \mathbb{F}^{n}$ is a tuple of $n$ elements from the field $\mathbb{F}$. Here, the vector $v$ is implicitly assumed to be represented as a column vector, unless stated otherwise. A finite set of vectors $S$ over the field $\mathbb{F}$ is said to be linearly independent if the only solution to the equation $\sum_{v \in S} \lambda_{v} v=0$, where it holds that $\lambda_{v} \in \mathbb{F}$ for all $v \in S$, is the one that assigns zero to all of the scalars $\lambda_{v}$. A set $S$ that is not linearly independent is said to be linearly dependent. The span of a set of vectors $S$, denoted by $\bar{S}$ (or $\operatorname{span}(\mathrm{S})$ ), is the set $\left\{\sum_{v \in S} \alpha_{v} v: \alpha_{v} \in \mathbb{F}\right\}$, defined over the linear space $\mathbb{F}^{n}$.

For a graph $G$, we use $V(G)$ and $E(G)$ to denote the vertex set and the edge set of $G$, respectively. We treat the edge set of an undirected graph $G$ as a family of subsets of size 2 of $V(G)$, i.e., $E(G) \subseteq\binom{V(G)}{2}$. An independent set in a graph $G$ is a set of vertices $X$ such that for all $u, v \in X$, it holds that $\{u, v\} \notin E(G)$. For a graph $G$ and a vertex $v \in V(G)$, we use $G \backslash v$ to denote the graph obtained from $G$ after deleting $v$ and the edges incident with $v$.

### 2.1. Matroids.

Definition 2.1. A matroid $X$ is a pair $(U, \mathcal{I})$, where $U$ is a set of elements and $\mathcal{I}$ is a set of subsets of $U$, with the following properties: (i) $\emptyset \in \mathcal{I}$; (ii) if $I_{1} \subset I_{2}$ and $I_{2} \in \mathcal{I}$, then $I_{1} \in \mathcal{I}$; and (iii) if $I_{1}, I_{2} \in \mathcal{I}$ and $\left|I_{1}\right|<\left|I_{2}\right|$, then there is $x \in\left(I_{2} \backslash I_{1}\right)$ such that $I_{1} \cup\{x\} \in \mathcal{I}$.

A set $I^{\prime} \in \mathcal{I}$ is said to be independent; otherwise, it is said to be dependent. A set $B \in \mathcal{I}$ is a basis if no superset of $B$ is independent. For example, $U_{t, n}=([n],\{I: I \subseteq$ $[n],|I| \leq t\})$ forms a matroid known as a uniform matroid. For a matroid $X=(U, \mathcal{I})$, we use $E(X), \mathcal{I}(X)$, and $\mathcal{B}(X)$ to denote the ground set $U$ of $X$, the set of independent sets $\mathcal{I}$ of $X$, and the set of bases of $X$, respectively. Here, we are mainly interested in linear matroids, which are defined as follows. Given a matroid $X=(U, \mathcal{I})$, a matrix $M$ having $|U|$ columns is said to represent $X$ if (i) the columns of $M$ are in bijection
with the elements in $U$ and (ii) a set $A \subseteq U$ is independent in $X$ if and only if the columns corresponding to $A$ in $M$ are linearly independent. Accordingly, a matroid is a linear matroid if it has a representation over some field. For simplicity, we use the same symbol to refer to a matroid $M$ and its representation. For a matrix $M$ and some subset $B$ of columns of $M$, we let $M[\star, B]$ denote the submatrix of $M$ that is obtained from $M$ by deleting all columns not in $B$. The submatrix of $M$ over a subset of rows $R$ and a subset of columns $B$ is denoted using $M[R, B]$. We define the Rank Vertex Cover problem using a representable matroid as follows.

```
Rank Vertex Cover
Input: A graph \(H\), an integer \(\ell\), and a bijection \(\phi\) between \(V(H)\) and the set of
columns of a representation of a matroid \(M\).
Output: Is there a vertex cover \(S \subseteq V(H)\) of \(H\) such that \(\operatorname{rank}(\{\phi(s): s \in S\}) \leq \ell ?\)
```

In the paper we would be working with the above-guarantee parameter $k$, where $k=\ell-\mu(H)$. We proceed by stating several basic definitions related to matroids that are central to our work. For this purpose, let $X=(U, \mathcal{I})$ be a matroid. An element $x \in U$ is called a loop if $\{x\} \notin \mathcal{I}$; equivalently, it does not belong to any independent set of $X$. If $X$ is a linear matroid, then loops correspond to zero column vectors in its representation. An element $x \in U$ is called a co-loop if it occurs in every basis of $X$. Note that for a linear matroid $X$, an element $x$ is a co-loop if and only if it is linearly independent from any subset of $U \backslash\{x\}$. Observe that for any co-loop $x$ and $A \in \mathcal{I}$, we have $A \cup\{x\} \in \mathcal{I}$. For a subset $A \subseteq U$, the $\operatorname{rank}$ of $A$ is defined as the maximum size of an independent subset of $A$, that is, $\operatorname{rank}_{X}(A):=\max _{I^{\prime} \subseteq A}\left\{\left|I^{\prime}\right|: I^{\prime} \in \mathcal{I}\right\}$. We remove the subscript of $\operatorname{rank}_{X}(A)$ if the matroid is clear from the context. The rank of a matroid is defined to be the rank of the set $U$.

The rank function of $X$ is the function rank: $2^{U} \rightarrow \mathbb{N}$ that assigns $\operatorname{rank}(A)$ to each subset $A \subseteq U$. Note that this function satisfies the following properties:

1. $0 \leq \operatorname{rank}(A) \leq|A|$;
2. if $A \subseteq B$, then $\operatorname{rank}(A) \leq \operatorname{rank}(B)$;
3. $\operatorname{rank}(A \cup B)+\operatorname{rank}(A \cap B) \leq \operatorname{rank}(A)+\operatorname{rank}(B)$.

A set $F$ such that $\emptyset \subseteq F \subseteq U$ is a flat if $\operatorname{rank}(F \cup\{x\})>\operatorname{rank}(F)$ for all $x \notin F$. Let $\mathcal{F}$ be the set of all flats of the matroid $X$. For any subset $A$ of $U$, the closure $\bar{A}$ is defined as $\bar{A}=\bigcap_{F \in \mathcal{F}}\{F: A \subseteq F\}$. It can be seen that the closure of a set is the flat of minimum rank containing it. We list out some useful properties of flats and the closure operation as follows:

1. For any flat $F$, we have $F=\bar{F}$.
2. For any two flats $X, Y$, we have that $X \cap Y$ is also a flat.
3. For any set $S \subseteq U$, we have $\operatorname{rank}(S)=\operatorname{rank}(\bar{S})$.

For a linear matroid the analogue of closure operation is the operation of span. To denote the span of a set in a matroid $M$, we would use the notation $\operatorname{span}_{M}$ and remove the subscript if the matroid is clear from the context. In this paper, for a linear matroid both these notions have been used interchangeably. Flats in a linear matroid are the subspaces of the column space of the representation matrix. Any matroid always contains two flats trivially if it has a nonzero matrix representation, namely, the flat containing the zero vector and the column space of the representation. We next define the notion of general position on a flat for a linear matroid.

Definition 2.2 (general position on a flat in a linear matroid). Let $F$ be a flat of a linear matroid $X$. An element $x \in F$ is said to be in general position on $F$ if for any flat $F^{\prime}$ of $X$, if $x$ is contained in $\operatorname{span}\left(F^{\prime} \backslash\{x\}\right)$, then $F \subseteq F^{\prime}$.

The notion of general position is related to the independent sets of a linear matroid as follows.

Lemma 2.3. Given a linear matroid $M$, a flat $F$ of $M$, and a vector $x \in F$. If for all $I \in \mathcal{I}(M)$ such that $F \nsubseteq \bar{I}$ we have $I \cup\{x\} \in \mathcal{I}(M)$, then $x$ is in general position on $F$.

Proof. We prove the contrapositive. Assume that $x$ is not in general position on $F$. Using Definition 2.2, we see that there exists a flat $F^{\prime}$ with $x \in \overline{F^{\prime} \backslash\{x\}}$ such that $F^{\prime}$ does not contain $F$. In particular, $F$ is not spanned by any subset of $F^{\prime}$. Let $I$ be a maximal independent set contained in $F^{\prime} \backslash\{x\}$. Clearly, $I$ does not span $F$, but $I \cup\{x\}$ is a dependent set.

Observation 1. If a vector $x$ is in general position on a flat $F$ with $\operatorname{rank}(F) \geq 1$, in a linear matroid, then $x$ is nonzero.

Proof. Assume that $x=\overrightarrow{0}$. As $F$ has rank at least one, we get that the representation matrix $M$ is nonzero. So, $M$ has $F^{\prime}=\{\overrightarrow{0}\}$ as a flat such that $F \nsubseteq F^{\prime}$, but $x \in \operatorname{span}\left(F^{\prime} \backslash\{x\}\right)=\operatorname{span}(\emptyset)=\{\overrightarrow{0}\}$. Therefore, we get a contradiction.

Deletion and contraction. The deletion of an element $u$ from $X$ results in a matroid $X^{\prime}$, denoted by $X \backslash u$, with ground set $E\left(X^{\prime}\right)=E(X) \backslash\{u\}$ and set of independent sets $\mathcal{I}\left(X^{\prime}\right)=\{I: I \in \mathcal{I}(X), u \notin I\}$. The contraction of a nonloop element $u$ from $X$ results in a matroid $X^{\prime}$, denoted by $X / u$, with ground set $E\left(X^{\prime}\right)=$ $E(X) \backslash\{u\}$ and set of independent sets $\mathcal{I}\left(X^{\prime}\right)=\{I \backslash\{u\}: u \in I$ and $I \in \mathcal{I}(X)\}$. The basis sets in a matroid and its contraction satisfy the following.

Observation 2. A set $B$ is a basis in $X / u$ if and only if $B \cup\{u\}$ is a basis in $X$.
When we are considering two matroids $X$ and $X / u$, then for any subset $T \subseteq$ $E(X) \backslash\{u\}, \bar{T}$ represents the closure of $T$ with respect to the matroid $X$.

A matroid can also be represented by a ground set and a rank function, and for our purposes, it is sometimes convenient to employ such a representation. That is, we also use a pair $(U, r)$ to specify a matroid, where $U$ is the ground set and $r$ is rank function. Now, we prove several lemmas regarding operations on matroids, which are used later in the paper.

Observation 3. Let $X$ be a matroid, $u \in E(X)$ be a nonloop element, and $v$ be a co-loop in $X$. Then $v$ is a co-loop in $X / u$. Moreover, $\operatorname{rank}(X / u)=\operatorname{rank}(X)-1$.

Proof. If $B$ is a basis in $X / u$, then $B \cup\{u\}$ is a basis in $X$ by Observation 2. As $v$ is a co-loop in $X, v \in B \cup\{u\}$, which implies that $v \in B$. Hence, $v$ is a co-loop in $X / u$.

Given a matrix (or a linear matroid) $A$ and a column $v \in A$, by moving the column vector $v$ to some vector $u$, we refer to the operation of replacing $v$ in $A$ by a vector $u$.

Lemma 2.4. Let $X=(U, \mathcal{I})$ be a linear matroid, $W \subseteq U$, and let $u, v \notin W$ be two elements in $X$ with $v$ a co-loop in $X$. Let $X^{\prime}$ be the matroid obtained by replacing $u$ with any vector in $\operatorname{span}(W)$. Then $v$ is also a co-loop in $X^{\prime}$.

Proof. Let $u^{\prime}$ denote the vector in the span of $W$ which replaced $u$. Notice that the only modification performed with respect to the vectors of $X$ is the update of $u$ to $u^{\prime}$. Suppose, by way of contradiction, that $v$ is not a co-loop in $X^{\prime}$. Then there exists a set of elements $S \subseteq E\left(X^{\prime}\right)$, where $v \notin S$, whose span contains $v$. If $u^{\prime} \notin S$,
then $S \subseteq U$, which implies that $v$ was not a co-loop in $X$. Since this results in a contradiction, we have that $u^{\prime} \in S$. As $u^{\prime}$ is in the span of $W, v$ must be in the span of $(W \cup S) \backslash\left\{u^{\prime}\right\}$. Since $(W \cup S) \backslash\left\{u^{\prime}\right\} \subseteq U$ and $v \notin(W \cup S) \backslash\left\{u^{\prime}\right\}$, we have thus reached a contradiction.

We remark that Lemma 2.4 also holds in the special case when vector $u$ is moved to a general position on the flat spanned by $W$.

In general, the rank of any set in the contracted matroid is given by the following.
Lemma 2.5 (see [15, Proposition 3.9]). Let $v$ be an element in a matroid $X=$ $(U, \mathcal{I})$, which is not a loop in $X$. Let $T \subseteq U$ such that $v \notin T$. Then $\operatorname{rank}_{X / v}(T)=$ $\operatorname{rank}_{X}(T \cup v)-1$.

The next lemma follows from the above.
Lemma 2.6. Let $v$ be an element in a matroid $X=(U, \mathcal{I})$, which is not a loop in $X$. Let $T$ be a subset of $U$ such that $v \in \bar{T}$. Then $\operatorname{rank}_{X / v}(T \backslash\{v\})=\operatorname{rank}_{X}(T)-1$.

The lemma above can be rephrased as follows: If $T$ is a set of elements in a matroid $X=(U, \mathcal{I})$ such that an element $v \in U$ is contained in the span of $T$, then the rank of $T \backslash\{v\}$ in the contracted matroid $X / v$ is smaller by 1 than the rank of $T$ in $X$. The span of sets in a contracted matroid are given by the following.

Lemma 2.7 (see [28, Proposition 3.1.12]). For any matroid $X$, let $T \subset E(X)$ and $A \subseteq E(X) \backslash T$. Then $\operatorname{span}_{X / T}(A)=\operatorname{span}_{X}(A \cup T) \backslash T$.
3. Compression. Our objective is to give a polynomial compression of VERtex Cover Above LP. More precisely, we develop a polynomial-time randomized algorithm that, given an instance of Vertex Cover Above LP with parameter $k$ and $\varepsilon>0$ with probability at least $1-\varepsilon$, outputs an equivalent instance of RANK Vertex Cover whose size is bounded by a polynomial in $k$ and $\varepsilon$. It is known that there is a parameter-preserving reduction from Vertex Cover Above LP to Vertex Cover Above MM such that the parameter of the output instance is linear in the parameter of the original instance [21]. Thus, in order to give a polynomial compression of Vertex Cover Above LP to Rank Vertex Cover where the size of the output instance is bounded by $\mathcal{O}\left(k^{7}+k^{4.5} \log \frac{1}{\varepsilon}\right)$, it is enough to give a polynomial compression of Vertex Cover Above MM to Rank Vertex Cover with the same bound on the size of the output instance. For a graph $H$, we use $\mu(H)$ and $\beta(H)$ to denote the maximum size of a matching and the vertex cover number of $H$, respectively. Let $(G, k)$ be an instance of Vertex Cover Above MM. Let $n=|V(G)|$ and $I_{n}$ denote the $n \times n$ identity matrix. That is, $I_{n}$ is a representation of $U_{n, n}$. Notice that $(G, k)$ is a Yes-instance of Vertex Cover Above MM if and only if ( $G, I_{n}, \mu(G)+k$ ) with any arbitrary bijection between $V(G)$ and columns of $I_{n}$, is a Yes-instance of Rank Vertex Cover.

In summary, to give the desired polynomial compression of Vertex Cover Above LP, it is enough to give a polynomial compression of instances of the form $\left(G, I_{n}, \mu(G)+k\right)$ of Rank Vertex Cover where the size of the output instance is bounded by $\mathcal{O}\left(k^{7}+k^{4.5} \log \frac{1}{\varepsilon}\right)$. Here, the parameter is $k$. For instances of Rank Vertex Cover, we assume that the columns of the matrix are labeled by the vertices in $V(G)$ in a manner corresponding to a bijection between the input graph and columns of the input matrix. As discussed above, we again stress that now our objective is to give a polynomial compression of an instance of the form $\left(G, I_{n}, \mu(G)+k\right)$ of Rank Vertex Cover to Rank Vertex Cover, which can now roughly be thought of as a polynomial kernelization. We achieve the compression in two steps:

1. In the first step, given $\left(G, M=I_{n}, \mu(G)+k\right)$, in polynomial time we either conclude that $\left(G, I_{n}, \mu(G)+k\right)$ is a Yes-instance of Rank Vertex Cover or (with high probability of success) output an equivalent instance $\left(G_{1}, M_{1}, \ell\right)$ of Rank Vertex Cover where the number of rows in $M_{1}$ and hence $\operatorname{rank}\left(M_{1}\right)$ is upper bounded by $\mathcal{O}\left(k^{3 / 2}\right)$. Moreover, we also bound the bits required for each entry in the matrix to be $\tilde{\mathcal{O}}\left(k^{5 / 2}+\log (1 / \varepsilon)\right)$ This step is explained in section 3.2. Notice that after this step, the graph $G_{1}$ need not be bounded by $k^{\mathcal{O}(1)}$.
2. In the second step, we work with the output $\left(G_{1}, M_{1}, \ell\right)$ of the first step, and in polynomial time we reduce the number of vertices and edges in the graph $G_{1}$ (and hence the number of columns in the matrix $M_{1}$ ). That is, output of this step is an equivalent instance $\left(G_{2}, M_{2}, \ell\right)$, where the size of $G_{2}$ is bounded by $\mathcal{O}\left(k^{3}\right)$. This step is explained in section 3.3.
Throughout the compression algorithm, we work with Rank Vertex Cover. Notice that the input of Rank Vertex Cover consists of a graph $G$, an integer $\ell$, and a linear representation $M$ of a matroid with a bijection between $V(G)$ and the set of columns of $M$. In the compression algorithm, we use operations that modify the graph $G$ and the matrix $M$ simultaneously. To employ these "simultaneous operations" conveniently, we define (in section 3.1) the notion of a graph-matroid pair. We note that the definition of a graph-matroid pair is the same as a pregeometry defined in [24], and various lemmas from [24] which we use here are adapted to this definition. We also define deletion and contraction operations on a graph-matroid pair and state some properties of these operations.
3.1. Graph-matroid pairs. We start with the definition of a graph-matroid pair.

Definition 3.1. A pair $(H, M)$, where $H$ is a graph and $M$ is a matroid over the ground set $V(H)$, is called a graph-matroid pair.

Notice that there is natural bijection between $V(H)$ and $E(M)$, which is the identity map. Now, we define deletion and contraction operations on graph-matroid pairs.

Definition 3.2. Let $P=(H, M)$ be a graph-matroid pair, and let $u \in V(H)$. The deletion of $u$ from $P$, denoted by $P \backslash u$, results in the graph-matroid pair $(H \backslash$ $u, M \backslash u$ ). If $u$ is not a loop in $M$, then the contraction of $u$ in $P$, denoted by $P / u$, results in the graph-matroid pair $(H \backslash u, M / u)$. For an edge $e \in E(H), P \backslash e$ represents the pair $(H \backslash e, M)$.

We remark that matroid deletion and contraction can be done in time polynomial in the size of ground set for a linear matroid. For details, we refer the reader to [15, 28].

Definition 3.3. Given a graph-matroid pair $P=(H, M)$, the vertex cover number of $P$ is defined as $\tau(P)=\min \left\{\operatorname{rank}_{M}(S): S\right.$ is a vertex cover of $\left.H\right\}$.

For example, if $M$ is an identity matrix (where each element is a co-loop), then $\tau(P)$ is the vertex cover number of $H$. Moreover, if we let $M$ be the uniform matroid $U_{t, n}$ such that $t$ is at least the size of the vertex cover number of $H$, then $\tau(P)$ again equals the vertex cover number of $H$.

Let $P=(H, M)$ be a graph-matroid pair, where $M$ is a linear matroid. Recall that $M$ is also used to refer to a given linear representation of the matroid. For the sake of clarity, we use $v_{M}$ to refer explicitly to the column vector associated with a vertex $v \in V(H)$. When it is clear from context, we use $v$ and $v_{M}$ interchangeably.

Lemma 3.4 (see [24, Proposition 4.2]). Let $P=(H, M)$ be a graph-matroid pair and $v \in V(H)$ such that the vector $v_{M}$ is a co-loop in $M$, where $M$ is a linear matroid. Let $P^{\prime}=\left(H, M^{\prime}\right)$ be the graph-matroid pair obtained by moving $v_{M}$ to a vector $v_{M^{\prime}}$ such that in the matroid $M^{\prime}, v_{M^{\prime}}$ is in general position on a flat containing the neighbors of $v, N_{H}(v)$. Then $\tau\left(P^{\prime}\right)=\tau(P)$.

Proof. Note that the operation in the statement of the lemma does not change the graph $H$. The only change occurs in the matroid, where we map a co-loop $v_{M}$ to a vector lying in the span of its neighbors. It is clear that such an operation does not increase the rank of any vertex cover. Indeed, given a vertex cover $T$ of $H$, in case it excludes $v$, the rank of $T$ is the same in both $M$ and $M^{\prime}$, and otherwise, since $v_{M}$ is a co-loop, the rank of $T$ cannot increase when $M$ is modified by replacing $v_{M}$ with any other vector. Thus, $\tau\left(P^{\prime}\right) \leq \tau(P)$.

For the other inequality, let $T$ be the set of vectors corresponding to a minimum rank vertex cover of the graph $H$ in the graph-matroid pair $P^{\prime}$ (where we have replaced the vector $v_{M}$ by the vector $v_{M^{\prime}}$ ). In what follows, note that as we are working with linear matroids, the closure operation is the linear span. We have the following two cases:

Case 1: $v_{M^{\prime}} \notin T$. In this case, $T$ has the same rank in $M$ as it has in $M^{\prime}$. Thus, $\tau\left(P^{\prime}\right)=\operatorname{rank}_{M^{\prime}}(T)=\operatorname{rank}_{M}(T) \geq \tau(P)$.

Case 2: $v_{M^{\prime}} \in T$. Here, we have two subcases:

- If $v_{M^{\prime}} \notin \overline{T \backslash\left\{v_{M^{\prime}}\right\}}$, then note that $\tau\left(P^{\prime}\right)=\operatorname{rank}_{M^{\prime}}(T)=\operatorname{rank}_{M^{\prime}}\left(T \backslash\left\{v_{M^{\prime}}\right\}\right)+$ $1=\operatorname{rank}_{M}\left(\left(T \backslash\left\{v_{M^{\prime}}\right\}\right) \cup\left\{v_{M}\right\}\right) \geq \tau(G)$. The third equality follows because $v_{M}$ is a co-loop.
- If $v_{M^{\prime}} \in \overline{T \backslash\left\{v_{M^{\prime}}\right\}}$, then as $v_{M^{\prime}}$ is in general position on a flat containing its neighbors, by definition this means that all of the neighbors of $v_{M^{\prime}}$ are also present in $\overline{T \backslash\left\{v_{M^{\prime}}\right\}}$. Since $v_{M}$ and $v_{M^{\prime}}$ have the same neighbors, as the graph $H$ has not been modified, all of the neighbors of $v_{M}$ belong to $\overline{T \backslash\left\{v_{M^{\prime}}\right\}}$. Thus, $\overline{T \backslash\left\{v_{M^{\prime}}\right\}}$ is a vertex cover of $H$. Therefore, $\tau\left(P^{\prime}\right)=$ $\operatorname{rank}_{M^{\prime}}(T)=\operatorname{rank}_{M^{\prime}}(\bar{T})=\operatorname{rank}_{M^{\prime}}\left(\overline{T \backslash\left\{v_{M^{\prime}}\right\}}\right)=\operatorname{rank}_{M}\left(\overline{T \backslash\left\{v_{M^{\prime}}\right\}}\right) \geq \tau(P)$. The second equality crucially relies on the observation that the rank of a set is equal to the rank of the span of the set.
This completes the proof of the lemma.
Lemma 3.5 (see [24, Proposition 4.3]). Let $P=(H, M)$ be a graph-matroid pair, and let $v$ be a vertex of $H$ such that $v$ is not a loop and $v$ is contained in the flat spanned by its neighbors. Let $P^{\prime}=P / v$. Then $\tau\left(P^{\prime}\right)=\tau(P)-1$.

Proof. Recall that the contraction of a vertex $v$ in $P$ results in the graph-matroid pair $P^{\prime}=\left(H^{\prime}, M^{\prime}\right)=\left(H \backslash v, M / v_{M}\right)$; i.e., the vertex is deleted from the graph and contracted in the matroid.

We first prove that $\tau(P) \leq \tau\left(P^{\prime}\right)+1$. Let $T$ be a minimum rank vertex cover in $P^{\prime}$, i.e., $\operatorname{rank}_{M^{\prime}}(T)=\tau\left(P^{\prime}\right)$. Let $W$ be a maximum sized independent set in $\mathcal{I}\left(M^{\prime}\right)$ contained in $T$. Then, by the definition of contraction, $W \cup\{v\}$ is a maximum sized independent set in $\mathcal{I}(M)$ contained in $T \cup\{v\}$. Moreover, $T \cup\{v\}$ is a vertex cover in $H$, and therefore we get that $\tau(P) \leq \operatorname{rank}_{M}(T \cup\{v\})=|W \cup\{v\}|=\operatorname{rank}_{M^{\prime}}(T)+1=\tau\left(P^{\prime}\right)+1$.

Now we prove that $\tau\left(P^{\prime}\right) \leq \tau(P)-1$. Assume that $T$ is a minimum rank vertex cover of $P$. In case $v \notin T$, it holds that all the neighbors of $v$ must belong in $T$ to cover edges incident to $v$. By our assumption, $v$ is in the span of its neighbors in $M$. Therefore, in any case, $v$ necessarily belongs to the span of $T$. Note that $T \backslash\{v\}$ is a vertex cover of $H^{\prime}$. By Lemma 2.6, we have that $\tau(P)=\operatorname{rank}_{M}(T)=$ $\operatorname{rank}_{M^{\prime}}(T \backslash\{v\})+1 \geq \tau\left(P^{\prime}\right)+1$. This completes the proof.
3.2. Rank reduction. In this section we explain the first step of our compression algorithm. Formally, we want to solve the following problem.

```
Rank Reduction
Input: An instance \(\left(G, M=I_{n}, \mu(G)+k\right)\) of Rank Vertex Cover, where
\(n=|V(G)|\).
Output: An equivalent instance \(\left(G^{\prime}, M^{\prime}, \ell\right)\) such that the number of rows in \(M^{\prime}\)
is at most \(\mathcal{O}\left(k^{3 / 2}\right)\).
```

Here, we give a randomized polynomial-time algorithm for Rank Reduction. More precisely, along with the input of Rank Reduction, we are given an error bound $\varepsilon>0$, and the objective is to output a "small" equivalent instance with probability at least $1-\varepsilon$. We begin by stating the well-known crown decomposition, which is used as a reduction rule.

Definition 3.6 (crown decomposition). A crown decomposition of a graph $G$ is a partitioning of $V(G)$ into three parts $C, H$, and $R$ such that the following hold:

- $C$ and $H$ are nonempty.
- $C$ is an independent set.
- There are no edges between vertices of $C$ and $R$. That is, $H$ separates $C$ and $R$.
- Let $E^{\prime}$ be the set of edges between vertices of $C$ and $H$. Then $E^{\prime}$ contains a matching of size $|H|$.
Using the decomposition above, we get the following reduction rule. For correctness, we refer the reader to [9, section 2.3].

Reduction Rule 1 (crown reduction). For an instance $(P, \ell)$ of Rank VerTEX Cover with $P=\left(G, I_{|V(G)|}\right)$, if $G$ has a crown decomposition $(C, H, R)$, then return $\left(P^{\prime}=P \backslash(H \cup C), \ell^{\prime}=\ell-|H|\right)$.

If a graph $G$ has a crown decomposition $(C, H, R)$, then there is an optimum vertex cover containing $H$. Any maximum matching of $G$ can be modified to give another maximum matching of $G$ which matches every vertex of $H$ to some vertex in $C$; this gives us $\mu(G-(H \cup C)) \geq \mu(G)-|H|$. Therefore, for the output instance $\left(P^{\prime}, \ell^{\prime}\right)$ in Reduction Rule 1, $\ell^{\prime}-\mu\left(G^{\prime}\right) \leq \ell-\mu(G)$, where $G^{\prime}=G-(H \cup C)$. There exists a polynomial-time algorithm which produces an induced subgraph of the input graph $G$ such that the crown reduction is not applicable on it; we refer the reader to [31, section 4, Theorem 6] for details. We call a graph crown reduced if crown reduction is not applicable to it. The rule above is applied to exhaustion once before any of the rules described below are applied. Next, we state a reduction rule that reduces the rank by 2 .

Reduction Rule 2 (vertex deletion). Let $(P, \ell)$ be an instance of Rank VerTEX Cover, where $P=(G, M)$ is a graph-matroid pair. Let $v \in V(G)$ be a vertex such that $v_{M}$ is a co-loop in $M$ and the flat spanned by its neighbors $N_{G}(v)$ is nonzero. Let $M_{1}$ be the matrix obtained after moving $v_{M}$ to a vector $v_{M_{1}}$ which is in general position on the flat spanned by $N_{G}(v)$ in the matroid $M_{1}$. Let $P_{1}=\left(G, M_{1}\right)$, and let $P^{\prime}=P_{1} / v_{M_{1}}$. Then output $\left(P^{\prime}, \ell-1\right)$.

## Lemma 3.7. Reduction Rule 2 is safe.

Proof. We need to show that $(P, \ell)$ is a Yes-instance if and only if $\left(P^{\prime}, \ell-1\right)$ is a Yes-instance, which follows from Lemmas 3.4 and 3.5.

Lemma 3.8. Let $(P, \ell)$ be an instance of Rank Vertex Cover, where $P=$ $(G, M)$ is a graph-matroid pair. Let $\left(P^{\prime}, \ell-1\right)$ be the output of Reduction Rule 2, where $P^{\prime}=\left(G^{\prime}, M^{\prime}\right)$. Then $\operatorname{rank}\left(M^{\prime}\right)=\operatorname{rank}(M)-2$.

Proof. In Reduction Rule 2, we move a co-loop $v_{M}$ of $M$ to a vector $v_{M_{1}}$, obtaining a matrix $M_{1}$. If Reduction Rule 2 is applicable, the rank of flat spanned by neighbors of $v_{M}$ has rank at least 1. So, by Observation 1, $v_{M_{1}}$ is not a loop in $M_{1}$. As $M^{\prime}=M_{1} / v_{M_{1}}$, by Observation 3, we get $\operatorname{rank}\left(M^{\prime}\right)=\operatorname{rank}\left(M_{1}\right)-1=\operatorname{rank}(M)-2$.

Now, we will explain how to apply Reduction Rule 2 efficiently. Later we will explain (Lemma 3.22) how to keep the bit length of each entry in the matrix bounded by a polynomial in $k$.

We first elaborate the effect of contracting one element on the size of representing matrix. To contract an element $e$ in a matroid $M$, we perform row reduction such that there is exactly one nonzero entry in the column corresponding to $e$ in $M$. If row $r$ is the one containing the only nonzero entry in column $e$ in $M$, then the contracted matroid is represented by the matrix obtained from $M$ by deleting row $r$ and column $e$ from it. We can do this step in a straightforward manner; it is similar to one step of Gaussian elimination for row reduction of a matrix. We first fix a nonzero row element of $e$ as a pivot. Suppose, without loss of generality, that the first element $e_{1}$ of $e$ is nonzero. Next, to make any other row element $e_{j}$ in column $e$ equal to zero, we multiply the $j$ th row of $M$ by $e_{1}$ and subtract from it the product of the first row of $M$ with $e_{j}$. Hence, we get the following observation.

Observation 4. Let $e$ be a nonloop element in a linear matroid $M$ with integer entries. If each entry in the representation $M$ has an absolute value at most $m$, then there is a polynomial-time computable representation of $M / e$ over integers with each entry at most $2 m^{2}$ in absolute value.

Lemma 3.9. Let $M$ be a linear matroid of rank $r$ represented over integers with $|E(M)|=n$, and let $p \geq 2^{n}$ be an integer. Then Reduction Rule 2 can be applied in polynomial time with success probability at least $1-\frac{2^{n}}{p}$. If the longest entry in the matrix $M$ has an absolute value $m$, then the longest entry in the output matrix is at most $2(\mathrm{mnp})^{2}$ in absolute value after applying Reduction Rule 2. Moreover, the output matrix is over integers. ${ }^{1}$

Proof. Suppose Reduction Rule 2 is applied to a co-loop $v$. We first show how to find a vector in general position which replaces the co-loop $v$. Let $F$ be the set of columns in $M$ corresponding to $N_{G}(v)$. Using formal indeterminates $x=\left\{x_{h}: h \in F\right\}$, obtain a vector $g(x)=\sum_{h \in F} x_{h} h$. Suppose the values of the indeterminates have been fixed to some numbers $x^{*}$ such that for any independent set $I \in \mathcal{I}(M)$ which does not span $F, I \cup\left\{g\left(x^{*}\right)\right\}$ is also independent. Using Lemma 2.3, we see that $g\left(x^{*}\right)$ is in general position on $\bar{F}$.

Let $I$ be an independent set which does not span $F$. We need to select $x$ in such a way that $D_{R, I}(x)=\operatorname{det}(M[R, I \cup\{g(x)\}])$ is not identically zero for some $R$. First of all, note that there is a choice of $R$ for which the polynomial $D_{R, I}(x)$ is not identically zero and has total degree 1 . This is so because $D_{R, I}(x)=\sum_{h \in F} x_{h} \operatorname{det}(M[R, I \cup\{h\}])$; if it is identically zero for every $R$, then $\forall h \in F$ we have $\operatorname{det}(M[R, I \cup\{h\}])=0$, implying that every element $h \in F$ is spanned by $I$. Thus, this case does not arise due to the choice of $I$. Let us fix this choice of rows to be $R$ for the rest of the proof. If we choose $x \in[p]^{|F|}$ uniformly at random, for some number $p$, then the probability

[^1]that $D_{R, I}(x)=0$ is at most $\frac{1}{p}$ by the Schwartz-Zippel lemma. The number of independent sets in $M$ which do not span $F$ is at most $2^{n}$. Applying the union bound, the probability that $D_{R, I}(x)=0$ for some $I \in \mathcal{I}(M)$ is at most $\frac{2^{n}}{p}$. Therefore, the success probability is at least $1-\frac{2^{n}}{p}$.

Suppose each entry in $M$ has absolute value at most $m$. The procedure of finding a point in general position takes polynomial time, and the longest entry in the column which replaces $v$ has absolute value at most $m n p$, as at most $n$ of the columns are added together after multiplying them by a factor of at most $p$. Combining the previous statement with Observation 4 gives us the claimed entry sizes and the running time.

In the very first application of Reduction Rule 2 (when the input matrix is $I_{n}$ ), the lemma above tells us that the numbers may become $\mathcal{O}\left(n^{2} p^{2}\right)$. On applying the rule again and again, the bit length of entries could become exponential due to Gaussian elimination performed for contracting the elements in the matroid. The combined effect of contracting several elements can make the numbers very large. To circumvent this, suppose we are given a linear matroid $(U, \mathcal{I})$ of low rank and where the ground set $U$ is small, along with a representation matrix $M$ over the field $\mathbb{R}$. We show that for a randomly chosen small prime $q$, the matrix $M \bmod q$, obtained by replacing each entry of $M$ by its remainder on division by $q$, is also a linear representation of $M$ (see Lemma 3.13). To prove this result, we first observe that for any number $n$, the number of distinct prime factors is bounded by $\mathcal{O}(\log n)$.

Observation 5. The number of distinct prime factors of any number $n$ is at most $\log _{2} n$.

The well-known prime number theorem implies the following.
Proposition 3.10. There is a constant $c$ such that the number of distinct prime numbers smaller than or equal to $n$, denoted by $\pi(n)$, is at least $c \frac{n}{\log n}$.

Moreover, we can generate a prime number in polynomial time with a good success probability as shown by the following.

Proposition 3.11 (folklore). Given a number $N$ and a real number $\zeta \in(0,1]$, there is a randomized polynomial-time algorithm which generates a prime number at most $N$ uniformly at random with failure probability less than $\zeta$.

Proof. The probability that a randomly generated number less than $N$ is a prime is at least $\frac{\pi(N)}{N} \geq \frac{c}{\log N}$ by Proposition 3.10. To decrease the probability of failure to less than $\zeta$, we generate at most $\mathcal{O}\left(\log \frac{1}{\zeta} \log N\right)$ random numbers and test each of them for primality using the AKS algorithm [1]. If one of the generated numbers is a prime, we return it; otherwise, we return failure after exhausting the allowed number of trials.

In what follows, we also need the following general lemma about linear matroids.
Lemma 3.12 (see [15]). Let $M$ be an $a \times b$ matrix representing some matroid. If $M^{\prime}$ is a matrix consisting of a row basis of $M$, then $M^{\prime}$ represents the same matroid as $M$.

Assume that a given matroid representation $M$ has size $r^{\prime} \times s$, but the rank of the matroid is some integer $r<r^{\prime}$. By Lemma 3.12, we can simply keep a row basis of the representation matrix and discard the other rows to get a representation matrix of size $r \times s$. A row basis can be easily identified by row reducing the matrix $M$ into a matrix $M_{\text {red }}$ in polynomial time [3] and then keeping the rows in $M$ which
correspond to nonzero rows in $M_{r r e d}$. Note that this operation does not increase the size of new representation of $M$.

We also state the following inequality to be used in the next lemma.
Observation 6. For $a, b \in \mathbb{R}$ with $a \geq 0$ and $b \geq 1$, we have $a+b \leq 2(a+1) b$.
Lemma 3.13. Let $X=(U, \mathcal{I})$ be a rank $r$ linear matroid representable by an $r \times n$ matrix $M$ over $\mathbb{R}$ with each entry an integer between $-\frac{n^{c^{\prime} n}}{\delta}$ and $\frac{n^{c^{\prime} n}}{\delta}$ for some constants $c^{\prime}$ and $\delta$, where $\delta \in(0,1]$. For every $\varepsilon \in(0,1]$, there is a number $c \in$ $\mathcal{O}\left(1+\log \frac{1}{\varepsilon}\right)$ such that for a prime number $q$ chosen uniformly at random from the set of prime numbers smaller than or equal to $c \frac{n^{2 r+3}(n \log n+\log (1 / \delta))^{2}}{\varepsilon}$, the matrix $M_{q}=M$ $\bmod q$ over $\mathbb{R}$ represents the matroid $X$ with probability at least $1-\frac{\varepsilon}{n}$.

Proof. To prove that $M_{q}$ is a representation of $X$ (with high probability), it is enough to show that for any basis $B \in \mathcal{B}(X)$, the corresponding columns in $M_{q}$ are linearly independent. For this purpose, consider some basis $B \in \mathcal{B}(X)$. Since $B$ is an independent set in $M$, we have that the determinant of the square matrix $M[\star, B]$, denoted by $\operatorname{det}(M[\star, B])$, is nonzero. The determinant of $M_{q}[\star, B]$ is equal to $\operatorname{det}(M[\star, B]) \bmod q$. Let $a=\operatorname{det}(M[\star, B])$, and let $b=a \bmod q$. The value of $b$ is equal to zero only if $q$ is a prime factor of $a$. Since the absolute value of each entry in $M$ is at most $n^{c^{\prime} n}(1 / \delta)$, the absolute value of $a$ is upper bounded by $r!n^{c^{\prime} n r}(1 / \delta)^{r}$. By Observation 5, the number of prime factors of $a$ is at most $\log (r!)+c^{\prime} n r \log n+r \log \frac{1}{\delta}$. As the rank of $X$ is $r$, the number of bases in $X$ is at most $n^{r}$. Hence, the cardinality of the set

$$
F=\{z: z \text { is a prime factor of } \operatorname{det}(M[\star, B]) \text { for some } B \in \mathcal{B}(X)\}
$$

is at most $n^{r} \cdot\left(\log (r!)+c^{\prime} n r \log n+r \log (1 / \delta)\right) \leq c_{1} n^{r+1}(n \log n+\log (1 / \delta))$ for some constant $c_{1}$.

By Proposition 3.10, there is a constant $c_{2}$ such that the number of prime numbers less than or equal to $c \frac{n^{2 r+3}(n \log n+\log (1 / \delta))^{2}}{\varepsilon}$ is at least

$$
t=c_{2} c \frac{n^{2 r+3}(n \log n+\log (1 / \delta))^{2}}{\varepsilon \log \left(c \frac{n^{2 r+3}(n \log n+\log (1 / \delta))^{2}}{\varepsilon}\right)} .
$$

The probability that $M_{q}$ is not a representation of $X$ (denote it by $M_{q} \not \equiv M$ ) is

$$
\begin{aligned}
\operatorname{Pr}\left[M_{q} \not \equiv M\right] & =\operatorname{Pr}[q \in F] \leq \frac{|F|}{t} \\
& \leq \frac{c_{1}}{c_{2} c} \cdot \frac{\log \left(c \frac{n^{2 r+3}(n \log n+\log (1 / \delta))^{2}}{\varepsilon}\right)}{n^{r+1}(n \log n+\log (1 / \delta))} \cdot \frac{\varepsilon}{n} \\
& =\frac{c_{1}}{c_{2} c} \cdot \frac{\log \left(c \frac{n v_{n, \delta, r}^{2}}{\varepsilon}\right)}{v_{n, \delta, r}} \cdot \frac{\varepsilon}{n} \quad \text { where } v_{n, \delta, r}=n^{r+1}(n \log n+\log (1 / \delta)) \\
& \leq \frac{2 c_{1}\left(1+\log \frac{1}{\varepsilon}\right)}{c_{2} c} \cdot \frac{\log \left(c n v_{n, \delta, r}^{2}\right)}{v_{n, \delta, r}} \cdot \frac{\varepsilon}{n} \quad \text { using Observation } 6 .
\end{aligned}
$$

For any $\varepsilon \in(0,1]$ and $r \geq 0$, there is a number $c \in \mathcal{O}\left(1+\log \frac{1}{\varepsilon}\right)$ such that the above probability is at most $\frac{\varepsilon}{2 n}$. To complete the proof, we use Proposition 3.11 to generate a prime number of required size with failure probability at most $\frac{\varepsilon}{2 n}$. If the algorithm in Proposition 3.11 fails to return a prime, then we output a small fixed matrix and exit. The overall failure probability is at most $\frac{\varepsilon}{n}$. This completes the proof of the lemma.

By combining Lemmas 3.9, 3.12, and 3.13, we can apply Reduction Rule 2 such that each entry in the output representation matrix has bounded value.

Lemma 3.14. Given $\varepsilon \in(0,1]$, Reduction Rule 2 can be applied in polynomial time with success probability at least $1-\frac{\varepsilon}{n}$. Moreover, each entry in the output representation matrix of rank $r$ is at most $c \frac{n^{2 r+3}\left(n \log n+\log \left(1 / \varepsilon^{8}\right)\right)^{2}}{\varepsilon}$, where $c \in \mathcal{O}\left(1+\log \frac{1}{\varepsilon}\right)$.

Proof. Let $M$ be the input representation matrix. The proof is by induction on the steps performed for Reduction Rule 2. Each step consists of an application of Lemma 3.9, Lemma 3.12, and then Lemma 3.13 in order. The invariant at the end of the steps is that the absolute values of matrix entries are bounded by the value of $q$ as given in Lemma 3.13 for $\delta=\varepsilon^{8}$. Before the application of first step, the matrix consists of $I_{n}$; therefore, the sizes are bounded as claimed. Let $\epsilon^{\prime}=\varepsilon /(2 n)$. We apply Lemma 3.9 with $p=\left\lceil\frac{2^{n}}{\epsilon^{\prime}}\right\rceil$ to a co-loop. Let $M^{\prime}$ be the output representation matrix of Lemma 3.9. By Lemma 3.9, Reduction Rule 2 succeeds with probability at least $1-\epsilon^{\prime}$, and the absolute values of individual entries are at most

$$
\begin{aligned}
2(q n p)^{2} & \leq q^{2} \frac{1}{\varepsilon^{2}} n^{4} 2^{2 n+5} \quad \text { using } p \leq \frac{2^{n+2} n}{\varepsilon} \\
& \leq c^{2} \frac{2^{2 n+5} n^{4 r+10}\left(n \log n+\log \left(1 / \varepsilon^{8}\right)\right)^{4}}{\varepsilon^{4}} \\
& \leq c^{2} \frac{2^{2 n+6} n^{4 r+18}(1+8 \log (1 / \varepsilon))^{4}}{\varepsilon^{4}} \quad \text { using Observation } 6 \text { and } \log n \leq n \\
& \leq \frac{(1+\log (1 / \varepsilon))^{4}}{\varepsilon^{4}} n^{c^{\prime} n} \quad \text { for some constant } c^{\prime} \\
& \leq \frac{n^{c^{\prime} n}}{\varepsilon^{8}} \quad \text { using } 1+\log \frac{1}{\varepsilon} \leq \frac{1}{\varepsilon} .
\end{aligned}
$$

So, the invariant holds, and if there is a co-loop, we can apply Lemma 3.13 for Reduction Rule 2 again, as we have the bit sizes in the required form.

We would like to apply Reduction Rule 2 as many times as possible in order to obtain a "good" bound on the rank of the matroid. However, for this purpose, after applying Reduction Rule 2 with respect to some co-loop of the matroid, (i) some other co-loops need to remain co-loops, and (ii) Reduction Rule 2 should be applicable on them. To achieve the first goal, instead of applying Reduction Rule 2 arbitrarily, we choose vectors $v_{M}$ whose vertices belong to a predetermined independent set of the graph. To understand the advantage behind a more careful choice of the vectors $v_{M}$, suppose that we are given an independent set $U$ in the graph $G$ such that every vertex in it is a co-loop in the matroid. Then, after we apply Reduction Rule 2 with one of the vertices in $U$, it holds that every other vertex in $U$ is still a co-loop (by Lemma 2.4 and Observation 3).

To achieve the second goal stated above, we need to ensure that neighborhoods of remaining co-loops are nonzero. This property is not true for all graphs. For example, in a complete bipartite graph $G=(A \cup B, E)$, with partite sets $A$ and $B$ satisfying $|A|>|B|$, we cannot apply Reduction Rule 2 on all the elements in $A$, as the rank of $B$ will become zero before all the elements have been processed. We next show that the second goal is achievable in our case, as our graph is crown reduced.

Lemma 3.15. For a matroid $X=(U, \mathcal{I})$, let $C \subseteq U$ and $A, B \subseteq U \backslash C$. If $\operatorname{span}_{X}(A) \subseteq \operatorname{span}_{X}(B)$, then $\operatorname{span}_{X / C}(A) \subseteq \operatorname{span}_{X / C}(B)$.

Proof. It suffices to prove the lemma for one element $c \in C$; the general statement follows from induction on $|C|$. Let $A^{\prime} \subseteq A$ be a basis of $A$ in $X /\{c\}$. By Observation 2, $A^{\prime} \cup\{c\}$ is independent in $X$. From the statement of the lemma, we get $A^{\prime} \subseteq \operatorname{span}_{X}(B)$. By Lemma 2.7, we have $\operatorname{span}_{X /\{c\}}(B)=\operatorname{span}_{X}(B \cup\{c\}) \backslash\{c\} ;$ therefore, $A^{\prime}$ is contained in $\operatorname{span}_{X /\{c\}}(B)$.

It is possible to compute all the points in general position on their neighborhood before any matroid contraction. Next we show that matroid contraction does not affect the status of a point in general position.

Lemma 3.16. For $P=(G, M)$, let $u, v \in G$ be two distinct vertices. If $u, v$ are in general position on $N_{G}(u)$ and $N_{G}(v)$, respectively, in $M$, then $u$ is in general position on $N_{G}(u)$ in $M /\{v\}$.

Proof. Suppose $u$ is not in general position on $\operatorname{span}_{M /\{v\}}(N(u))$; then there exists $F \subseteq E(M) \backslash\{u, v\}$ such that $u \in \operatorname{span}_{M /\{v\}}(F)$ and $\operatorname{span}_{M /\{v\}}\left(N_{G}(u)\right) \nsubseteq$ $\operatorname{span}_{M /\{v\}}(F)$. Since $\operatorname{span}_{M /\{v\}}(F)=\operatorname{span}_{M}(F \cup\{v\}) \backslash\{v\}$ (by Lemma 2.7), we get $u \in \operatorname{span}_{M}(F \cup\{v\}) \backslash\{v\}$, which implies that $u \in \operatorname{span}_{M}(F \cup\{v\})$. Similarly, by Lemma 2.7 and $\operatorname{span}_{M /\{v\}}\left(N_{G}(u)\right) \nsubseteq \operatorname{span}_{M /\{v\}}(F)$, we also have that (i) $\operatorname{span}_{M}\left(N_{G}(u) \cup\{v\}\right) \backslash\{v\} \nsubseteq \operatorname{span}_{M}(F \cup\{v\}) \backslash\{v\}$. In what follows, we show that $\operatorname{span}_{M}(F \cup\{v\})$ is a flat for which $u$ fails the general position condition. We have already proved that $u \in \operatorname{span}_{M}(F \cup\{v\})$. From the statement (i), we have $\operatorname{span}_{M}\left(N_{G}(u) \cup\{v\}\right) \nsubseteq \operatorname{span}_{M}(F \cup\{v\})$. If $\operatorname{span}_{M}\left(N_{G}(u)\right) \subseteq \operatorname{span}_{M}(F \cup\{v\})$, then we have $\operatorname{span}_{M}\left(N_{G}(u) \cup\{v\}\right) \subseteq \operatorname{span}_{M}(F \cup\{v\})$. Therefore, it must be the case that $\operatorname{span}_{M}\left(N_{G}(u)\right) \nsubseteq \operatorname{span}_{M}(F \cup\{v\})$. This contradicts the assumption that $u$ is in general position on $N_{G}(u)$ in $M$.

Lemma 3.17. Let $(P, \ell)$ with $P=(G, M)$ be an instance of Rank Vertex Cover, and let $S$ be any independent set of $G$. If $G$ is crown reduced, then Reduction Rule 2 is applicable on every $s \in S$.

Proof. The matroid before any contraction is $M=I_{n}$. Let $D \subseteq S$ be an ordered sequence of elements such that the rank of $J \subseteq V(G) \backslash S$ becomes zero after application of Reduction Rule 2 on the elements of $D$. If there is some other element $s \in S \backslash$ $D$ with $N_{G}(s) \subseteq J$, then we would not be able to apply Reduction Rule 2 on it. To simplify the discussion, we assume that elements in $D$ refer to corresponding points in the flat of their neighborhoods; moreover, the points in general position can all be computed initially before any matroid contraction by Lemma 3.16. Due to commutativity of matroid contraction, the order of contraction of elements in $D$ does not affect the final matroid. Therefore, any permutation of elements in $D$ will result in the same final matroid upon contraction. Let $C=\left\{c_{1}, c_{2}, \ldots, c_{p}\right\} \subseteq D$ be a shortest length subsequence which results in rank of a subset of $V(G) \backslash S$ becoming zero upon contraction. Let $H \subseteq V(G) \backslash S$ be the largest cardinality set whose rank became zero after the contraction of $C$. Given a permutation $\Pi$ of $\{1, \ldots, p\}$, let $M_{i}$ denote the matroid obtained after contraction of the elements in $C$ indexed by the first $i$ indices in $\Pi(\{1, \ldots, p\})$, and let $\operatorname{rank}_{i}$ and $\operatorname{span}_{i}$ denote the rank and span in $M_{i}$, respectively.

Claim 3.18. For any $c_{i} \in C$, if there exists a permutation $\Pi$ of $C$ such that $\operatorname{rank}_{\Pi(i)}(H)=\operatorname{rank}_{\Pi(i)-1}(H)-1$, then $N_{G}\left(c_{i}\right) \subseteq H$.

Proof. Assume $N_{G}\left(c_{i}\right) \nsubseteq H$, and let $j=\Pi(i)$. As $\operatorname{rank}_{j}(H)=\operatorname{rank}_{j-1}(H)-$ 1, we have $c_{i} \in \operatorname{span}_{j-1}(H)$ by Lemma 2.5. Also, as $c_{i}$ is in general position on $\operatorname{span}_{j-1}\left(N_{G}\left(c_{i}\right)\right)$ in $M_{j-1}$, we have $\operatorname{span}_{j-1}\left(N_{G}\left(c_{i}\right)\right) \subseteq \operatorname{span}_{j-1}(H)$. By Lemma 3.15,
$\operatorname{span}_{p}\left(N_{G}\left(c_{i}\right)\right) \subseteq \operatorname{span}_{p}(H)$, which implies that $N_{G}\left(c_{i}\right) \cup H$ is a larger cardinality set with rank equal to zero in $M_{p}$, a contradiction to our choice of $H$.

Claim 3.19. $N(C) \subseteq H$.
Proof. For any $c_{i} \in C$, pick a $\Pi$ with $\Pi(i)=p$. If $c_{i}$ does not change the rank of $H$ in this order, then $C \backslash\left\{c_{i}\right\}$ is a shorter sequence. Hence, Claim 3.18 gives us $N_{G}\left(c_{i}\right) \subseteq H$.

Clearly, $C$ does not have any edges to vertices in $V(G) \backslash(C \cup H)$. Therefore, there cannot be any matching from $H$ to $C$ of size $|H|$, as $G$ is crown reduced. Consider the bipartite graph $B$ with bipartition $H \uplus C$ and $E(B)$ is the set of edges in $G$ between $C$ and $H$. By Hall's theorem, there is a nonempty set $H^{*} \subseteq H$ such that $\left|H^{*}\right|>\left|N_{B}\left(H^{*}\right)\right|$. Let $C^{*}=N_{B}\left(H^{*}\right)$. We first contract the elements in $C \backslash C^{*}$. These do not decrease the rank of the set $H^{*}$ upon contraction due to Lemma 2.4 and Observation 3 along with the fact that $N_{B}\left(C \backslash C^{*}\right) \cap H^{*}=\emptyset$; in particular, elements of $H^{*}$ remain co-loops. By Lemma 2.5, the rank of $H^{*}$ after contraction by $C^{*}$ is at least $\left|H^{*}\right|-\left|N_{B}\left(H^{*}\right)\right|>0$. This is not possible, as $H^{*}$ is a subset of a rank zero set $H$ in the matroid $M_{p}=M / C$.

In order to find a large independent set (in order to apply Reduction Rule 2 many times), we use the following two known algorithmic results about Vertex Cover Above MM.

Lemma 3.20 (see [23]). There is a $2.3146^{k} \cdot n^{\mathcal{O}(1)}$-time deterministic algorithm for Vertex Cover Above MM.

Recall that for a graph $G$, we let $\beta(G)$ denote the vertex cover number of $G$.
Lemma 3.21 (see [25]). For any $\epsilon>0$, there is a randomized polynomial-time approximation algorithm that, given a graph $G$, outputs a vertex cover of $G$ of cardinality at most $\mu(G)+\mathcal{O}(\sqrt{\log n})(\beta(G)-\mu(G))$ with probability at least $1-\epsilon$.

We are now ready to give the main lemma of this subsection.
LEMMA 3.22. There is a polynomial-time randomized algorithm that, given an instance $\left(G, M=I_{n}, \mu(G)+k\right)$ of RANK Vertex Cover and $\hat{\varepsilon}>0$ with probability at least $1-\hat{\varepsilon}$, outputs an equivalent instance $\left(G^{\prime}, M^{\prime}, \ell\right)$ of Rank Vertex Cover such that $\ell$ and the number of rows in $M^{\prime}$ are both at most $\mathcal{O}\left(k^{3 / 2}\right)$. Here, $M^{\prime}$ is an integer matrix over the field $\mathbb{R}$, where each entry is $\mathcal{O}\left(k^{5 / 2}+\log (1 / \hat{\varepsilon})\right)$ bits long.

Proof. On the input instance, apply crown reduction exhaustively. Recall that $n=|V(G)|$. If $k \leq \log n$, then we use Lemma 3.20 to solve the problem in polynomial time. Next, we assume that $\log n<k$. Let $\delta=\hat{\varepsilon} / 2$.

Now, by Lemma 3.21, we know that there exists an algorithm which in polynomial time outputs a vertex cover of $G$ of cardinality at most $\mu(G)+\mathcal{O}(\sqrt{\log n})(\beta(G)-\mu(G))$ with probability at least $1-\delta$, where $c^{\prime}$ is some constant. Run this algorithm on $G$. If the algorithm signals failure or outputs a vertex cover $Y$ of $G$ such that $|Y|>$ $\mu(G)+c^{\prime} \sqrt{\log n} \cdot k$, then output an arbitrary constant-sized No-instance of RANK Vertex Cover (the probability of this happening despite the input instance being a Yes-instance is at most $\delta$ ). Therefore, we can assume that $|Y| \leq \mu(G)+c^{\prime} \sqrt{\log n} \cdot k \leq$ $\mu(G)+c^{\prime} \cdot k^{3 / 2}$; let $S=V(G) \backslash Y$. Since $Y$ is a vertex cover of $G$, we have that $S$ is an independent set of $G$. Clearly, $|S| \geq n-\left(\mu(G)+c^{\prime} \cdot k^{3 / 2}\right)$. Since $M=I_{n}$, all the elements of $M$, including the ones in $S$, are co-loops in $M$. Now, we apply Reduction

Rule 2 with the elements of $S$ (one by one). By Lemma 2.4 and Observation 3, after each application of Reduction Rule 2, the remaining elements in $S$ are still coloops. In particular, Reduction Rule 2 is applied $|S|$ times. Let $\left(G^{\prime}, M^{\prime}, \ell\right)$ be the instance obtained after these $|S|$ applications of Reduction Rule 2 using Lemma 3.14 (substituting $\varepsilon=\delta$ in Lemma 3.14).

By Lemmas 3.8 and 3.17, application of Reduction Rule 2 reduces the rank by 2 for each vertex in $S$. Hence,

$$
\begin{aligned}
\operatorname{rank}\left(M^{\prime}\right) & =\operatorname{rank}(M)-2|S| \\
& \leq n-2\left(n-\left(\mu(G)+c^{\prime} \cdot k^{3 / 2}\right)\right) \\
& \left.=-n+2 \mu(G)+2 c^{\prime} \cdot k^{3 / 2} \leq 2 c^{\prime} \cdot k^{3 / 2} \quad \quad \text { (because } 2 \mu(G) \leq n\right) .
\end{aligned}
$$

During each application of Reduction Rule 2, by Lemma 3.12, we can assume that the number of rows in the representation matrix is exactly same as the rank of the matrix. Now, we return $\left(G^{\prime}, M^{\prime}, \ell\right)$ as the output. Notice that the number of rows in $M^{\prime}$ is at most $\mathcal{O}\left(k^{3 / 2}\right)$. By Lemma 3.5, the rank of vertex cover falls by $|S|$. Therefore, $\ell=\mu(G)+k-|S| \leq k+c^{\prime} \cdot k^{3 / 2}$.

Now, we analyze the probability of success. As finding the approximate vertex cover $Y$ using Lemma 3.21 fails with probability at most $\delta=\frac{\hat{\hat{\varepsilon}}}{2}$, in order to get the required success probability of $1-\hat{\varepsilon},|S|$ applications of Reduction Rule 2 should succeed with probability at least $1-\frac{\hat{\varepsilon}}{2}$. We suppose that the matrix $M=I_{n}$ is over the field $\mathbb{R}$. Recall that the instance ( $G^{\prime}, M^{\prime}, \ell$ ) is obtained after $|S|$ applications of Reduction Rule 2. The failure probability of each application of Reduction Rule 2 is at most $\frac{\delta}{n}$. Hence, by union bound, the probability of failure in at least one application of Reduction Rule 2 is at most $\delta$. Hence, the total probability of success is at least $1-(\delta+\delta)=1-\hat{\varepsilon}$. By Lemma 3.14, each entry in the output representation matrix is at most $c \frac{n^{2 r+3}(n \log n+8 \log (2 / \hat{\varepsilon}))^{2}}{\hat{\varepsilon} / 2}$. Hence, the number of bits required to represent an entry in $M^{\prime}$ is at most $\mathcal{O}(r \log n+\log (2 / \hat{\varepsilon}))=\mathcal{O}\left(k^{5 / 2}+\log (1 / \hat{\varepsilon})\right)$.

The rank reduction of the input matroid reduces the number of rows to a function of parameter, but the number of vertices and the number of columns in the matroid is $\left|V\left(G^{\prime}\right)\right|=n-|S| \leq \mu(G)+c^{\prime} \cdot k^{3 / 2}$. This is not sufficient for a compression. The next section shows how to reduce the number of edges to a function of $k$ using the matroid.
3.3. Graph reduction. In the previous subsection, we have seen how to reduce the number of rows in the matroid. In this subsection, we move to the second step of our compression algorithm, that is, to reduce the size of the graph. The value of $k$ in the following is the same as in the previous sections; it is the above-guarantee parameter. Formally, we want to solve the following problem.

Graph Reduction
Input: An instance $\left(G^{\prime}, M, \ell\right)$ of Rank Vertex Cover such that $\ell$ and the number of rows in $M$ are both at most $\mathcal{O}\left(k^{\frac{3}{2}}\right)$.
Output: An equivalent instance ( $G^{\prime \prime}, M^{\prime}, \ell$ ) such that $\left|V\left(G^{\prime \prime}\right)\right|,\left|E\left(G^{\prime \prime}\right)\right| \leq \mathcal{O}\left(k^{3}\right)$.
Here, we give an algorithm to reduce the number of edges in the graph. Having reduced the number of edges, we also obtain the desired bound on the number of vertices (as isolated vertices are discarded). Towards this, we first give some definitions and notations. In this section, we use $\mathbb{F}$ to denote either a finite field or $\mathbb{R}$.

Definition 3.23 (symmetric square). For a set of column vectors $S$ over a field $\mathbb{F}$, the symmetric square, denoted by $S^{(2)}$, is defined as $S^{(2)}=\left\{u v^{T}+v u^{T}: u, v \in S\right\}$, where the operation is matrix multiplication. The elements of $S^{(2)}$ are matrices. We can define the rank function $r^{(2)}: 2^{S^{(2)}} \rightarrow \mathbb{N}$ by treating the matrices as"long" vectors over the field $\mathbb{F}$.

With a rank function $r^{(2)}$, the pair $\left(S^{(2)}, r^{(2)}\right)$ forms a matroid. For details we refer the reader to [24].

The dot product of two column vectors $a, b \in \mathbb{F}^{n}$ is the scalar $a^{T} b$ and is denoted by $\langle a, b\rangle$. Two properties of dot product are (i) $\langle a, b\rangle=\langle b, a\rangle$ and (ii) $\langle a, b+c\rangle=$ $\langle a, b\rangle+\langle a, c\rangle$.

Definition 3.24. Given a vector space $\mathbb{F}^{d}$ and a subspace $F$ of $\mathbb{F}^{d}$, the orthogonal space of $F$ is defined as $F^{\perp}=\left\{x \in \mathbb{F}^{d}:\langle y, x\rangle=0\right.$ for all $\left.y \in F\right\}$.

To avoid confusion later, we state the following observation, which follows from the fact that the dot product of two column vectors $v$ and $w$ is equal to the scalar $v^{T} w$.

Observation 7. Let $u, v, w$ be three column vectors. Then $u v^{T} w=\langle v, w\rangle u$.
Definition 3.25 (2-tuples meeting a flat). For a flat $F$ in a linear matroid $S$ (here $S$ is a set of vectors), the set of 2-tuples meeting $F$ is defined as $F_{2}:=\left\{u v^{T}+\right.$ $\left.v u^{T}: v \in F, u \in S\right\}$.

For the sake of completeness, we prove the following lemmas using elementary techniques from linear algebra.

Lemma 3.26 (see [24, Proposition 2.8]). For any flat $F$ in a linear matroid $S$ with rank function $r$, it holds that $F_{2}$ (the set of 2-tuples meeting $F$ ) forms a flat in the matroid $\left(S^{(2)}, r^{(2)}\right)$.

Proof. Suppose, by way of contradiction, that $F_{2}$ is not a flat. Then there exist $a, b \in S$ such that $e=a b^{T}+b a^{T} \in S^{(2)}$ is not in $F_{2}$ and

$$
r^{(2)}\left(F_{2} \cup\{e\}\right)=r^{(2)}\left(F_{2}\right)
$$

As $e$ lies in the span of $F_{2}$, there exist scalars $\lambda_{u v}$ such that

$$
\begin{equation*}
a b^{T}+b a^{T}=\sum_{u \in F, v \in S} \lambda_{u v}\left(u v^{T}+v u^{T}\right) \tag{3.1}
\end{equation*}
$$

Note that neither $a$ nor $b$ belongs to $F$ because if at least one of them belongs to $F$, then $e$ lies in $F_{2}$ (by the definition of $F_{2}$ ). Therefore, $F \neq S$, and it is a proper subspace of $S$, which implies that $F^{\perp}$ is nonempty (follows from Proposition 13.2 in [19]). Pick an element $x \in F^{\perp}$. By right multiplying the column matrix $x$ with the terms in (3.1), we get

$$
\begin{align*}
a b^{T} x+b a^{T} x & =\sum_{u \in F, v \in S} \lambda_{u v}\left(u v^{T} x+v u^{T} x\right) \\
\langle b, x\rangle a+\langle a, x\rangle b & =\sum_{u \in F, v \in S} \lambda_{u v}\langle v, x\rangle u+\langle u, x\rangle v \\
& =\sum_{u \in F, v \in S} \lambda_{u v}\langle v, x\rangle u . \tag{3.2}
\end{align*}
$$

The second equality follows from Observation 7 , and the third equality follows from the fact that $\langle u, x\rangle=0$ (because $u \in F$ and $x \in F^{\perp}$ ). Now, by taking dot
product with $x$, from (3.2), we have that

$$
\begin{equation*}
2\langle a, x\rangle\langle b, x\rangle=\sum_{u \in F, v \in S} \lambda_{u v}\langle v, x\rangle\langle u, x\rangle=0 \tag{3.3}
\end{equation*}
$$

The last equality follows from the fact that $\langle u, x\rangle=0$. As the choice of $x$ was arbitrary, (3.2) and (3.3) hold for all $x \in F^{\perp}$.

By (3.3), for all $x \in F^{\perp}$, at least one of $\langle b, x\rangle$ or $\langle a, x\rangle$ is zero. If exactly one of $\langle b, x\rangle$ or $\langle a, x\rangle$ is zero for some $x \in F^{\perp}$, then at least one of $a$ or $b$ is a linear combination of vectors from $F$ (by (3.2)), and hence it belongs to $F$, which is a contradiction (recall that we have argued that both $a$ and $b$ do not belong to the flat $F)$. Now, consider the case where both $\langle b, x\rangle$ and $\langle a, x\rangle$ are zero for all $x \in F^{\perp}$. Then both $a$ and $b$ belong to $F^{\perp \perp}$. Since $F^{\perp \perp}=F$ (in the case $F$ is a finite dimensional vector space defined over a finite field, see [17, Theorem 7.5]), again we have reached a contradiction.

For a graph-matroid pair $P=(H, M)$ (here, $M$ represents a set of vectors), define $\mathcal{E}(P) \subseteq M^{(2)}$ as $\mathcal{E}(P)=\left\{u v^{T}+v u^{T}:\{u, v\} \in E(H)\right\}$. Note that $\mathcal{E}(P)$ forms a matroid with the same rank function as the one of $M^{(2)}$. Moreover, the elements of $\mathcal{E}(P)$ are in correspondence with the edges of $H$. For simplicity, we refer to an element of $\mathcal{E}(P)$ as an edge. Using Lemma 3.26, we prove the following lemma.

Lemma 3.27 (see [24, Proposition 4.7]). Let $P=(H, M)$ be a graph-matroid pair, and let $r^{(2)}$ be the rank function of $\mathcal{E}(P)$. For an edge e that is not a co-loop in $\left(\mathcal{E}(P), r^{(2)}\right)$, it holds that $\tau(P \backslash e)=\tau(P)$.

Proof. The deletion of edges cannot increase the vertex cover number; thus, $\tau(P \backslash e) \leq \tau(P)$. Next, we show that it also holds that $\tau(P \backslash e) \geq \tau(P)$.

Let $T$ be a vertex cover of $H \backslash e$. Notice that $\bar{T}$ is a flat in $M$. Denote $e=\{u, v\}$ and $F=\bar{T}$. If at least one of $u$ or $v$ lies in $F$, then $F$ is a vertex cover of $H$, and hence $\tau(P \backslash e) \geq \tau(P)$. Hence, to conclude the proof, it is sufficient to show that at least one of $u$ or $v$ lies in $F$. Suppose, by way of contradiction, that $u, v \notin F$. Then the edge $e=u v^{T}+v u^{T}$ does not belong to $F_{2}$ (the set of 2-tuples meeting $F$ ). By Lemma 3.26, we have that $F_{2}$ is a flat in $\left(M^{(2)}, r^{(2)}\right)$. Since $F$ is a vertex cover of $H \backslash e$, by the definition of $F_{2}$ and $\mathcal{E}(P)$, we have that $\mathcal{E}(P) \backslash\{e\} \subseteq F_{2}$. Recall that $e$ is not a co-loop in $\left(\mathcal{E}(P), r^{(2)}\right)$. This implies that $e$ belongs to the closure of $\mathcal{E}(P) \backslash\{e\}$, and hence it belongs to its superset $F_{2}$. We have thus reached a contradiction. This completes the proof.

Using Lemma 3.27, we get the following bound on the number of edges analogously to Theorem 4.6 in [24].

Lemma 3.28. Let $(H, M, \ell)$ be an instance of Rank Vertex Cover and $r=$ $\operatorname{rank}(M)$. Applying the reduction given by Lemma 3.27 on $(H, M)$ exhaustively results in a graph with at most $\binom{r+1}{2}$ edges.

Proof. Let $\left\{v_{1}, \ldots, v_{r}\right\}$ be a column basis of $M$. By construction, any element in $S^{(2)}$ can be written as a linear combination of elements in $B^{(2)}=\left\{v_{i} v_{j}^{T}+v_{j} v_{i}^{T}\right.$ : $i, j \in[r]\}$. The set $B^{(2)}$ contains $r+\binom{r}{2}=\binom{r+1}{2}$ elements. Therefore, the rank of the matroid $\left(\mathcal{E}(P), r^{(2)}\right)$ is at most $\binom{r+1}{2}$.

The reduction given by Lemma 3.27 deletes any edge that is not a co-loop in this matroid. In other words, once the reduction can no longer be applied, every edge is a co-loop in the matroid $\left(\mathcal{E}(P), r^{(2)}\right)$, and hence the graph has at most $\binom{r+1}{2}$ edges.

Lemma 3.28 bounds the number of edges of the graph. To bound the number of vertices in the graph, we apply the following simple reduction rule.

Reduction Rule 3. Let ( $G, M, \ell$ ) be an instance of Rank Vertex Cover. For any $v \in V(G)$ of degree 0 in $G$, output ( $G \backslash v, M \backslash v, \ell$ ).

Reduction Rule 3 and Lemma 3.28 lead us to the main result of this subsection.
Corollary 3.29. There is a polynomial-time algorithm which, given an instance ( $G^{\prime}, M^{\prime}, \ell$ ) of Rank Vertex Cover such that the number of rows in $M$ is at most $\mathcal{O}\left(k^{\frac{3}{2}}\right)$, outputs an equivalent instance ( $\left.G^{\prime \prime}, M^{\prime \prime}, \ell\right)$ such that $\left|V\left(G^{\prime \prime}\right)\right|,\left|E\left(G^{\prime \prime}\right)\right|$ $=\mathcal{O}\left(k^{3}\right)$. Here, $M^{\prime \prime}$ is a restriction of $M^{\prime}$.

By combining the corollary above with Lemma 3.22, we get the following result.
Theorem 3.30. There is a polynomial-time randomized algorithm that, given an instance ( $G, M=I_{n}, \mu(G)+k$ ) of Rank Vertex Cover and $\varepsilon>0$ with probability at least $1-\varepsilon$, outputs an equivalent instance ( $G^{\prime}, M^{\prime}, \ell$ ) of Rank Vertex Cover such that $\ell$ and the number of rows in $M^{\prime}$ are both at most $\mathcal{O}\left(k^{3 / 2}\right)$. Moreover, $M^{\prime}$ is an integer matrix over the field $\mathbb{R}$ containing $\mathcal{O}\left(k^{7}+k^{4.5} \log \frac{1}{\varepsilon}\right)$ bits, and $G^{\prime}$ has at most $\mathcal{O}\left(k^{3}\right)$ vertices and edges.

Theorem 3.30 also gives us a polynomial compression of size $\mathcal{O}\left(k^{7}+k^{4.5} \log \frac{1}{\varepsilon}\right)$ for Vertex Cover Above LP.
4. Conclusion. In this paper, we presented a (randomized) polynomial compression of the Vertex Cover Above LP problem into the algebraic Rank Vertex Cover problem. With probability at least $1-\varepsilon$, the output instance is equivalent to the original instance, and it is of bit length $\mathcal{O}\left(k^{7}+k^{4.5} \log \frac{1}{\varepsilon}\right)$. Here, the probability $\varepsilon$ is part of the input. Recall that having our polynomial compression at hand, one also obtains polynomial compressions of additional well-known problems, such as the Odd Cycle Transversal problem, into the Rank Vertex Cover problem.

Finally, we note that we do not know how to derandomize our polynomial compression, and it is also not known how to derandomize the polynomial kernelization by Kratsch and Wahlström [21]. Thus, to conclude our paper, we would like to pose the following intriguing open problem: Does there exist a deterministic polynomial compression of the Vertex Cover Above LP problem?
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