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Abstract

The Arctic Ocean remains one of the least known ocean regions due to its remote lo-
cation, year-round sea ice cover, and harsh weather conditions. Today, knowledge
of the Arctic atmosphere-sea ice-ocean system increases in parallel with the need to
understand this changing environment under anthropogenic greenhouse warming. In-
deed, the Arctic is an area where the effects of anthropogenic greenhouse warming
are already visible and among the strongest on Earth; the atmosphere and the ocean
are warming, the sea ice cover is diminishing, and the freshwater input to the ocean
through river inflow, precipitation, and ice melt is increasing.

It is this rapidly changing, but poorly understood, Arctic climate system that mo-
tivates us to study its fate in a fresh and warm future. Our objective is to assess how
the ocean circulation, the ocean heat content, and the ice cover respond to increasing
freshwater input and overall greenhouse warming. We also ask whether changes in the
ocean affect the atmosphere, i.e., is the atmospheric surface warming modified by the
changing ocean? We choose to seek answers to these questions with a hierarchy of
model simulations.

We focus on the North Atlantic-Arctic sector and examine changes in the ocean cir-
culation and ocean heat content under greenhouse warming. We use idealized model
simulations to assess changes in freshwater forcing, and global climate model simula-
tions to examine the changing ocean heat budget. With this hierarchy of models we
build a comprehensive understanding of the changing high latitude climate system and
compile this dissertation around three main scientific findings.

First, we increase the Arctic river runoff in an idealized column model which repre-
sents the large scale average conditions of the Arctic ocean-sea ice-atmosphere system.
A larger Arctic river runoff leads to a new equilibrium with a fresher surface and a
warmer subsurface. Interestingly, even though the fresher surface leads to larger ver-
tical density differences and suppresses vertical mixing, the vertical heat flux towards
the surface remains close to constant. This is because stronger density and temperature
differences balance the heat flux: even a relatively small amount of warm water carries
a relatively large amount of heat. As a result changes in the sea ice thickness remain
small.

Second, we extend our focus to larger scales and increase river runoff in a global
ocean-sea ice model. Again, we find a fresher surface and a warmer subsurface Arc-
tic Ocean as a response to increasing Arctic river runoff. The model also simulates
a slightly weaker flow of water between the Arctic Ocean and its surrounding ocean
basins. However, the heat exchanges between the central Arctic Ocean and the lower
latitude oceans remain relatively constant. In a wider North Atlantic perspective, the
subpolar North Atlantic shows an opposite response to the Arctic Ocean. The river
runoff that enters the Arctic Ocean flows south along the coasts of Greenland and
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through the Canadian Arctic Archipelago and mixes into the subpolar North Atlantic.
The additional freshwater weakens the large scale horizontal and vertical density differ-
ences and the ocean flow that depends on these density differences. The weaker ocean
circulation brings less warm waters to the subpolar North Atlantic and the ocean cools
as a result.

Third, we find that, as the ocean heat content increases under greenhouse warming,
the rate of the increase only weakly depends on the latitude in climate models. Only
the Arctic Ocean, the northern part of the Southern Ocean, and the mid-latitude North
Atlantic are warming slightly faster than the global average. We find that this stronger
warming is associated with changes in the surface heat fluxes between the atmosphere
and the ocean. In contrast, the subpolar North Atlantic is warming slightly slower than
the global average because of the weaker ocean circulation that transports less warm
waters towards the north.

In summary, under greenhouse warming the high latitude ocean freshens and
warms. Freshening at northern high latitudes acts to weaken the vertical heat exchanges
between surface and subsurface waters which warms the Arctic Ocean. However, fresh-
ening in the north also acts to slow down the ocean circulation in the subpolar North
Atlantic which reduces the northward ocean heat transport and cools the ocean there.
Greenhouse warming leads to ocean warming and most of the small differences in the
rate of ocean warming from latitude to latitude can be explained by changes in surface
heat fluxes.
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Chapter 1

Introduction

Under greenhouse warming the Arctic Ocean freshens and warms. In the coupled cli-
mate system changes in the Arctic Ocean will affect other parts of the global ocean and
the global climate system. Describing and quantifying changes in the Arctic Ocean and
some aspects of the large scale feedbacks is the focus of this dissertation. The following
provides background information for the results of this dissertation.

We start by describing Earth’s energy balance both in a stable and in a changing
climate, focusing on the Arctic region (section 1.1). We then describe the basic physical
features of the Arctic Ocean (section 1.2), and briefly describe the observational and
modelling perspective to Arctic oceanography, before moving on to a description of
freshwater effects on ocean circulation (section 1.3). After presenting the objectives of
this dissertation and motivating the approach (chapter 2) we give the main conclusions
(chapter 3) with future perspectives (chapter 4). Finally, we present the main scientific
results in chapter 5.

1.1 The Arctic in the Climate System

1.1.1 Stable Climate

From the perspective of Earth’s energy balance, the extra-tropics, including the Arctic,
are an area of net outgoing radiation at the top of the atmosphere which balances the
net radiation surplus in the tropics (Figure 1.1a). The atmosphere and the ocean carry
heat poleward, connecting the tropical areas of net heating to the polar areas of net
cooling (Figure 1.1b). There is also considerable heat exchange between the ocean
and the atmosphere. Interestingly, these ocean-atmosphere heat fluxes are not directly
linked to the top of the atmosphere radiative balance. For example in the Northern
Hemisphere the ocean loses heat to the atmosphere north of ~28°N, while the top of the
atmosphere balance turns negative almost 10° further north (note the dashed gray lines
in Figure 1.1a). It is in this ~10° latitude band that the atmosphere gains heat from the
ocean, only to transport it further north. On the other hand, the ocean warms at ~50°S
(due to net radiation surplus Czaja and Marshall (2015)) because the atmospheric heat
transport accomodates the negative top of the atmosphere radiation balance.

In terms of the Arctic heat budget the atmosphere plays a major role and transports
most of the heat to the Arctic. The ocean releases a major part of its heat already at
the subtropical latitudes and carries only a relatively small amount of the tropical heat
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to the Arctic Ocean (Figure 1.1b). The atmospheric heat transport takes place through
both sensible and latent heat transport. The latent heat is released within the Arctic by
condensation and freezing and the resulting precipitation falls directly into the ocean (or
on sea ice), or flows to the ocean through rivers. The atmospheric heat and freshwater
cycles are therefore intimately coupled, and form a strong boundary condition for ocean
and sea ice conditions (section 1.2).

Despite the atmosphere’s dominant role in the overall northward heat transport,
ocean heat transport appears equally crucial for the Arctic sea ice cover. This is be-
cause the ocean always transports heat relative to the freezing/melting point of sea
water/sea ice. The atmosphere is different, as it transports a large amount of heat rel-
ative to 0 K, but a much smaller amount of heat relative to the freezing/melting point
of sea water/sea ice. Indeed, Bitz et al. (2005) demonstrated that the ocean heat trans-
port convergence determines the location of the sea ice edge, and subsequent studies
have shown a strong linkage between ocean heat transport and the winter sea ice edge
(firthun etal.,2012; Onarheim et al., 2014, 2015), and with the summer sea ice edge at
sufficiently long timescales (Zhang, 2015). Such a linkage follows a simple argument:
the annual mean sea ice edge (and the winter sea ice edge) is to first order found where
the ocean freezes under the cold atmosphere. Therefore, a larger ocean or atmospheric
heat transport will always lead to a warmer ocean surface at a given latitude and push
the point where the ocean freezes northward.

1.1.2 Warming Climate

The ongoing increase in atmospheric greenhouse gas concentrations leads to enhanced
absorption of surface outgoing longwave radiation and enhanced emittance of the ab-
sorbed radiation back to the surface. There is an imbalance at the top of the atmo-
sphere — less heat is radiated out than received. The climate system then adjusts to
accommodate this imbalance. In simple terms the oceanic and atmospheric heat con-
tent increase until the outgoing longwave radiation is large enough to account for the
enhanced downward long wave radiation and remove the top of the atmosphere imbal-
ance. In reality, the initial warming induces a number of feedback processes (Soden
and Held, 2006) that affect surface warming and become more important in sustaining
the top of the atmosphere imbalance than the initial effect of anthropogenic greenhouse
gasses (Donohoe et al., 2014). Due to uncertainties related to these feedback processes,
the sensitivity of the Earth’s surface temperature change for an initial greenhouse forc-
ing is not well known (Forster, 2016). While the overall uncertainty of global warming
is not the focus here, we discuss two promiment features of the Arctic warming that
link to the different feedback mechanisms: Arctic amplification and the sea ice cover
retreat.

Arctic Amplification

Even though greenhouse gasses are well mixed in the atmosphere, greenhouse warming
is not homogeneous over the globe owing to the feedback mechanisms acting on the
initial warming. The high latitudes undergo much stronger warming than the tropical
latitudes. This amplification of the warming is strongest in the Northern Hemisphere
where it is called Arctic amplification. Arctic amplification is visible in observations
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Figure 1.1: The global surface heat budget in the unforced control simulation of the Norwegian
Earth System model. (a) shows the ocean heat transport convergence (HTC), the surface heat
flux over the ocean (SFL), the global average surface heat flux (SFL,;,y, 1.€. the average surface
flux over land and ocean surfaces), and the top of the atmosphere net radiation (TOA net) (b)
shows the northward heat transport in the ocean (OHT) and in the atmosphere (AHT). Vertical
dashed lines illustrate where the ocean turns to net source of heat in the Northern Hemisphere
(~28°N) and where the Earth as a whole starts to lose heat (~37°N). Note that all variables
are scaled by global surface area in each zonal band (i.e. also heat flux in the ocean surface
is divided by global surface area). In panel (a) directions are defined positive down i.e. local
surface flux (SFL) warms the ocean in the tropics, and cools the ocean in the extra-tropics.
In a steady state ocean heat transport convergence mirrors the surface heat flux i.e. heat is
transported from areas of net divergence in the tropics to areas of net convergence in the polar
regions.
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(Serreze and Barry, 2011), in paleoproxy records (Miller et al., 2010), in earth system
model simulations (Mahlstein and Knutti, 2011; Pithan and Mauritsen, 2014), as well
as in many idealized models (Alexeev et al., 2005; Langen and Alexeev, 2007). Arctic
amplification is also seen in the ocean as a rapid heat content increase (paper III).

The main reasons for Arctic amplification in the atmosphere are meridional differ-
ences in lapse rate feedback, Planck feedback, and albedo feedback (Lainé et al., 2016;
Pithan and Mauritsen, 2014; Winton, 2006). Both lapse rate and Planck feedbacks act
to cool the tropics much more effectively than the Arctic. Albedo feedback acts to
warm the Arctic much more than the tropics.

The lapse rate feedback is different in the low and high latitudes because in the con-
vective tropical atmosphere warming is the strongest at high altitudes (mainly due to
condensing moisture) while in the stratified Arctic atmosphere warming is the strongest
at surface. The high altitude warming in the tropics mainly increases the outgoing ra-
diation, while the Arctic surface warming induces large downward longwave radiation
towards the surface which acts to warm the surface. Therefore the net outgoing surface
long wave radiation increases much more in the tropics than in the Arctic. Differences
in the Planck feedback follow directly from the temperature dependence of the outgoing
long wave radiation (e<T*#) which strengthens more in warm than in cold temperatures.

The positive ice-albedo feedback over the high latitude oceans follows a change
from light sea ice surface to dark ocean surface, which allows the surface (ocean) to
absorb more shortwave radiation. No such effect is seen in the tropics where albedo
changes are small compared to the Arctic. The ice-albedo feedback is seasonal in
nature; in summer shortwave radiation warms the ice free ocean surface which can also
lead to warming of the atmosphere above, but the largest effect takes place in winter
as the stored heat is released to the atmosphere leading to a longer ice free season, a
thinner ice cover, and therefore a warmer atmosphere. This seasonal aspect is often
referred to as the delayed ice-albedo feedback.

In addition to these feedbacks, the enhanced hydrological cycle increases atmo-
spheric latent heat transport to the Arctic which adds to Arctic amplification (Lainé
et al., 2016; Pithan and Mauritsen, 2014; Yoshimori et al., 2014). Greenhouse warm-
ing generally weakens the northward ocean heat transport, which is why it acts against
Arctic amplification at large scales (Pithan and Mauritsen, 2014). However, high lat-
itude ocean heat transport contributes to the intermodel spread in Arctic amplification
(Mahlstein and Knutti (2011), and paper I1I)

Gradual and Reversible Arctic Sea Ice Loss

The ongoing sea ice cover decline has stirred interest in the possibility of irreversible
and abrupt sea ice loss that could lead to stronger global warming and Arctic ampli-
fication through the ice-albedo feedback (Notz, 2009). By irreversibility we refer to a
situation in which a system has multiple stable states and exhibits hysteresis behaviour.
In the case of sea ice one would expect that after a warm climate perturbation the sea
ice cover would require a much larger cold climate perturbation to recover to its orig-
inal state. However, the irreversible behaviour seems not to be the case in full climate
models (Armour et al., 2011; Ridley et al., 2012; Tietsche et al., 2011), although win-
ter sea ice loss (recovery) has been shown to be faster (slower) than summer sea ice
loss (Armour et al., 2011; Bathiany et al., 2016). In fact Wagner and Eisenman (2015)
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suggest that poleward heat transport together with seasonality remove the bistabilities
that have been found in idealized models (Eisenman and Wettlaufer, 2009). Further-
more, Bathiany et al. (2016) suggest that the abrupt loss of winter sea ice is not linked
to any radiative feedback mechanism and does not support multiple stable states. In
fact Bathiany et al. (2016) argue that the summer sea ice loss is gradual because of the
heterogenous thickness distribution. Gradual melting moves ice from thicker to thin-
ner classes, but any abrupt behaviour is hard to achieve. However, winter sea ice cover
1s based on freezing, and after the summer sea ice is lost the thickness distribution is
relatively homogeneous. In this case the ice cover can be lost abruptly: sea ice cover
grows rapidly when surface temperatures cool below freezing, but loss of sea ice area
is rapid if one winter the surface does not reach the freezing point anymore. Finally,
decadal scale events of rapid sea ice loss can still take place outside the multiple equi-
libria framework (Drijfhout et al., 2015; Holland et al., 2006). In light of these results
greenhouse warming leads primarily to gradual and reversible sea ice loss.

1.1.3 Forced Change and Internal Variability

In this dissertation we focus on long term changes under greenhouse warming. These
forced changes take place on top of the large internal variability across timescales.
While our perspective is interesting for understanding how the climate system responds
to a given forcing we note that robust observations of such a response require a long
timeseries and/or a large forced signal compared to the internal variability. While pa-
rameters such as air temperature (Collins et al., 2013) and ocean heat content (Levitus
et al., 2012) already show a detectable forced signal, for other parameters such as the
Atlantic Meridional Overturning Circulation (AMOC), the observational timeseries is
still too short and/or the forced signal is too weak to robustly detect the forced change
from the relatively large background internal variability (Boning et al., 2016; Haine,
2016; Jackson et al., 2016; Robson et al., 2016).

However, under strong future greenhouse forcing, changes due to forcing become
comparable to (or larger than) the internal variability. In the modelling framework we
can illustrate how this relationship between the forced signal and internal variability de-
pends on the latitude, timescale, and parameter in question (Figure 1.2). For simplicity
we define the forced signal to be the linear change over a given time period, and internal
variability to be twice the standard deviation of the detrended timeseries (this method
captures ~95% of the range of internal variability, assuming the variability is normally
distributed). The ratio between the two is the signal to noise ratio. A larger ratio im-
plies a larger influence of the forcing on the overall change, e.g. when the ratio is larger
than 1 the forced change over the time period is larger than most (~95%) of the inter-
nal variability within the time period. We note that a large ensemble would be needed
to robustly infer the forced change and the internal variability (Tandon and Kushner,
2015), but because such ensemble is not available for Norwegian Earth System Model
(NorESM1-M) we proceed with our idealized approach.

We focus on the sea surface temperature and the northward ocean heat transport
and use results from a NorESM1-M simulation under the Representative Concentration
Pathway 8.5 (RCP8.5) forcing (Taylor et al., 2012). The simulation suggest that the
forced change of a zonally averaged annual mean sea surface temperature timeseries
starting at year 2000 will become larger than the internal variability in year 2030 in the
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Figure 1.2: Signal to noise ratio, here defined as the ratio between forced change (change due
to linear trend) and the internal variability (twice the standard deviation) for (a) the zonally
averaged sea surface temperature and (b) the zonally integrated northward ocean heat transport
in the Atlantic basin. Note that for both variables we low-pass filter (12 month filter) the
monthly timeseries. The trend period starts from year 2000 and increases further in time, i.e.
year 2030 corresponds to 30 year trend, year 2040 corresponds to 40 year trend and so forth.
Similarly, the standard deviation is calculated over the trend period. Note that the timeseries
is combined from the historical (2000—2005) and RCP8.5 simulation (2005 onwards).

Northern Hemisphere, except for a slight delay in the ~45-70°N latitude band. Similar
analysis of the northward ocean heat transport in the Atlantic basin suggests that a
forced change already has a large effect on the heat transport to the Arctic in 2030,
while it takes generally a decade longer for the forcing to have similar influence in the
subtropical to subpolar region.

Haine (2016) suggested that in terms of the observational evidence of the AMOC,
and the related heat transport, the internal variability still dominates and no anthro-
pogenic signal can be detected. According to NorESM1-M, this might be the case for
ocean heat transport at the location of the major measurements arrays (RAPID array
at 26.5°N (McCarthy et al., 2015) and OSNAP array around 60°N between Greenland
and Scotland) for a few decades to come as the internal variability dominates until the
2040s, even under the strong RCP8.5 forcing. However, forced changes in the Arctic
domain, the focus of this dissertation, are already important compared to the internal
variability by the 2030s.
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1.2 Arctic Oceanography

Geological boundary conditions are one of the main constraints for the physical be-
haviour of the Arctic Ocean. The Arctic Ocean basin is characterized by large shelf
seas (~54% of the area is shallower than 500 m when the Barents Sea is included) and
two large deep basins, the Canada basin and the Eurasian basin which are divided by the
Lomonosov ridge (Figure 1.3). The Eurasian basin is further divided into the Nansen
and the Amundsen basins. The deepest connection to the world oceans is through the
Fram Strait (2545 m depth), while the other connections, the Barents Sea, the Bering
Strait, and the different straits through the Canadian Arctic Archipelago, are consid-
erably shallower and, except for the Barents Sea, narrower than the Fram Strait. A
large fraction of the deep basins lie below the Fram Strait sill depth which disconnects
them from other world oceans. Inside the Arctic, the Lomonosov Ridge further limits
the water exchange from the Canada Basin to the Eurasian Basin (Bjork et al., 2010;
Timmermans and Garrett, 2006; Timmermans et al., 2003).

The physical oceanography of the Arctic Ocean is characterized by strong verti-
cal density stratification (Figure 1.4). Salinity dominates density at cold temperatures:
cold and fresh waters lie on top of warm and saline waters. The fresh surface owes its
existence to a large freshwater input (total of 0.3 Sv) by river runoff (0.13 Sv, ~10%
of the global runoft), net precipitation (0.07 Sv), Greenland meltwater (0.01 Sv), and
inflow of relatively fresh Pacific water through Bering Strait (0.08 Sv) (Haine et al.,
2015). Roughly 25% of the freshwater input leaves the Arctic Ocean as sea ice (mainly
through Fram Strait), while the rest flows out as liquid freshwater via the Canadian
Arctic Archipelago and the East Greenland Current (Haine et al., 2015). The relatively
warm Atlantic inflow (approximately 0 — 1°C, i.e. 2 —3°C warmer than surface freez-
ing point) characterizes the mid-depth Arctic Ocean. The Atlantic inflow forms a warm
geostrophic boundary current at around 200-500 m depth that flows around the Arctic
along the shelf break, and the main submarine ridges (Rudels et al., 1996). A strong
halocline separates the fresh and cold surface layer from the relatively warm and saline
Atlantic Water at depth (Figure 1.4c). Specific to the Arctic Ocean, the cold surface
temperatures extend to the lower part of the halocline. This feature has been called the
"cold halocline" and it is formed by cold shelf water intrusions and local winter con-
vection (Rudels et al., 1996; Steele and Boyd, 1998). Both shelf water formation and
the local convection are partly fuelled by the input of dense brine during sea ice forma-
tion (salt cannot be part of the growing ice crystals). It is noteworthy that the process
of brine formation, and the input of brine plumes to the ocean, are both parameterized
sub-grid scale processes in large scale climate models and therefore a potential source
of error. The strong salinity stratification and the cold temperatures below the surface
mixed layer in the halocline effectively decouple the surface layer from the warm At-
lantic layer, as mixing through the upper salinity stratification only entrains cold water
to the surface. On the Pacific side the halocline is characterized by seasonally chang-
ing inflow through Bering Strait: Pacific Summer Water forms a warm layer at around
50 meters depth, while the Pacific Winter Water contributes to the cold halocline below
this depth (Figure 1.4c).

The fresh surface, the weak vertical ocean heat flux, and the strong surface cooling
lead to formation of the Arctic sea ice cover (Figure 1.4a). The sea ice cover is an
important part of the physical oceangraphy in the Arctic Ocean as it suppresses wind
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driven mixing and restricts shortwave radiation driven warming of the upper ocean.
Currently the Arctic sea ice extent and volume are declining mainly due to greenhouse
warming (Stroeve et al., 2011, 2012), although internal variability contributed 5-30% to
the sea ice retreat between 1979-2010 (Day et al., 2012). The decadal-to-multidecadal
variability in the sea ice extent (Miles et al., 2014; Serreze et al., 2007) is connected
to variability in ocean heat transport, which has proven to be useful predictor for the
Arctic sea ice extent at long timescales (Yeager et al., 2015; Zhang, 2015). On the
other hand, internal variability in the Arctic sea ice export can affect the sea surface
salinity, the deep water formation, and the large scale circulation of the North Atlantic
(Hdkkinen (1993); section 1.3.1).

In summary the upper ocean stratification in the Arctic is very stable and the warm
intermediate layers induce only a weak heat flux towards the surface. Therefore the
Arctic Ocean is perennially ice covered and it is only at the entrance of the Atlantic and
the Pacific sector that the warm ocean is in contact with the surface and can directly
affect the sea ice cover and the atmosphere above (Onarheim et al., 2014; Rudels,
2016).

In addition to stratification, both the small and large scale dynamics of the Arctic
Ocean are distinct from the other world oceans. Small scale vertical mixing in the Arc-
tic is mainly restricted to tidal induced mixing over steep topography (Rippeth et al.,
2015), whereas in the interior vertical mixing is small compared to other world oceans
(Fer, 2009) and dominated by double diffusion (Rudels et al., 1999; Sirevaag and Fer,
2012), as the extensive ice cover restricts wind energy input. However, with the di-
minishing sea ice cover the small direct wind wave mixing (Thomson and Rogers,
2014; Wang et al., 2016) and mixing due to the wind driven internal waves (Dosser
and Rainville, 2015) both increase. Large scale ocean dynamics outside the Arctic are
dominated by Sverdrup balance: vorticity input due to wind stress curl is balanced by
friction at narrow western boundary currents. However, the Sverdrup balance is not ap-
plicable in the Arctic Ocean because there is no meridional boundary along which a
boundary current could form. Instead, in the Arctic, the geostrophic eddy fluxes and
friction balance the vorticity input due to wind stress curl (Yang et al., 2016).

1.2.1 Arctic Observations

Until late 19th century the central Arctic Ocean remained one of the last uncharted wa-
ters of the world due to its remote location and extensive ice cover. At that time many
thought that there would be permanently ice free portions inside the Arctic Ocean,
mainly because of the large heat input through the Norwegian Atlantic Current (see re-
view by Rudels (2015)). However, measurements by Nansen in the late 19th century
revealed that the Atlantic Water layer was isolated from the surface ice cover by strong
salinity stratification. In the subsequent decades there were few observations made of
the Arctic Ocean and its ice cover, with notable exceptions being ice breaker expedi-
tions and Soviet Russian polar camps (Rudels, 2015). At the beginning of the satellite
period frequent observations of the ice extent started, but observations of the ocean be-
low, and the ice thickness remained sparse. Other world oceans have seen a recent
rapid expansion of autonomous ocean observing methods such as ARGO floats and
gliders, but the subsurface Arctic Ocean is heavily undersampled because the sea ice
cover restricts the usage of autonomous observing platforms other than the ice tethered
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Figure 1.3: Bathymetry of the Arctic Ocean with the main surface currents and geographical
features overlaid. Light colors denote shallow waters while dark colors denote deep waters;
blue dashed arrows are the cold surface outflows, red solid arrows are the warm surface inflows.
CAA stands for Canadian Arctic Archipelago.
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Figure 1.4: (a) The annual mean Sea Surface Temperature and Sea Ice Concentration for
the period 2000-2010 in the North Atlantic-Arctic sector (using NOAA_OI_SST_V2 data
Reynolds et al. (2002)) and climatological temperature and salinity profiles using MIMOC
climatology (Schmidtko et al., 2013) for (b) Eurasian and (c¢) Canada Basins. Shading
shows the interquartile range of temperature and salinity profiles in the respective basins.
NOAA_OI_SST_V2 data provided by the NOAA/OAR/ESRL PSD, Boulder, Colorado, USA,
from their Web site at http://www.esrl.noaa.gov/psd/ )
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profilers (http://www.whoi.edu/website/itp/overview). Currently the global ocean
has ~3700 active Argo profilers which means on average ~10 Argo floats per mil-
lion square kilometers, while there is only ~1 ice tethered profiler per million square
kilometers in the Arctic Ocean.

Despite the sparse observations, during the past decades we have observed increas-
ing temperatures both in the atmosphere (Stroeve et al., 2011) and in the ocean (Car-
mack et al., 2015). Satellite observations have revealed diminishing ice cover, espe-
cially in summer in the western Arctic (Stroeve et al., 2011), but also in winter in
the Eastern Arctic (Onarheim et al., 2015). The diminishing ice cover has also led to
observations of delayed ice-albedo feedback, where summer shortwave radiation pene-
trates below the shallow surface layer and creates a near surface temperature maximum
(NSTM, Jackson et al. (2011)) which then limits the ice growth in the following (early)
winter (Timmermans, 2015). Both observations (Gallaher et al., 2016) and modelling
results (Ding et al., 2016) indicate that atmospheric shortwave radiation into the ocean
is preferentially (~3/4 Gallaher et al. (2016)) used to melt the ice and secondly (~1/4
Gallaher et al. (2016)) used to warm the ocean (delayed ice-albedo feedback).

1.2.2 Challenges in Arctic Ocean Modelling

The Arctic has proven to be a difficult area to acquire observational data and it is also
a challenging area for modelling of the atmosphere, the sea ice, and the ocean. We
focus on the ocean, but note that the challenges for the atmospheric modelling come
mainly from the representation of vertical humidity and temperature stratification, and
from representation of mixed phase clouds, all of which affect the surface energy bal-
ance (Vihma et al., 2014). In the following we review the main challenges for ocean
modelling, which represent primary caveats of this model-based dissertation.

Perhaps the most fundamental challenge for ocean modelling in the Arctic comes
from the small internal Rossby radius of deformation, which is proportional to the wa-
ter depth and the strength of the vertical stratification (mean buoyancy frequency), and
inversely proportonial to the Coriolis parameter (Chelton et al., 1998). At this scale
the rotational effects become as important as buoyancy effects for fluid motion. The
Rossby radius limits the size of geostrophic (mesoscale) eddies and the horizontal ex-
tent of baroclinic ocean currents and fronts. Consequently, the internal Rossby radius
1s also the scale at which most of the ocean kinetic energy is found, as the geostrophic
eddies are the main path via which potential energy is converted to kinetic energy (Fer-
rari and Wunsch, 2009). In the Arctic the Rossby radius of deformation is particularly
small because the Coriolis parameter is strong, and at the shelves the shallow water
depth and weak (winter) stratification further decrease the Rossby radius.

Because the internal Rossby radius is of such importance for the ocean circulation,
ocean models would need to resolve these scales (a model would need to a have grid
size which is less or equal to half of the internal Rossby radius) in order to properly re-
solve the ocean dynamics. The available computer resources have made it practically
impossible to use an adequate resolution in the Arctic where the internal Rossby ra-
dius can be on order of ~1-15km (Nurser and Bacon, 2014). With this limitation it is
clear that most of today’s climate models and even the regional ocean models depend
on parameterizations to be able to resolve the mesoscale circulation. Dependence on
parameterizations might be problematic because the ocean eddies seem to play an im-
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portant role in the Atlantic inflow (Hattermann et al., 2016; von Appen et al., 2016)
and in the interior Arctic Ocean (Ligue et al., 2015; Spall, 2013; Yang et al., 2016)
dynamics.

In addition to the small internal Rossby radius, numerical models often struggle to
properly represent the vertical stratification, and therefore to adequately simulate verti-
cal mixing and vertical fluxes of heat and salt in the Arctic Ocean. Recently Ilicak et al.
(2016) showed that both the depth and temperature of the Atlantic layer, as well as the
cold halocline, are poorly represented in ocean components of the current generation
climate models. The authors link the Atlantic layer temperature biases to biases in the
Fram Strait inflow temperatures and the Barents Sea heat loss. Cold-biased models had
overly weak and cold inflow of Atlantic Water through the Fram Strait, and often pro-
duced too much cooling in the Barents Sea (vice versa for the warm-biased models).
Note that in paper II we use a cold-biased model. The difficulties the models have in
reproducing the cold halocline structure are likely to be linked to the watermass trans-
formations in the shelf seas, and in the central basins (mainly the Nansen Basin). The
observed cold halocline in the deep central basins is the result of winter convection and
brine production, both on site and in the shelf seas, from where the brine enriched shelf
water is advected to the central basins. Due to the coarse resolution, most of the mod-
els cannot represent coastal leads where the ice production and brine rejection are the
strongest, possibly leading to too little shelf water formation and an anomalously warm
halocline. In addition, the models often inject the brine from sea ice formation into the
upper model layer(s). In nature the brine would convect as a plume to a level of neutral
density, entraining some of the ambient water on its way. These two processes could
lead to two very different watermass properties.

Altogether, these difficulties are clearly a challenge for an appropriate representa-
tion of the ocean base state. However, it is not as clear whether the shortcomings of
the current models affect trends under strong climate forcing which is the focus in this
dissertation. For example in papers II and III we show that most of the changes in the
Arctic ocean heat budget take place because of changes in local surface fluxes or in the
inflow temperatures that change with the forcing. Also, greenhouse warming primarily
melts the summer sea ice from the top and pushes poleward the point where the winter
sea ice forms, which is why deficiencies in the vertical ocean stratification inside the
Arctic might be of lesser importance. Better representation of the Arctic Ocean would
certainly be desirable for many applications, such as short term climate predictions,
but the current generation of climate models seem adequate to simulate the main large
scale processes related to greenhouse warming.

1.3 Freshwater and Ocean Circulation

A focal point of this dissertation is the influence of freshwater on the large scale ocean
circulation and heat budget, and here we provide some background information, which
papers I and II build upon.

Freshwater is a source of buoyancy and affects the ocean circulation by changing
vertical and horizontal density gradients. In the Arctic, large freshwater input leads to
strong vertical stratification that suppresses vertical heat fluxes, and enables sea ice to
grow despite the relatively warm subsurface waters. In addition, freshwater acts to both
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drive (Lambert et al., 2016; Rudels, 2010; Spall, 2013; Stigebrandt, 1981) and hinder
(Lambert et al., 2016; Rudels, 2010) the volume exchanges between Arctic Ocean and
the surrounding basins (see also section 5.2.1). At large scale, enhanced high latitude
vertical density gradients hinder dense water formation, and slow down the global scale
overturning circulation (Stommel, 1961; Stouffer et al., 2006).

While the large scale ocean gyre circulation is set by the atmospheric winds (Munk,
1950; Stommel, 1948; Sverdrup, 1947), buoyancy forcing affects horizontal density gra-
dients and therefore intensity of the gyre circulation. For example the cyclonic North
Atlantic subpolar gyre is strengthened by buoyancy loss, in addition to winds. Addi-
tional freshwater (buoyancy input) reduces the density of the water column, reducing
the horizontal density and sea surface height gradients, and leading to slowdown of
the gyre circulation at long timescales (Deshayes et al., 2014). Further, in terms of
the subpolar gyre circulation freshwater might trigger a non-linear response: Born and
Levermann (2010) demonstrated that a freshwater forcing can trigger a shift between
a weak and a strong subpolar gyre equilibrium states (Born and Stocker, 2013; Born
et al., 2013).

The local ocean heat content change appears from a balance between the weakening
of ocean heat transport and the strengthening of local stratification. The weakening
overturning and gyre circulation reduce the northward ocean heat transport, which acts
to cool the ocean. However, a large enough freshwater perturbation will effectively
isolate the deep ocean from the atmosphere. In areas of net heat loss (extra-tropics) this
implies increasing ocean heat content as the deep ocean layers are not ventilated, even
though the surface ocean cools (Mignot et al., 2007).

The overall response of ocean circulation and heat budget to a freshwater pertur-
bation depends on the strength, location, and duration of the perturbation. Buoyancy
dependence links the two large scale effects together: freshwater forcing in the con-
vective areas slows down both the overturning and the gyre circulation. As such both
effects act to reduce the ocean heat content in the subpolar North Atlantic.

1.3.1 Internal Freshwater Flux Variability at Northern High Latitudes

The results of this dissertation focus on the relatively slow (~centennial scale) fresh-
ening of the North Atlantic-Arctic domain due to greenhouse warming. However, the
regional freshwater budgets exhibit a large shorter term (~ decadal) variability. The
largest changes in sea surface salinities during the observational period have been called
Great Salinity Anomalies (GSAs) (Belkin, 2004). These decadal scale events of low
salinity surface waters have been observed across the northern North Atlantic in the
1970s, in the 1980s and in the 1990s. The anomalies are typically first identified in the
Labrador Sea from where they propagate around the subpolar gyre and the Nordic Seas.
The origin of these events is still somewhat debated, but several authors have suggested
an Arctic origin, either sea ice and freshwater export through the Fram Strait (Dickson
et al., 1988; Hdikkinen, 1993), or freshwater from anomalously large ice cover in Baffin
Bay accompanied by freshwater export through Canadian Arctic Archipelago (Belkin
et al., 1998). Recently Glessmer et al. (2014) showed that the decadal scale variability
in the Nordic Seas freshwater content is caused by anomalous salt advection from the
North Atlantic. While their results suggest that sea ice or freshwater export through the
Fram Strait is not causing the GSAs in the Nordic Seas, their results also do not reject
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the possible increase of freshwater export through the Canadian Arctic Archipelago
to the Labrador Sea and subsequent advection of this anomaly to the Nordic Seas. In
support of the Arctic source of the GSAs, Proshutinsky et al. (2015) showed that the
Arctic freshwater content, which follows the Arctic Oscillation (Morison et al., 2012;
Proshutinsky et al., 2015), has increased since the 1990s possibly explaining the lack
of GSAs since. Altogether it is fully possible that the source of the observed GSAs are
different in different decades. The common feature seems to be the reduced convection
and propagation of the salinity anomalies around the subpolar North Atlantic and the
Nordic Seas with the mean circulation.

1.3.2 Forced Freshwater Flux Increase at Northern High Latitudes

Greenhouse warming can increase the freshwater flux to the high latitude oceans in
two major ways, either via an enhanced hydrological cycle or via melting of ice (land
ice, sea ice, and permafrost). Presently, melting of sea ice and the intensification of
hydrological cycle still dominate the Northern Hemisphere freshwater flux increase
(Haine et al., 2015), although melting and increased dynamical loss of the Greenland
ice sheet is expected to become a large additional freshwater source over the century
(Little et al., 2016; van den Berk and Drijfhout, 2014). The focus of this dissertation in
terms of additional freshwater sources is on the strengthened hydrological cycle.

The mean hydrological cycle consists of poleward atmospheric moisture transports,
which transports moisture from areas of net evaporation over the tropical oceans to ar-
eas of net precipitation at high latitudes, and the equatorward oceanic freshwater trans-
port which closes the loop. Greenhouse warming intensifies the atmospheric freshwater
cycle because warmer air can hold more moisture, which means that more water evap-
orates in the tropics and more precipitates in polar regions. Consequently the south-
ward oceanic freshwater transport and the northward oceanic salt transport strengthen
as well. The balance between these two opposing terms in the convective regions deter-
mines the large scale ocean response to the stronger hydrological cycle. Interestingly
Swingedouw et al. (2007) showed that the southward freshwater advection due to the
stronger high latitude precipitation dominates over the northward advection of more
saline waters due to the stronger low latitude evaporation. In their modelling frame-
work, intensification of the hydrological cycle in the North Atlantic leads to reduced
convection which damps the overturning circulation.

Melting of ice (land ice, sea ice, and permafrost) alters the globally integrated fresh-
water budget, unlike the intensification of the hydrological cycle. The cryosphere is a
slowly adjusting storage term in the global freshwater budget: it grows in cold climates
and diminishes in warm climates. Melting of land based ice raises the sea level and de-
creases the global ocean salinity. In addition, melting of the land based ice can create
large meltwater lakes that can induce large and abrupt freshwater flux events (Margold
et al., 2011; Spielhagen et al., 2005).

Despite the differences in the sources of freshwater, the large scale ocean response
in the North Atlantic sector is qualitatively similar whenever freshwater affects the
North Atlantic convection sites (Roche et al., 2010). To the first order it does not matter
whether the freshwater is added to the Arctic ocean (Peltier et al., 2006; Rennermalm
et al., 2006, 2007; Tarasov and Peltier, 2005), coast of Greenland (Gerdes et al., 2006;
Yu et al., 2015), or directly to the convective regions in the Labrador Sea, the Irminger
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Sea or the Nordic Seas (Mignot et al., 2007; Rennermalm et al., 2007; Stouffer et al.,
2006). The AMOC and the subpolar gyre will weaken, acting to cool the subpolar
North Atlantic.

While the robustness of the responses in models gives us confidence in our under-
standing of freshwater effects on ocean circulation, translating this model based knowl-
edge to the past freshwater events through proxies can be challenging. Similarity of the
responses makes attribution rather difficult without a direct evidence of the freshwa-
ter forcing itself. For example, subpolar temperature, salinity, or sea ice proxies can
mainly indicate whether an freshwater event took place, but other evidence (e.g. Mus-
chitiello et al. (2015, 2016); Swdird et al. (2015)) would be required to locate the source
of such an event.
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Chapter 2

Objectives and Methods

Ongoing greenhouse warming (Collins et al., 2013) changes the surface ocean forcing
globally and especially at high latitudes where buoyancy forcing strongly affects the
circulation. The warmer atmosphere, and the related increase in poleward moisture
transport, act to increase the surface ocean buoyancy in the high latitudes.

Here our interest is mostly in the North Atlantic - Arctic sector, which shows the
largest and perhaps most intriguing ocean circulation, ocean heat content, and sea ice
cover response to greenhouse warming. In the Arctic Ocean, theoretical work suggests
that the ocean circulation might strengthen with a larger freshwater input (Lambert
et al., 2016; Rudels et al., 2012; Stigebrandt, 1981). Past observations and model sim-
ulations of future climate suggest that heat transport to the Arctic increases (Koenigk
and Brodeau, 2013; Spielhagen et al., 2011), and although some have postulated that
this is because of a stronger ocean circulation (Bitz et al., 2006), many have suggested
that northward advection of the anthropogenic warming signal with the climatological
ocean circulation causes the ocean heat transport increase (Marshall et al., 2014, 2015).
In contrast to the Arctic, in the subpolar North Atlantic both the atmospheric warming
and the stronger freshwater forcing act to decrease surface densities and to weaken the
ocean circulation. Consequently, less heat is transported to the subpolar region and the
ocean heat content decreases (paper I1).

Our objective is to achieve a more detailed picture of the Arctic response to fresh-
water and global warming, and to understand the Arctic response in the larger North
Atlantic and global framework. We summarize the key objectives to the following
questions

1. How do ocean circulation, ocean heat content, and sea ice cover in the Arctic
respond to increasing Arctic freshwater forcing?

2. How does high latitude ocean heat transport respond to greenhouse warming, and
do changes in ocean heat transport affect the atmosphere?

Due to the short and limited observational record (constructing heat and freshwater bud-
gets from the observational records for long time periods is not possible) we choose to
use a modelling approach. In paper I we use an idealized Arctic column model (Bjork,
1989, 1992, 1997; Smedsrud et al., 2008) to answer the first objective. The idealized
nature of the model allows us to explore the uncertain parameter space and construct
a model setup that closely reproduces the observed mean Arctic salinity and temper-
ature stratification. For paper II (and for section 5.2.1) we widen this approach and
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use the ocean—sea ice component of the Norwegian Earth System model (NorESM1-
M, Bentsen et al. (2013)). While the small scale features are not resolved because the
model itself is relatively coarse (~ 1° horizontal resolution), simulations of the large
scale features benefit from the use of a global setup which allows for global adjustment
of the ocean circulation. The setup enables direct comparison with the fully coupled
NorESM1-M setup used as part of the Coupled Modelling Intercomparison Project
(CMIPS5). This is useful since in paper 1II we turn to multimodel CMIPS5 ensemble to
study the high latitude ocean heat transport. Using this hierarchy of models allows us
to assess the robustness of our findings.
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Summary

Paper I: Response of Arctic Ocean stratification to changing river runoff in a column
model

In paper I we use a 1D column model of the Arctic Ocean in which we perturb the
freshwater flux entering the Arctic Ocean through rivers. We show, that to first order,
a larger freshwater flux leads to a new steady state with a fresher surface layer and a
warmer Atlantic water layer at depth. From a heat budget perspective the new steady
state emerges as a balance between an increasingly stable density stratification and
an increasingly unstable temperature stratification. The vertical heat flux is relatively
insensitive to changes in the freshwater flux, as we keep the heat flux convergence
constant. Consequently, changes in the sea ice cover are relatively small, and can be
explained to a large extent by changes in the freezing point temperature of the surface
waters.

Paper 1I: Consequences of future increased Arctic runoff on Arctic Ocean stratifica-
tion, circulation, and sea ice cover

In paper II we expand the 1D perspective of paper I to a 3D perspective using a coupled
ocean-sea ice model. The 3D model avoids using the fixed lateral boundary conditions
and the assumption of a constant ocean heat transport convergence that we used in the
1D model. Similar to paper I we perturb the freshwater flux entering the Arctic Ocean
through rivers. We examine the ocean and sea ice response both in the Arctic and in
the North Atlantic Ocean. Comparable to the 1D column model results in paper I, the
3D model adjusts to increased freshwater with a fresher surface and a warmer Atlantic
layer. Interestingly, the ocean heat transport convergence, and the vertical heat flux,
remain relatively constant in the Arctic Ocean. Changes in sea ice cover are therefore
mostly related to changes in sea ice convergence and divergence. We find that the fresh-
water added to the Arctic flows south and is entrained into the convective regions in the
North Atlantic, similar to many freshwater hosing studies. As a result the subpolar gyre
slows down, cools, and freshens.

In section 5.2.1 we perform additional analysis of the same simulations focusing on
changes in the volume transports between the Arctic Ocean and the surrounding oceans.
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We use an estuarine and overturning circulation framework and show that exchanges
between the Arctic Ocean and lower latitude oceans can be understood as a balance be-
tween the generally decreasing overturning circulation and intensifying estuarine cir-
culation. Interestingly, we find that a small increase in the freshwater forcing leads to
an increase in both the overturning and the estuarine components due to the salt advec-
tion feedback.

Paper III: Connecting ocean heat transport changes from the mid-latitudes to the Arc-
tic Ocean

In paper III we examine changes in the Northern Hemisphere ocean heat budget and
Arctic amplification under greenhouse warming in fully coupled climate models. The
greenhouse warming leads not only to a radiative imbalance at the top of the atmo-
sphere, but also alters atmosphere-ocean heat exchange and the heat carried poleward
by the two media. Ocean heat content increases globally as the ocean receives more
heat than it loses. However, in the Arctic Ocean, in the equatorward flank of South-
ern Ocean, and in the Northern mid-latitudes, the ocean heat content increases faster
than the global average. The faster than average heat content increase in the Arctic
Ocean and in the equatorward flanks of the Southern Ocean follows from advection of
warmer waters from upstream regions of reduced ocean-to-atmosphere heat loss. In the
mid-latitude Northern Hemisphere the Hadley cell expansion, and the related increase
in the local surface shortwave radiation, drives the ocean heat content increase. Finally,
the advection of warmer waters to the Arctic Ocean links to the intermodel differences
in Arctic amplification. Climate models that have the largest increase in the ocean heat
transport to the Arctic Ocean tend to have the largest Arctic amplification.

Main Conclusions
The results summarized above lead to the following overall conclusions:

e Vertical heat fluxes in the central Arctic Ocean are relatively stable for larger
freshwater input (papers I and II) due to a balancing effect between salinity and
temperature stratifications. A buoyant fresh surface layer acts to reduce vertical
mixing, but a warm Atlantic layer acts to increase the vertical heat flux; the ver-
tical heat flux remains relatively constant since a small volume of warm water
carries a large amount of heat.

e Ocean heat content increase is relatively homogeneous in the zonal average under
greenhouse warming (paper III). The positive anomalies in this relatively homo-
geneous field follow either from stronger radiative warming (mid-latitude North
Atlantic), or reduced ocean-to-atmosphere surface heat loss which the climato-
logical ocean circulation modifies (Arctic Ocean and Southern Ocean).

e The imprint of greenhouse forcing on the ocean heat transport is of the opposite
sign in the Arctic Ocean compared to the North Atlantic (paper II and III). If the
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greenhouse forcing moves along the RCP8.5 trajectory we expect a reduction in
the Atlantic Meridional Overturning Circulation, and a related reduction in the
mid-latitude northward ocean heat transport, but an increase in the ocean heat
transport to the Arctic Ocean.

e To first order, the large scale ocean circulation response to an increase in the Arc-
tic river runoff — slowdown of the Atlantic Meridional Overturning Circulation
and the subpolar gyre — is similar to any positive freshwater perturbation in the
North Atlantic-Arctic sector (Paper 1I).
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Chapter 4

Future Perspectives

The results of this dissertation point toward a number of open questions and we list the
most pressing ones below.

The results from paper II and section 5.2.1 illustrate a need for further understand-
ing of watermass transformations inside the Arctic Ocean, and how they relate to the
overall exchanges between the Arctic and the surrounding ocean basins. As expected,
changes in the large scale sea surface height gradients control the net flow between the
Arctic and the surrounding oceans while watermass transformations control the fotal
exchanges (strength of the in and outflows). In the case of freshwater perturbations,
it is obvious that the two should be connected as freshwater affects both sealevel and
watermass transformations. However, we still lack a framework combining the two.

The Atlantic Meridional Overturning Circulation, the North Atlantic Subpolar Gyre,
and the associated heat transport show a consistent decrease after a positive freshwa-
ter perturbation (paper 1I). While observational studies also support a linkage between
North Atlantic convection sites and the lower limb of the Atlantic Meridional Overturn-
ing Circulation, it is not clear how the upper limb of this circulation, which carries the
poleward ocean heat transport, connects from subtropical to subpolar latitudes (Buck-
ley and Marshall, 2015; Burkholder and Lozier, 2011, 2014; Foukal and Lozier, 2016;
Lozier, 2012; Palter et al., 2008). Merging the perspectives of integrated measures
such as the AMOC, or the meridional heat transport, with a Lagrangian based analysis
1s needed to increase our understanding of the mechanisms that connect the subtropical
and subpolar surface circulation in the North Atlantic.

The results in paper III show that we still lack understanding of the reasons behind
the model spread in the high latitude amplification of greenhouse warming. The results
indicate that some part of the models simulate temperature amplification in the mid-
latitudes, while others simulate temperature amplification only at the high latitudes. It
should be a future task to find out whether these differences follow from the models’
base climatology, or from intermodel differences in the feedback mechanisms.

Finally, the results in this dissertation are largely based on idealized, and/or coarse
resolution models where many of the important physical processes are parameterized.
With these models we can robustly infer first order dynamics at large scales. However,
high model resolution is important for several features of the climate system. For ex-
ample, ocean heat transport to the Arctic Ocean (Hattermann et al., 2016), mixing of
heat and freshwater from the boundary currents to the convective regions of the sub-
polar North Atlantic (Kawasaki and Hasumi, 2014), surface heat and moisture fluxes
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affecting winter time precipitation (Ma et al., 2015), and near-decadal predictability
in the North Atlantic Ocean (Sigueira and Kirtman, 2016) all depend on small scale
ocean features. With a move towards higher resolution coupled models the research
community can move towards robust assessments of these higher order problems and
respond to the need for understanding the regional patterns of climate change and the
interannual-to-decadal scale climate variability.
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Abstract A one-dimensional model of the atmosphere-ice-ocean column is used to study the effects of
changing river runoff to the Arctic Ocean. River runoff is the largest contributor of freshwater to the Arctic
and is expected to increase as the hydrological cycle accelerates due to global warming. The column model
simulates the stratification of the Arctic Ocean reasonably well, capturing important features such as the
fresh surface layer, the salty cold halocline, and the temperature maximum within the Atlantic Water layer.
The model is run for 500 years with prescribed boundary conditions to reach steady state solutions. Increas-
ing river runoff is found to strengthen the stratification and to produce a fresher and shallower surface
mixed layer with warming (up to ~1°C for a doubling of present-day runoff) in the Atlantic Water layer
below. An important consequence is that the effect of the larger vertical temperature gradient is able to bal-
ance that of the stronger stratification and yield a close to constant vertical heat flux toward the surface. As
a result, the sea ice response is small, showing only slight increase (up to ~15 cm for a doubling of present-
day runoff) in annual mean ice thickness. Limitations of the study include the idealized nature of the column
model and uncertainties in the background vertical mixing within the Arctic Ocean.

1. Introduction

The Arctic Ocean is distinguished from the rest of the world’s oceans by unique oceanographic conditions.
At the surface is a cold, fresh surface mixed layer while deep below is a layer of warmer, saltier Atlantic
Water (AW). In between is a halocline, a relatively thin layer of increasing salinity with depth. The resulting
stratification is essential for the presence of Arctic sea ice, with the halocline protecting the cold surface
layer from the heat stored in the AW layer below. One of the critical factors maintaining this stratification is
freshwater supplied by continental river runoff, which increases as the hydrological cycle accelerates due to
global warming [Rawlins et al., 2010]. The increase in runoff is already measurable, with a reported 9.8%
increase in the 30 year period between 1977 and 2007 [Overeem and Syvitski, 2010]. While the projections
for future changes are somewhat uncertain, a runoff sensitivity of 0.007 Sv/°C is estimated from observa-
tions [Peterson et al., 2002] and the multimodel CMIP5 ensemble predicts an increase of approximately 0.03
Sv (30%) by 2100 for the RCP8.5 scenario (see supporting information Figure S1). Understanding the effects
of changing river runoff on the stratification, heat fluxes, and sea ice cover in the Arctic Ocean is the main
goal of this study. To this end, we perform and analyze a series of sensitivity experiments using a one-
dimensional atmosphere-ice-ocean column model.

A special feature of the stratification in the Arctic Ocean is the cold upper part of the halocline, which has
higher salinities than the surface layer but temperatures still close to the freezing point. The cold upper
halocline derives from waters formed on shallow shelves and in the Arctic proper during sea ice formation
[Rudels et al., 1996; Steele and Boyd, 1998; Rudels et al., 2004]. This cold halocline effectively reduces the heat
flux to the surface mixed layer from below because any mixing penetrating the halocline only entrains cold
(close to freezing point temperature) water [Steele and Boyd, 1998].

The net effect of increased runoff on this system is not easy to predict. One might expect increased runoff
to strengthen the stratification by freshening the surface. On the other hand, a fresher surface layer sets up
a larger density contrast between the Arctic Ocean and the Nordic Seas. This could increase the surface out-
flow from the Arctic, leading to stronger entrainment of the warm AW below [Stigebrandt, 1981]. A fresher
surface would also modify shelf water formation, a water mass that feeds into the cold halocline. These
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Figure 1. Observed and simulated (a) annual mean temperature and (b) salinity in the Arctic Ocean. Observed (PHC3.0 updated from
Steele et al. [2001]) 25-75% quartile range is shown with gray shading. Results from the column model are shown in black. Selected climate
model results for simulations of the 1970-2005 historical period are shown in red (Norwegian Earth System Model, NorESM [Bentsen et al.,
2013], ESM2M and ESM2G [Dunne et al., 2012], HadGem2-ES [Jones et al., 2011], and IPSL-CM5A-MR [Mignot et al., 2013]), with profiles aver-
aged over the Arctic Ocean (Barents Sea excluded).

various changes have different, and in some cases opposite, influences on the vertical heat flux toward the
surface mixed layer and the base of the sea ice.

Climate models have trouble simulating the vertical structure of the upper Arctic Ocean (Figure 1), implying
that they do not accurately represent some of the processes responsible for maintaining the stratification.
Particularly difficult is capturing the strength of the halocline, as well as the depth and structure of the AW
layer. The halocline and AW layer extend over a broader depth range in the models than in observations,
are generally too weak and in most cases too deep (Figure 1). These features are crucial for a realistic
response to perturbations in freshwater balance because they help set the vertical fluxes of heat among the
ocean, ice, and atmosphere. This study uses an idealized one-dimensional coupled atmosphere-ice-ocean
column model, motivated by the fact that the model is able to simulate these stratification features rela-
tively well (Figure 1). The column model has a reduced set of variables and is computationally efficient,
allowing us to perform many sensitivity experiments and to derive nearly steady state solutions. Further-
more, it is possible to separate forcings and responses and better interpret mechanisms that include com-
plicated and contradicting feedbacks.

The original version of the column model used here was first presented by Bjork [1989], and different ver-
sions have since been developed and used [e.qg., Bjork and Soderkvist, 2002; Smedsrud et al., 2008; Linders
and Bjork, 2013]. The model simulates a horizontally averaged vertical atmosphere-ice-ocean column. Origi-
nally, the model domain extended from the top of the atmosphere to the core of the AW layer at 300 m
depth, where temperature and salinity were fixed to mean AW properties. In this study, we extend the
model by expanding the model domain down to 2000 m and including a parameterization to compensate
the heat loss due to upwelling from the AW layer (i.e., a prescribed heat convergence via Atlantic inflow
with given T/S properties). The extended model allows the AW layer to respond dynamically to changes in
river runoff and plays an active role in determining the resulting stratification.
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Figure 2. Sketch of the 1DICEx Arctic atmosphere-ice-ocean column model setup. The components of the model are indicated at the far
left, and the cartoon shows the model forcings, simulated processes and resulting vertical stratification. See details and full list of abbrevia-
tions in the appendices.

The paper is structured as follows: we describe and evaluate the modified one-dimensional atmosphere-ice-
ocean column model in section 2, present the results of the runoff experiments in section 3, and discuss the
context and limitations of the study in section 4. Some conclusions on the effects of increased runoff on Arc-
tic Ocean stratification and sea ice are presented in section 5. The model is described in more detail in
Appendix A, a list of symbols is included in Appendix B, and the climatological forcing is given in Appendix C.

2. Extended 1DICE (1DICEx) Model

In this study, we use a version of the one-dimensional Arctic column model, 1DICE, which derives from the
work of Bjork and Soderkvist [2002] and Bjork [1997, 1992, 1989]. Figure 2 shows a sketch of the setup used
in this study. A more detailed description of the model including the extensions made in this study can be
found in Appendix A.

The column model is set up to represent mean conditions in the Arctic Ocean following Bjork and Soderkvist
[2002]. The main forcings comprise climatological monthly mean values of atmospheric heat transport and
downward shortwave radiation. The freshwater budget includes prescribed precipitation, river runoff, and
transport from the Pacific Ocean through Bering Strait. There is an additional parameterized flow of brine-
enriched water from the Arctic shelves to the deep Arctic basin. The surface outflow in the column is geo-
strophic and depends on the density gradient between the Arctic column and the Atlantic (the Atlantic is
not explicitly included in 1DICEx, but prescribed AW properties are used). 1DICE includes a thermodynamic
sea ice model with a ridging parameterization and up to 42 ice thickness classes. Sea ice export is driven by
prescribed divergence based on measured values in the Fram Strait and the geostrophic surface outflow
(Figure 2). The gray body atmospheric component of the model solves for atmospheric temperatures from
prescribed atmospheric heat transport and solar radiation and calculated surface fluxes.

The present-day scenario uses a river runoff of 0.082 Sv [following Bjork and Soderkvist, 2002], a value which
is very close to the 0.088 Sv reported by Lammers et al. [2001] for the Arctic Ocean excluding the Barents
Sea. The values for our runoff experiments are scaled from the climatology used by Bjork and Soderkvist
[2002], so we change the annual mean and monthly runoff, but preserve the seasonality of the forcing (see
Appendix C for values of present-day scenario).

The main modification made for this study is the inclusion of an interactive AW layer in the column. This
allows the temperature, salinity, and stratification of the column to adjust as we vary runoff. In the following
sections, we discuss some of the assumptions related to the addition of the interactive AW layer and evalu-
ate the performance of the extended 1DICEx model.

2.1. Interactive AW Layer
The bottom of the original model domain was set at 300 m. This bottom boundary was assumed to be the
core of the AW layer, and temperature and salinity were fixed to constant “AW” values here. We have
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extended the ocean column down to 2000 m to allow for an interactive AW layer, a modification that
requires the addition of a heating term within the AW layer to compensate the surface heat loss and out-
flow. Physically, this can be seen as a parameterization for the heat and salt transported into the Arctic by
the Atlantic inflow. Practically, it is implemented by requiring a fixed amount of AW heat transport at each
time step and solving for the associated salt transport based on fixed AW T/S properties, which can largely
be based on observations (see Appendix A and section 2.2).

In nature, variations in both volume transport and AW temperature can alter heat transport of the Atlantic
inflow over a range of time scales. In the idealized approach used here, we set the temperature T4y, and
salinity Sp of the Atlantic inflow, as well as the heat supply Ha needed to compensate the surface heat
loss and outflow, to constants. The inflowing AW enters and adjusts with the column to form the AW layer.
This approach allows us to isolate the mechanisms for Arctic Ocean changes related to variability in runoff
from the mechanisms related to variability in properties of the inflowing AW. While this approach simplifies
the analysis of the results, it carries certain implications.

First, in order to have heat transport from the Atlantic toward the Arctic, the heat content of the inflowing
AW must be larger than the heat content in the Arctic column, i.e., (oo Taw) > (pT), where paw and Ty
are the (constant) density and temperature of the inflowing AW and p and T are the (prognostic) density
and temperature of the column. In essence, the AW inflow needs to be warm enough to provide the
required heat to the column. The salt transport into the column is a function of the heat transport and the
AW inflow salinity (Saw). Saw cannot greatly exceed the salinity below the halocline, otherwise an unrealistic
intermediate high salinity layer will form; it cannot be too low either, otherwise the halocline will be eroded.

Second, we must make certain decisions about the character of the AW inflow in the extended model. The
inflow enters the column as a 500 m thick layer below the surface mixed layer (Z4,, = 500 m). The model
physics then create the halocline and the AW layer in the interior ocean component (Figure 2). The halocline
forms in the upper part of the interior ocean, and the AW layer is the location of the temperature maximum.
Note that while Z,, is constant, the AW inflow moves up and down following the annual cycle of the mixed
layer depth. We set the vertical distribution of the AW heat transport to be a simple, barotropic boxcar (tests
with a parabolic distribution produced similar results). While T4, and Say are fairly well constrained by
observations, there are less constraints on the vertical diffusion coefficient x, which should be regarded
mostly as a tuning parameter.

2.2, Evaluation and Sensitivity of the Extended Model

In this section, we describe how we tune the extended model to produce simulated T/S profiles as close as
possible to available observations. We do this by running the model using a range of AW inflow properties
(Taws Saws Haw) and vertical mixing coefficients (k), and identifying the combination of values that yield an

ocean heat content that is closest to equilibrium. The resulting fluxes are then discussed at the end of the

section.

The robustness of the model to the optimal values is shown in Figure 3, in which simulated T/S profiles are
plotted as a function of Ty, Saw, and k for Hayy = 1 TW. The T/S profiles are quite similar for the ranges
Taw = [1.5, 4.01°C, Sy = [34.8, 35.1], and « = [3.0-5.0] X107® m? s~ '. However, differences are apparent for
some parameter combinations, mostly due to emerging convection. Closer inspection reveals that low T,y
and/or high Sy leads to too much salt transport into the column and the formation of an intermediate
salinity maximum around 500 m. It is only at values of T, and S, outside a realistic range that this salinity
maximum appears in the model, although a there is some evidence of a subtle salinity maximum in some
parts of the Arctic Ocean [Rudels et al., 1994]. On the other hand, low S,y results in a cooler AW layer
because the smaller density gradient allows for more mixing toward the surface. The vertical diffusion coef-
ficient k has a larger effect on the simulated T/S profiles than the AW properties. Higher diffusion brings
more heat up from the warm AW layer to the surface, but the choice of « is also affected by the value of the
compensating heat flux Hyy (not shown). Reasonable T/S profiles can only be attained over a narrow range
of Haw, otherwise the column warms up extensively, so this sets a practical limit on «.

Given limited observations, especially for «, we used the stability of the column’s heat content to finalize
the optimal Tau, Saw, and k values. Figure 4 shows the change in heat content over the last 100 years of the
500 year runs as a function of T,y and Sy for three different values of x. An optimal solution is simply a

NUMMELIN ET AL.

©2015. The Authors. 2658



@AGU Journal of Geophysical Research: Oceans

10.1002/2014JC010571

Depth [m]

Depth [m]

a
O N
500 ;
1000 § § §
1500 | § §
20005771 2 2 -1 0 1 2 -2 -1 0 1 2
Temperature [°C] Temperature [°C] Temperature [°C]
d e f
0 x=3.0E-6m” s x=4.0E-6m” s k=5.0E-6m’ 57!
500_ ...............................................................
1000_ ...................................................................
1500_ ......... ........... ........... e T T PP P UPPIUP SEUPPPIIN IR
2000b—i | N S S N N S S N
31 32 33 34 35 31 32 33 34 35 31 32 33 34 35
Salinity Salinity Salinity
. - = T
1.5 2.0 2.5 3.0 3.5 4.0
T [°C]
| — 34.8 -- 349 .. 34.95 35.0 — 35.1]
SAW

Figure 3. (top row) Simulated temperature (7) and (bottom row) salinity profiles (S) for three vertical diffusion coefficients (k) and varying properties of inflowing Atlantic Water (T4 indi-
cated by different colors, Sa indicated by different line types). Gray shading indicates the 25-75% quartile range calculated from observations (PHC3.0 updated from Steele et al. [2001]).

case where the change in the heat content % is zero. It is possible to find such a solution by interpolating in
Taw-SawKk space for the values where % =0. With the constraints provided by Figures 3 and 4, we arrive at
values of T4 = 3.5°C and Sa = 35.0; a compensating heat flux of Hayy = 1 TW by the AW inflow; and a ver-
tical diffusion coefficient k=4.0X10"° m? s~ . These values are comparable to the AW properties in the

Fram Strait (PHC3.0 updated from Steele et al. [2001]), and x values from the central Arctic Ocean [Fer, 2009].
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tic Water (Taws Saw)-

As a consistency check, we examine the simulated volume and heat fluxes using the optimal values
obtained above for the present-day runoff scenario. Details on how these fluxes are calculated appear in
the introductory paragraph of this section and in Appendix A1. The main components of the freshwater
budget in the present-day scenario are approximately 1.1 Sv of surface inflow (river runoff, Bering Strait
inflow, and precipitation combined) balanced by approximately 1.2 Sv of geostrophic outflow in the upper
part of the column. The outflow is of the same order of magnitude as observed (2-4 Sv) [Marnela et al.,
2013], although on the low side. The difference between the simulated and measured outflow could be due
to several factors. First, we simulate a “steady state” Arctic Ocean. Observations covering a much shorter
period should be expected to differ from such a long-term mean in any regard, but especially so for the Arc-
tic today, which is undergoing rapid transition toward a warmer ocean and a thinner ice cover. Second, the
simplified geostrophic outflow should not be expected to capture all aspects of reality, especially in com-
plex regions like the Canadian Archipelago.

In addition to the main inflow and outflow terms, 1DICEx simulates 0.1 Sv of snow and ice export, which is a
good match to the observed estimates of around 0.1 Sv [Vinje, 2001; Spreen et al., 2009; Schauer and Beszc-
zynska-Moller, 2009]. There is an additional 0.2 Sv of upwelling from the AW layer that balances the column
volume fluxes. The associated Ha,y = 1 TW heat supply converts to 0.13 W m ™2 of heat flux toward the sur-
face from below. This vertical heat flux also compares well with recent estimates of 0.1-0.2 W m~ 2 from the
AW layer in the Canadian basin [Lique et al., 2014].

2.3. Setup of River Runoff Experiments

In this study, we integrate 1DICEx over 500 years to obtain near-steady state solutions as a response to
changing river runoff. The initial conditions for all runs are climatological conditions (PHC3.0 updated from
Steele et al. [2001]), but river runoff is increased from just under one third (0.025 Sv) to just over 2 times
(0.20 Sv) the present-day estimate of 0.082 Sv.

Figure 5 shows the adjustment of ocean temperature, salinity, and heat content for the various runoff sce-
narios over the 500 year simulation period. The mean temperature of the ocean column adjusts within the
first few hundred years, although the highest and lowest runoff scenarios exhibit a small trend through the
entire experiment. The column mean salinity equilibrates much more quickly, within a couple of decades,
because it primarily reflects surface changes. With time, the heat content approaches steady state, and
there is very little change over the last 200 years. Based on this analysis, we present results averaged over
the last 100 years of each experiment, when most variables are close to steady state.

3. Results

To study the response of the Arctic Ocean to changes in river runoff, we run the 1DICEx column model with
runoff values varying from 0.025 to 0.2 Sv. Reported present-day values are close to 0.1 Sv [Peterson et al.,
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Figure 5. Transient response of 1DICEx model. Mass-weighted column-averaged (a) temperature and (b) salinity as a function of time (1
year running means); (c) column heat content anomaly referenced to initial conditions as a function of river runoff.

2002] for the pan-Arctic region and 0.088 Sv for the Arctic proper [Lammers et al., 2001], which is the
domain of interest here. A 9.8% increase is reported for the period between 1977 and 2007 [Overeem and
Syvitski, 20101, while the projections for future runoff changes are rather uncertain, e.g., sensitivity of 0.007
Sv/°C from observations [Peterson et al., 2002] and approximately 30% increase by 2100 in RCP8.5 for multi-
model CMIP5 ensemble (supporting information Figure S1). The 0.025-0.2 Sv range of our experiments
spans this uncertainty.

3.1. Ocean Response

The most obvious effect of increased river runoff is a freshening of the surface ML and the upper halocline
(Figures 6a and 7). The annual mean surface salinity decreases from 31 for present-day runoff to below 26
for a doubling of runoff. The freshening effect penetrates to the upper halocline (around 80 m), below
which the salinity response is small. As the surface freshens, the upper ocean becomes more stratified,
resulting in a shallower winter ML (lower dashed gray line in Figure 6a). Because the summer ML is always
quite shallow due to shortwave heating and ice melt, the seasonal cycle in mixed layer depth (MLD) weak-
ens (distance between the dashed gray lines in Figure 6a). Experiments with less river runoff than present-
day feature a saltier, deeper ML with a larger seasonal cycle in depth. The full seasonal cycle of the tempera-
ture and density structure is shown in supporting information Figures S2 and S3.

The temperature response to increasing runoff can be seen in Figure 6b, with general warming extending
through most of the Arctic column. The warming is strongest between 200 and 600 m, in the AW layer,
but there is also significant warming just below the ML above the cold halocline (see also Figure 7). The
structure of the temperature response is the result of an intricate adjustment in stratification and mixing
as the surface ML freshens and thins. We examine the details of this adjustment in the next section.

To first order, the heat budget of the ML is a balance between the surface fluxes and entrainment from
below. The simulated surface fluxes (Figure 8b) include longwave and shortwave radiation and turbulent
heat fluxes over open ocean and sea ice, and their net effect is to cool the ML. The shortwave component
(solar radiation input, simulated as an exponentially decaying function with depth) penetrates to depths of
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60-70 m, so the influence of the surface fluxes also reaches these depths. The ML entrainment term
(entrainment of water into the ML from below) consistently warms the ML (Figure 8c). At steady state, sur-
face heat loss is compensated by entrainment of warmer waters through ML deepening. However, as
increasing runoff causes the winter ML to shoal, a larger portion of the heat from shortwave radiation in
summer is left in the water column in
winter. This causes a warming of the
upper halocline just below the winter
ML, a feature similar to what is some-
times called the near-surface tempera-
ture maximum (NSTM) in observations
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Figure 8. Contributions to heat flux convergence at each model level from: (a) compensating heat flux in the AW layer, (b) surface fluxes, (c) mixed layer entrainment, (d) snowmelt due
to ridging, (e) shelf circulation, and (f) upwelling to replace geostrophic outflow. Note that the AW layer contribution is scaled by a factor of 10. The gray lines show the mixed layer depth
(MLD; solid is annual mean, dashed are winter maximum and summer minimum).

stronger stratification inhibits entrainment, and more heat accumulates within the warming Atlantic layer
(Figures 6b and 7). However, in equilibrium the warmer AW layer results in an increased vertical tempera-
ture gradient and vertical heat flux, balancing the compensating heat flux in AW layer. This mechanism is
further discussed in the next section.

There are a number of additional terms that are important for closing the ocean heat budget. These also
respond to changing runoff, but to a lesser degree. The snowmelt term (Figure 8d) comes from the sea ice
ridging parameterization. When ridging occurs, the sea ice area fraction decreases, and the snow on the dis-
appearing ice area is tipped into the ocean. The snowmelts in the ML, cooling it down. The shelf circulation
term (Figure 8e) generally cools the waters below the ML and warms the lower part of the ML. Shelf water
is created (parameterized) from ML water that enters the shelf area, cools to the freezing point, and
becomes saltier due to brine rejection when sea ice forms. For mass continuity, the water leaving the ML
and entering the shelf is replaced by warmer subsurface waters, a process that creates the warming signal
seen at the base of the ML. The ML water modified on the shelf is injected into the halocline. Because this
shelf water is at the freezing point, it has a cooling effect. Finally, upwelling due to geostrophic outflow
from the column (Figure 8f) generally warms the upper water column because temperature increases with
depth below the ML. However, because neither the temperature gradient nor the outflow are constant with
depth, certain layers lose more heat upward than they receive from below, resulting in some localized cool-
ing. It is worth noting that the geostrophic outflow increases as a function of the runoff leading to increased
upwelling.

3.2. Sea Ice Response

Overall, the equilibrium changes in sea ice thickness with increasing runoff are small, on order of 15 cm
(~5%) at most (Figure 10). Increasing runoff leads to a decrease in surface salinity and increase in the verti-
cal density gradient between the surface ML and the underlying AW layer. The stronger density gradient
inhibits mixing of warm water to the surface (reduces vertical heat flux to the ML), which leads to warming
of the column below the ML. At the same time, the subsurface warming increases the temperature gradient
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Figure 9. Energy required to mix away stratification as a function of river runoff. Color shading shows the energy (kJ m~?) required to lift
water from a given level to the surface mixed layer. Red contours show the temperature (°C) relative to the freezing point. The vertical
black dashed line shows annual mean river runoff into the Arctic Ocean for the present day and the gray lines show the mixed layer depth
(MLD; solid is annual mean, dashed are winter maximum and summer minimum).

between the ML and the underlying AW layer, making any mixing that does occur more effective (enhances
vertical heat flux to the ML). The subsurface warming is a transient response that continues until the density
and temperature gradients have adjusted to produce a vertical heat flux to the ML that is once again in
equilibrium with the compensating heat flux below the ML.

One way to illustrate the net effect of the vertical temperature and density gradients is to calculate the
mechanical energy needed to lift a parcel through the halocline to the ML. This represents the work done
against gravity and is shown as a function of runoff in Figure 9. Just below the ML, the temperature con-
tours follow remarkably well the energy contours. This implies that the energy needed to bring water of a
certain temperature to the surface is largely independent of river runoff. Below 70-80 m and at runoffs
above 0.1 Sy, the temperature contours become increasingly perpendicular to the energy contours. This
suggests a more important role for runoff in the deep ocean, but note that mixing is parameterized with a
constant diffusion coefficient in this part of the column.

While the balance of gradients accounts for why the steady state response of ice thickness to runoff is small,
we must look to other factors to explain the subtle changes that do occur. In addition to the vertical heat
flux from the ocean to the surface (or base of the ice), ice thickness also depends on the freezing point tem-
perature T Because freezing point temperature increases with the decreasing surface salinity, it is easier to
form ice when there is more runoff, all other forcings remaining constant. A simple experiment shows that
ice thickness can differ by a factor of two depending on whether constant or variable T;is used (Figure 10).
At runoff values larger than present day, about half (7 cm) of the ice thickening can be attributed to the
effect of increasing Tr. SW radiation can also affect the column heat budget below the ML, as discussed in
section 3.1. With present-day runoff, the heat from SW radiation that penetrates the ML is mixed back up
during the next winter when the ML deepens. With more runoff, some of the SW heat remains trapped
below the ML, further facilitating ice growth.

Increasing runoff alters the ice thickness distribution only slightly (not shown). The area of open water and
the thinnest ice classes as well as that of the thickest ice classes appear to be largely unaffected. Most of
the change in annual mean thickness (Figure 10a) comes from multiyear ice classes of 1-5 m thickness. This
reflects the fact that ocean thermodynamical changes are most important for the nonridged multiyear ice
classes while the thinnest and thickest ice classes are controlled by atmosphere and ice dynamics,
respectively.

Finally, we note that our results include a slight imbalance in the ocean heat content that could be responsi-
ble for part of the ice thickness response to runoff. The column is not in complete equilibrium by the end of
the 500 year simulations for the lower runoff scenarios (Figure 4). The immediate implication is that the
assumptions of constant vertical heat flux discussed at the beginning of this section is not true for all sce-
narios, and varying ocean heat content could affect ice thickness as well.
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Figure 10. Simulated changes in sea ice thickness and mixed layer (ML) heat content in response to increasing river runoff. (a) The solid
blue line is annual mean sea ice thickness calculated from the 42 model ice classes; the dashed blue lines are the seasonal maximum and
minimum sea ice thickness; the solid black line is the same as solid blue line but for constant freezing point temperature. The red line is
the annual mean ML heat content anomaly compared to case with 0.075 Sv runoff and when temperature is referenced to the surface
freezing point. The vertical dashed black line shows annual mean river runoff into the Arctic Ocean for the present day. (b) Monthly clima-
tology of ML heat content (relative to the freezing point temperature) as a function of river runoff.

4, Discussion

Our sensitivity study tests the response of an idealized Arctic Ocean to future increases in runoff, but some
of the simulated results are consistent with observed changes in the Arctic under ongoing global warming.
For example, warming of the AW layer has been observed, although the cause has been attributed to hori-
zontal advection rather than changes in vertical stratification [Schauer and Beszczynska-Moller, 2009; Grote-

fendt et al., 1998]. Also storage of solar heating below the shallow ML has recently been documented in the
Canadian basin [Toole et al., 2010; Jackson et al., 2011].

In addition, our results agree with previous analytical and simplified modeling studies. Nilsson and Walin
[2010] found a shallower MLD and Rudels [2010] found increasing Arctic freshwater content as freshwater
forcing increases. This is not surprising given that both studies are built on estuarine assumptions similar to
ours, where the geostrophic outflow is balanced by vertical entrainment from the AW layer to the surface
[Stigebrandt, 1981]. More recently, Spall [2013] developed an analytical model based on idealized, high reso-
lution (eddy resolving) simulations of the Arctic Ocean. Here, the horizontal eddy transports from the
boundary toward the interior are balanced by vertical entrainment in the interior, which is different from
the estuarine model. Despite a different theoretical basis and conceptual model (see his Figure 11), the
results are consistent with the ones presented here—that decreasing salinity at the boundary (as would be
caused by increasing river runoff) leads to a thinner halocline and increased freshwater content in the Arctic
domain.

While our study agrees rather well with other simplified modeling studies, the comparison to more complex
model results is not as straightforward. For example, results from the 1DICEx model imply that a stronger
density gradient across Fram Strait would lead to increased Fram Strait outflow by geostrophic arguments.
However, Arzel et al. [2008] found a rapid decline in Fram Strait volume outflow in 20th and 21st century
simulations performed with a coupled global climate model. They attributed decreased outflow to an
atmospheric high pressure anomaly in the North Atlantic associated with surface freshening and sea ice
expansion, a mechanism that is not represented in 1DICEXx.

Assuming fixed North Atlantic temperature (T,y) and salinity (Say) allows for a clean cause and effect study,
but carries certain implications. Recall that the geostrophic surface outflow in 1DICEx is determined by the
density difference between the North Atlantic (defined by T, and Sau) and the Arctic column (prognostic).
The assumption of fixed AW properties is reasonable for a system where freshwater outflow is small
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compared to the volume of the surface layer in the North Atlantic. However, one might expect the AW
properties—especially Syu—to change as the Arctic comes to a long-term adjustment with increased run-
off. Allowing the AW properties to vary would in some sense be more realistic, but it would also prevent us
from identifying the isolated response to runoff.

In our perturbation experiments, all the forcings (including runoff) have a fixed seasonal cycle. In a warming
climate, we might expect winter runoff to increase considerably but peak runoffs in late spring and summer
to increase only a little if at all. Changes in ice growth and shelf water production would also be expected to
be largest in winter, when these processes are most active. More runoff and a fresher surface could lead to shelf
waters that are fresher and consequently less dense. While we have not accounted for these effects, they would
likely affect any future change in the upper halocline of the Arctic Ocean.

One of the most poorly constrained parameters in our model is the vertical diffusion coefficient (). We
chose i along with T, and Say based on the available direct observations (section 2.2), and such that the
set of values produced the best match to the observed T-S structure of the central Arctic Ocean. As with
Saws it is likely that the value of x varies with time. This variability could be driven by changes in the sea ice
cover, which in turn alters the available fetch and size of waves produced during summer, the energy avail-
able for internal wave generation, and the associated mixing due to wave breaking. Given that the mean
background level of vertical mixing in the Arctic Ocean is based on very few direct measurements [Fer,
2009; Lique et al., 2014] and is highly uncertain, a better observational basis is needed before we can reason-
ably introduce more complexity to how it is represented in the model.

Future work will focus on using more complex ocean and climate models to explore the regional expres-
sions of the changes we have documented. NorESM future warming scenarios show similar Arctic responses
to our 1DICEx study, with surface freshening, a sharpening of the halocline, and warming below the ML. In
the NorESM scenarios, it is not only runoff that is changing, but preliminary runoff experiments with a
stand-alone ocean-sea ice model also show similar results. Together, this range of modeling tools will help
assess the regional variability and overall importance of the mechanisms presented here in a warming
world.

5. Concluding Remarks

This study has investigated the response of a coupled atmosphere-ice-ocean column model of the Arctic
Ocean to increasing river runoff. The column model reproduces the observed temperature and salinity
structure of the central Arctic reasonably well. Increasing runoff freshens the surface and intensifies the
stratification as expected, but also sharpens the halocline, and allows for larger heat content in the Atlantic
Water layer with little change in the equilibrium vertical heat flux toward the surface. The equilibrium
response of the 1DICEx column model to an increase in river runoff can be understood as follows.

1. Surface freshening leads to a stronger vertical density gradient, reduced mixing across the base of the
ML, and a thinning of the ML. This tends to reduce the vertical heat flux toward the surface, thereby
warming the AW layer.

2. A warmer AW layer leads to a stronger vertical temperature gradient across the halocline between the
ML and the AW layer, which tends to enhance the vertical heat flux toward the surface.

The Arctic column reaches equilibrium when the vertical heat flux to the ML balances the compensating
heat flux convergence in the AW layer. At equilibrium, changes in the net vertical heat flux in response to
varying runoff are small.

1. Because the net vertical heat flux is not very sensitive to runoff, not much change is observed in either
the heat supplied from the ocean to the base of the ice or the sea ice cover.

2. A modest increase in sea ice thickness (about 15 cm or 5%) is attributable to (1) an increase in the freez-
ing point temperature of the ML as it freshens, and (2) an increase in the absorbed summer heat that is
trapped below the ML and inaccessible to melt sea ice the following winter as the ML thins.

To better evaluate the effects of increased runoff (or any perturbation in stratification) to the Arctic in the
future, tighter observational constraints on the large-scale vertical diffusion within the Arctic basin are
needed.
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Appendix A: Model Description

We review the most relevant parts of the model physics and describe the changes made for this study. The
aim is to present the dynamical implications of the changes. For a complete description of the model devel-
opment, the reader is referred to the studies by Bjork [1989, 1992, 19971 and Bjork and Soderkvist [2002]. See
Appendix B for a table of the variable names and definitions and Appendix C for the climatological forcing
used in this study.

A1. Ocean Component

The ocean model consists of a surface ML and the interior ocean. The bottom of the original model domain
was set at 300 m, assumed to be the core of the Atlantic Water (AW) layer and also the level of no motion.
We extend the bottom of the domain down to 2000 m and include a 500 m thick interactive AW layer that
can respond to changes in river runoff.

In our extended model, the level of no motion is set to the depth of the temperature maximum in the col-
umn, which represents the core of the AW. This is an equivalent assumption to the original setup, where
the level of no motion at the bottom of the domain (300 m) was also taken to represent the core of the AW
and was set to a fixed AW temperature. To compensate the surface heat loss, we apply a constant heating
term to the AW layer. This allows the temperature of the AW layer to adjust to runoff changes in the
extended model. Note that the net heat transport into the column will not be constant because the overall
balance is affected by adjustments in surface outflow, ice export (which represents heat transport into the
column), and net surface radiation.

A1.1. Ocean Mixed Layer Dynamics

The ML dynamics are described in Bjork [1989, 1997] and follow the pycnocline model developed by Stige-
brandt [1985] [see also Stigebrandt, 1981], with conservation equations for ML thickness, temperature, and
salinity.

The thickness of the ML, h, follows from the conservation of Arctic Ocean volume

%:(uoﬁoﬁsoﬁo;)%we (A1)
where 1Qy, is the Bering Strait inflow (forcing), Qs is the river runoff (forcing), € is the fraction of ice to water
density, €Q; is the water equivalent of the net change in ice volume, O; is the geostrophic outflow, w, is the
entrainment velocity representing mixing through the bottom of the ML, and A is the area of the Arctic
basin (excluding the Barents Sea). All transports are defined to be positive when adding volume to the Arc-
tic. The parameter  is zero if Bering Strait water is denser than water in the ML, otherwise (normally) it is
one.

The entrainment velocity is defined as

_2mou®/h,—kB _ 2mou?/h,—kB
g g(p(h)=pm)/p(h)

(A2)

e

where myq is a constant relating the Richardson flux number Rrand the ice-ocean drag coefficient Cy
(mo=R¢//Ca), u* is the friction velocity, h,, is the ML thickness excluding the ice thickness (h,, =h—¢hi;), k
is a factor controlling the energy available for mixing from the buoyancy flux B (0.05 when B is negative and
1 otherwise), g’ is the reduced gravity, and p,, and p(h) are the densities in and just below the ML,
respectively.

The friction velocity, u*, is a function of the ice velocity, Vi:
w=CyVi? (A3)
The ice velocity is parameterized as a function of 10 m wind, W, (forcing):

Vi= do W]o (A4)
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where ay is the ratio of wind speed to ice speed. Linders and Bjork [2013] used the same model with an addi-
tional correction for W, taking into account shorter term variability, but we do not adopt this correction.

The buoyancy flux B through the sea surface is defined as

B:g<coco;; _ﬁ(SPISm_SI+€5PSSm)+ Qf(ﬁsm+Z(Tm_Tr)) + ,qu(ﬁ(Sm_S;?J’_“(Tm_Tb)))
pwFw

(A5)

where o is the thermal expansion coefficient, Qq is the net ice-ocean heat flux (mean over all ice classes,
with positive values denoting a heat loss from the ocean), ¢, is the specific heat capacity of water, p,, is
the density of water, f3 is the saline contraction coefficient, P; is net ice growth, P is net snow accumulation,
Sm is the salinity of the ML, Si is the salinity of the ice, T, is the temperature of river water, and S, and T, are
the specified salinity and temperature of the Bering Strait inflow. Positive values of B lead to positive w, and
deepening of the ML; if the Bering Strait water is denser than the model surface water then
w is zero. Negative values of B lead to negative w, and thinning of the ML. For the thinning
case, the thickness of the ML is set to the shorter of the Ekman (h,) or Monin-Obukhov (h,,,) lengths, defined
as

Ku,

he= f (A6)
2mou,
A= ; (A7)

where fis the Coriolis parameter and K is an empirical constant estimated to be 0.2 [Bjork, 1989].

The ocean outflow Q’g is parameterized assuming a geostrophically balanced coastal current following Stige-
brandt [1981]. In this approach, the outflow at each level is the integral of the thermal wind equation from
the bottom of the model domain to that level. The total outflow is the integral over the entire model
domain multiplied by a scaling parameter A, which depends on the number of outlets [Bjork, 1989]. The out-
flow Qr at each level i is

z z Hm
Q‘T:ZQIAZZZ ( Z Paw—p") >AZ (A8)
i=0 i=0 =z

where ¢’ is the geostrophic velocity at level i, pay is the AW density, and H,, is the level at which p'=p,,,
i.e,, the level of no motion. The total outflow from the basin is then given by

=)Qr(i=h) (A9)

In the model, the outflow is balanced by upwelling from the abyss, which means that the vertical velocity
w, at level i can be written as

(A10)

Wa

L (2QF+Qr+eQ;) /A i<ip
(;»Q;-+Qf+SQ,'+Qb)/A i>p
where iy, is the level where Bering Strait inflow is inserted.

A1.2, Ocean Mixed Layer Salt and Heat Balance
The salt balance for the ML is

dS_,,, (qu(Sb ) Q,rS,,,)/A-i-sP(S —SI)+WE(5h m)
dt hy

(A11)

where Sy, is the salinity just below the ML.

The ML temperature is calculated based on prognostic equations. As explained by Bjork [1997], for heat con-
servation, different equations must be used during melting and freezing. The equations are shown below
and the reader is referred to Bjork [1997] for more details. The ML temperature change AT,, in a time step A
tis defined as
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FuAt 1
AT = —Tm)AH,, | ———— | f Iti A12
m (pwcpw (Tr—Tm) w) o ARy or melting (A12)
FuAt
AT,,= —— for freezin (A13)
™ oo (i + Ay 9

where AH,, is the thickness of the layer of water that is formed by melting of ice or that freezes.

A1.3. Interior Ocean and the Extended Domain
The rate of change below the ML at each level i for salinity and temperature is

s oS 9%
— = +r—— +u,F'(§ s A14
dc ~Wagy o THaF (Saw=S) (A1)
de 8T}+ 82T+ Fl(Taw—T") (A15)
— — tk—
dt ez " Mo THm AT

The first terms in each equatron w’ ‘75 and w;‘?)f represent changes due to dynamical upwelling, and the

second terms K s and K 2 represent changes due to background mixing set by the diffusion coefficient

K (see also the dlscu55|on in Bjork [1989] about the numerical diffusion). For this study, « is set to be 10%
smaller below the Atlantic layer than in the rest of the column as very little mixing is assumed to occur in
the deep ocean. The third terms (u,F'(Saw—S') and u,F'(Taw—T')) represent the heat and salt supply to the
AW layer required to compensate the surface forcing and outflow. (Physically, they represent the heat and
salt supply by the AW inflow to the column.) y, is a step function, defined to be 1 for the AW layer (a 500 m
thick layer below the base of the ML) and 0 elsewhere; F is a time-varying parameter that depends on the
heat content difference between the AW and the column (see below); and S, and T,y are the prescribed
AW temperature and salinity. These terms are not found in the original model, where the AW layer was set
to constant temperature and salinity.

The AW inflow must compensate the surface forcing and outflow, and the prescribed value of AW heat
transport is chosen to satisfy this. The main idea behind the formulation of the third terms in equations (14)
and (15) is to bring in enough AW to meet the heat transport requirement. At each time step, a fraction Ah
of each model level within the AW layer of the column is replaced by AW. This fraction is determined by
dividing the prescribed AW heat transport in a time step (AQ),,) by the difference in heat content between
the AW and model level (AQ'). The exact value of AQ),,, depends on how the total AW heat transport is par-
titioned among the various levels of the AW layer. At each vertical level j within the AW layer, we have

AQy
Ahw="3q (A16)
We divide the equation by the time step At and expand the AQ' term to arrive at the expression for F'
. AR AQ),, /At
FI: AW __ QAW/ (A17)

At B ZAWACpW (pAWTAW—piTi)

where Hay=Q)y,, /At is the AW heat transport in W m 2 (forcing), Zay is 500 m (thickness of the layer where
parameterization is applied), ¢, is the specific heat of water (constant 4000 kg m~3is assumed). pay and p’
are the AW and column densities, respectively.

Since AR is physically a fraction of the layer thickness, we can calculate the total volume input ¥ associated
with the AW heat input as

=A'Afz S A (A18)

where i goes from Z/Az levels below the ML to the bottom of the ML.

It is interesting to note that the formulation of the new terms F/(Say —S') and F/(Taw —T') is numerically
equivalent to nudging temperature and salinity toward AW values with a relaxation parameter F, although
the physical reasoning is quite different. These terms have to do with the thermal component of the circula-
tion, the part of the AW transport that is required for heat balance.
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A1.4. Shelf Water Circulation

Ice growth on the shallow shelves is important for the formation of the Arctic halocline. 1DICEx includes
this phenomenon through a parameterization in which ML water is assumed to flow to the shelf, where it
mixes with brine created during the formation of sea ice. The resulting “shelf water” is close to freezing
point temperature and is more saline than the original ML water. This cold, salty water mass is inserted into
the column below the ML at the appropriate density. The most important equations are described below;
more details can be found in Bjork [1989, 1997].

The strength of the shelf water input into the column is a linear decreasing function of the salinity (S)

5H—S
S2—Sm

gs=do (A19)
where S, is the maximum salinity allowed for shelf water; S, is the ML salinity and also the minimum salinity
allowed for shelf water (S, < S < S5); and qg is the volume flux when S = S,,,. The total volume flux Q, and
the total salt flux ® from the shelf into the column are integrals over the salinity range:

S2—Sm
2

S2
Qs= [ qsdS=qo (A20)

s, 1
®=J 4,55 £ (52~ 5n)(52+255) (A21)

For salt conservation, the inflow of salt from the shelf into the column ® must be balanced by the outflow
of salt from the ML to the shelf as well as ice formation. We can write

O=QsSm+eQi(Sm—5)) (A22)

where Q;=p;wiA is the ice volume export from the column, p; denotes the fraction of total ice formation
that contributes to shelf water production, wi is the ice growth velocity (%), and Si is the salinity of ice. By
substituting (20) and (21) into (22), solving for g, and inserting this expression back into (20), we arrive at an
expression for the total volume flux from the shelves as a function of ice formation (note that this flux only
exists when ice is growing)

Sm—S:
3eQ; Q>0

Qs= 'S5=Sm (A23)
0 Q<0

A2. Sea Ice Component
The sea ice component was described by [Bjork, 1992, 1997]. We are using the same setup, and so give only
a short review for reference. For clarity, we use the same notation as [Bjork, 1992].

The basis of the ice model is a limited number of ice classes (C), each with an associated ice thickness (hi),
snow thickness (hs), area (a), and internal temperature (Ti). For a given ice class i we can write

C,'=(Cl,'7 hl’,’7 hS,‘, TI,) (A24)

where j=0, n, and G, is the open water fraction and C, the thickest ice. By definition, the sum of the frac-
tional areas over all ice categories equals unity

n
Z ai=1 (A25)
i=0

The cumulative ice thickness distribution, G(hi;), is given by
i
G(hi)=Y " g (A26)
7=0

The spatial mean ice thickness, (hi), is defined as
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(hiy="" hi; - a; (A27)
i=0

The quantities (a;, hi;, hs;, Ti;) of each ice class evolve over time. Dynamical processes affect g; as they can
create new ice classes by ridging and ice export. In addition, existing ice classes are merged if their thick-
nesses become similar enough. The thermodynamic part of the ice model affects hi;, hs; and Ti; through ice
growth and melt within each ice class, which might also result in merging of ice classes. For computational
efficiency, the number of ice classes is limited to 42, which is sufficient to simulate the Arctic ice thickness
distribution. In the following, we review the formulation of the dynamic and thermodynamic ice processes
in the model.

A2.1. Sea Ice Dynamics
The model dynamics include ridging and ice export, both of which affect the evolution of the fractional
area (a;) per ice class (i)

da;

Ftl =E+R; (A28)
where Ei; is the rate of change due to ice export out of the domain and R; is the rate of change due to ridg-
ing for each ice class. Ice export is assumed to occur for all ice classes (excluding open water) and is parame-
terized as a function of area fraction of ice exported per unit time (ei). Export decreases the area fraction of
all the ice classes and creates open water area fraction at the same rate. We can write

eij i=0

Eij= eij-a; . (A29)
- i=1,n

1—ag

where i = 0 denotes open water. If no open water is present, the model will always create a new i = 0 class
at that time step.

The rate of deformation in each ice class due to ridging R; is given by

ri i=0
—(nMa;)/(M=1)G;) i=1,j

R= o ! (A30)
0 i=j+1,n

(riai-n)/((M=1)Gj)  i=n+1,n+j

where r; is the ridging area fraction change per unit time; M is the factor by which the ridging process thick-
ens the ice. Note that the model differentiates between the deformed (ridged) and undeformed ice classes,
creating new, ridged ice classes Cy+1 to C,+;. A cumulative fraction G* determines the cutoff thickness (class
i = j) above which ice is not ridged (in other words, the thinnest G« fraction is active in the ridging process).
After ridging, the model merges the new ridged ice classes with existing ice classes if their thicknesses are
close enough. Snow thickness remains constant after ridging and the excess snow is given to the ML, where
it is assumed to melt and alter the ML temperature and salinity.

The merging procedure is rather straightforward for the a;, hi, and hs variables as they are simply area-
weighted averages of the merging ice classes. Heat conservation requires a somewhat complicated calcula-
tion of the internal ice temperature [Bjork, 1992]. During the summer melting season, the thinnest ice
classes can also melt completely, in which case their area fraction merges with the open water class.

A2.2, Sea Ice Thermodynamics

The thermodynamic model is a simple, 1-level model where the ice has one internal temperature. Snow on
top of the ice acts as an insulating layer. The model also includes internal phase changes and the effect of
brine pockets inside the ice. The heat balance at the ice/snow surface is described in section A3 and the
heat balance at the ocean/ice interface is described in section A1.

A3. Atmospheric Component
The atmosphere used in this model is a so-called “gray atmosphere,” which is transparent to solar radiation
[Bjork and Soderkvist, 2002; Thorndike and Colony, 1982]. Because our study concentrates on the ice and
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ocean components of the model, we review the atmospheric component briefly and refer the reader to
Bjork and Soderkvist [2002] for details. The vertical coordinate of the model atmosphere is the optical height,
a length measure of absorbance in the longwave spectrum. The total optical depth is the optical height at
the top of the atmosphere. A balance can be found between the upward and downward thermal radiation
and the atmospheric heat transport at each optical height. The main interest in terms of the paper is the
coupling at the surface where the upward conductive heat flux through the ice and snow is balanced by
the net radiative and turbulent heat fluxes at the surface. The surface heat balance is thus given by

CC(TS_Ti):(1 —OCS)FSW+FDN(O)_(A53+BSBTS)+CT(TG(0)—TS) (A31)

where C.(T;—Ti) is the conductive heat flux from the ice/snow to the surface, C. is a coefficient depending on
the conductivity and thickness of the ice and snow layers, T is the surface temperature, Ti is the internal ice
temperature, o, is the surface albedo, Fy, is the incoming shortwave radiation (forcing), FpN(0) is the down-
ward longwave radiation at the lowest atmospheric level, Asg+BsgTs is the Stefan-Boltzmann law linearized
around the freezing point, and the Cr(T,(0)—T;) term represents the turbulent heat flux from the surface.

Because there are multiple ice categories with different ice thicknesses, snow thicknesses and internal tem-
peratures, the above heat balance must be satisfied for each category. The surface temperature for each ice
class i is written:

(1 _(Xi)FSW—ASB"FCQTi +Fpn (0) +CrT, (0)

-
The atmosphere feels the area-averaged surface temperature over all the ice classes.
Appendix B: List of Symbols
The list of symbols and their definitions are given in Table B1.
Table B1. List of Symbols and Their Definitions®
Symbol Definition Variable Type Value if Constant
o Thermal expansion coefficient Prognostic
s Surface albedo Prognostic
A Area of the Arctic Ocean Constant 0.7 X 10" m?
Asg Constant in the linearized Stefan-Boltzmann law Constant 320Wm 2
a Ice category area fraction (0-1) Prognostic
ao Wind-ice speed ration Constant 0.01
p Haline contraction coefficient Prognostic
B The buoyancy flux through the sea surface Prognostic
Bsg Coefficient in the linearized Stefan-Boltzmann law Constant 46Wm 2
Cai Ice-ocean drag coefficient Constant 5.5X1073
C Ice category
Ce Ice conductivity coefficient Constant 2.034WmK™'
[ Specific heat of sea water Constant 40k kg K"
Cow Specific heat of water Constant 418 k) kg K™'
Cr Turbulent heat exchange coefficient at the surface Constant 1.75X1073
€ Ratio between the ice and water density Constant 0.9
Ei Rate of ice area fraction change due to ice export Prognostic
ei Ice export in unit time Prognostic
f Coriolis parameter Constant 1.43X1074 571
F Ocean relaxation parameter Prognostic
Fon Atmospheric downward longwave radiation Forcing
Fsw Surface shortwave radiation Prognostic
g Reduced gravity Prognostic
g Gravitational acceleration coefficient Constant 9.81ms 2
G Cumulative thickness distribution Prognostic
G, Ridging cutoff value for cumulative ice area fraction Constant 7%
AH Fraction of the ocean level Prognostic
AH,, Thickness of melted or frozen ice as water Prognostic
Haw Atlantic heat transport Constant 1TW
(H) Area-weighted mean ice thickness Prognostic
h Ocean mixed layer thickness Prognostic
he Ekman length scale Prognostic
hi Ice thickness Prognostic
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Table B1. (continued)
Symbol Definition Variable Type Value if Constant
[ Monin-Obukhov length scale Prognostic
hs Snow thickness Prognostic
[y Ocean mixed layer thickness excluding ice thickness Prognostic
K Internal mixing coefficient in the ocean Constant 40m?s!
A Scaling parameter for ocean outflows Constant 0.7
u Bering Strait outflow flag Constant 1or0
12 AW inflow flag Constant 1or0
M Ridge thickness multiplier Constant 6
mo Re //Cai Constant 0.674
% Net ice growth/melt Prognostic
12 Net snow accumulation/melt Prognostic
q Geostrophic velocity at each level Prognostic
qs Volume flux toward the shelf Prognostic
o Volume flux toward the shelf when the S=§,, Prognostic
AQaw Atlantic heat transport in a time steps Constant
Qo Net ice-ocean heat flux Prognostic
Qp Bering Strait volume inflow Forcing
Qr River runoff Forcing
Q; Ice volume export Prognostic
Q’g Geostrophic outflow Prognostic
Qs Total volume flux due to shelf water production Prognostic
Qr Thermal wind transport Prognostic
p Density of the ocean column Prognostic
Paw Density of the Atlantic inflow Constant 1027.8 kg m >
pi Density of ice Constant 900 kg m 3
o Density of water Constant 1000 kg m 3
R¢ Flux Rickhardson number Constant 0.05
R Rate of ice area fraction change due to ridging Prognostic
S Salinity of the ocean column Prognostic
So Bering Strait inflow salinity Forcing
Saw Salinity of the Atlantic inflow Constant 35gkg "
San Mixed layer salinity Prognostic
Si Salinity of the ice Constant 5gkg”’
S Maximum salinity of the shelf water Constant 348gkg "
Sh Salinity just below the mixed layer Prognostic
T Temperature of the ocean column Prognostic
s Atmospheric temperature Prognostic
Taw Temperature of the Atlantic inflow Constant 3.5°C
Ty Bering Strait inflow temperature Forcing
T¢ Freezing point temperature Prognostic
Ti (Internal) ice temperature Prognostic
s Mixed layer temperature Prognostic
Ty River water temperature Constant 0°C
g Surface temperature Prognostic
(€] Total salt flux due to shelf water production Prognostic
u* Ocean friction velocity Prognostic
Vi Ice velocity Prognostic
V4 Extent of the Atlantic heat transport Constant 500 m
Wq Upwelling velocity in the ocean column Prognostic
We Entrainment velocity to the mixed layer Prognostic
wi Ice growth velocity Prognostic
Wio 10 m wind velocity Forcing
AR Total volume input by the AW parameterization Prognostic

“Variable types as follows: constant for model parameters, forcing for constants with seasonal cycle, prognostic for all model variables

that are computed for

new every time step.

Appendix C: Model Forcing

The climatological forcing used in this study is given in Table C1. Note that the river runoff is scaled from
the climatological values so that the annual mean runoff is increased by the desired amount.

Table C1. Climatological Forcing Following Bjork and Soderkvist [2002]

Variable January February March April May June July August September October November December
Surface SW radiation (W m ™2 0.0 5.1 329 1424 256.8 302.0 2326 1329 47.6 9.6 0.0 0.0
Atm. heat transport (W m™—?) 127.0 109.8 119.7 106.2 726 784 87.8 884 935 108.1 1214 1227
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Table C1. (continued)
Variable January February March April May June July August September October November December
Optical thickness 23 23 23 23 4.5 53 53 53 53 4.5 3.1 23
Relative humidity 0.85 0.85 0.88 0.88 0.89 0.93 0.93 0.94 0.88 0.85 0.85 0.85
Snow albedo 0.85 0.84 0.83 0.81 0.82 0.78 0.64 0.69 0.84 0.85 0.85 0.85
Snow accumulation (mmd~") 0.83 0.83 0.83 0.83 5.00 0.00 0.00 0.00 12.87 12.87 0.83 0.83
10 m wind velocity (m s 56 57 53 5.1 5.0 52 52 54 6.2 6.2 5.8 5.5
Wind velocity std (m s~ ") 33 33 3.0 3.0 2.7 29 3.1 32 3.8 35 35 32
Ice/wind velocity ratio (%) 1 1 1 1 1 2 2 2 1 1 1 1
Wind stress (N m™~?) 5 5 5 5 5 5 5 5 5 5 5 5
River runoff (Sv) 0.026 0.021 0.022 0.023 0.106 0.294 0.164 0.117 0.094 0.063 0.031 0.026
Bering Strait inflow (Sv) 1.02 0.95 0.34 0.78 113 1.26 1.47 1.07 0.66 0.87 0.90 0.34
Bering Strait inflow S 322 326 327 326 323 322 324 321 320 31.6 315 31.7
Bering Strait inflow T (°C) —=1.7 —-18 —-18 —-18 —-1.2 0.8 3.8 43 4.2 3.1 —-1.2 =17
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Figure S1. River runoff to the Arctic ocean in CMIP5 (RCP8.5) models. The red line is the

multimodel median and the grey shading shows the interquartile range (25%—-75%). The following
models were used to calculate the median and the interquartile range: ACCESS1-0, ACCESS1-
3, CCSM4, CNRM-CM5, GFDL-ESM2G, GFDL-ESM2M, HadGEM2-CC, HadGEM2-ES,
IPSL-CMbHA-LR, IPSL-CM5A-MR, IPSL-CM5B-LR, MIROC-ESM, MIROC-ESM-CHEM,
MIROC5, MRI-CGCM3, MRI-ESM1, NorESM1-M, NorESM1-ME. For some models, more
than one ensemble member was used; in total, the figure consists of 39 individual ensemble

members.
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Figure S2. Seasonal temperature stratification. Mixed Layer Depth (MLD) is shown by the
white—grey line. MLD is calculated using density criteria i.e. MLD is the depth where density

exceeds surface density by 0.1 kg m~3
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Consequences of future increased Arctic runoff on Arctic Ocean
stratification, circulation, and sea ice cover
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Abstract The Arctic Ocean has important freshwater sources including river runoff, low evaporation, and
exchange with the Pacific Ocean. In the future, we expect even larger freshwater input as the global hydro-
logical cycle accelerates, increasing high-latitude precipitation, and river runoff. Previous modeling studies
show some robust responses to high-latitude freshwater perturbations, including a strengthening of Arctic
stratification and a weakening of the large-scale ocean circulation; some idealized modeling studies also
document a stronger cyclonic circulation within the Arctic Ocean itself. With the broad range of scales and
processes involved, the overall effect of increasing runoff requires an understanding of both the local proc-
esses and the broader linkages between the Arctic and surrounding oceans. Here we adopt a more compre-
hensive modeling approach by increasing river runoff to the Arctic Ocean in a coupled ice-ocean general
circulation model, and show contrasting responses in the polar and subpolar regions. Within the Arctic, the
stratification strengthens, the halocline and Atlantic Water layer warm, and the cyclonic circulation spins up,
in agreement with previous work. In the subpolar North Atlantic, the model simulates a colder and fresher
water column with weaker barotropic circulation. In contrast to the estuarine circulation theory, the volume
exchange between the Arctic Ocean and the surrounding oceans does not increase with increasing runoff.
While these results are robust in our model, we require experiments with other model systems and more
complete observational syntheses to better constrain the sensitivity of the climate system to high-latitude
freshwater perturbations.

1. Introduction

As the hydrological cycle accelerates in a warming climate, we expect increasing precipitation at high lati-
tudes and increasing runoff to the Arctic Ocean. Observations show a 7% increase in Eurasian runoff from
1936 to 1999 [Peterson et al., 2002] that may well already have influenced Arctic Ocean circulation and strati-
fication, and therefore also the sea ice cover. By the end of the century, climate model projections show a
30% increase in Arctic runoff (Figure 1) with an indication of an increase in both the freshwater storage in
the Arctic Ocean and freshwater export to the North Atlantic [Lehner et al., 2012].

The Arctic Ocean (Figure 2) is strongly stratified, largely ice covered, and receives anomalously large fresh-
water input per unit area compared to the other world oceans [Rudels, 2015; Rawlins et al., 2010]. The Arctic
Ocean stratification is characterized by a cold and fresh surface, a relatively warm and salty Atlantic Water
layer at depth, and an intermediate layer of cold but gradually saltier water often termed the cold halocline
[Rudels et al., 1996; Steele and Boyd, 1998; Rudels et al., 2004]. The fresh surface waters are derived from river
runoff, positive net precipitation, relatively fresh Pacific inflow, and seasonal ice melt. The surface circulation
is dominated by the transpolar drift crossing the Arctic Basin from the East Siberian and Laptev Seas to the
Fram Strait, and the anticyclonic Beaufort Gyre in the Canada Basin. The cold halocline, derived from brine-
enriched shelf waters and local winter convection, is most evident in the Canada Basin and largely absent in
the Nansen Basin [Rudels et al., 1996; Rudels, 2015]. The warm Pacific inflow enters the upper halocline
through Bering Strait, affecting the stratification mainly in the Canada Basin. Atlantic Water (AW) enters the
Arctic Ocean in two branches, one through the Fram Strait and the other through the Barents Sea. The AW
advects cyclonically around the basin creating an AW layer at depth through most of the Arctic Ocean
[Rudels, 2015; Jones, 2001].

NUMMELIN ET AL.

FUTURE ARCTIC RUNOFF CONSEQUENCES 617



&JAQ@U Journal of Geophysical Research: Oceans 10.1002/2015)C011156

River runoff [Sv]

2050 2100 2150 2200 2250 2300
Time [years]

Figure 1. Expected annual mean runoff to the Arctic Ocean based on CMIP5 models using Representative Concentration Pathway (RCP) 8.5 (see supporting information Table S1 for
models included in the ensemble). The red line shows the ensemble median, and the gray shading shows the interquartile range. The black dotted lines show the runoff values used in
the idealized perturbation experiments (see Figure 3). The vertical line at year 2100 separates the period 2005-2100 with a large multimodel ensemble (19 models and total of 49
members) from the period 2100-2300 with a small ensemble (4 models and total of 6 members).

The variability in the pathways of Eurasian river runoff is largely governed by the Arctic Oscillation (AO), the
leading mode of the atmospheric variability in the extratropical Northern Hemisphere. The AO influences the
transpolar drift and the intensity of Ekman convergence to the Beaufort Gyre [Morison et al, 2012], both of
which affect where freshwater tends to accumulate in the Arctic Basin. The bulk of the river runoff enters the
vast Eurasian shelves and is transported mainly into the Canada Basin for a high AO index, but toward Fram
Strait by the transpolar drift for a low AO index [Morison et al., 2012; Alkire et al,, 2015]. Observations also suggest
a linkage between the AO and the North American (mainly Mackenzie River) runoff pathways [Yamamoto-Kawai
et al., 2009; Fichot et al., 2013]: there has been a shift from a rather direct outflow via the CAA in early 2000s to a
northward pathway into the Beaufort Gyre around 2006 coinciding with a change to a strongly positive AO.

On the large scale, models respond to high-latitude freshwater perturbations with a slowdown of the oce-
anic circulation. In numerous hosing experiments, large amounts of freshwater are released over a 50°N-
70°N latitude band in the subpolar North Atlantic Ocean. Such a freshwater perturbation reduces convec-
tion in the North Atlantic, slows down the surface circulation and Atlantic Meridional Overturning Circula-
tion (AMOC), and reduces the northward ocean heat transport [Manabe and Stouffer, 1995; Stouffer et al.,
2006; Stocker et al., 2007], as well as leading to a subsurface warming in the North Atlantic and Arctic
Oceans [Mignot et al., 2007]. Similar results are achieved using more realistic perturbations with both Green-
land meltwater [Gerdes et al., 2006; Swingedouw et al., 2014] and Arctic river runoff [Rennermalm et al., 2006,
2007]. In fact the large-scale ocean and climate response is found to be similar to that described above
whenever the freshwater forcing originates upstream of the North Atlantic convection sites [Roche et al.,
2010] while a qualitatively different response is found if the forcing is applied downstream of the convec-
tion sites [Mignot et al., 2007].

The local effects of Arctic river runoff have been studied in more detail using both observations and a vari-
ety of models. Idealized regional modeling work links surface freshening to stronger currents inside the
Arctic Ocean [Spall, 2013], and high-resolution modeling work finds that increasing runoff induces stronger
currents close to river mouths [Whitefield et al., 2015]. Runoff also affects the sea ice cover and dense water
production in the shelf seas as well as the large-scale hydrography inside the Arctic Basin. More river runoff
has been linked to more summer melt, but also to earlier freezing in both observations [Bauch et al., 2013;
Nghiem et al., 2014] and modeling studies [Whitefield et al., 2015]. Observations also indicate that less river
water on the shelf can increase local bottom water production [Dmitrenko et al., 2010]. Finally, Nummelin
et al. [2015] showed that the density and temperature stratification of the Arctic Ocean are tightly linked:
under stronger freshwater forcing, the large-scale hydrography approaches a steady state with a warmer
subsurface, but stronger density stratification that together balance the vertical heat flux.

The overall effect of increasing runoff on the climate system requires a combined understanding of the local
Arctic processes and those linking the Arctic to the surrounding oceans. While the large-scale response of
the climate system to high-latitude freshwater perturbation in the Atlantic is rather well documented, the
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Figure 2. Arctic Ocean bathymetry. Main basins and connecting gateways are labeled. Abbreviations are: BSO, Barents Sea Opening; BN, Barents
North; BSE, Barents Sea Exit; KS, Kara Strait; LS, Lancaster Sound; NS, Nares Strait. Labels XS1 and XS2 correspond to the cross sections shown in
Figures 8 and 9.

regional response of circulation and hydrography in the Arctic Ocean has not been previously studied out-
side idealized settings. The conditions in the Arctic are strongly influenced by lower latitudes and vice versa,
creating important oceanic connections that are as yet unexplored.

In this study, we use a coupled ocean-sea ice general circulation model to show two distinct responses to
increasing Arctic runoff: (a) a spin-up of the circulation and warming in the Arctic Mediterranean, and (b) a
slowdown and cooling south of the Greenland-Scotland ridge in the North Atlantic. Inside the Arctic Ocean,
neither the dynamic nor thermodynamic response can be understood simply by a reduction in AMOC. For
the North Atlantic, our results are largely consistent with previous freshwater hosing studies [Stouffer et al.,
2006; Stocker et al., 2007; Mignot et al., 2007; Roche et al., 2010].

The paper is structured as follows: we describe the modeling strategy along with the control simula-
tion in section 2; analyze the Arctic and large-scale oceanic responses to increasing runoff in section 3;
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The model is spun-up for 340 years in a two-stage process (Figure 3). The model starts from rest and is run
first for 300 years with sea surface salinity (SSS) restored toward CORE climatological SSS. Due to lack of
atmospheric feedbacks, the restoring term is necessary to keep model salinities from drifting too far from
observations. The variable restoring term is forced to stay below +3.52E-3 m s~ ' and for this first period,
the restoring time scale is 6 days. To avoid generating large variability via the SSS restoring, we calculate a
restoring climatology from years 250 to 300 and apply the climatological restoring together with a greatly
reduced variable restoring (restoring time scale of 60 days, 10% of the variable restoring used for spin-up).
This makes for a close to constant SSS restoring term so that the differences between the runs are not pri-
marily due to the SSS restoring. Using the new SSS restoring, we run the model for another 40 years (until
340 years). We scale the magnitude of the restoring term down to zero at the river mouths by multiplying it
with a mask (Figure 4a) that leaves the Arctic SSS largely free to evolve as we change the runoff.

At 340 years, we start the runoff experiments. We increase the runoff in the Arctic while using control runoff
values elsewhere (Figure 4b). We ran five different perturbation experiments (Figure 3) with runoff increases
of 10%, 30%, 60%, 100%, and 150% compared to the control simulation, which has close to 0.1 Sv fresh-
water runoff entering the Arctic Ocean via rivers. Note that we do not increase melting from Greenland. The
runoff perturbations are applied for 60 years (from year 340 to 400) and unless otherwise specified results
are shown for the last 20 years of the simulation (Figure 3). Significance is also calculated over the last 20
years using a Welch test. The freshwater content is calculated relative to a reference salinity of 34.8. During
the 20 year analysis period, the Arctic Ocean hydrography and circulation have largely equilibrated, but the
deep ocean is still adjusting. For example, the maximum AMOC in most of the perturbation experiments
shows a downward trend (approximately 1.5 Sv/decade for the 2.0 experiment).

Runoff seasonality is of minor importance for the time and spatial scales in this study and is not taken into
account. River water resides on the shelves for several years [Schlosser et al., 1994; Bauch et al., 2013]. The
runoff-induced annual cycle in salinity is very small away from river mouths and is therefore not of first-
order importance for the large-scale ocean response. Furthermore, in the future, the runoff is expected to
be more equally distributed throughout the year. In a warmer climate, reduced snow cover leads to reduced
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Figure 4. (a) Sea surface salinity restoring mask and (b) runoff forcing field. In Figure 4b, warm colors denote areas where the runoff increase is applied, and cool colors denote areas
where runoff is kept at control levels. The intensity of the color denotes the strength of the runoff in both cases. Runoff values are normalized by the maximum value inside the Arctic

Basin.

spring peak discharge while increases in winter (liquid) precipitation and snow melt lead to more winter
runoff [Rennermalm et al., 2010; Overeem and Syvitski, 2010]. We note that for shelf processes near the river
mouths, the changing seasonality might bear some importance [Bauch et al., 2013; Whitefield et al., 2015],
but these processes cannot be captured accurately in ocean models with 1° horizontal resolution and are
thus beyond the scope of this work.

The main atmospheric feature of potential importance for the Arctic runoff distribution is the AO. The AO is
a pattern of atmospheric variability commonly defined as the first Empirical Orthogonal Function (EOF) of
monthly sea level pressure anomalies north of 20°N. Morison et al. [2012] argued that a positive AO pattern
can lead to accumulation of Eurasian runoff in the Beaufort Gyre while a negative AO pattern drives the
Eurasian runoff directly toward Fram Strait. We apply CORE NYF atmospheric forcing based on the 1958-
2000 climatology, a period during which the mean AO was close to neutral (—0.12 using monthly data from
http://www.cpc.ncep.noaa.gov/products/precip/CWlink/daily\_ao\_index/monthly.ao.index.b50.current.ascii).
The implications of this are discussed in section 4.3.

For most of the analysis and graphics, we use the software packages matplotlib [Droettboom et al., 2015;
Hunter, 2007] and Physical Analysis of Gridded Ocean data (PAGO; available at http://www.whoi.edu/sci-
ence/PO/pago/index.html [Deshayes et al., 2014]).

2.2. Control Simulation

The simulated sea surface temperature (SST) and sea surface salinity (SSS) are in qualitative agreement with
observations at large scales. Figure 5 shows simulated annual mean patterns compared to the World Ocean
Atlas (WOA) 2013 [Locarnini et al., 2013; Zweng et al., 2013] in the Atlantic-Arctic sector. The main discrepan-
cies relevant for this study are found in the Gulf Stream region and in the Arctic Ocean. The Arctic shelf
regions are generally too cold and saline when compared to the observations (Figure 5b). This could be
because the model mixed layer parameterization produces an overly cold, deep, and consequently saline
mixed layer. In addition, sparse, summer-biased observations and large interannual variability in these
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Figure 5. (a, ¢) Annual mean surface temperature and salinity in the control simulation, and (b, d) the anomalies between the control simulation and WOA13 climatology [Locarnini et al.,
2013; Zweng et al., 2013]. The largest temperature and salinity biases in the Arctic shelf regions are —4.4°C and 7.9 psu, respectively.

regions make direct data-model comparison difficult. In fact, comparison with other observational data sets
(MIMOC [Schmidtko et al., 2013] and PHC3.0 updated from Steele et al. [2001]) shows discrepancies of oppo-
site sign in some shelf regions (supporting information Figures S1 and S2). The Gulf Stream is too far south,
resulting in substantial SST differences compared with the WOA in the North Atlantic. The east coast of
North America is too warm, likely because the horizontal resolution there is too low to correctly resolve the
spreading of cold waters from the north along the coast with the Nova Scotia Current, and because the lat-
eral mixing with the warm offshore waters might be overly large in the model.
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Figure 6. Vertical profiles of annual median (a) temperature and (b) salinity averaged over the Arctic Ocean (excluding the Barents Sea) for
the control simulation and the WOA13 climatology [Locarnini et al.,, 2013; Zweng et al., 2013]. Shading shows the interquartile range while
the dots show the individual grid cell values.

The simulated vertical stratification in the Arctic suffers from issues that are well known among coarse reso-
lution models. Figure 6 shows simulated and observed vertical mean profiles of temperature and salinity for
the Arctic Basin. The main biases are an overly cold surface, an overly warm halocline (Upper Polar Deep
Water) and an AW layer that is too cold and fresh. The deficiencies in the vertical structure are common to
many models with similar resolution and they are linked to too much vertical mixing in the Arctic Ocean
[Komuro, 2014; Pemberton et al., 2015] and poor treatment of the brine released from sea ice formation
[Nguyen et al., 2009].

The net volume exchanges in the Arctic gateways are close to observations (Table 1). The simulated net
transport to the Arctic Ocean through the Barents Sea Opening (BSO; 2.45 Sv) is similar to the observed esti-
mate (2.3 Sv), while the net transport through Fram Strait (—1.39 Sv) is smaller than observations indicate
(—2.0 Sv). Note that the slightly negative (out of the Arctic) net transport through Fram Strait is the sum of
much larger inflow and outflow terms that are not as well simulated. The simulated AW inflow through the
Fram Strait and BSO combined is only 7.8 = 0.1 Sv, of which the Fram Strait alone contributes 3.9 = 0.1 Sv.
The most recent observational estimate for the Fram Strait inflow is 6.6 == 0.4 Sv [Beszczynska-Moller et al.,
2012]. It is likely that the small Fram Strait inflow contributes to the discrepancies in the vertical profiles,
especially the cold bias in the AW layer. The Bering Strait inflow (0.8 Sv) and CAA outflow (2.0 Sv) compare
well with observations. However, the two main CAA gateways, Nares Strait and Lancaster Sound, have close
to equal contributions to the outflow from observations [Melling et al., 2008], while the simulated Nares
Strait contribution is 3 times larger than that of Lancaster Sound. The surface circulation and AW circulation
in the Eurasian Basin (supporting information Figure S3b) in the control simulation are in qualitative agree-
ment with observations, but the weak anticyclonic AW layer circulation in the Canada Basin (supporting
information Figure S3) is likely a result of a long-term adjustment to relatively strong Beaufort Gyre (similar
to response to strong Beaufort Gyre in Karcher et al. [2007]).
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Table 1. Net Volume and Heat Transports in Arctic Gateways®
Source Fram Strait BSO Bering Strait CAA Davis Strait

Volume Transport (Sv)
NorESM —1.39+0.04 245 *+0.02 0.94 = 0.00 —2.0%0.02 —2.0*0.02
Woodgate et al. [2005] 0.8
Melling et al. [2008] -2.0 1.8 0.8 1-2 3
Smedsrud et al. [2013] 23
Schauer et al. [2008] —20

Heat Transport (TW)
NorESM 26.49 £0.75 5732+043 5.15 £ 0.06 7.75 = 0.07
Schauer et al. [2008] 26—50

“NorESM values are mean transports over the last 20 years of the control simulation * standard deviation. All other values are obser-

vational estimates.

3. Results

The main Arctic Ocean responses to increased runoff are a fresher surface, a warmer halocline, and a
warmer AW layer. These responses are visible in Figure 7 showing the median temperature and salinity pro-
files over the deep Arctic Basin. The increased runoff leads to stronger stratification, which in turn sharpens
the temperature gradient across the halocline. Deeper down, the AW layer becomes warmer and rises in
the water column. These first-order results are consistent with previous idealized modeling efforts
[Nummelin et al., 2015; Nilsson and Walin, 2010].

In this section, we examine the response to increasing runoff in terms of the changes in the local stratifica-
tion (section 3.1), the local circulation (section 3.2), the inflows and outflows to the Arctic Ocean (section
3.3), and the large-scale ocean circulation (section 3.4). We focus on the 2.0 runoff experiment, i.e., a dou-
bling of present-day runoff that is projected to occur by the end of the 23rd century (Figure 1), because the
responses shown are largely linear to runoff amount.

a Temperature [°C]

b Salinity
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Figure 7. Vertical profiles of annual median (a) temperature and (b) salinity as a function of runoff averaged over the Arctic Ocean (excluding the Barents Sea). Hatching indicates values
that are not significantly different from the control simulation at the 95% confidence level.
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Figure 8. Cross-section XS1 through the Arctic from (left) Svalbard toward (right) Bering Strait showing (left) transport (positive values indicate flow toward Eurasia, and negative values
indicate flow toward North America), (middle) temperature, and (right) salinity. The L in each plot indicates the location of the Lomonosov ridge. Figures 8a-8c show vertical profiles
from the control simulation, and Figures 8d-8f show anomalies in the 2.0 runoff experiment (2.0 X runoff — control). Note that the transport anomalies are not absolute so a negative
anomaly can indicate either stronger flow toward Eurasia or weaker flow toward North America. The color bar labels apply to the plot in the respective column (i.e., the left set of labels
are for the mass transport, etc.). Hatching indicates values that are not significantly different from the control simulation at the 95% confidence level. The red lines in Figures 8a and 8d
show boundaries of the surface mixed layer (model layers 1-2, approximately 0-50 m) and AW layer (model layers 33-45, approximately 100-1000 m) used in Figure 12. The cross-
section XS1 is indicated on the map in Figure 2.

3.1. Changes in Arctic Hydrography

The hydrographic response to increased river runoff is a surface freshening and subsurface warming
through the entire Arctic Ocean. In the Eurasian Basin north of Svalbard (Figures 8b and 8e), the warm
anomaly is evident throughout the AW layer and peaks at around 1°C. In the Canada Basin, the anomaly
continues to extend from Siberia to the CAA along the cyclonic flow path (Figures 8b, 8e, 9b, and 9e).

There is another, shallower warm core in the halocline (at about 100 m depth) throughout most of the Arc-
tic Ocean (Figures 8-10c, and 10d). The warmer halocline is a result of changes on the shelves. In the control
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Figure 9. Same as Figure 8 but for cross-section XS2 through the Arctic from (left) Siberia to (right) the CAA.

simulation, the lowest temperatures in the central Arctic halocline are found off the Barents Sea and the
Siberian shelves, indicating a flow of cold dense waters from the shelves toward the interior Arctic Ocean
(Figure 10c). When the runoff is doubled, the coldest regions off and on the shelves become warmer (Figure
10d), indicating reduced cooling over the shelf regions due to stronger stratification. The cold anomaly off
the Chukchi Shelf is related to reduced heat transport through Bering Strait and redistribution of fresher
(and lighter), but still cold, shelf waters higher in the water column (see also the temperature and salinity
signals in Figure 8).

Like the warmer halocline, the warmer AW layer also arises from processes internal to the Arctic Ocean. In the
control simulation, the AW layer flows through the Fram Strait as a relatively warm current, but cools quickly
as it flows along the northern slope of the Barents Shelf (Figure 10e). The cooling is a direct consequence of
mixing with cold shelf waters, and heat loss to ice melt and the atmosphere. In the 2.0 runoff experiment, the
AW layer is generally colder as it enters the Arctic Ocean (through the eastern Nordic Seas), but it is not cooled
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Figure 10. Winter (January to March) temperatures in the control simulation and anomalies in the 2.0 runoff experiment (2.0 runoff-control) at the (a, b) surface, (c, d) halocline (at 80 m
depth), and (e, f) AW layer (at 250 m depth). Hatching indicates values that are not significantly different from the control simulation at the 95% confidence level. The left colorbar is for
the control simulation and the right colorbar is for the anomalies.

as effectively as in the control simulation due to stronger stratification and warmer shelf waters (Figure 10f,
see also section 3.4). Consequently, a warm anomaly develops further inside the Arctic Ocean.

Sea ice thickness changes are generally modest owing to competing effects in the perturbation experi-
ments. The sea ice response is consistent throughout the year, and shows little seasonal difference within
each region (Figure 11). There are thickness decreases in select places in the Eurasian Basin, and general
increases in the Canada Basin, with the largest increases occurring close to the shelf break at Chukchi and
East Siberian Seas, a region with a strong ice thickness gradient. For the Canada Basin, weaker Beaufort
Gyre (see section 3.2) allows for a longer residence time of ice, increasing both the thickness and age of the
ice in the Canada Basin, while for the Eurasian Basin, larger ice export through Fram Strait (approximately
9.5% or 55E3 m> s~ increase in the 2.0 perturbation experiment) tends to thin ice. The stronger
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Figure 11. Seasonal mean sea ice thickness anomalies in the 2.0 runoff experiment compared to the control simulation. Ice thickness in the control simulation is shown in black contours
(m). White stippling shows areas where the anomaly is not statistically significant at the 95% level. Seasons: JFM is January to March, AMJ is April to June, JAS is July to September, and

OND is October to December.

stratification and reduced Bering Strait inflow favor thermodynamic growth, but actual changes in ocean to
ice heat flux (not shown) are generally small. Because we used a standalone sea ice-ocean model, the ice
area is to a large extent bound by the atmospheric forcing, which remains constant in our simulations. In a
fully coupled simulation, atmospheric temperatures would respond to changing sea ice cover and reinforce
the ice changes, for example, expanding ice would cool the atmosphere and reduced ice would warm the
atmosphere. The large-scale atmospheric circulation would also be affected through thermodynamic cou-
pling (higher pressure over cold ice-covered surface) and dynamic coupling (changing surface momentum
exchange depending on the ice area and thickness). Finally, we do not account for sea ice decline due to
increased greenhouse gas concentrations.

3.2. Changes in Circulation Within the Arctic Ocean

Under increased runoff, the barotropic flow intensifies in the Eurasian Basin and weakens in the Canada
Basin, reflecting changes in the surface and deep circulation (Figure 12a). The stronger barotropic stream
function in the Eurasian Basin results from the Arctic-wide strengthening of the cyclonic boundary current
circulation in the AW layer (Figure 12c). The weaker barotropic circulation in the Canada Basin is the

NUMMELIN ET AL.

FUTURE ARCTIC RUNOFF CONSEQUENCES 628



&JAQ@U Journal of Geophysical Research: Oceans 10.1002/2015)C011156

10.0

7.5

5.0

2.5¢

0.0}

—2.5}

-5.0

Barotropic Streamfunction [Sv]

=75

-10.0

150°E 120°E 90°E

\

180° 150°E 120°E

Surface Speed [cm s7!]

41]

AW Layer Speed [cm s

60°W 30°W

Figure 12. Ocean circulation in the 2.0 runoff experiment (vectors) and anomalies compared to the control simulation (shading): (a) barotropic stream function, (b) surface current speed
in model layers 1-2 (approximately 0-50 m depth), and (c) AW layer current speed in model layers 33-45 (approximately 100-1000 m depth). Only anomalies that are significant at the
95% confidence level are plotted. Note that Figures 12b and 12c show the anomalies in current speed (absolute velocity) which is different from Figures 8 and 9 where we show anoma-

lies in the mass transport.

combined result of the opposite responses in the surface (Figure 12b, weaker anticyclonic Beaufort Gyre) and
AW layer (Figure 12, stronger cyclonic) circulation. The weakening of the Beaufort Gyre (Figure 12b) and asso-
ciated shift in the transpolar drift toward the Eurasian Basin (Figures 8 and 9) are due to a weakening of the
sea surface height (SSH) gradient (Figures 14a and 14b) between the Canada Basin and Eurasian Basin.

The intensified flow in the AW layer (Figures 8 and 9, and 12¢) is a result of the stronger stratification, which
leads to sharper horizontal density gradients [Spall, 2013] and reduces the atmospheric (anticyclonic)
momentum transfer to the ocean [Lique et al., 2015]. Lighter waters produced at the Barents Shelf weaken
the gravity current entering St. Anna trough (Figure 12c¢). There is also a widening of the boundary current
which could indicate stronger eddy momentum transport toward the interior. The widening could, how-
ever, be an artifact of the eddy parameterization [Bentsen et al., 2013; Eden et al., 2009; Eden and Greatbatch,
2008], which increases horizontal diffusivity when the buoyancy frequency increases as happens with
increasing runoff and stronger stratification.

Interestingly, although the AW layer circulation strengthens inside the Arctic Ocean, the net exchange through
the gateways generally weakens as seen in section 3.3. From the mass conservation point of view, a stronger
boundary current does not require larger AW inflow if there is a reorganization of the circulation. In the 2.0 runoff
experiment, we see such a reorganization, with the AW inflow continuing as a boundary current around the Arctic
Ocean instead of recirculating within the Eurasian Basin as in the control simulation (Figure 8 and supporting
information Figure S3). Qualitatively, the circulation response to increasing river runoff resembles the response to
positive AO forcing, with a weaker Beaufort Gyre and a stronger boundary current [Karcher et al., 2012].

3.3. Volume and Heat Exhanges Between Arctic Ocean and Surrounding Basins

The volume exchange through the Arctic gateways generally weakens as the runoff increases. This is true
for the net volume transport in the Bering Strait, CAA, and BSO (Figure 13a). There is an increase in net vol-
ume transport in the Fram Strait reaching 0.5 Sv (approximately 40%) in the highest runoff case.
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Figure 13. Transport through the Arctic gateways as a function of runoff shown as anomalies relative to the control simulation: (a) net volume transport, (b) net heat transport calculated
relative to 0°C, and (c) volume transport components (negative values indicate outflow and positive values indicate inflow to the Arctic Ocean). Whisker-and-box symbols show the
extreme and interquartile ranges during the 20 year analysis period, and the solid line connects the medians. The mean volume and heat transport values for the control simulation are
given in Table 1. The BN+BSE+KS component is the transport through the northern and eastern end of the Barents Sea. The volume transport is not shown for this section as it matches
the volume transport in the BSO; the mean net heat transport (*standard deviation) in the control simulation is —16.02+0.16 TW.

The general weakening of the volume exchanges can be understood in terms of how increasing runoff
alters SSH and pressure gradients across the gateways [McGeehan and Maslowski, 2012]. With more runoff,
the surface freshens and SSH increases inside the Arctic Ocean (Figure 14), thus weakening the pressure
gradient that drives the inflow through the Bering Strait. In addition, freshwater accumulates in Baffin Bay,
thus weakening the pressure gradient that drives outflow through the CAA. At the same time, changes in
the sea surface gradients orient the transpolar drift toward Fram Strait rather than CAA (see section 3.2). As
a result, the net volume transports weaken through both the Bering Strait and CAA by 25% and 50%,
respectively, in the highest runoff case compared to the control simulation (Figure 13a). The decrease in
outflow through the CAA is about 1 Sv larger than the decrease in inflow through the Bering Strait, but the
net exchange is balanced by the surface outflow through Fram Strait (Figure 13c).

The inflows through the Fram Strait and Barents Sea are closely coupled because they are both branches of
the AW inflow, which divides just upstream of the BSO. The sum of the inflows remains close to constant
with increasing runoff (Figure 13c) which is to be expected as there is no large change in the AW inflow
(North Atlantic Drift) through the Nordic Seas (Figure 12).

The changes in the net heat transports through the gateways generally follow the changes in volume trans-
ports. The heat transport decreases in the Bering Strait, CAA, and BSO with the decreasing volume transport
(Figure 13b). Heat transport through the Fram Strait stays close to constant despite an increase in volume
transport, because the negative heat transport anomaly due to the colder inflow is compensated by a stron-
ger cold outflow, which is a positive heat transport when referenced to 0°C. More locally, the heat transport
through the BSO decreases, but in the northern and eastern exits, it increases due to reduced surface cool-
ing (not shown) and reduced volume transport through the Barents Sea. The overall ocean heat transport
to the Arctic Ocean decreases from 97 = 1.0 to 83 = 4.5 TW over the 1.0-2.5 runoff experiments.
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Figure 14. (a) Sea surface height in the control simulation and anomalies in the (b) 2.0 runoff experiment of sea surface height, (c) vertically integrated heat content, and (d) vertically
integrated freshwater content. Freshwater content is calculated relative to a salinity of 34.8. Hatching indicates values that are not significantly different from the control simulation at
the 95% confidence level. The solid black line indicates the regions in the Arctic and subpolar gyre area which were used to calculate the heat budgets in Figure 16.

3.4. Regional Response Outside the Arctic Ocean Due to Increased Runoff

At large scales in the North Atlantic, the anomalies in freshwater content (Figure 14d) compare well with
the (absolute) anomalies in the barotropic stream function (Figure 12a) because the two are coupled via the
SSH: changes in freshwater content alter ocean density and SSH gradients, which in turn affect the baro-
tropic circulation. In the Nordic Seas, the increased outflow from Fram Strait generally freshens the basin,
especially around the rims, which enhances local SSH gradients (Figure 14b). This strengthens the
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Figure 15. (a) Atlantic Meriodional Overturning Circulation (AMOC) in the control simulation and (b) AMOC anomaly in the 2.0 runoff
experiment. AMOC is the stream function calculated in the Atlantic Basin in depth coordinates. Hatching indicates values that are not
significantly different from the control simulation at the 95% confidence level.

barotropic circulation and intensifies the East Greenland Current in particular (Figure 12). Further south, the
subpolar gyre region freshens as more freshwater is brought in from the Arctic Ocean, and less saline Atlan-
tic Water is brought in from the south. A fresher surface layer leads to lighter convective water masses and
weakens the gradients of isopycnal surfaces and SSH between the subpolar gyre and subtropical North
Atlantic, leading to flatter isopycnals and a weaker barotropic circulation.

As the water masses produced by convection become increasingly fresher and lighter, they weaken the deep
western boundary current and the AMOC. In the 2.0 Arctic runoff experiment, there is a 8 Sv (36%) reduction
in the AMOC (Figure 15) by the end of the simulation with a continued trend of approximately 1.5 Sv/decade
during the 20 year analysis period. Convection continues in the Labrador Sea throughout the simulation.

Finally, we note that while the large-scale warming in the Arctic Ocean is a result of reduced ocean-to-
atmosphere heat loss due to stronger stratification, the subpolar latitudes cool due to reduced heat trans-
port convergence. Within the Arctic, ocean heat transport convergence (HCONV) is relatively stable as a
function of runoff (Figure 16a), yet the heat content tendency (dH/dt) and heat content anomaly (AH) indi-
cate consistent warming with more runoff. This can only be possible with a reduction in surface heat fluxes
(HSFC). Because the atmospheric forcing is fixed, the change in surface heat flux must be due to oceanic
changes, namely stronger stratification. In the subpolar gyre region, there is a decrease in ocean heat trans-
port convergence (weaker inflow of warm water from the south) that drives a cooling of the ocean and a
decrease in surface heat flux that is a response to reduced temperature difference between the atmosphere
and the (cooler) ocean (Figure 16b). In terms of the heat budget changes, the western Nordic Seas are simi-
lar to the Arctic Ocean, while the eastern Nordic Seas are similar to the subpolar gyre region (not shown).
The heat budget in Figure 16 also reveals that the ocean heat content has not equilibrated as the heat con-
tent tendency is nonzero during the analysis period.
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Figure 16. Annual mean heat budget in the (a) Arctic and (b) subpolar gyre region. HCONV (W m~?) is the depth-integrated ocean heat
transport convergence, HSFC (W m™~?) is the net surface heat flux (positive when ocean is losing heat), dH/dt (W m™2) is the local change
in heat content, and AH (GJ m™?) is the heat content anomaly relative to the control simulation. The black bars show the standard devia-
tion. Note the different scales on y axis in the two plots. See Figure 14 for the boundaries of the Arctic and subpolar gyre region.

4. Discussion

4.1. Local Arctic Response

Within the Arctic, the control simulation and the response to increasing runoff appear reasonable when com-
pared to observations in terms of net exchanges through the Arctic gateways (Table 1) and circulation patterns
within the Arctic Ocean (Figure 12 and supporting information Figure S3). The simulated response to increasing
Arctic runoff is consistent with accepted theoretical ideas: changes in transports are linked to changes in fresh-
water content and SSH gradients, and can be explained by barotropic arguments (section 3.3). The changes in
heat content can be explained by changes in stratification and ocean heat transport (section 3.4, Figure 16).

The cold halocline is not well represented in the control simulation’s basin-wide vertical profiles (Figure 6),
but results indicate that some of the related processes are acting correctly. The coldest halocline tempera-
tures in the central Arctic are off the Barents Sea and the Siberian shelves (Figures 10c and 10d), consistent
with the local winter convection and flow of cold, dense shelf waters toward the interior Arctic Ocean, as
postulated by Rudels et al. [1996] and Steele and Boyd [1998]. The model is likely producing overly dense
shelf waters and mixing them too efficiently with the AW layer, but the fact that the shelf waters are formed
in the correct regions and subsequently follow realistic pathways toward the interior gives some confidence
that the response to freshwater forcing is qualitatively correct.

The recent observations of warmer AW layer temperatures [Seidov et al., 2014] have been linked to warmer
AW inflow at Fram Strait [Beszczynska-Moller et al., 2012] as well as further south in the Nordic Seas [Seidov
et al, 2014; Yashayaev and Seidov, 2015], rather than to stronger stratification as simulated in our experi-
ments. The warmer inflow is connected to the atmospheric and oceanic conditions in the northern North
Atlantic, specifically, the state of the North Atlantic Oscillation and Atlantic Multidecadal Oscillation [Seidov
et al., 2014; Yashayaev and Seidov, 2015]. There could be a role for stronger local stratification in warming
the AW layer inside the Arctic Ocean in the future, as discussed by Polyakov et al. [2011], although there is
not yet any observational support for this. Our simulations suggest that an intensifying warm anomaly
inside the Arctic Ocean would be an indication of the local stratification suppressing the vertical heat fluxes.
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The strengthening of the AW boundary current with stronger stratification is consistent with previous ideal-
ized studies. Lique et al. [2015] found that a wider boundary current with a larger transport can be produced
by reduced surface stress. Spall [2013] suggested that the boundary current is mainly driven by the salinity
(density) contrast between the AW and surface layer. In our experiments, increasing runoff enhances the
vertical salinity gradients (as in Spall [2013]), weakens the Beaufort Gyre (equivalent to reduction in the sur-
face stress in Lique et al. [2015]), and produces larger transport in a wider baroclinic boundary current.
Recent observations also indicate that the boundary current strength is increasingly controlled by the den-
sity gradient-driven baroclinic flow when moving from the Fram Strait toward the interior of the Arctic
Ocean [Pnyushkov et al., 2015].

4.2, Regional Response Within the Surrounding Oceans

Contrary to the traditional estuarine circulation theory [Stigebrandt, 1981], the total exchange between the
Arctic and surrounding basins goes down as the runoff increases (Figure 13c). As described in section 3.3,
the increased inflow in the Fram Strait results from a reorganization of the Atlantic inflow in the Barents Sea
and Fram Strait branches (the total inflow in the two branches remains close to constant over the range of
runoff perturbations tested). Due to recirculation in the Fram Strait, the inflow amount is sensitive to the
exact location of the cross section over which it is measured, but the response to increasing runoff is similar
independent of the location.

While we see no evidence of an estuarine response in our experiments, it could be masked by changes in
the overall circulation pattern. In fact, in the smallest runoff case (1.1 runoff experiment), when the circula-
tion changes are also smallest, the model simulates a slight increase in total exchange (Figure 13c), consist-
ent with estuarine circulation theory.

The decrease in the Barents Sea throughflow is explained by freshwater accumulation in the Eurasian Basin
(Figure 14). This freshwater accumulation increases the SSH in the Eurasian Basin, which decreases the baro-
tropic pressure gradient over the Barents Sea. This is consistent with the postulated ocean feedback [Smeds-
rud et al.,, 2013] where rising sea level to the north would decrease AW inflow in the BSO.

The changes in the inflows and outflows have some important consequences for the freshwater accumula-
tion in the subpolar gyre. Earlier observational and high-resolution model studies have shown that mixing
from the West Greenland Current (source from Fram Strait via the East Greenland Current) toward the cen-
tral Labrador sea is much larger than from the Labrador Current (source from CAA) [Myers, 2005; Schmidt
and Send, 2007; Kawasaki and Hasumi, 2014]. This implies that a freshwater perturbation flowing out from
the Arctic mainly via the Fram Strait (as in our simulations) has a larger impact on the Labrador Sea convec-
tion sites, subpolar gyre circulation, and the AMOC, than a freshwater perturbation flowing out via the CAA
[see also Condron and Winsor, 2012, Figure 2].

The AMOC weakens with increasing runoff despite ongoing convection both in the Labrador and Greenland
Seas. Reduction in the AMOC is a well-documented result in North Atlantic hosing experiments [Manabe
and Stouffer, 1995; Stouffer et al.,, 2006; Stocker et al., 2007; Mignot et al., 2007; Roche et al., 2010] as well as
Arctic freshwater perturbations [Peltier et al., 2006; Rennermalm et al., 2006, 2007]. However, in many of
these hosing experiments, the AMOC reduction is associated with a complete shutdown of convection in
the North Atlantic, which is not the case in our simulations.

4.3. Limitations of the Study

Our model setup has clear biases in the Arctic. There are large discrepancies in the simulated salinities and
AW layer temperature compared with observations (Figures 5 and 6), although we do not expect an exact
match because of our idealized atmospheric forcing. However, the simulated large-scale response to
increased runoff is consistent over a range of runoff perturbations, providing some confidence in the results
despite the biases in the mean state. The mechanisms we identify are similar to those in a number of previ-
ous studies using other model systems [Lique et al.,, 2015; Spall, 2013], though the details are likely to be
model dependent.

A clear limitation of our study is the model resolution (1° horizontal resolution), which is too coarse to prop-
erly represent narrow currents and requires subgrid-scale phenomena (such as eddies) to be parameterized.
This adds uncertainties to our estimate of runoff sensitivity. For example, the model simulates a broad Arctic
boundary current rather than a narrow, bottom-trapped feature, meaning that the gradients are quite
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different, and hence their response to increasing runoff could also be quite different. The model also simu-
lates a broader East Greenland Current (EGC) than is observed. This could result in too much freshwater mix-
ing to the interior Nordic Seas and Labrador Sea from the EGC, with implications for convection and water
mass transformation. The large grid size also affects the freshwater pathways inside the Arctic, changing
the simulated regional response. For example, the model does not resolve coastal currents, which can be
important for the freshwater transports [Janout et al., 2015; Whitefield et al., 2015]. However, we think that
while these features are important at regional scales, the simulated basin-wide response is qualitatively
robust at multidecadal time scales.

Another consideration is that our atmospheric forcing does not include interannual variability. We chose to
force the model with an idealized climatological atmosphere because our aim was to understand the time-
averaged ocean and sea ice response to increasing Arctic river runoff. This climatology is close to neutral in
terms of the Arctic Oscillation (AO), the primary pattern of variability in the extratropical Northern Hemi-
sphere. Because the AO affects surface circulation, one might expect different AO conditions to result in dif-
ferent pathways for river runoff and hence, different responses to runoff perturbations. We ran an
additional sensitivity experiment with doubled runoff for an extremely positive AO year (1989; not shown)
and find similar results as in the 2.0 runoff experiment, suggesting that the response is not qualitatively
dependent on the atmospheric state. Finally, we have left out any comparison between the strength of the
AO-driven interannual variability and the runoff-driven changes, mainly because there is large uncertainty
in terms of future changes in AO variability.

5. Conclusions

We have shown that realistic Arctic freshwater perturbations can cause notable changes both inside and
outside the Arctic Ocean. The main Arctic response to increased river runoff is a fresher surface and stronger
stratification with a warmer halocline and a warmer Atlantic Water layer. In accordance with earlier idealized
studies, we find a strengthening of the cyclonic circulation inside the Arctic Ocean Atlantic Water layer.
Freshwater accumulates in the Eurasian Basin and raises sea level locally, leading to reduced inflow to the
Arctic Ocean through the Bering Strait and the Barents Sea. Freshwater also accumulates and raises sea
level in Baffin Bay, leading to reduced outflow through the Canadian Arctic Archipelago. Overall there is a
small decrease in the total exchange between the Arctic Ocean and the surrounding seas with increased
runoff, contrary to expectations from estuarine circulation theory.

Outside the Arctic Ocean, the additional freshwater affects water mass transformation in the subpolar gyre
region. For a doubling of runoff, the gyre circulation slows down by more than 10 Sv (25%) at its maximum,
and the Atlantic Meridional Overturning Circulation slows down by about 8 Sv (36%) by the end of the sim-
ulations, with a downward trend of approximately 1.5 Sv/decade. Despite considerable freshwater accumu-
lation in the subpolar gyre, there is ongoing convection in the region.

While our results are robust over a range of runoff perturbations in a coupled sea ice-ocean model, the
missing atmospheric feedbacks should be assessed in future studies. In particular, a changing sea ice
cover affects pressure and wind patterns through thermodynamic and mechanical coupling, and this in
turn could influence the sea ice and ocean circulation. Similarly, the changing albedo could affect the
global energy balance and hence atmospheric and oceanic circulation on larger scales. Although the
atmospheric feedbacks would likely modulate the strength and timing of the simulated responses, a
strong freshwater perturbation could still be expected to force an ocean response similar to that docu-
mented in this study.

There is a strong model-based evidence that high-latitude freshwater perturbations affect ocean circulation
in the North Atlantic and Arctic, though the details of the response can be model dependent. There is also
ample observational and paleo proxy evidence suggesting similar linkages. Our results suggest that the
response to high-latitude freshwater perturbations can be very different close to the source regions com-
pared with further south at subpolar latitudes. Future work should aim to understand the differences in the
regional response to freshwater perturbations in coupled models and in proxy records. It would be highly
valuable, although challenging, to reconstruct magnitudes of the past freshwater forcing events and com-
bine those estimates with high-resolution coupled models.
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circulation response to increased runoff (Figure S3). It also provides a list of all the
names of the modelling centers, models, and the specific ensemble members of the CMIP5
multi-model ensemble that were used to produce Figure 1 (Table S1). The list includes
19 different models and a total of 49 different ensemble members.

Table S1. Details of the CMIP5 multi-model ensemble used to produce Figure 1. Column
1 gives the name of the modelling centers (or groups) that produced the data, column 2
gives the CMIP5 ID of each modelling center, column 3 gives the names of the models
run by each modelling center (note that one center might run more than one model), and
column 4 gives the names of the ensemble members from each model that we used to

produce Figure 1.
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a Temperature anomaly [°C] b Salinity anomaly

MIMOC-WOA
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Figure S1. Comparison of the surface temperature and salinity fields between the Monthly
Isopycnal & Mixed-layer Ocean Climatology (MIMOC [Schmidtko et al., 2013]) (a-b) and World
Ocean Atlas (WOA) 2013 [Locarnini et al., 2013; Zweng et al., 2013], and between the Polar
Science Center Hydrographic Climatology (PHC3.0, updated from Steele et al. [2001]) (c-d) and
WOA. All the panels are limited to 60°N, which is the limit of the PHC3.0 dataset. Note the

nonlinear colorbar.
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Figure S2. Comparison of the surface temperature and salinity fields between the control

simulation (average of the last 20 years of simulation) and the World Ocean Atlas (WOA) 2013
[Locarnini et al., 2013; Zweng et al., 2013] (a-b), the Polar Science Center Hydrographic Climatol-
ogy (PHC3.0, updated from Steele et al. [2001]) (c-d), and the Monthly Isopycnal & Mixed-layer
Ocean Climatology (MIMOC [Schmidtko et al., 2013]) (e-f). All the panels are limited to 60°N,

which is the limit of the PHC3.0 dataset. Note the nonlinear colorbar.
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Figure S3. Ocean circulation in the 2.0 runoff experiment (vectors) and anomalies compared to
the control simulation (shading): barotropic streamfunction (a), surface current speed in model
layers 1-2 (b, approximately 0-50 m depth), and AW layer current speed in model layers 33—
45 (c, approximately 100-1000 meters depth). Only anomalies that are significant at the 95%

confidence level are plotted.
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5.2.1 Watermass transformation constraints on the Arctic Ocean circulation

In paper II we briefly discussed the Arctic Ocean circulation from the perspective of
watermass transformations. Here we extend this perspective and focus on the estuar-
ine and overturning circulation theories. The following results show that the estuarine
circulation strengthens as freshwater is added to the Arctic Ocean, but that the strong
decrease in the overturning circulation dominates the decrease in the overall mass ex-
change between the Arctic Ocean and the surrounding oceans. Our speculations in
paper II were qualitatively similar. However, they were not entirely conclusive as we
did not separate the contributions from the estuarine and overturning type of watermass
transformations. Here, we first describe the estuarine and overturning circulation theo-
ries, and then use this framework to analyze the model simulations discussed in detail
in paper II.

Definitions

Estuarine circulation is often used to describe circulation within systems where a rel-
atively fresh basin, an estuary, is connected to an ambient, more saline, basin. Steady
state salt balance requires that the oceanic salt transport between the two basins com-
pensates for the freshwater input to the estuary. In this framework a strengthening
freshwater forcing moves the system towards a new equilibrium with a larger salt trans-
port between the basins. The larger salt transport is achieved as the freshwater forcing
freshens the estuary which strengthens the salinity contrast between the two basins and
drives a larger geostrophic outflow and a compensating inflow to the estuary.

The overturning circulation is often called a negative estuary. In this framework
we consider an overturning basin with a net density gain (buoyancy loss) connected
to an ambient ocean basin with a lighter watermass. The watermass flowing into the
overturning basin loses buoyancy and flows out of the basin as a denser watermass. In
the North Atlantic-Arctic sector the buoyancy loss is due to the heat loss and brine input
from the sea ice formation, whereas the net freshwater gain acts against the overturning
transformation (but for the estuarine transformation). The outflowing dense waters
are colder, but generally fresher than the relatively warm and saline inflow. Since the
overturning circulation is driven by the density differences between the inflowing and
outflowing watermasses, an increase in the freshwater flux to the overturning basin
would be expected to reduce the density of the overturning watermass and therefore
hinder the volume exchanges between the two basins.

Here we define the cross-isopycnal watermass transformations that facilitate the two
type of circulations as follows: in the estuarine transformation a high density watermass
mixes with/entrains into a low density watermass and forms a new relative low density
watermass; in the overturning transformation a low density watermass transforms to a
high density watermass due to net buoyancy loss.

In the past these two transformations and the connected circulations have been used
in idealized frameworks either separately (e.g. Stigebrandt (1981); Stommel (1961)) or
as a combined system (e.g. Eldevik and Nilsen (2013); Lambert et al. (2016); Rudels
(2010)). Here we expand the use of the combined system to understand the ocean
circulation response to a freshwater perturbation seen in paper II and Arctic volume
exchanges under greenhouse warming.
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Arctic Ocean circulation response to a freshwater forcing in the light of watermass transformations

We begin by comparing the inflows and outflows at the gateways surrounding the Arc-
tic Ocean in density space. We define the separation point between the estuarine and
overturning components as the densest point at which the integrals of the inflow and the
outflow (in regard to density) cross each other (Figure 5.1a). Note that it is fully possi-
ble that some of the lightest inflow turns into the densest outflow, but assuming that on
average the transformations are those with the least work, then the inflow transforms
preferentially to its nearest neighboring density classes. Such an analysis reveals that
most of the inflow goes through the overturning type of transformation (7 Sv, 74%)
in the control case, while roughly 24 % (2.2 Sv) goes through the estuarine type of
transformation (Figure 5.1a). We speculate that this division between the transforma-
tion supports the least work framework: most of the inflow to the Arctic is already
relatively dense and close to the densities of the overturning watermasses, whereas the
inflowing watermasses are much denser than the outflowing light watermasses, which
means that the estuarine transformation requires more work than the overturning trans-
formation.

Diagnosing the overturning and estuarine components for all of the freshwater per-
turbation cases of paper II reveals that the estuarine circulation increases with the river
runoff up until doubling of the runoff (Figure 5.1b). Such a response is in line with
the estuarine circulation theory. The reduced estuarine response at the largest freshwa-
ter perturbation could be an indication of a mixing limited regime (Nilsson and Walin,
2010). In such a case the increase in stratification due to freshwater forcing limits the
entrainment of inflowing watermass to the surface layer and the estuarine transforma-
tion weakens.

Despite the increase in the estuarine circulation, the net response is dominated by
the decreasing overturning circulation. The additional freshwater acts against any trans-
formation towards denser classes. Interestingly, the circulation response up to 10% in-
crease in the runoff seems to be an exception. In this regime, both the estuarine and the
overturning components increase (Figure 5.1b,d). Additional diagnostics of the heat
and salt transports suggest active salt-advection feedback (Lambert et al., 2016; Stom-
mel, 1961); the increasing estuarine transport drags in more salty water to the Arctic
Ocean, which in turn strengthens the overturning type of transformation.

The transient response of the two components to increasing freshwater forcing (Fig-
ure 5.1c¢,d) shows comparable features in all cases. Initially, both the estuarine and the
overturning branches strengthen until the decrease in overturning takes over. It is also
clear that the largest freshwater perturbation (2.5 times the control river runoff) has not
stabilized by the end of the simulations.

As such the results show that the watermass transformation framework can be a use-
ful tool to understand the ocean circulation response to a freshwater forcing. However
we note that the division to the estuarine and the overturning type of transformations
is prone to be somewhat artificial and diagnostic at best, at least in an Eulerian frame-
work. We simply do not know which type of paths the individual water parcels take in
the density space and we can only infer these changes at watermass level.
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Arctic Ocean circulation under greenhouse warming in the light of watermass transformations

Here we widen our perspective from the idealized freshwater forcing simulations of
paper II to more complete climate model simulations. We analyze exchanges between
Arctic and the surrounding oceans using the Coupled Model Intercomparison Project
(CMIPsS, (Collins et al., 2013)) representative concentration pathway 8.5 (RCP8.5) sim-
ulations of the Norwegian Earth System model (NorESM1-M). Note that the ocean and
sea-ice components of this fully coupled model are identical to the ones used in paper
II. We assume 10 years response timescale for the two transformations and filter the re-
sults with a 10 year low-pass filter. Recall that precipitation (Haine et al., 2015) and
river runoff (Figure 1, paper II), both increase over time reaching roughly 30% increase
by year 2100 in the RCP8.5 simulations.

The results of the RCP8.5 simulations are comparable to the freshwater perturba-
tion simulations. The estuarine transformation acts to increase the volume exchanges
between the Arctic Ocean and the surrounding oceans, while weakening overturning
transformation dominates the overall trend (Figure 5.2). The magnitudes of the re-
sponses are somewhat larger in RCP8.5 simulation than in the idealized simulations
of paper II. This is partly expected because the RCP8.5 includes also increasing pre-
cipitation which was not included in paper II. It might also be that other factors, such
as changing surface temperature and wind forcing, contribute to the changing volume
transports which then manifest themselves in our watermass transformation framework
(recall that all of the transport is assigned with either estuarine or overturning transfor-
mation).

Summary and perspectives

Our additional analysis has shown that we can understand exchanges between Arctic
and the surrounding basins in the framework of freshwater affected isopycnal transfor-
mations. However, we are still left with a gap in our understanding, namely a theory
that combines the understanding of isopycnal transformations with our understanding
of the sea surface height driven net exchanges. To illustrate this point we plot the
net volume transport anomaly between the Arctic Ocean and the surrounding oceans
(North Atlantic and North Pacific) against the respective sea surface height anomalies
in Figure 5.3. As expected from a purely barotropic flow, the net inflow through Bering
Strait decreases linearly as a function of the decreasing sea surface height difference
across the Bering Strait. In contrast, the sea surface height anomaly between the Arctic
and the Atlantic seems to relate to a square root of the net volume transport, which is
expected in a two layer system where the lower layer is at rest (Rudels, 2010). Relating
the sea level gradient driven changes in the net exchanges to the isopycnal framework
that explains the changes in the inflow and outflow, should be the next step towards a
more complete understanding of the Arctic Ocean circulation.
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Figure 5.1: Separation of the inflow and outflow into estuarine and overturning components.
(a) Cumulative volume transports flowing in and out of the Arctic Ocean in the last 20 years of
the control simulation, with a circle illustrating the point which we consider to be separating
the estuarine and the overturning components, (b) the estuarine and the overturning compo-
nents averaged over the last 20 years of the simulations against increase in the river runoff, (c)
movement of the separation point in density space for the whole simulation period (60 years),
and (d) the estuarine and overturning components for the whole simulation period. In (c) and
(d) the results are first filtered with a 10 year low pass filter before separating the individ-
ual components, and the large circles show the mean, with the errorbars illustrating standard
deviation, over the last 20 years of the simulations.
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