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i

“It is absolutely necessary, for progress in science, to have uncertainty as a
fundamental part of your inner nature. [...] And as you develop more
information in the sciences, it is not that you are finding out the truth, but
that you are finding out that this or that is more or less likely. That is, if
we investigate further, we find that the statements of science are not of
what is true and what is not true, but statements of what is known to
different degrees of certainty. [...] Every one of the concepts of science is
on a scale graduated somewhere between, but at neither end of, absolute
falsity or absolute truth.”

— Richard Feynman, Science vs. Religion and Why Uncertainty Is Central
to Morality
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Abstract

The near-surface ocean currents of the subpolar North Atlantic transport large amounts
of heat from the subtropics to higher latitudes, affecting Arctic sea ice extent, the melt-
ing of the Greenland Ice Sheet, and the climate in western Europe and North America.
Moreover, deep water formation in the subpolar North Atlantic actively shapes the At-
lantic meridional overturning circulation, which connects the surface with the deep ocean
and the northern with the southern hemisphere. The recently acquired data from the OS-
NAP (Overturning in the Subpolar North Atlantic Program) mooring array challenges
our understanding of the processes that govern circulation and deep water formation
in the subpolar North Atlantic. However, only long-term and sustained ocean observa-
tions can provide the much-needed benchmark to evaluate climate model simulations, to
advance our understanding of key mechanisms, and to predict the role of the North At-
lantic in future climate changes and anthropogenic carbon uptake. Unfortunately, most
observational efforts rely on short-term funding periods.

Given the cost of deploying and maintaining ocean observing systems, these systems
have to be designed carefully. Key questions are: What information is contained in al-
ready existing observation networks? What do existing networks, such as the OSNAP
array, tell us about hydrographic and circulation quantities in remote oceanic regions
with few observations? In this thesis, a novel approach to ocean observing system de-
sign is explored that is able to address these questions. The approach makes use of
adjoint modeling and Hessian-based Uncertainty Quantification (UQ) within a global
oceanographic inverse problem.

Adjoint-derived sensitivities reveal that the eastern boundary of the North Atlantic
and the coasts of Iceland and Greenland are important pathways for communicating
wind-driven pressure anomalies around the entire subpolar North Atlantic and the Nordic
Seas. Consequently, the OSNAP observing array shares many dynamical pathways and
mechanisms with oceanic quantities that are remote from the array. The OSNAP array
has therefore potential to inform these unobserved - or unobservable - quantities: for
instance, ocean heat content in the Nordic Seas or close to Greenland’s margins. In
this thesis, this potential is quantified within the state-of-the-art ECCO (Estimating
the Circulation and Climate of the Ocean) state estimation framework, by combining
physical relationships in the model with prior information and data uncertainties.

The effectiveness of an observing system is determined by how well it captures
climate-relevant signals and important dynamical adjustment mechanisms. A second
important factor, however, is how strongly the monitored signals are masked by noise.
All factors combined, heat transport measurements across the OSNAP-West transect, ex-
tending from Labrador to South Greenland, impose an overall much stronger constraint
on the ECCO state estimate than heat transport measurements across the OSNAP-East
transect, extending from South Greenland to Scotland. This is largely explained by the
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fact that climate signals detected by OSNAP-West are less noisy compared to climate sig-
nals detected by OSNAP-East. As a result, transport and hydrographic quantities - even
in the Nordic Seas - are constrained more efficiently by OSNAP-West than OSNAP-East
observations, contrary to recent findings. This suggests that OSNAP-West is important
for informing remote climate signals.

This thesis explores the physical mechanisms that link the subpolar North Atlantic
and the Nordic Seas, translates the mathematical concepts that underlie Hessian-based
UQ to dynamical concepts, and discusses benefits, shortcomings, and future challenges
for designing an effective, long-term Atlantic observing system by means of UQ within
ocean state estimation.
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Chapter 1

Introduction

This thesis is an effort to (i) contribute to our understanding of the physical mechanisms
in the subpolar North Atlantic and Nordic Seas, and (ii) explore a novel approach to
dynamics-based observing system design for the subpolar North Atlantic. In Section 1.1,
I provide a brief overview of the circulation and climate impacts of the subpolar North
Atlantic and Nordic Seas, a recently launched subpolar North Atlantic observing system,
and open science questions. The following two sections introduce the methods that are
used in this thesis: In Section 1.2, I describe the concept and applications of adjoint
models, and in Section 1.3, I review multiple techniques for evaluating and designing
observing systems. Finally, I outline the main thesis objectives and goals in Section 1.4.

1.1 The subpolar North Atlantic and Nordic Seas

1.1.1 Near-surface circulation

The subpolar North Atlantic comprises roughly the cyclonic ocean gyre north of about
50 ◦N (Fig. 1.1). The major current which brings warm and salty waters from the sub-
tropics to the subpolar North Atlantic is the North Atlantic Current (NAC), which
crosses the Atlantic near the surface as the north-eastward extension of the Gulf Stream.
The NAC then splits into several branches. The north-eastern branches flow through
Rockall Trough and the Iceland Basin across the Iceland-Scotland ridge, transporting
warm and salty waters into the Nordic Seas (the Greenland, Iceland, and Norwegian
Seas) [Hansen and Østerhus, 2000]. The two branches of the Norwegian Atlantic Cur-
rent carry the warm and salty Atlantic waters further toward the Arctic Ocean [Orvik
and Niiler, 2002]. Another branch of the NAC recirculates in the Iceland Basin, and fol-
lows the cyclonic boundary current of the subpolar gyre: The recirculated branch flows
southward along the eastern flank of the Reykjanes Ridge, crosses the ridge, and con-
tinues northward as the Irminger Current (IC) along the western flank of the ridge. A
portion of the IC flows through Denmark Strait into the Nordic Seas, while another por-
tion recirculates and flows around the southern tip of Greenland into the Labrador Sea
[Holliday et al., 2009]. Here, the current circulates around the margins of the Labrador
Sea, while another portion flows northward through Davis Strait [Cuny et al., 2002].

The various NAC branches transport large amounts of heat from the subtropics to
higher latitudes. While being carried cyclonically around the subpolar North Atlantic, a
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Figure 1.1: Schematic of the major near-surface currents in the subpolar North Atlantic
(SPNA) and Nordic Seas (NS). Warm Atlantic-origin water pathways are shown as red to
yellow arrows, cold Arctic-origin water pathways as blue arrows. The major basins of the
SPNA carry light blue labels. The thin contour lines mark the isobath drawn at 1500 m.
NAC = North Atlantic Current; IC = Irminger Current; NwAC = Norwegian Atlantic
Current; NwCC = Norwegian Coastal Current; SPNA = subpolar North Atlantic; STNA
= subtropical North Atlantic; RT = Rockall Trough; IB = Iceland Basin; IS = Irminger
Sea; LS = Labrador Sea; NS = Nordic Seas; AO = Arctic Ocean; ISR = Iceland-Scotland
Ridge; RR = Reykjanes Ridge; DS = Denmark Strait; DvS = Davis Strait.
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FIGURE 2 | Schematic of a Greenland glacier/fjord system showing relevant physical processes that govern circulation in the fjord and at the glacier-fjord boundary,
typical stratification and water masses, and sources of freshwater to the fjord.

ongoing East GRIP Ice-Core Project focusing on the Northeast
Greenland Ice Stream).

Building a Case for GrIOOS: The Last
Decade
The rapid increase in mass loss from the GrIS began in the early
2000s (Krabill et al., 2004; Rignot et al., 2008; Murray et al., 2015;
Catania et al., 2018; Wood et al., 2018) and it was only a decade
later that the importance of processes at the ice sheet-ocean
margins became apparent, making ice sheet-ocean interactions
in Greenland and globally a novel and rapidly growing area
of research. Key to community progress have been a series of
workshops, and related follow-up documents, that sought for
the first time to bring together the diverse disciplines needed to
advance the science.

The first of these workshops, a multi-disciplinary
International Workshop on “Understanding the Response
of Greenland’s Marine-Terminating Glaciers to Oceanic and
Atmospheric Forcing,” was organized by the US Climate and
Ocean Variability, Predictability, and Change (US CLIVAR)
Working Group on Greenland Ice Sheet-Ocean interactions in
June 2013. It brought together over 100 international scientists
and program managers with the goals to summarize the current
state of knowledge and questions (Straneo et al., 2013) and
to develop several key recommendations to make progress
(Heimbach et al., 2014). One major recommendation was the
collection of long-term time series (both in situ and remotely
sensed) of critical glaciological, oceanographic, and atmospheric
variables at key locations in and around Greenland through the
establishment of GrIOOS. The research community recognized
that such measurements are needed to provide information on
the time-evolving relationships between climate forcing, ice
sheet dynamics, and ocean characteristics. The lack of such
data has hindered our ability to explain and model the complex
interactions among ice-ocean-climate, leaving major gaps in our
ability to project future changes. The community noted that
GrIOOS data would be critical, not only to validate hypotheses,
but also to provide boundary conditions, forcings, and a point of
comparison for both ocean and ice sheet model simulations.

Following the recommendations made in the 2014 report, the
Study of Environmental Arctic Change Land Ice Action Team,
in collaboration with the Greenland Ice Sheet Ocean Interaction
Science Network (GRISO), and the Climate and Cryosphere
Project (CliC) of the World Climate Research Program,
organized a workshop to make progress on the design and
implementation of GrIOOS. The resulting 2015 workshop was
attended by 47 participants from seven countries, including U.S.
agency program managers (National Science Foundation, NSF,
and National Aeronautics and Space Administration, NASA)
and a representative of the Greenland government. Participant
expertise included oceanography, glaciology, climate and ice
sheet modeling, marine ecosystems, and paleoclimatology.
Together, this group examined questions such as: (i) What are
the essential ice sheet and ocean variables? What measurements
and observing systems already exist? (ii) What should be the
structure of the GrIOOS system regarding target observing sites
and optimal instrumentation? (iii) How could data be collected,
quality controlled, and distributed? Tentative answers to these
questions are summarized in Straneo et al. (2018) and have
informed the GrIOOS system design discussed here.

Societal Benefits From GrIOOS
Our inability to quantify GrIS-ocean exchanges, and their climate
forcing, is a major scientific obstacle to understanding causal
origins of past variability and to predicting the future of GrIS
and its impact on the neighboring ocean regions, including
the marine ecosystems. Connecting science across disciplines
and countries, which is necessary to address key climate-related
questions, has proven challenging because there is no integrating
framework for a comprehensive ice sheet and ocean observing
system, including needed structures for data management and
dissemination, translating observations to usable model data
and parameterizations, and overall cyberinfrastructure to support
FAIR (Findable, Accessible, Interoperable, Re-usable) data.

The objectives of GrIOOS are to address all of these challenges
by determining essential observations (‘Essential Variables’) for
the ice sheet-ocean-atmosphere system, establishing guidelines
for instrumentation that can be used across institutions and
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Figure 1.2: Schematic of a glacial fjord in Greenland. Warm Atlantic waters (purple
shading) that cross the continental shelf and submarine sill (brown rise in bottom to-
pography) reach the glacier at depth and drive glacier submarine melting (red swirls).
Figure from Straneo et al. [2019].

portion of this heat is released back to the atmosphere, thereby having an effect on many
climate and weather phenomena in western Europe and North America [e.g., Sutton and
Hodson, 2005; Sutton and Dong, 2012]. Moreover, variability in the poleward progression
of ocean heat from the subpolar North Atlantic towards the Arctic Ocean has been linked
to Arctic sea-ice extent [Carmack et al., 2015; Zhang, 2015; Polyakov et al., 2017].

1.1.2 Shaping the AMOC

The northward flow of warm, salty waters in the near-surface layers of the Atlantic is often
described as the upper limb of the Atlantic merdional overturning circulation (AMOC)
[e.g., Buckley and Marshall, 2016]. As the warm waters are carried from the Gulf Stream
cyclonically around the subpolar North Atlantic by the various NAC branches, they
gradually cool along their path [McCartney and Talley, 1982; Brambilla and Talley,
2008]. The gradual transformation causes these surface waters to become denser - and
eventually sink to great depth in the Nordic Seas and Labrador Sea, where heat loss to
the atmosphere destabilizes the water column in winter [e.g., Marshall and Schott, 1999].
These cold, dense waters that are formed in the Nordic Seas and Labrador Sea constitute
the components of North Atlantic Deep Water, which are exported southward at depth
and feed the lower limb of the AMOC. The subpolar North Atlantic is therefore a region
where the strength and structure of the AMOC is actively shaped. The AMOC connects
the Northern with the Southern hemisphere, as well as the surface with the deep ocean.
It is therefore a key component of the global climate system, for instance, through its
cross-equatorial ocean heat and freshwater transport and its role in the global carbon
cycle [Buckley and Marshall, 2016; Khatiwala et al., 2013].
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Figure 1.3: Oxygen isotope measurements (black, [North Greenland Ice Core Project
members, 2004]) and temperature reconstruction (orange, [Kindler et al., 2014]) from
the Greenland ice core NGRIP.

1.1.3 Interaction with Greenland’s marine-terminating glaciers

The cyclonic boundary currents of the subpolar North Atlantic bring warm and salty
Atlantic waters around the continental slopes of Greenland. Closer to the coast, cold
and fresh waters of Arctic origin flow around Greenland’s shallow (200-300m deep)
continental shelves, partially buffering Greenland’s coast from the warm, Atlantic waters
(Figs. 1.1 and 1.2). In the mid-1990s, Greenland’s marine-terminating glaciers started
to retreat and accelerate, at a time when the subpolar North Atlantic experienced a
rapid warming [Straneo and Heimbach, 2013]. Observational studies show evidence that,
concurrent with the warming of the subpolar North Atlantic, the layer of Atlantic water
thickened and the shelf waters warmed [e.g., Holland et al., 2008]. Coming in contact
with the glaciers, warm ocean waters trigger increased submarine melting (see Fig. 1.2).
It is therefore suggested that the subpolar North Atlantic has an important impact
on the melting and acceleration of Greenland’s glaciers [Holland et al., 2008; Straneo
et al., 2010, 2012; Vieli and Nick, 2011; Joughin et al., 2012; Straneo and Heimbach,
2013; Rainsley et al., 2018]. There are two main implications of increased ice loss from
Greenland for the climate system. First, sea-level change [e.g., Stammer, 2008]; and
second, ocean surface freshening, which may impact the AMOC, when reaching the deep
water formation sites [e.g., Böning et al., 2016; Luo et al., 2016; Yang et al., 2016].

1.1.4 A player in paleoclimate shifts

During the last glacial period, North Atlantic climate was characterized by large
millenial-scale variability and a number of abrupt climate shifts. Fig. 1.3 shows oxy-
gen isotope measurements and temperature reconstructions from the Greenland ice core
NGRIP. The record shows about 25 large positive spikes, reflecting sudden warmings
by 5 − 10 ◦C within at most a few decades. These sudden changes from cold Green-
land stadial conditions to warmer Greenland interstadial conditions are referred to as
the Dansgaard-Oeschger (D-O) events [Dansgaard et al., 1993; North Greenland Ice Core
Project members, 2004]. The schematics in Fig. 1.4 show land and sea-ice conditions in
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(a) (b)

Figure 1.3: The hypothesized configuration of the Nordic Seas during a) Stadial and b) Interstadial
conditions on Greenland. Figure adapted from Dokken et al. (2013).

als than warm interstadials. Enhanced ice rafted debris and low seawater oxygen iso-
tope values suggest a fresher surface layer during the stadial periods (e.g., Dokken and
Jansen, 1999), but also toward the end of the interstadials (Dokken et al., 2013). Using
planktic foraminifera assemblages, Dokken et al. (2013) show a gradual warming of
the subsurface during stadials and a warm overshoots at the start of each interstadials.
This is further described in Sec. 1.2.2.

Circulation changes during DO-events are also thought to occur in the Nordic Seas.
The evidence for deep-water convection in the Nordic Seas is generally elusive and
indirect. Open ocean convection probably occurred during interstadials (Rasmussen
et al., 1996; Kissel et al., 1999; Dokken and Jansen, 1999; Rasmussen et al., 2014b).
Deep-water formation through open ocean convection is suggested to stop during stadi-
als due to an insulating sea-ice cover and/or fresh surface layer as indicated by lowered
δ 13C (stable carbon isotope) signals of planktic foraminifera (Dokken et al., 2013).
Ezat et al. (2014) reconstructed bottom water temperatures (here: at 1179m) from
Mg/Ca measurements, showing an increase of 2-5◦C during stadials as opposed to the
colder values during interstadials. This is interpreted as a pause in deep-water produc-
tion as the marine sediment core is located in an overflow area. Lower δ 18O-values on
benthic (deep-dwelling) foraminiferas are also interpreted as showing a warming of the
deep ocean during stadials. In contrast, Dokken and Jansen (1999) and Dokken et al.
(2013) interpret the values as a brine signal from enhanced sea-ice production during
stadials. Brine is released when sea ice freezes and the salty water may penetrate to
depths depending on its density. Dokken and Jansen (1999) suggest that brine produc-
tion from surface waters with low δ 18O-values sinks to the deep ocean and contributes
to the low benthic δ 18O-signal.

Sea ice has been hypothesized to be present in the eastern Nordic Seas during stadi-
als based on the Arctic-like stratification (Dokken et al., 2013) and fore-mentioned
benthic δ 18O-signal. More direct evidence is emerging as new records of IP25 (a
biomarker for sea ice) are presented (Hoff et al., 2016, H. Sadatzki et al. 2017; un-
der review for Nat. Geosc.). On the other hand, studies based on dinoflagellate cyst
assemblages (Eynaud et al., 2002; Wary et al., 2016) suggest a warmer surface in the
Nordic Seas during stadials and more sea ice during interstadials. However, the more
extensive sea ice during interstadials is not consistent with the majority of other proxy

(a) (b)

Figure 1.4: Schematics showing land and sea-ice conditions in the North Atlantic and the
Nordic Seas during (a) cold Greenland stadials and (b) warmer Greenland interstadials,
as suggested by Dokken et al. [2013]. Figure from Dokken et al. [2013].
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in the Heinrich mode NADW formation all but ceased and waters of
Antarctic origin filled the deep Atlantic basin. This grouping of the
data in three distinct modes is a somewhat subjective interpretation.
However, it is clear that latitude shifts of convection (between the
Nordic Seas and the region south of Iceland) have occurred16,17, and
that at certain times (for example, during Heinrich events) NADW
formation was interrupted11,18. There is also firm evidence now for a
link between these changes in ocean circulation and changes in surface
climate (argued in more detail in refs 8, 19).

Modelling past climate and ocean changes
Numerical models of the climate system are essential in the forma-
tion and exploration of quantitative hypotheses about the dynamics
of climate changes; the system is too complex to be understood by
heuristic arguments or analytical calculations. Numerical models
incorporate and combine our knowledge about many individual
physical processes in a quantitative way. Obviously, knowledge about
these processes is incomplete and often inaccurate, and each model is
a compromise as to how many processes are included, at what level of
complexity and with what resolution20, given limited computer and
human resources. A critical appraisal of what can be learnt from a
particular (necessarily imperfect) model experiment thus involves
not only looking at the result, but also understanding exactly how it
was obtained. For this reason, non-specialists sometimes suspect that
models are either notoriously wrong or ‘can be tuned to do anything’.
(In fact, ‘tuning’ to determine the optimal values for certain model

parameters is an essential part of constructing a good model; a set of
rules for good tuning practice is proposed in ref. 21.)

Nevertheless, models have now reached a level where useful and
fairly realistic simulations of many aspects of palaeoclimate have
become possible, so that a quantitative understanding of key 
mechanisms and feedbacks in past climate changes is emerging. On
the other hand, palaeoclimatic reconstructions of past climatic 
forcings and the resulting changes in atmospheric and oceanic 
conditions are now advanced enough to provide a challenging test
bed for the performance of climate models. This is an important
credibility test for models that are also used for estimating the effects
of anthropogenic climate forcing from increasing concentrations of
greenhouse gases.

A landmark was reached with the first simulations of a radically
different climate, that of the Last Glacial Maximum (LGM), with cou-
pled ocean–atmosphere models from prescribed orbital, CO2 and
continental ice-sheet forcing22–25. The huge computing requirements
of this task, resulting from the long timescale of adjustment of the
ocean circulation (several thousand years), were overcome in differ-
ent ways: by using fast models of intermediate complexity22,23, by
studying only the initial adjustment to the forcing24, or by brute force,
running the model for over a year on a supercomputer25. These 
models confirm the result of the much cheaper, atmosphere-only sim-
ulations of glacial climate (see, for example, ref. 26) that, given these
forcings, the high albedo of the continental ice sheets and the low CO2

concentrations are the dominant factors leading to a global cooling. In
addition, the coupled models predict the state of the ocean circulation
and the effect of oceanic changes on surface climate. For example, two
of the models22,25 obtained a southward shift of NADW formation in
glacial climate, as is suggested by sediment data16,17.

Glacial inception
The first of the major climatic changes considered here is the transi-
tion from the Eemian interglacial to the beginning of glacial climate,
which occurred between 120,000 years (120 kyr) and 115 kyr ago.
Data for the Eemian climate are too scarce to build a reliable picture,
but global simulations of Eemian climate together with local 
palaeodata suggest it may have been around 1 !C warmer (global
annual mean) compared with the modern pre-industrial climate27,
with particularly warm temperatures in Northern Hemisphere 
summers. Sea-level reconstructions28 show that climate moved
rapidly from this state into the last glacial, reaching almost half of the
glacial-maximum ice volume within a few thousand years (see review
in this issue by Lambeck et al., pages 199–206). The challenge of
understanding this shift has become known as the ‘glacial inception
problem’.

The cause for this climate shift must be the Milankovich cycles of
the Earth’s orbit around the Sun, which are believed to be the ultimate
forcing for the glacial cycles of the past 2 million years. At 115 kyr ago,
summer insolation at high northern latitudes was up to 40 W m–2 less
than at present. Simple, nonlinear conceptual models29 are able to
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Figure 3 Temperature
reconstructions from ocean
sediments and Greenland
ice. Proxy data from the
subtropical Atlantic86 (green)
and from the Greenland ice
core GISP2 (ref. 87; blue) 
show several
Dansgaard–Oeschger (D/O)
warm events (numbered).
The timing of Heinrich
events is marked in red.
Grey lines at intervals of 1,470 years illustrate the tendency of D/O events to occur with this spacing, or multiples thereof.
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in the Heinrich mode NADW formation all but ceased and waters of
Antarctic origin filled the deep Atlantic basin. This grouping of the
data in three distinct modes is a somewhat subjective interpretation.
However, it is clear that latitude shifts of convection (between the
Nordic Seas and the region south of Iceland) have occurred16,17, and
that at certain times (for example, during Heinrich events) NADW
formation was interrupted11,18. There is also firm evidence now for a
link between these changes in ocean circulation and changes in surface
climate (argued in more detail in refs 8, 19).

Modelling past climate and ocean changes
Numerical models of the climate system are essential in the forma-
tion and exploration of quantitative hypotheses about the dynamics
of climate changes; the system is too complex to be understood by
heuristic arguments or analytical calculations. Numerical models
incorporate and combine our knowledge about many individual
physical processes in a quantitative way. Obviously, knowledge about
these processes is incomplete and often inaccurate, and each model is
a compromise as to how many processes are included, at what level of
complexity and with what resolution20, given limited computer and
human resources. A critical appraisal of what can be learnt from a
particular (necessarily imperfect) model experiment thus involves
not only looking at the result, but also understanding exactly how it
was obtained. For this reason, non-specialists sometimes suspect that
models are either notoriously wrong or ‘can be tuned to do anything’.
(In fact, ‘tuning’ to determine the optimal values for certain model

parameters is an essential part of constructing a good model; a set of
rules for good tuning practice is proposed in ref. 21.)

Nevertheless, models have now reached a level where useful and
fairly realistic simulations of many aspects of palaeoclimate have
become possible, so that a quantitative understanding of key 
mechanisms and feedbacks in past climate changes is emerging. On
the other hand, palaeoclimatic reconstructions of past climatic 
forcings and the resulting changes in atmospheric and oceanic 
conditions are now advanced enough to provide a challenging test
bed for the performance of climate models. This is an important
credibility test for models that are also used for estimating the effects
of anthropogenic climate forcing from increasing concentrations of
greenhouse gases.

A landmark was reached with the first simulations of a radically
different climate, that of the Last Glacial Maximum (LGM), with cou-
pled ocean–atmosphere models from prescribed orbital, CO2 and
continental ice-sheet forcing22–25. The huge computing requirements
of this task, resulting from the long timescale of adjustment of the
ocean circulation (several thousand years), were overcome in differ-
ent ways: by using fast models of intermediate complexity22,23, by
studying only the initial adjustment to the forcing24, or by brute force,
running the model for over a year on a supercomputer25. These 
models confirm the result of the much cheaper, atmosphere-only sim-
ulations of glacial climate (see, for example, ref. 26) that, given these
forcings, the high albedo of the continental ice sheets and the low CO2

concentrations are the dominant factors leading to a global cooling. In
addition, the coupled models predict the state of the ocean circulation
and the effect of oceanic changes on surface climate. For example, two
of the models22,25 obtained a southward shift of NADW formation in
glacial climate, as is suggested by sediment data16,17.

Glacial inception
The first of the major climatic changes considered here is the transi-
tion from the Eemian interglacial to the beginning of glacial climate,
which occurred between 120,000 years (120 kyr) and 115 kyr ago.
Data for the Eemian climate are too scarce to build a reliable picture,
but global simulations of Eemian climate together with local 
palaeodata suggest it may have been around 1 !C warmer (global
annual mean) compared with the modern pre-industrial climate27,
with particularly warm temperatures in Northern Hemisphere 
summers. Sea-level reconstructions28 show that climate moved
rapidly from this state into the last glacial, reaching almost half of the
glacial-maximum ice volume within a few thousand years (see review
in this issue by Lambeck et al., pages 199–206). The challenge of
understanding this shift has become known as the ‘glacial inception
problem’.

The cause for this climate shift must be the Milankovich cycles of
the Earth’s orbit around the Sun, which are believed to be the ultimate
forcing for the glacial cycles of the past 2 million years. At 115 kyr ago,
summer insolation at high northern latitudes was up to 40 W m–2 less
than at present. Simple, nonlinear conceptual models29 are able to
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Figure 3 Temperature
reconstructions from ocean
sediments and Greenland
ice. Proxy data from the
subtropical Atlantic86 (green)
and from the Greenland ice
core GISP2 (ref. 87; blue) 
show several
Dansgaard–Oeschger (D/O)
warm events (numbered).
The timing of Heinrich
events is marked in red.
Grey lines at intervals of 1,470 years illustrate the tendency of D/O events to occur with this spacing, or multiples thereof.
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in the Heinrich mode NADW formation all but ceased and waters of
Antarctic origin filled the deep Atlantic basin. This grouping of the
data in three distinct modes is a somewhat subjective interpretation.
However, it is clear that latitude shifts of convection (between the
Nordic Seas and the region south of Iceland) have occurred16,17, and
that at certain times (for example, during Heinrich events) NADW
formation was interrupted11,18. There is also firm evidence now for a
link between these changes in ocean circulation and changes in surface
climate (argued in more detail in refs 8, 19).

Modelling past climate and ocean changes
Numerical models of the climate system are essential in the forma-
tion and exploration of quantitative hypotheses about the dynamics
of climate changes; the system is too complex to be understood by
heuristic arguments or analytical calculations. Numerical models
incorporate and combine our knowledge about many individual
physical processes in a quantitative way. Obviously, knowledge about
these processes is incomplete and often inaccurate, and each model is
a compromise as to how many processes are included, at what level of
complexity and with what resolution20, given limited computer and
human resources. A critical appraisal of what can be learnt from a
particular (necessarily imperfect) model experiment thus involves
not only looking at the result, but also understanding exactly how it
was obtained. For this reason, non-specialists sometimes suspect that
models are either notoriously wrong or ‘can be tuned to do anything’.
(In fact, ‘tuning’ to determine the optimal values for certain model

parameters is an essential part of constructing a good model; a set of
rules for good tuning practice is proposed in ref. 21.)

Nevertheless, models have now reached a level where useful and
fairly realistic simulations of many aspects of palaeoclimate have
become possible, so that a quantitative understanding of key 
mechanisms and feedbacks in past climate changes is emerging. On
the other hand, palaeoclimatic reconstructions of past climatic 
forcings and the resulting changes in atmospheric and oceanic 
conditions are now advanced enough to provide a challenging test
bed for the performance of climate models. This is an important
credibility test for models that are also used for estimating the effects
of anthropogenic climate forcing from increasing concentrations of
greenhouse gases.

A landmark was reached with the first simulations of a radically
different climate, that of the Last Glacial Maximum (LGM), with cou-
pled ocean–atmosphere models from prescribed orbital, CO2 and
continental ice-sheet forcing22–25. The huge computing requirements
of this task, resulting from the long timescale of adjustment of the
ocean circulation (several thousand years), were overcome in differ-
ent ways: by using fast models of intermediate complexity22,23, by
studying only the initial adjustment to the forcing24, or by brute force,
running the model for over a year on a supercomputer25. These 
models confirm the result of the much cheaper, atmosphere-only sim-
ulations of glacial climate (see, for example, ref. 26) that, given these
forcings, the high albedo of the continental ice sheets and the low CO2

concentrations are the dominant factors leading to a global cooling. In
addition, the coupled models predict the state of the ocean circulation
and the effect of oceanic changes on surface climate. For example, two
of the models22,25 obtained a southward shift of NADW formation in
glacial climate, as is suggested by sediment data16,17.

Glacial inception
The first of the major climatic changes considered here is the transi-
tion from the Eemian interglacial to the beginning of glacial climate,
which occurred between 120,000 years (120 kyr) and 115 kyr ago.
Data for the Eemian climate are too scarce to build a reliable picture,
but global simulations of Eemian climate together with local 
palaeodata suggest it may have been around 1 !C warmer (global
annual mean) compared with the modern pre-industrial climate27,
with particularly warm temperatures in Northern Hemisphere 
summers. Sea-level reconstructions28 show that climate moved
rapidly from this state into the last glacial, reaching almost half of the
glacial-maximum ice volume within a few thousand years (see review
in this issue by Lambeck et al., pages 199–206). The challenge of
understanding this shift has become known as the ‘glacial inception
problem’.

The cause for this climate shift must be the Milankovich cycles of
the Earth’s orbit around the Sun, which are believed to be the ultimate
forcing for the glacial cycles of the past 2 million years. At 115 kyr ago,
summer insolation at high northern latitudes was up to 40 W m–2 less
than at present. Simple, nonlinear conceptual models29 are able to
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Figure 3 Temperature
reconstructions from ocean
sediments and Greenland
ice. Proxy data from the
subtropical Atlantic86 (green)
and from the Greenland ice
core GISP2 (ref. 87; blue) 
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Dansgaard–Oeschger (D/O)
warm events (numbered).
The timing of Heinrich
events is marked in red.
Grey lines at intervals of 1,470 years illustrate the tendency of D/O events to occur with this spacing, or multiples thereof.
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in the Heinrich mode NADW formation all but ceased and waters of
Antarctic origin filled the deep Atlantic basin. This grouping of the
data in three distinct modes is a somewhat subjective interpretation.
However, it is clear that latitude shifts of convection (between the
Nordic Seas and the region south of Iceland) have occurred16,17, and
that at certain times (for example, during Heinrich events) NADW
formation was interrupted11,18. There is also firm evidence now for a
link between these changes in ocean circulation and changes in surface
climate (argued in more detail in refs 8, 19).

Modelling past climate and ocean changes
Numerical models of the climate system are essential in the forma-
tion and exploration of quantitative hypotheses about the dynamics
of climate changes; the system is too complex to be understood by
heuristic arguments or analytical calculations. Numerical models
incorporate and combine our knowledge about many individual
physical processes in a quantitative way. Obviously, knowledge about
these processes is incomplete and often inaccurate, and each model is
a compromise as to how many processes are included, at what level of
complexity and with what resolution20, given limited computer and
human resources. A critical appraisal of what can be learnt from a
particular (necessarily imperfect) model experiment thus involves
not only looking at the result, but also understanding exactly how it
was obtained. For this reason, non-specialists sometimes suspect that
models are either notoriously wrong or ‘can be tuned to do anything’.
(In fact, ‘tuning’ to determine the optimal values for certain model

parameters is an essential part of constructing a good model; a set of
rules for good tuning practice is proposed in ref. 21.)

Nevertheless, models have now reached a level where useful and
fairly realistic simulations of many aspects of palaeoclimate have
become possible, so that a quantitative understanding of key 
mechanisms and feedbacks in past climate changes is emerging. On
the other hand, palaeoclimatic reconstructions of past climatic 
forcings and the resulting changes in atmospheric and oceanic 
conditions are now advanced enough to provide a challenging test
bed for the performance of climate models. This is an important
credibility test for models that are also used for estimating the effects
of anthropogenic climate forcing from increasing concentrations of
greenhouse gases.

A landmark was reached with the first simulations of a radically
different climate, that of the Last Glacial Maximum (LGM), with cou-
pled ocean–atmosphere models from prescribed orbital, CO2 and
continental ice-sheet forcing22–25. The huge computing requirements
of this task, resulting from the long timescale of adjustment of the
ocean circulation (several thousand years), were overcome in differ-
ent ways: by using fast models of intermediate complexity22,23, by
studying only the initial adjustment to the forcing24, or by brute force,
running the model for over a year on a supercomputer25. These 
models confirm the result of the much cheaper, atmosphere-only sim-
ulations of glacial climate (see, for example, ref. 26) that, given these
forcings, the high albedo of the continental ice sheets and the low CO2

concentrations are the dominant factors leading to a global cooling. In
addition, the coupled models predict the state of the ocean circulation
and the effect of oceanic changes on surface climate. For example, two
of the models22,25 obtained a southward shift of NADW formation in
glacial climate, as is suggested by sediment data16,17.

Glacial inception
The first of the major climatic changes considered here is the transi-
tion from the Eemian interglacial to the beginning of glacial climate,
which occurred between 120,000 years (120 kyr) and 115 kyr ago.
Data for the Eemian climate are too scarce to build a reliable picture,
but global simulations of Eemian climate together with local 
palaeodata suggest it may have been around 1 !C warmer (global
annual mean) compared with the modern pre-industrial climate27,
with particularly warm temperatures in Northern Hemisphere 
summers. Sea-level reconstructions28 show that climate moved
rapidly from this state into the last glacial, reaching almost half of the
glacial-maximum ice volume within a few thousand years (see review
in this issue by Lambeck et al., pages 199–206). The challenge of
understanding this shift has become known as the ‘glacial inception
problem’.

The cause for this climate shift must be the Milankovich cycles of
the Earth’s orbit around the Sun, which are believed to be the ultimate
forcing for the glacial cycles of the past 2 million years. At 115 kyr ago,
summer insolation at high northern latitudes was up to 40 W m–2 less
than at present. Simple, nonlinear conceptual models29 are able to
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in the Heinrich mode NADW formation all but ceased and waters of
Antarctic origin filled the deep Atlantic basin. This grouping of the
data in three distinct modes is a somewhat subjective interpretation.
However, it is clear that latitude shifts of convection (between the
Nordic Seas and the region south of Iceland) have occurred16,17, and
that at certain times (for example, during Heinrich events) NADW
formation was interrupted11,18. There is also firm evidence now for a
link between these changes in ocean circulation and changes in surface
climate (argued in more detail in refs 8, 19).

Modelling past climate and ocean changes
Numerical models of the climate system are essential in the forma-
tion and exploration of quantitative hypotheses about the dynamics
of climate changes; the system is too complex to be understood by
heuristic arguments or analytical calculations. Numerical models
incorporate and combine our knowledge about many individual
physical processes in a quantitative way. Obviously, knowledge about
these processes is incomplete and often inaccurate, and each model is
a compromise as to how many processes are included, at what level of
complexity and with what resolution20, given limited computer and
human resources. A critical appraisal of what can be learnt from a
particular (necessarily imperfect) model experiment thus involves
not only looking at the result, but also understanding exactly how it
was obtained. For this reason, non-specialists sometimes suspect that
models are either notoriously wrong or ‘can be tuned to do anything’.
(In fact, ‘tuning’ to determine the optimal values for certain model

parameters is an essential part of constructing a good model; a set of
rules for good tuning practice is proposed in ref. 21.)

Nevertheless, models have now reached a level where useful and
fairly realistic simulations of many aspects of palaeoclimate have
become possible, so that a quantitative understanding of key 
mechanisms and feedbacks in past climate changes is emerging. On
the other hand, palaeoclimatic reconstructions of past climatic 
forcings and the resulting changes in atmospheric and oceanic 
conditions are now advanced enough to provide a challenging test
bed for the performance of climate models. This is an important
credibility test for models that are also used for estimating the effects
of anthropogenic climate forcing from increasing concentrations of
greenhouse gases.

A landmark was reached with the first simulations of a radically
different climate, that of the Last Glacial Maximum (LGM), with cou-
pled ocean–atmosphere models from prescribed orbital, CO2 and
continental ice-sheet forcing22–25. The huge computing requirements
of this task, resulting from the long timescale of adjustment of the
ocean circulation (several thousand years), were overcome in differ-
ent ways: by using fast models of intermediate complexity22,23, by
studying only the initial adjustment to the forcing24, or by brute force,
running the model for over a year on a supercomputer25. These 
models confirm the result of the much cheaper, atmosphere-only sim-
ulations of glacial climate (see, for example, ref. 26) that, given these
forcings, the high albedo of the continental ice sheets and the low CO2

concentrations are the dominant factors leading to a global cooling. In
addition, the coupled models predict the state of the ocean circulation
and the effect of oceanic changes on surface climate. For example, two
of the models22,25 obtained a southward shift of NADW formation in
glacial climate, as is suggested by sediment data16,17.

Glacial inception
The first of the major climatic changes considered here is the transi-
tion from the Eemian interglacial to the beginning of glacial climate,
which occurred between 120,000 years (120 kyr) and 115 kyr ago.
Data for the Eemian climate are too scarce to build a reliable picture,
but global simulations of Eemian climate together with local 
palaeodata suggest it may have been around 1 !C warmer (global
annual mean) compared with the modern pre-industrial climate27,
with particularly warm temperatures in Northern Hemisphere 
summers. Sea-level reconstructions28 show that climate moved
rapidly from this state into the last glacial, reaching almost half of the
glacial-maximum ice volume within a few thousand years (see review
in this issue by Lambeck et al., pages 199–206). The challenge of
understanding this shift has become known as the ‘glacial inception
problem’.

The cause for this climate shift must be the Milankovich cycles of
the Earth’s orbit around the Sun, which are believed to be the ultimate
forcing for the glacial cycles of the past 2 million years. At 115 kyr ago,
summer insolation at high northern latitudes was up to 40 W m–2 less
than at present. Simple, nonlinear conceptual models29 are able to
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in the Heinrich mode NADW formation all but ceased and waters of
Antarctic origin filled the deep Atlantic basin. This grouping of the
data in three distinct modes is a somewhat subjective interpretation.
However, it is clear that latitude shifts of convection (between the
Nordic Seas and the region south of Iceland) have occurred16,17, and
that at certain times (for example, during Heinrich events) NADW
formation was interrupted11,18. There is also firm evidence now for a
link between these changes in ocean circulation and changes in surface
climate (argued in more detail in refs 8, 19).

Modelling past climate and ocean changes
Numerical models of the climate system are essential in the forma-
tion and exploration of quantitative hypotheses about the dynamics
of climate changes; the system is too complex to be understood by
heuristic arguments or analytical calculations. Numerical models
incorporate and combine our knowledge about many individual
physical processes in a quantitative way. Obviously, knowledge about
these processes is incomplete and often inaccurate, and each model is
a compromise as to how many processes are included, at what level of
complexity and with what resolution20, given limited computer and
human resources. A critical appraisal of what can be learnt from a
particular (necessarily imperfect) model experiment thus involves
not only looking at the result, but also understanding exactly how it
was obtained. For this reason, non-specialists sometimes suspect that
models are either notoriously wrong or ‘can be tuned to do anything’.
(In fact, ‘tuning’ to determine the optimal values for certain model

parameters is an essential part of constructing a good model; a set of
rules for good tuning practice is proposed in ref. 21.)

Nevertheless, models have now reached a level where useful and
fairly realistic simulations of many aspects of palaeoclimate have
become possible, so that a quantitative understanding of key 
mechanisms and feedbacks in past climate changes is emerging. On
the other hand, palaeoclimatic reconstructions of past climatic 
forcings and the resulting changes in atmospheric and oceanic 
conditions are now advanced enough to provide a challenging test
bed for the performance of climate models. This is an important
credibility test for models that are also used for estimating the effects
of anthropogenic climate forcing from increasing concentrations of
greenhouse gases.

A landmark was reached with the first simulations of a radically
different climate, that of the Last Glacial Maximum (LGM), with cou-
pled ocean–atmosphere models from prescribed orbital, CO2 and
continental ice-sheet forcing22–25. The huge computing requirements
of this task, resulting from the long timescale of adjustment of the
ocean circulation (several thousand years), were overcome in differ-
ent ways: by using fast models of intermediate complexity22,23, by
studying only the initial adjustment to the forcing24, or by brute force,
running the model for over a year on a supercomputer25. These 
models confirm the result of the much cheaper, atmosphere-only sim-
ulations of glacial climate (see, for example, ref. 26) that, given these
forcings, the high albedo of the continental ice sheets and the low CO2

concentrations are the dominant factors leading to a global cooling. In
addition, the coupled models predict the state of the ocean circulation
and the effect of oceanic changes on surface climate. For example, two
of the models22,25 obtained a southward shift of NADW formation in
glacial climate, as is suggested by sediment data16,17.

Glacial inception
The first of the major climatic changes considered here is the transi-
tion from the Eemian interglacial to the beginning of glacial climate,
which occurred between 120,000 years (120 kyr) and 115 kyr ago.
Data for the Eemian climate are too scarce to build a reliable picture,
but global simulations of Eemian climate together with local 
palaeodata suggest it may have been around 1 !C warmer (global
annual mean) compared with the modern pre-industrial climate27,
with particularly warm temperatures in Northern Hemisphere 
summers. Sea-level reconstructions28 show that climate moved
rapidly from this state into the last glacial, reaching almost half of the
glacial-maximum ice volume within a few thousand years (see review
in this issue by Lambeck et al., pages 199–206). The challenge of
understanding this shift has become known as the ‘glacial inception
problem’.

The cause for this climate shift must be the Milankovich cycles of
the Earth’s orbit around the Sun, which are believed to be the ultimate
forcing for the glacial cycles of the past 2 million years. At 115 kyr ago,
summer insolation at high northern latitudes was up to 40 W m–2 less
than at present. Simple, nonlinear conceptual models29 are able to
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Figure 1.6: Schematic of three suggested modes of ocean circulation that prevailed during
different times of the last glacial period. Shown is a section along the Atlantic. The rise in
bottom topography symbolizes the shallow sill between Greenland and Scotland. North
Atlantic overturning is shown by the red line, Antarctic bottom water by the blue line.
Figure and (adapted) caption from Rahmstorf [2002].

the North Atlantic and the Nordic Seas during Greenland stadials and interstadials, as
suggested by Dokken et al. [2013].

The D-O climate fluctuations are not only visible in Greenland ice core records, but
have also been discovered in numerous marine records from the North Atlantic, the
tropics and the Southern Hemisphere (see Voelker, 2002, for a comprehensive review).
Reconstructions of past ocean temperatures can be inferred from proxies such as plank-
tic (near-surface dwellering) foraminifera assemblages, from organic geochemistry using
alkenone unsaturation indices, from Mg/Ca-concentrations in corals or calcite shells, or
from oxygen isotopes. The relationship of proxy observations to physical variables is of-
ten tenuous, leading to large uncertainties, and the observations are very sparse in space
and time. For instance, Fig. 1.5 shows the sparse spatial coverage of marine sediment
cores which provide near-surface proxy data that cover the period between Greenland
interstadials 7 and 8 (ca. 35 - 38 kyr ago) with at least 500-year resolution. In contrast,
modern ocean observations have much smaller uncertainties and are much more dense
in space and time. The Argo floats in Fig. 1.10 comprise only a fraction of the modern
ocean observation. Each Argo float samples the temperature and salinity profile of the
full upper 2000m of the water column, while a marine sediment core provides proxy in-
formation about the conditions near the surface or the ocean bottom, while the exact
depth depends on the species’ habitat and is often difficult to estimate.

The mechanism behind the millenial-scale climate variability and the abrupt D-O
events is still unclear. The classical view is that the D-O events are caused by changes
in ocean circulation [Broecker et al., 1985], as shown in the schematics in Fig. 1.6.
Warm interstadial periods are linked to a vigorous AMOC (Fig. 1.6(a)), which effectively
transports heat to the high-latitude North Atlantic. The addition of freshwater into the
North Atlantic through the melting of large continental ice sheets is believed to have
reduced North Atlantic Deep Water formation, by inducing stratification and inhibiting
convection in the North Atlantic. The subsequent slowdown of the AMOC leads to a
cooling in the Northern Hemisphere (Fig. 1.6(b)) and cold stadial conditions. In the ‘off
mode’ (Fig. 1.6(c)), the AMOC is not only slowed down but shut down, which leads to
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Figure 1.7: The observing array of the Overturning in the Subpolar North Atlantic Pro-
gram (OSNAP), deployed in the summer 2014 along a section from Labrador to Green-
land to Scotland. The OSNAP array is a composition of moorings and gliders. Figure
from Lozier et al. [2017]. ©American Meteorological Society. Used with permission.

particularly dramatic cooling, referred to as Heinrich events. Another hypothesis is that
the D-O events are linked to rapid changes in sea-ice cover in the Nordic Seas and North
Atlantic [Gildor and Tziperman, 2003; Li et al., 2005; Dokken et al., 2013; Petersen et al.,
2013; Sadatzki et al., 2019]. Changes in sea-ice influence the atmospheric temperature, by
altering heat release from the ocean. In a recent study, Sadatzki et al. [2019] reconstruct
sea-ice variability during several D-O cycles. The authors suggest that the changes in sea-
ice shaped regime shifts between surface stratification and deep convection in the Nordic
Seas and played a persistent role in triggering the abrupt stadial-interstadial climate
transitions. A third hypothesis is that the D-O variability is caused by shifts of the
atmospheric jet, owing to interactions with the Laurentide and Fennoscandian ice sheets
[e.g., Jackson, 2000; Roe and Lindzen, 2001]. Using a simplified ice sheet-stationary
wave model, Roe and Lindzen [2001] show that the mean structure of the westerly wind
system is quite different from its modern value, when massive ice sheets are encountered.
More than one equilibrium is possible, with the prevailing winds shifting north and south
of the Laurentide and Fennoscandian ice sheets.

1.1.5 The OSNAP observing system

In the summer of 2014, OSNAP (the Overturning in the Subpolar North Atlantic Pro-
gram) deployed an observing system to better understand the subpolar AMOC and gyre
circulation [www.o-snap.org; Lozier et al., 2017]. Being composed of densely spaced
moorings and gliders, the OSNAP array measures temperature, salinity, and velocity
along a coast-to-coast section in the subpolar North Atlantic (Fig. 1.7). The OSNAP ar-
ray consists of two sections: OSNAP-West, extending from Labrador to the southwestern
tip of Greenland, and OSNAP-East, extending from the southeastern tip of Greenland to
Scotland. The moorings are placed in the boundary currents of the four major basins of
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the subpolar North Atlantic - the Labrador Sea, Irminger Sea, Iceland Basin, and Rock-
all Trough (see Fig. 1.1) - and the gliders take measurements in the regions between.

The first 21 months of OSNAP data suggest that the Labrador Sea plays only a
minor role in the strength and variability of the overturning and heat transport in the
subpolar basin [Lozier et al., 2019]. Instead, over the course of the OSNAP record,
subpolar overturning and heat transport are dominated by water mass transformation
north of the OSNAP-East leg, between Greenland and Europe. The dominance of deep
water formation in the Irminger and Iceland basins, rather than in the Labrador Sea,
departs from the prevailing view that changes in Labrador Sea deep water formation are
the key process for AMOC variability. This classical view is attributable to the fact that
in most ocean-ice models, the multi-annual to decadal variability of the AMOC is set
by changes in Labrador Sea deep water formation [Danabasoglu et al., 2016; Xu et al.,
2018]. While the 21-month long OSNAP record presented by Lozier et al. [2019] does
not resolve these timescales, it challenges our understanding of the processes that govern
circulation and deep water formation in the subpolar North Atlantic.

1.1.6 Open questions and observational needs

There is an ongoing debate on the role of the subpolar North Atlantic in observed
variability and predictability of Atlantic climate. Some of the debated questions as well
as observational needs are listed here:

1. Causes of observed variability. What drives variability in Atlantic ocean circu-
lation, e.g., overturning, heat and freshwater transports, upper-ocean heat content,
and SST, on monthly to millenial timescales? How much of the observed variabil-
ity can be attributed to external vs. internal forcing? How much of the external
variability is controlled by wind vs. buoyancy forcing? What is the relative impor-
tance of local vs. remote forcing? What is the role of North Atlantic deep water
formation for generating variability in Atlantic climate?

2. Predictability. Which are the mechanisms that govern Atlantic SST predictabil-
ity on seasonal to decadal timescales? Are processes in the subpolar North Atlantic,
such as the formation of North Atlantic deep water, a primary source of decadal
climate predictability? Can the monitoring of certain regions or oceanic processes
provide an “early warning system” for future changes in Atlantic climate? If so,
what are the predictability horizons, and what metrics are most predictable?

3. Model spread and observational needs. Due to the complex nature of the
oceanic circulation and processes in the subpolar North Atlantic [e.g., Holliday
et al., 2018], ocean models show a wide spread in the time-mean and time-varying
simulated ocean state in the subpolar North Atlantic [Menary et al., 2015; Mar-
zocchi et al., 2015] and in basin-wide AMOC estimates [Danabasoglu et al., 2014,
2016]. Moreover, climate models from the Fifth Coupled Model Intercomparison
Project exhibit varying capability in simulating the stratification [Sgubin et al.,
2017] and deep convection [Heuzé, 2017] in the subpolar North Atlantic. However,
understanding and predicting the role of the ocean in future climate and anthro-
pogenic carbon uptake/storage in the North Atlantic, will require climate models
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that realistically simulate the mechanisms setting the strength, the variability, and
the trends of Atlantic ocean circulation. In-situ ocean observations, such as the
recently acquired OSNAP data, are beginning to provide the foundation for as-
sessing model performance. However, most observational efforts, including the
OSNAP array, rely on short-term funding periods, while only long-term continu-
ous time series can provide the much-needed benchmark to evaluate and validate
climate model simulations [e.g., National Academies of Sciences, Engineering, and
Medicine, 2017].

Like in the modern ocean, paleoceanography depends crucially on observations.
However, data types and coverage are (and always will be) very limited, and proxy
data entails large uncertainties. For paleoclimate reconstructions, model-data syn-
thesis seems promising - if not necessary - since it permits using dynamical princi-
ples to constrain interpretations of proxy observations, to quantify the inferential
power of proxy data, and to compute observable and unobservable climate aspects.
Model-data synthesis for paleoceanographic applications is a research topic that is
still in its infancy - with many challenges yet to be tackled.

4. Design of an effective Atlantic observing system. Given the cost of deploy-
ing and maintaining ocean observing systems, these systems have to be designed
carefully. Key questions are: What is the (optimal) instrument configuration for
a long-term sustained Atlantic observing system, which is both cost-efficient and
capable to monitor Atlantic key processes and ocean variability? Which informa-
tion is contained in already existing observation networks, e.g., the ones part of the
Global Ocean Observing System (GOOS, http://www.goosocean.org/)? What
do such existing networks tell us about ocean circulation in remote regions away
from the instruments? Is there any redundancy in existing configuations?

Some of these questions and needs will be addressed in this thesis. The thesis goals
and objectives are outlined in Section 1.4. To achieve these goals, I will use a range of
computational tools that are based on the adjoint of an ocean general circulation model.
These tools comprise comprehensive sensitivity analysis, and dynamics-based observing
system design within an ocean inverse modeling framework. In the next two sections, I
will explain these tools further.

1.2 Adjoint models

Ocean General Circulation Models (GCMs) are numerical tools to simulate the non-
linear dynamics of the ocean, based on a spatio-temporal discretization of the conser-
vation equations for mass/volume, momentum, heat and salt. This is illustrated within
box B of Fig. 1.8. For every model grid cell, the GCM computes the prognostic (or ocean
state) variables, i.e., temperature (T), salinity (S), and the three velocity components
(u,v,w). Here, the grid cells are represented by the dashed boxes, and labelled from 1
to K. Starting at initial time t0, the GCM numerically integrates the discretized equa-
tions of fluid motion, and simulates the ocean state variables in each grid cell at the next
time t1. Iterating this process many times (delineated by the arrows from left to right
within box B), one obtains the simulated ocean state at final time tT . In the course of
these numerical computations, the GCM requires input variables x1, . . . , xN , shown in
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indicated through the network diagram.
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box A in Fig. 1.8. These input variables consist of (a) initial conditions of the ocean
state, e.g., initial T, S, u, v, and w at every model grid cell, (b) (time-evolving) bound-
ary conditions, e.g., atmospheric temperature, wind, and precipitation at every surface
grid cell and at every time t0, t1, . . . tT , and (c) uncertain model parameters, e.g., param-
eters used for unresolved subgrid-scale processes associated with advection and mixing
by eddies. The number of input variables (N) is enormous: depending on the model res-
olution and length of the GCM simulation, it is on the order of millions to billions (or
even trillions).

Many questions investigated by oceanographers and climate dynamicists concern sen-
sitivity of the climate system, or certain characteristics of it. The adjoint of a GCM - also
called the associated ‘adjoint model’ - is a powerful tool to compute linearized sensitivi-
ties of a scalar GCM output variable with respect to all GCM input variables x1, . . . , xN .
In ocean and climate research, adjoint models are mainly used for two types of applica-
tions, represented by the two branches (I) and (II) in the lower half of Fig. 1.8:

(I) State estimation (left branch in Fig. 1.8). The GCM output variable is chosen to
be a scalar-valued model-data misfit function Jmisfit(x) (box C.I), or a regularized
version of it. Jmisfit(x) sums up all the (weighted) misfits of available ocean obser-
vations y1, . . . , yM and the observations’ counterparts f1(x), . . . , fM (x) simulated
by the model. The simulated observations f1(x), . . . , fM (x) are derived from the
simulated ocean state (box B). For instance, f1(x) might be the temperature in a
certain grid cell averaged over multiple time steps, and fM (x) might be horizon-
tal velocity averaged over multiple grid cells (see Fig. 1.8). Obtaining the gradient
∇xJmisfit = (∂Jmisfit

∂x1
, . . . , ∂Jmisfit

∂xN
)T , i.e., the linearized sensitivities of Jmisfit(x) to all

input variables x1, . . . , xN , enables gradient-based algorithms to find the optimal
set of input variables which minimizes the model-data misfit function Jmisfit(x)
[Wunsch and Heimbach, 2007]. The associated simulated ocean state is a data-
constrained dynamically consistent GCM simulation. More details are given in
Section 1.2.1.

(II) Sensitivity analysis (right branch in Fig. 1.8). The GCM output variable is cho-
sen to be a scalar-valued climate quantity of interest QoI(x) (box C.II), e.g., heat
content of a specific ocean basin in winter 2018/2019, or any other diagnostic (or
prognostic) scalar variable that can be derived from the time-evolving simulated
ocean state (box B). The linearized sensitivities of QoI(x) to all input variables,
i.e., ∂(QoI)

∂x1
, . . . ,

∂(QoI)
∂xN

, reveal all possible dynamical mechanisms and pathways via
which small-amplitude perturbations in the input variables, e.g., surface forcing
over the globe for all forcing lead times, impact the QoI. Thereby, physical telecon-
nections and causal chains in the model equations can be examined [e.g., Marotzke
et al., 1999; Heimbach et al., 2011], and rigorous dynamics-based attribution stud-
ies can be performed [Pillar et al., 2016; Smith and Heimbach, 2019]. More details
are explained in Section 1.2.2.

From a computational point of view, these two applications have the following in
common: One is interested in the sensitivity of one scalar-valued GCM output variable
(box C.I or C.II in Fig. 1.8) to many input variables x1, . . . , xN (the many small or-
ange boxes within box A). This is exactly the framework in which an adjoint model is



12 Introduction

(a) Perturbation experiment

input variables

output variables

GCM

(b) Adjoint model

input variables

output variables

GCM

Figure 1.9: Schematic contrasting (a) a perturbation experiment and (b) an adjoint
model. A traditional perturbation experiment computes the nonlinear response of all
output variables to a single input perturbation. (b) The adjoint model computes the
linear sensitivity of one output to all input variables (in a single run). Computing the
effect of all input variables on an output variable by means of perturbation experiments
is computationally prohibitive for a GCM with millions to billions of input variables. For
typical adjoint applications, the output variable of interest is a scalar model-data misfit
function (C.I in Fig. 1.8) or climate quantity of interest (C.II in Fig. 1.8).

particularly efficient: it computes the linearized sensitivity of one output to all input
variables in a single model run (Fig. 1.9(b)). In contrast, running a traditional pertur-
bation experiment assesses the non-linear response of all model outputs to a single input
perturbation (Fig. 1.9(a)). To determine the effect of all input variables on the output
variable of interest by means of perturbation experiments would require N (on the order
of millions to billions) simulations with an ocean GCM, each representing a perturba-
tion experiment for a different input variable. This is computationally prohibitive.

To generate an adjoint model from its parent non-linear GCM, one requires an al-
gorithmic differentiation tool that generates line-by-line derivatives of the model code
[Giering and Kaminski, 1998]. To obtain the derivative of the entire code, the line-
by-line derivatives have to be connected by the chain rule. The adjoint model applies
the chain rule from bottom to top, and is therefore sometimes thought of as operating
backwards (cf. the upward-pointing green arrows in Fig. 1.9(b)). Closely linked to the
adjoint model is the tangent linear model. The latter evaluates the chain rule from top
to bottom, thereby operating in the forward sense. Conceptually, a tangent linear model
corresponds therefore to the schematic in Fig. 1.9(a): it computes linearized sensitivities
of all output variables to one input variable (while a perturbation experiment evaluates
non-linear responses). While applying the chain rule from bottom to top, the adjoint
model traces the dependencies (arrows in Fig. 1.8) of the output variable under consid-
eration backwards to all input variables - and, on the fly, to all prognostic variables (the
small gray boxes in Fig. 1.8). These dependencies can be of complicated nature because
the input variables enter the GCM calculations at different times, the simulated ocean
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state at any time depends on the previous ocean states, and the output variable may
depend on the simulated ocean state in an involved manner (see the network diagram in
Fig. 1.8).

1.2.1 State estimation

Ocean state estimation combines information contained in (a) ocean observations and (b)
physical laws, by “fitting” an ocean GCM optimally to the available ocean observations.
The fitting is done by adjusting the uncertain input variables x = (x1, . . . , xN ) in box A
of Fig. 1.8, also called the ‘control variables’. Typically, control variables are adjusted on
a grid point basis of the underlying GCM, i.e., initial conditions and model parameters
are adjusted at every model grid cell, and the time-evolving atmospheric forcing fields at
every surface ocean grid cell. This results in a tremendously large control space dimension
(N), typically on the order of O(106) − O(108) [Forget et al., 2015]. The optimal set
of control variables is given by xmin, the minimizer of the regularized model-data misfit
function

J(x) = Jmisfit(x) + Jreg(x). (1.1)

The minimizer xmin can be found through an interative procedure, where the gradient
information ∇xJ provided by the adjoint elucidates where to place a next better guess -
until convergence is obtained. The first term in (1.1), Jmisfit(x), measures the misfit be-
tween the observations and the observations’ counterparts simulated by the model (see
left branch in Fig. 1.8). The second term in (1.1), Jreg(x), penalizes deviations from
a first-guess. The penalization term is added to ‘regularize’ the minimization problem,
which otherwise would be ill-posed, i.e., have many possible solutions [Wunsch, 1996;
Tarantola, 2005].

Using the adjoint method to minimize (1.1) for the purpose of state estimation is
also referred to as solving a non-linear inverse problem. The term ‘inverse problem’ can
be explained as follows. Given the available observations at the end of the flowchart
of Fig. 1.8, one adjusts the control variables at the start of the flow chart such as to
minimize the discrepancy between the model and observations. This procedure can be
thought of as ‘inverting’ for the optimal set of control variables [Wunsch, 1996; Taran-
tola, 2005]. The solution to a non-linear inverse problem, or an ocean state estimate, is a
freely running forward model. Nonlinear inverse problems therefore guarantee solutions
that are dynamically and kinematically self-consistent, a desirable property for studying
the ocean’s climate and variability [Wunsch and Heimbach, 2007; Stammer et al., 2016].

Ocean state estimation is for example pursued by the ECCO (Estimating the Circu-
lation and Climate of the Ocean) project [http://www.ecco-group.org/]. The ECCO
version 4 (ECCOv4) product is the dynamically consistent solution to a non-linear in-
verse problem, a hindcast of the evolving ocean state from 1992 to 2015, covering the
era of satellite altimetry [Forget et al., 2015; Fukumori et al., 2017]. ECCOv4 syn-
thesizes the MIT general circulation model (MITgcm; http://mitgcm.org/; [Marshall
et al., 1997a,b]) with several hundred million diverse oceanographic observations, includ-
ing satellite altimetry data, GRACE ocean bottom pressure, temperature and salinity
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Figure 1.10: Spatial coverage of 3925 Argo floats on January 29, 2019, retrieved from
argo.ucsd.edu/About_Argo.html. The temperature and salinity data from the Argo
profiling floats are used as data constraints in the ECCOv4 state estimate, alongside with
other observations including satellite altimetry data, GRACE ocean bottom pressure,
sea-ice measurements, and temperature and salinity profiles from other sources such as
CTDs, XBTs, moorings, and seals [Forget et al., 2015; Fukumori et al., 2017].

profiles from Argo, CTDs, XBTs, moorings, seals, and sea-ice measurements. Fig. 1.10
shows a snapshot of the spatial coverage of Argo floats on January 29, 2019.

1.2.2 Sensitivity analysis

Adjoint-based sensitivity analysis reveals causal chains and dynamical relationships
among physical variables encoded in the model. Given a chosen scalar quantity of in-
terest, the adjoint model provides the linearized sensitivity to model parameters and
forcing fields throughout the model domain, as a function of forcing lead time. For in-
stance, adjoint sensitivities have been used to study the dynamical cause of Atlantic
meridional heat transport [Marotzke et al., 1999; Heimbach et al., 2011], the Atlantic
meridional overturning circulation [Czeschel et al., 2010; Heimbach et al., 2011; Pillar
et al., 2016; Smith and Heimbach, 2019], Florida Current transport [Czeschel et al.,
2012], sea level on the Californian coast [Verdy et al., 2013], ocean bottom pressure in
the Arctic Mediterranean [Fukumori et al., 2015], and Labrador Sea heat content [Jones
et al., 2018]. Moreover, projection of historic forcing anomalies (e.g., from atmospheric
reanalyses) onto the corresponding adjoint sensitivities, provides a quantitative recon-
struction of wind- and buoyancy-driven variations in the studied oceanic quantity [Pillar
et al., 2016; Smith and Heimbach, 2019].

The approach of using adjoint sensitivities stands in sharp contrast to statistical
methods, such as correlations or regression. Adjoint sensitivities identify physical re-
lationships and causal chains contained in the model equations (which in turn only
approximately represent the real ocean). On the other hand, correlations provide an
empirical measure of how two variables vary concurrently or/and at some lead/lag, re-
gardless of whether or not they are causally related. To demonstrate that correlation
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Figure 1.11: The per capita cheese consumption in the US correlates with the number
of people in the US who die by becoming tangled in their bedsheets, with a correlation
factor of r = 0.947 (replotted from Vigen [2019], who makes a case for “correlation
does not guarantee causation”). While correlations can be spurious, adjoint sensitivities
identify physical relationships contained in the equations of the underlying model. The
adjoint of an accurate model would (hopefully!) find no link between consumed cheese
and bedsheet tanglings.

does not guarantee causation, Vigen [2019] points out that the per capita cheese con-
sumption in the US correlates with the number of people in the US who die by becoming
tangled in their bedsheets (Fig. 1.11).

The adjoint model approach is a powerful tool which allows to identify key regions and
physical mechanisms impacting a quantity of interest - in a way that is not feasible with
traditional forward perturbation experiments (see Fig. 1.9). However, a caveat of the
adjoint approach is that adjoint-derived sensitivities are a linearized approximation to the
non-linear responses, and may become less and less accurate with larger perturbations
and longer model integrations. Moreover, discontinuous processes, e.g., due to regime
transition, can cause instability in the adjoint model and often have to be substituted by
approximate adjoints [e.g., Forget et al., 2015]. Due to these limitations, the linearized
approximation and inexactness of the adjoint, the adjoint-derived sensitivities are to be
evaluated against (probe) non-linear perturbation experiments in order to assess their
applicability. The acceptable size of the input perturbation and considered timescale will
depend on the studied quantity of interest and the model setup. For instance, Czeschel
et al. [2010] find that in their MITgcm configuation at 1 ◦ horizontal resolution, the
adjoint and non-linear forward models show broadly consistent results for the evolution
of the AMOC at 27 ◦N over the first 15-20 years, after applying basin-wide heat flux
perturbations of amplitude 15 W/m2 over the subpolar gyre.
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1.3 Observing system design

Ocean observing systems provide information required to understand ocean circulation
and the ocean’s impact on climate and climate change, as well as to assess climate
model performance. Due to the ocean’s long memory, ocean observations need to be
sustained for decades (or even centuries) in order to substantially affect our present and
future knowledge of global ocean circulation [e.g., National Academies of Sciences, Engi-
neering, and Medicine, 2017]. However, observing systems are expensive to deploy and
maintain. It is thus an urgent task to quantitatively assess the effectiveness of existing
and potentially new observing systems.

In Section 1.3.1, I present frameworks within which observing systems can be evalu-
ated and designed. Section 1.3.2 explains the concept of Observing System [Simulation]
Experiments (OS[S]Es), the currently most popular approach to Observing System De-
sign. In Section 1.3.3, I give an overview of adjoint-based methods for Observing System
Design and whether they have been used for climate applications yet. Finally, in Sec-
tion 1.3.4, I briefly compare OSSEs and adjoint-based methods–with a view to ocean
climate research.

1.3.1 Frameworks

An ocean observation contains information on a much larger part of the ocean state than
the local measurement itself. This is because many regions of the ocean are connected
over long distances and time scales, e.g., through advective and diffusive processes, or
barotropic and baroclinic waves. Observing systems therefore have proxy potential for
other, possibly remote and unobserved, climate quantities of interest. Ocean data as-
similation systems account for this potential by systematically combining observations
with dynamical principles, expressed through a numerical model. In a data assimilation
system, the model acts as a dynamical interpolator, which propagates the assimilated
data from the observing system through space and time. Data assimilation systems are
therefore useful frameworks to evaluate ocean observing systems and their potential to
monitor non-measured quantities.

However, data assimilation systems differ in the techniques they apply [e.g., Law
et al., 2015, Stammer et al., 2016; Carrassi et al., 2018]:

• Filters estimate the ocean state in a temporal sequential fashion. Typically, up-
dates of the model forecast are performed every few hours, and for each update
information from the new observations since the most recent update are used.
Filter-based methods are commonly used for numerical weather prediction and
short-term operational ocean forecasts, but also for many ocean reanalyses prod-
ucts [see Balmaseda et al., 2015, for a review and intercomparison]. During the
sequential updates of the model forecast (the analysis step), artificial sources and
sinks of basic properties are introduced. While filter-based methods acknowledge
that the dynamic model is not perfect, their major drawback is that the simulated
trajectories of the state variables are no longer continuous and exhibit jumps at
each analysis step. An advantage of fiter-based methods is that they often com-
pute an uncertainty estimate as part of the solution algorithm. Examples for filter
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methods are the Kalman filter, the Ensemble Kalman Filter, or the 3-dimensional
variational (3D-Var) method.

• Smoothers propagate the information contained in observations both forward and
backward in time to constrain ocean circulation in a retrospective analysis. More-
over, smoother-based solutions produce estimates of the ocean state with smooth
trajectories. An example for a smoother-based approach is solving a non-linear in-
verse problem, as for instance done by the ECCO project [Forget et al., 2015]. Non-
linear inverse problems generate solutions that are freely running forward models
simulating hindcasts of the time-evolving ocean state. By means of the adjoint
method, the model’s initial and boundary conditions, and sometimes uncertain pa-
rameters, are adjusted such as to minimize the discrepancy between the model and
observations (Section 1.2.1). Non-linear inverse problems therefore guarantee solu-
tions that obey the ocean dynamics as embedded in the underlying GCM, and are
dynamically and kinematically self-consistent over the full estimation period (years
to decades). On the downside, uncertainty estimates, which could be derived from
the Hessian of the cost function, are not directly part of the solution algorithm, and
are computationally demanding (see Section 1.3.3). The 4-dimensional variational
(4D-Var) method, in its ‘strong-constraint’ formalism, is the analogue of non-linear
inverse problems in numerical weather prediciton. Note, however, that the length
of the 4D-Var assimilation windows is often chosen on the order of hours [e.g., Dee
et al., 2011], instead of the full estimation period, due to the chaotic character
of the atmosphere [Pires et al., 1996]. As a result, the continuity of the physi-
cal system is broken in between the assimilation windows. An approximation of
the 4D-Var method by a sequence of quadratic mimization problems (‘incremental
4D-Var’) is also used within the Regional Ocean Modeling System (ROMS), where
the length of the 4D-Var assimilation windows is chosen on the order of a few days
[Moore et al., 2011a,b]. Another way to obtain smooth trajectories is the Kalman
smoother, a generalization of the Kalman filter that includes not only past values
but also future ones. While the Kalman smoother provides uncertainty estimates,
the solution does not obey the model equations.

Dynamically consistent solutions, where conservation laws are respected, global ocean
budgets are closed, and oceanic transports are physically meaningful over long timescales,
are crucial to understand ocean variability on climate timescales. Solving a non-linear in-
verse problem is therefore the preferred data assimilation technique in support of ocean
climate applications [Wunsch and Heimbach, 2007; Stammer et al., 2016; Pilo et al.,
2018]. Moreover, the “unbroken” physics in the solution of an inverse problem ensures
that ocean climate signals are propagated in a dynamically consistent way over long dis-
tances and time scales, such that proxy potentials of observing systems can be detected
- based on dynamical principles. The framework of a non-linear inverse problem is there-
fore the appropriate setting to evaluate and design observing systems that are targeted
at climate monitoring.

1.3.2 OS[S]Es

The most popular approaches for evaluating observing systems are observing system
experiments (OSEs) or observing system simulation experiments (OSSEs), which are
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performed within a data assimilation system.

OSEs In an OSE (sometimes referred to as observation withholding or denial experi-
ment), one withholds or adds a specific component of an observing system in the data
assimilation system. One then compares the simulation in which the full observing sys-
tem was assimilated with the simulation in which the component was withheld [e.g.,
Oke et al., 2010; Fujii et al., 2019]. The difference in certain ocean fields or diagnostics,
caused by the added component, is then interpreted as an error reduction. However, the
main disadvantage of an OSE is that the error reduction cannot be estimated accurately
because the true state is not known. Another drawback is that OSEs can only be used
to evaluated preexisting, not future, observing systems.

OSSEs The two highlighted flaws of an OSE are fixed in an OSSE by using a so-called
‘nature run’. The nature run is a free-running high-resolution simulation with the best
model available, and is meant to mimic the true ocean [e.g., Hoffman and Atlas, 2015].
Preferably, the nature run has a different model base than the data assimilation system
used. Synthetic observations are sampled from the nature run, and suitable errors are
added. Next, the synthetic observations are assimilated into two experiments, where
one experiment does, and the other experiment does not use a specific component of
the observing system. The impact of the added component of the observing system is
the error reduction, measured by comparing both assimilation experiments to the nature
run. The main criticism of OSSEs is that nature runs are often not good enough to
realistically model the true ocean and the phenomena of interest [Hoffman and Atlas,
2015]. Another problem is “incestuousness” between the model bases for the nature run
and the data assimilation system (personal communication with Nikki Privé, July 2018).
A third issue is that results may be system-dependent. Moreover, there is the risk that
results may only apply within the used OSSE system, but are not connected to the real
world [Fujii et al., 2019].

Applications of OSSEs OSSEs are widely performed in the numerical weather prediction
community, to test and accelerate the operational use of future observing systems, [e.g.,
Masutani et al., 2010], but also to investigate and improve the performance of data as-
similation systems [e.g., Privé and Errico, 2013]. However, OSSEs are not restricted to
operational and forecast systems, but can in principle be applied to any data assimila-
tion system, including non-linear inverse problems. OSSEs require heavy computer and
human resources, due to the requirement of

(i) a high-resolution nature run, to be validated against the real world;

(ii) multiple assimilation experiments within a separate state-of-the-art data assimila-
tion system (one control experiment that assimilates all existing observations, and
one additional experiment for each tested observing system, which assimilates all
existing plus the new observations).

In two recent studies, Li et al. [2017] andWang et al. [2017] use OSSEs in a simplified form
- here, referred to as OSSE-type methods - for oceanographic applications. Both studies
entail a nature run (OSSE-component (i)), but not a data assimilation system (OSSE-
component (ii)). The function of a data assimilation system in conventional OSSEs is
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to combine the (synthetic) observations with ocean dynamics in order to derive target
quantities that are not directly measured (Section 1.3.1), which are then compared to the
true values in the nature run. Both Li et al. [2017] and Wang et al. [2017] substitute the
data assimilation system by offline dynamical and statistical calculations. For instance,
Li et al. [2017] use a statistical estimation method (Objective Analysis) to interpolate
the irregularly spaced temperature, salinity and density (pseudo) data from the OSNAP
moorings to the full OSNAP section. In addition, dynamical calculations based on first
principles, such as geostrophic balance and Ekman transports, are made to infer veloci-
ties across the section. Statistical and dynamical calculations combined give an estimate
of volume, heat and salt transport across the OSNAP section. The estimated trans-
ports inferred from the pseudo observations are then compared to the true transports
in the nature run in order to evaluate whether the OSNAP array configuration and the
used calculation methods allow for accurate transport estimates. Similarly, Wang et al.,
2017 make offline calculations, based on hydrostatic balance, to infer steric height from
pseudo temperature and salinity measurements, sampled at potential future instrument
locations. In a second step, they derive sea surface height (SSH) at the SWOT scales
(the target quantity) from steric height, by applying a statistical filter to remove large-
scale signals. The estimated SSH is then compared to the true SSH in the nature run to
assess the efficacy of the tested observing systems together with the calculation methods.

One may argue that the OSSE-type methods applied by Li et al. [2017] and Wang
et al. [2017] use (to first order) the same dynamical laws encoded in a GCM that underlies
a data assimilation system, such that the latter, i.e., OSSE-component (ii), can as well
be skipped. However, the unphysical statistical calculations in OSSE-type approaches
would be unnecessary, and replaced by dynamical information, if a data assimilation
system was used, at least when working within the framework of a non-linear inverse
problem, rather than a filter-based system (see Section 1.3.1). More disadvantages of
OSSE-type methods that do not use a data assimilation system are that the calculation
methods (i) might not involve all existing observations (while a large fraction of them
might be embedded in a state-of-the-art data assimilation system) and (ii) are developed
only for specific target quantities (e.g., transports across the OSNAP section in Li et al.,
2017 or sea surface height in Wang et al., 2017), such that the information gain for other,
possibly remote, quantities cannot be assessed.

1.3.3 Adjoint-based methods

Adjoint-based methods are a powerful tool for observing system design because an ad-
joint model enables the detection of teleconnections, physical relationships and causal
chains (Section 1.2) that connect the observed quantities to the rest of the global ocean.
Nevertheless, the full power of adjoint-based methods has so far not been realized for
ocean observing system design. Adjoint-based methods for observing system design dif-
fer in their complexity, and not all of them are (yet) used in ocean climate research. In
the following, I will briefly discuss these methods and their fields of applications, group-
ing the methods according to their level of complexity, from Level 1 (simple) to Level
4 (complex). The methods are listed in Table 1.1. Fig. 1.12 sketches the ability of the
methods to evaluate observing systems in an increasingly comprehensive fashion.
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(a) Level 1

• ignores existing observations

• evaluates individual (existing or
future) observations

(b) Level 2

• accounts for existing observations

• evaluates individual (existing or
future) observations

(c) Level 3

• accounts for existing observations

• evaluates arbitrary systems of
(existing and/or future) observations

(d) Level 4

Optimal extension/re-configuration
of observing system?

• accounts for existing observations

• evaluates and optimizes systems
of observations

Figure 1.12: Schematics that sketch the ability of the adjoint-based methods in Table 1.1
to evaluate observing systems in an increasingly comprehensive fashion, from (a) to (d).
In (a)-(d), red features indicate existing observations that are taken into account, and
green features show examples for the observation(s) that can be evaluated by the respec-
tive method. The black lines represent the model grid and the brown ridge delineates
bottom topography. In this example, the observing system consists of instruments (col-
ored dots) at different depths on several moorings (colored vertical lines), and a glider
(colored saw-tooth lines).
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Level Method References

1 Adjoint sensitivities Marotzke et al. [1999], Heimbach et al. [2011],
& Optimal excitations Zanna et al. [2010]

2 Observation sensitivity

Baker and Daley [2000] (NWP) ,
Daescu [2008] (NWP),
Moore et al. [2011c, 2017b],
Köhl and Stammer [2004]

3

Bui-Thanh et al. [2012] (CS),
Hessian-based Kalmikov and Heimbach [2014, 2018],

Uncertainty Quantification Moore et al. [2011b, 2017a],
Kaminski et al. [2015, 2018]

4 Hessian-based Alexanderian et al. [2016] (CS)Optimal Experimental Design

Table 1.1: Adjoint-based methods for Observing System Design, ordered according to
their level of complexity from simple (Level 1) to complicated (Level 4). Not all methods
are yet used in ocean climate research. References from other fields carry the discipline
in parantheses (NWP: Numerical Weather Prediction, CS: Computational Science).

Level 1: Adjoint sensitivities

At the lowest level, initial insights into desirable observations can be inferred from per-
forming an adjoint sensitivity analysis for one or multiple given climate quantities of
interest (QoIs), as described in Section 1.2. Examples of QoIs are heat content of an
ocean basin, or volume or heat transport across a certain section. The adjoint is used to
compute ∇xQoI, pursuing branch (II) in Chart 1.8. One thereby obtains the sensitivi-
ties of the QoI to control and state variables, e.g., to atmospheric forcing or temperature
in the green model grid cell in Fig. 1.12(a). It has been suggested that regions that show
high sensitivity [e.g., Marotzke et al., 1999; Heimbach et al., 2011], or optimal excitabil-
ity [e.g., Zanna et al., 2010, 2012; Sévellec et al., 2007, 2017, 2008] are to be prioritized
when designing observing systems. However, this approach has the following limitations:

(a) It evaluates only observations that can be identified directly with adjoint control
or state variables, which usually limits the pool of potential observations to hy-
drographic or altimetric measurements located at the model grid cells and time
steps.

(b) It is not embedded into an inverse modeling framework. It therefore neglects data
uncertainties and prior knowledge on ocean circulation; these are crucial ingredients
for a non-linear inverse problem (and any data assimilation system), which offers
the framework for a comprehensive evaluation of observing systems (see Section
1.3.1).

(c) It does not take into account already deployed instruments. It can therefore not
evaluate the information gain/redundancy in the context of existing observations.
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(d) It can only assess the value of individual (existing or future) observations at a
single point in time, but not systems that consist of multiple observations in space
and time.

(e) It does not quantify how well ocean circulation or a certain QoI are being observed,
but only how sensitive a QoI is to an observation. High sensitivity to one observa-
tion (compared to other candidate observations) does not guarantee high observing
skill. For instance, if all candidate observations cannot inform about certain circu-
lation features, even the best observation - identified by highest sensitivity - will
have poor observing skill.

While conventional adjoint sensitivity studies give valuable first insights, the limitations
listed above inhibit their usage for quantitative observing system design.

Level 2: Observation sensitivity

Out of the five limitations listed in the last paragraph, (a), (b) and (c) can be over-
come by computing the sensitivity of a QoI to observations (rather than control and
state variables) within an inverse modeling framework. That is, while the “Level 1”
method computes ∇xQoI following branch (II) in Fig. 1.8, the “Level 2” method com-
putes ∇yQoI, by connecting branches (II) and (I) in Fig. 1.8 via the chain rule. This
approach originated in the numerical weather prediction (NWP) community, known as
computing the ‘observation sensitivity’ within a 3D-Var [Baker and Daley, 2000; Lang-
land and Baker, 2004; Zhu and Gelaro, 2008; Gelaro and Zhu, 2009] or 4D-Var [Daescu,
2008; Cioaca et al., 2013] data assimilation system. Since in the NWP community the
QoI is usually chosen to be the forecast error, the approach is also referred to as assess-
ing the ‘Forecast System Observation Impact’ (FSOI). Computationally, this approach is
much more involved than the “Level 1” method, since it requires three additional steps:

(i) accounting for existing observations and prior knowledge on model input variables;

(ii) projecting onto the observation space;

(iii) weighting by observational errors.

Accounting for existing observations through step (i) overcomes limitation (c) of the
“Level 1” method; in Fig. 1.12(b), this is visualized by the consideration of the exist-
ing (red) observations, while they are neglected in in Fig. 1.12(a). At the same time,
step (i) is the computationally most demanding part since it requires left multiplication
of ∇xQoI (the “Level 1” sensitivity vector) by the inverse of the Hessian matrix of the
cost function (1.1) (corresponding to stages S3 and S4 in [Section 3 of Daescu, 2008]).
Step (ii) is accomplished by one tangent linear model run (first half of stage S5 in [Sec-
tion 3 of Daescu, 2008]); it projects sensitivities from the space of the model control
variables, which are allocated on the spatio-temporal model grid, onto the space of ob-
servations. This has the effect that observation types, locations and frequencies can be
mirrored more accurately in the model (even though their representation will always be
limited by model resolution), remedying limitation (a). Finally, accounting for obser-
vational errors through step (iii) and prior knowledge on the control variables through
step (i) overcomes limitation (b).
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The “Level 2” method is a widely used approach in the NWP community, but has also
been employed in oceanography within the ROMS 4D-Var data assimilation system by
Moore et al. [2011c, 2017b]. It is noted that in another oceanographic application, Köhl
and Stammer [2004] use a reduced version of “Level 2”: the authors simplify step (i) by
not accounting for existing observations (and thus bypass the matrix-vector computa-
tion involving the inverse Hessian). The approach in Köhl and Stammer [2004] simplifies
therefore to weighting the “Level 1” adjoint sensitivities by prior and data uncertainties
and projecting them onto the observation space, which overcomes limitations (a) and
(b) - but not (c) - of the “Level 1” method.

Regardless of whether using the full or reduced “Level 2” method, the method cannot
overcome limitation (d). That is, the “Level 2” method can evaluate the impact of an
individual (existing or future) observation, but not systems consisting of multiple obser-
vations in space and time. For instance, one could assess the impact of one temperature
or one velocity measurement by a moored instrument at a certain depth and at a cer-
tain time, visualized by the green dot in Fig. 1.12(b). However, one could not evaluate
the combined impact of the full mooring, i.e., with its instruments at several depths and
measurements being taken at many times. Similarly, the “Level 2” method still has lim-
itation (e). Consequently, the method does not inform about how much closer new or
existing observations take us to a well-observed ocean or QoI.

Level 3: Hessian-based Uncertainty Quantification

Uncertainty Quantification As opposed to the “Level 2” method, tools from Uncertainty
Quantification (UQ) in inverse problems overcome all five limitations (a)-(e). By means
of the adjoint and tangent linear models of the underlying GCM (Section 1.2), obser-
vational information and uncertainty are propagated throughout the global ocean via
the linearized model equations. UQ is useful for observing system design because one
can measure the effectiveness of a set of observations by the uncertainty reduction that
is achieved by including these observations in the inverse modeling framework. Uncer-
tainty reduction can be assessed either for the control variables or for unobserved QoIs,
possibly remote from the observations. The strength of the UQ method is that the com-
puted uncertainty reduction is based purely on dynamical information that is propagated
via the model equations - i.e., equations of motions representing basic conservation and
constitutive laws rendered on a computer - as opposed to techniques that are based on
statistical inference, e.g., EOFs. Limitation (d) is overcome because one can assess the
value of arbitrary combinations of multiple (existing and/or new) observations of dif-
ferent types in the context of all existing observations. In Fig. 1.12(c), for instance,
one could evaluate the combined information gain achieved by a full new mooring, pro-
viding measurements at several depths (green dots) and frequencies, together with a
re-configured glider (green dashed saw-tooth line). If there are several candidate obser-
vation networks, one can perform UQ for each of them and identify the network with
the highest information gain. Moreover, the UQ framework provides a way to quantify
how well the ocean is observed - with and without the observing sytem under evaluation.
This overcomes limitation (e).
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Hessian-based approximation In the Gaussian approximation, posterior uncertainty is cap-
tured by the curvature of the regularized model-data misfit function (1.1), expressed
through the Hessian matrix of J . The Hessian matrix contains the second derivatives of
the cost function. An adjoint model, in turn, is able to compute derivatives within the
code (Section 1.2). The Hessian-based approximation makes UQ therefore an adjoint-
based method for observing system design; here, I classify its complexity as “Level 3”.

Dealing with the (inverse) Hessian While the adjoint model could, in principle, be used to
compute the entries of the Hessian matrix, the number of entries is way too large to make
the computation and inversion of the full Hessian feasible for a full-flegded oceanographic
inverse problem. Since, in a non-linear inverse problem, the control variables are typically
adjusted on a grid point basis of the underlying GCM, the control space dimensions
is on the order of O(106) − O(108) [Forget et al., 2015]. The corresponding Hessian
therefore consists of O(1012)−O(1016) elements, which would require months to years of
heavy computer resources for the calculation and inversion, and terabytes to petabytes
of storage [cf. Kalmikov and Heimbach, 2018]. However, there are two approaches to
deal with the computational challenge:

• A-priori-reduced control spaces: The control space is reduced by an a priori
choice of basis functions. It is then feasible to explicitly compute the full Hes-
sian. This approach has been used in seismology [Hardt and Scherbaum, 1994],
for atmospheric transport inversion [Kaminski and Rayner, 2008], in the carbon
cycle community, for terrestrial biosphere modeling [see the review by Kaminski
and Rayner, 2017], and, recently, for the Arctic sea-ice-ocean system [Kaminski
et al., 2015, 2018]. For instance, in their sea-ice-ocean models, Kaminski et al.
[2015, 2018] reduce the control space to a total of about 150 control variables in
order to compare the efficacy of several hypothetical satellite/airborne measure-
ments for improving sea-ice predictions in the Arctic. It is then feasible to explicitly
compute the Hessian (1502 entries) for model integrations that simulate the sea-
ice-ocean state over a period of several weeks, as performed in Kaminski et al.
[2015, 2018]. The a-priori-reduction of the control spaces in Kaminski et al. [2015,
2018] is achieved by dividing the Arctic and Nordic Seas into nine regions, over
which the control variables are spatially averaged. That is, atmospheric forcing
and intial conditions are adjusted uniformly over these nine regions - the ’large
region approach ’ [Kaminski and Rayner, 2008]) - rather than on a grid point ba-
sis of the underlying GCM. Moreover, for the atmospheric forcing fields, only the
time-means, not time-variable anomalies, are adjusted. As a result, within any of
the nine control regions, changes in neither the spatial patterns of the initial con-
ditions, nor in the spatio-temporal patterns of the atmospheric forcing fields, are
resolved. In particular, neglecting time-variable adjustments of the forcing fields
is an arguable assumption if the target is forecasting, as in Kaminski et al. [2015,
2018]. In summary, a-priori-reduced control spaces require ad-hoc choices and can
lead to large aggregation errors as highlighted in Kaminski et al. [2001].

• Low-rank approximations of misfit Hessian: One can exploit the fact that
available observations typically inform only a low-dimensional ‘effective’ subspace
of the high-dimensional control space. This fact allows to construct low-rank ap-
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proximations of the misfit Hessian, i.e., the Hessian of the model-data misfit com-
ponent Jmisfit in equation (1.1) [e.g., Bui-Thanh et al., 2012]. Finding the leading
eigenvectors of the misfit Hessian characterizes the effective subspace, i.e., which
components of the control space are well or poorly determined by the observations.
It is noted that the identified effective subspace constrained by the data can be used
for an a-posteriori-reduction of control spaces, a common tool for data-informed
model reduction [e.g., Bashir et al., 2008; Lieberman et al., 2013]. Low-rank ap-
proximations of the misfit Hessian via randomized algorithms or Lanczos methods
are the state-of-the-art approach in the computational sciences [e.g., Bui-Thanh
et al., 2012]. For instance, Isaac et al. [2015] perform Hessian-based UQ based on
low-rank approximations in a steady-state ice-flow model for a control space of the
dimension O(105)−O(106), to quantify the effect of satellite measurements for es-
timating the Antarctic ice mass flux to the ocean. While the ice-flow model in
Isaac et al. [2015] is formulated time-independent, oceanographic inverse problems
are time-dependent, which results in higher-dimensional control spaces and more
expensive forward models. Therefore, UQ has not been performed for full-fledged
oceanographic inverse problems on climate-relevant time windows. However, re-
cent progress has been made within the ECCO framework: for a simplified version
of ECCO, Kalmikov and Heimbach [2014, 2018] use Lanczos methods for low-rank
approximations of the misfit Hessian in order to quantify the impact of satellite
altimetry data for estimating the Drake Passage transport. Kalmikov and Heim-
bach [2014, 2018] use a global idealized barotropic configuration, a 3-month time
window, and a control space with O(105) variables. Low-rank approximations of
the posterior error covariance have also been used within the ROMS 4D-Var data
assimilation system, a regional model system where the length of the assimilation
windows is chosen on the order of a few days [Moore et al., 2011a]. To explore
the information content of the California Current Observing System, Moore et al.
[2011b, 2017a] make direct use of the Lanczos vectors that are computed as part
of the inner quadratic minimization loops within the observation space (which has
a dimension of O(104)−O(105)).

Level 4: Hessian-based Optimal Experimental Design

The most complex of all adjoint-based methods presented here is Hessian-based Optimal
Experimental Design (OED). OED goes one step further than UQ (the “Level 3” method).
While UQ can evaluate information gain via uncertainty reduction for several candidate
observing networks, the goal of an OED problem is to find the optimal observing network
so as to minimize uncertainty - either in the control variables or in a specific target
quantity. At the same time, one can incorporate penalty functions that are associated
with the cost of each instrument [e.g., Alexanderian et al., 2016]. For instance, the goal of
an OED problem could be to optimally extend or re-configure the existing (red) observing
system in Fig. 1.12(d), in order to minimize uncertainty in the heat flux estimates across
the shown section, given a certain budget. As one might expect, OED is technically
and computationally even more demanding than UQ (“Level 3”). OED is implemented
as a bilevel optimization problem, and so far (to my knowledge) only performed in the
computational sciences [e.g., Alexanderian et al., 2016]. Research and applications in the
coming years will shed more light on the feasibility - and bring to bear the full potential



26 Introduction

- of OED within oceanographic inverse problems of practical relevance.

1.3.4 OSSEs vs. adjoint-based methods

In Sections 1.3.2 and 1.3.3, I presented OSSEs and adjoint-based methods as different
approaches to observing system design. These approaches are now contrasted - with a
view of ocean climate research.

Goals OSSEs (Section 1.3.2) have proven as an invaluable tool for observing system
design when the primary goal is forecast improvement - and are therefore widely used in
numerical weather prediction and operational oceanography. In ocean climate research,
on the other hand, observing systems are not only meant to improve the estimate of the
ocean state and its variability; a second aim is to understand why the improvement is
achieved, which larger climate signals are captured by the observing system, and by which
ocean processes remote signals are propagated to the instruments. To this aim, adjoint-
based methods (Section 1.3.3) are a powerful tool because they use the adjoint’s ability
to detect physical relationships and causal chains that connect the observed quantities
to the rest of the global ocean (Section 1.2).

Philosophy Both the UQ (i.e., the adjoint-based “Level 3” method presented in Sec-
tion 1.3.3) and the OSSE methodologies evaluate future or existing observing systems
by measuring the error reduction caused by adding the observations to the data assim-
ilation framework. However, the methodologies differ in their underlying philosophies.
OSSEs evaluate against a truth given by the nature run. In contrast, the UQ approach
sticks to a probabilistic framework, in which truth is unknown, and information gain
from observations is measured by the achieved uncertainty reduction, after the informa-
tion contained in the observations is dynamically propagated via the model equations.
It is noted that the probabilistic UQ framework offers a mathematical foundation for ex-
ploring optimal instrument placements (described as the adjoint-based “Level 4” method
in Section 1.3.3), which is not possible within an OSSE.

Feasibility The method of using adjoint sensitivities (adjoint-based “Level 1” method)
is based on a single adjoint model integration - a computationally very effective way to
evaluate the impact of observations on oceanic quantities of interest (see Section 1.2).
Similarly, the method of calculating observation sensitivity is computationally effective,
but only if the method is used in a simplified fashion (adjoint-based “Level 2” method,
simplified), where one ignores existing observations in order to avoid dealing with the in-
verse Hessian (Section 1.3.3). However, performing Hessian-based observation sensitivity
studies, Hessian-based UQ, and Hessian-based OED (adjoint-based “Level 2”, “Level 3”
and “Level 4” methods) is computationally demanding (in increasing order) and has so
far not been performed for full-flegded oceanographic inverse problems (Section 1.3.3).
However, recent progress has been made within the ECCO framework [Kalmikov and
Heimbach, 2014, 2018]. Moreover, it is noted that “Level 2” and “Level 3” have been per-
formed within the ROMS 4D-Var data assimilation system [Moore et al., 2011c, 2017b], a
regional model system where the length of the assimilation windows is chosen on the or-
der of a few days. Research and applications in the coming years will shed more light on
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the feasibility of Hessian-based methods for dynamically consistent ocean state estimates
over climate-relevant time windows.

OSSEs come at a heavy computational cost and are therefore usually only run to
assess observing systems that target monitoring on shorter timescales (Section 1.3.2).
Recently, OSSEs have been used in more simplified and, thus, cost-efficient forms for
oceanographic applications, e.g., in the study by Li et al. [2017] who target ocean mon-
itoring on climate timescales. The OSSE-type methods use a nature run (the first com-
ponenent of an OSSE), but not a data assimilation system (the second component of
an OSSE). The data assimilation system, which in conventional OSSEs acts as a dy-
namical interpolator that propagates the assimilated data from the observing system
through space and time, is partly substituted by offline statistical calculations. While
such OSSE-type methods are cost-efficient, the full dynamical information contained in
model and observations is not extracted (see Section 1.3.2).

Limitations OSSEs rely on the development of a realistic nature run, with a model base
that is “independent” from the model base of the data assimilation system used. On the
other hand, the probabilistic UQ framework relies on the specification of appropriate
prior and noise covariance matrices in order to provide useful uncertainty estimates.
Both are extremely difficult tasks [e.g., Hoffman and Atlas, 2015 and Forget et al.,
2015]. A limitation of Hessian-based UQ is that the posterior probability distribution
is locally approximated by a Gaussian. The accuracy of the approximation depends on
how well the linearized model about the cost function minimizer (the most likely state)
can reflect the full response of the non-linear system. In contrast, OSSEs operate in
fully nonlinear models. For both the OSSE and adjoint-based approaches, results have
to be interpreted carefully due to their potential model- and system dependency, and
insufficient representation of sub-grid scale processes in the model. A more detailed
discussion on the limitations of Hessian-based UQ can be found in Section 3.6.2.

1.4 Thesis objectives and outline

In view of the open questions and observational needs listed in Section 1.1.6, the main
goals of this thesis are to

(i) contribute to our understanding of the physical mechanisms linking the subpolar
North Atlantic and Nordic Seas;

(ii) explore a novel approach to dynamics-based observing system design for the sub-
polar North Atlantic.

The first 21-month record from the OSNAP array suggest that, over the course of the
record, the Nordic Seas are the dominant player in setting the strength and variability
of the overturning and heat transport in the subpolar basin [Lozier et al., 2019]. More-
over, variability in the poleward progression of ocean heat across the Nordic Seas, from
the subpolar North Atlantic towards the Arctic Ocean, has been linked to Arctic sea ice
extent [Carmack et al., 2015; Zhang, 2015; Polyakov et al., 2017]. However, the physical
mechanisms driving Nordic Seas heat content variability are not well understood, and
especially the relative roles of ocean dynamical processes and local atmospheric forcing
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are debated [e.g., Furevik and Nilsen, 2005, and references therein]. Chapter 2 targets
goal (i) and presents adjoint sensitivity analyses (see Section 1.2.2) for the Nordic Seas
upper-ocean heat content and volume transport across the Iceland-Scotland ridge on a
ten-year timescale. Adjoint-derived sensitivities to atmospheric forcing anomalies are
used to disentangle the dynamical mechanisms responsible for generating temperature
anomalies in the Nordic Seas, as well as contributions from wind and buoyancy forcing,
including time and space origins of these forcings.

Chapters 3 and 4 explore Hessian-based UQ, the adjoint-based “Level 3” method for
observing system design (see Table 1.1), from a dynamical viewpoint. In Sections 1.3.3
and 1.3.4, I presented an overview of why Hessian-based UQ may be a powerful tool
for observing system design. It provides a rigorous mathematical (probabilistic) frame-
work for assessing the impact of existing or future observing systems, in the context of
all existing observations. Moreover, it is favorable for climate monitoring, because the
dynamical relationships and budgets are respected and treated consistently over long
timescales (years to decades). These assets qualify UQ as a promising tool for building
and sustaining a cost-effective, long-term Atlantic observing system, while maximizing
the information extracted from the observations. The design of an effective Atlantic
observing system was identified as an urgent need in Section 1.1.6. However, the tool
‘Hessian-based UQ’ is rather complex and might be deemed a computational black box
which lacks simple interpretations. To advance dynamical understanding of this tool,
the formal notion of UQ is translated to dynamical concepts in Chapter 3. It is further-
more demonstrated how the previously used method of adjoint sensitivities (“Level 1”)
fits into the UQ framework (“Level 3”). Given the novelty of the “Level 3” approach for
oceanographic applications, Chapter 3 also clarifies some aspects of the machinery, e.g.,
the effects of the necessary assumptions on prior information and observational noise.
While Chapter 3 focuses on establishing the methodological framework, Chapter 4 ap-
plies the framework and the dynamical insights from Chapter 3 to the OSNAP array.
Hessian-based UQ within the state-of-the-art ECCOv4 inverse modeling framework is
used to explore the constraints of the OSNAP observations on remote and unobserved
QoIs. Thus, Chapter 4 undertakes the novel task to put the brand-new OSNAP obser-
vations into a broader spatial and temporal context.

The results in Chapters 2 and 4 rely on adjoint-derived sensitivities that are com-
puted within the ECCOv4 inverse modeling framework. Limitations of adjoint-derived
sensitivities are that (i) they reflect only a linearized approximation to the non-linear
responses and (ii) the adjoint is inexact for certain physical processes (see Section 1.2).
Therefore adjoint-derived sensitivities are evaluated against non-linear perturbation ex-
periments in Chapter 5. The linearity checks assess the applicability of adjoint-derived
sensitivities in the subpolar North Atlantic - a region known for its complicated and
non-linear dynamics - on multi-annual to decadal timescales for atmospheric forcing per-
turbations of expected amplitude.

Chapter 6 presents a summary and discussion of the main results of this thesis. Chap-
ter 7 provides the main conclusions.

Chapter 8 suggests avenues for future work and presents first results for two further
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applications. The first application is motivated by the fact that the interaction of warm
subpolar North Atlantic ocean waters with Greenland’s marine-terminating glaciers in-
creases submarine melting and has - very likely - an impact on the glaciers’ retreat and
acceleration (see Section 1.1.3). Since it is logistically challenging to directly measure
oceanic heat transport to the ice margin in Greenland’s glacial fjords, Chapter 8 asks
whether remote ocean observing systems, such as the OSNAP array, can constrain sub-
surface temperature at Greenland’s margins. The second application is to use adjoint
models for learning more about past climates. To this aim, Chapter 8 presents first
results on dynamical mechanisms that may have contributed to observed past climate
variability (see Section 1.1.4) at marine sediment core locations. Furthermore, the frame-
work developed in Chapter 3 is used to explore how good/poor the constraints of proxy
data on past ocean circulation are.
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Chapter 2

Drivers of Upper-Ocean Heat Content Anomalies
in the Nordic Seas

2.1 Introduction

The first 21-month record from the OSNAP array suggest that, over the course of the
record, the Nordic Seas are the dominant player in setting the strength and variabil-
ity of the overturning and heat transport in the subpolar basin [Lozier et al., 2019].
Moreover, variability in the poleward progression of ocean heat across the Nordic Seas,
from the subpolar North Atlantic towards the Arctic Ocean, has been linked to Arctic
sea ice extent [Carmack et al., 2015; Zhang, 2015; Polyakov et al., 2017] and mass loss
from the Greenland Ice Sheet [Holland et al., 2008; Straneo et al., 2010; Rainsley et al.,
2018]. Furthermore, upper-ocean heat content variability in the Nordic Seas is reflected
in northwestern European climate, and is a skillful metric in decadal climate predic-
tions [Årthun et al., 2017; Yeager and Robson, 2017]. However, the physical mechanisms
driving Nordic Seas heat content variability are not well understood, and especially the
relative roles of ocean dynamical processes and local atmospheric forcing are debated
[e.g., Furevik and Nilsen, 2005, and references therein]. The aim of this chapter is there-
fore to disentangle local and remote processes that generate upper-ocean heat content
anomalies in the Nordic Seas on timescales up to a decade, and identify how atmospheric
forcing anomalies in remote regions can generate upper-ocean heat content anomalies in
the Nordic Seas. The approach is to compute adjoint sensitivities of Nordic Seas upper-
ocean heat content and volume transport across the Iceland-Scotland ridge to local and
remote atmospheric forcing within the ECCOv4 ocean state estimation framework.

Observational, modeling and theoretical studies over the last few decades have elu-
cidated the physical processes that are candidates for driving upper-ocean heat con-
tent variability, even if their relative contributions in the Nordic Seas remain unclear.
These processes are traditionally divided into two groups: locally and remotely driven
processes. Locally driven processes have been illuminated by Hasselmann’s theory of
stochastic climate models, which explains how local fluctuations in air-sea heat fluxes
are temporally integrated by a passive ocean and thereby lead to lower-frequency sea
surface temperature (SST) variations [Frankignoul and Hasselmann, 1977; Cayan, 1992;
Battisti et al., 1995]. Together with wind-driven Ekman transport and pumping, these
local one-dimensional processes explain much of the upper-ocean heat content variabil-
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ity at mid-latitudes on interannual timescales [Frankignoul, 1985; Alexander and Deser,
1995]. On the other hand, remotely driven processes require active ocean dynamics, and
often longer timescales, to cause upper-ocean heat content anomalies in the region under
consideration. Governing ocean dynamics can for instance involve advective transport
of temperature anomalies by strong ocean currents [Sutton and Allen, 1997], or changes
in the strength and/or pathways of these currents [Grötzner et al., 1998; Dong and Sut-
ton, 2001; Kwon and Frankignoul, 2014].

The relative importance of the above processes depends strongly on the region con-
sidered [Buckley et al., 2014], and it is debated how these processes interact in generating
anomalies in Nordic Seas upper-ocean heat content. To investigate the relative contribu-
tions of local air-sea fluxes and advective ocean processes, many authors have analyzed
lagged correlations in either observational datasets or GCM output [e.g., Holliday et al.,
2008; Furevik, 2000; Dong and Sutton, 2001; Carton et al., 2011; Mork et al., 2014;
Årthun and Eldevik, 2016; Årthun et al., 2017]. The studies differ in their conclusions,
although the authors generally agree that advective processes play a prominent role for
setting upper-ocean heat content variability in the Nordic Seas. However, remotely trig-
gered perturbations are usually not further disentangled according to their forcings and
regions of origin. This is partly due to the fact that the employed technique of using cor-
relations does not allow identification of physical causation, only mutual variability. In
contrast, adjoint-based sensitivity studies reveal causal chains and dynamical relation-
ships among physical variables encoded in the model, and shall be the approach of this
work.

Adjoint-derived sensitivities have been used to study the dynamical cause of variabil-
ity of various ocean diagnostics, such as Atlantic meridional heat transport [Marotzke
et al., 1999; Heimbach et al., 2011], the Atlantic meridional overturning circulation
[Czeschel et al., 2010; Heimbach et al., 2011; Pillar et al., 2016; Smith and Heimbach,
2019], North Atlantic SST on seasonal timescales [Junge and Haine, 2001], Florida Cur-
rent transport [Czeschel et al., 2012], sea level on the Californian coast [Verdy et al.,
2013], and ocean bottom pressure in the Arctic Mediterranean [Fukumori et al., 2015].
In a recent study, Jones et al. [2018] employed adjoint-derived sensitivities to investi-
gate influences on the heat content of the Labrador Sea on a ten-year timescale, within
the ECCOv4 adjoint modeling framework. This chapter performs a similar study to
Jones et al. [2018], but addresses mechanisms and pathways via which global atmo-
spheric forcing influences heat content in the Nordic Seas, rather than the Labrador Sea,
on timescales up to a decade.

The adjoint sensitivity analysis in this chapter classifies the contribution of anomalous
atmospheric forcing in different regions across the globe to variability in Nordic Seas
upper-ocean heat content and volume transport across the Iceland-Scotland ridge. There
are multiple possible ways in which atmospheric forcing in a remote region can affect
Nordic Seas upper-ocean heat content on decadal timescales. Prominent candidates are
anomalous buoyancy forcing in the convective regions, which can lead to changes in the
thermohaline overturning circulation [Latif et al., 2006; Yeager and Robson, 2017], and
anomalous geostrophic heat transport by the Gulf Stream. Changes in geostrophic heat
transport can in turn have two types of underlying causes. First, changes in temperature,
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caused by ocean-atmosphere heat exchange anomalies in distant regions and advected
by the Gulf Stream to the Nordic Seas [Sutton and Allen, 1997; Furevik, 2001], and
second, dynamic processes which change the baroclinic structure of the upper ocean
and lead to shifts of the Gulf Stream path [Marshall et al., 2001] or modulation of the
Gulf Stream or gyre strength [Häkkinen and Rhines, 2009]. Another remotely driven
process is ocean wave dynamics [Johnson and Marshall, 2002], with associated fast-
propagating barotropic transports [Fukumori et al., 2015], slower-propagating baroclinic
transports [Jones et al., 2018], or a combination of the two [Orvik and Skagseth, 2003].
Understanding which of the above mechanisms and which remote regions are relevant
for generating Nordic Seas upper-ocean heat content anomalies will be helpful - and
necessary - for the design of ocean and climate observing systems.

2.2 Experimental setup

2.2.1 Model description and base state

The experiments in this chapter are performed with the MIT general circulation model
(MITgcm; http://mitgcm.org/; [Marshall et al., 1997a,b]). The model configuration
is adopted from the ECCO version 4 release 2 (ECCOv4r2, http://www.ecco-group.
org/) framework, described in Forget et al. [2015]. This configuration includes a global
model setup at a horizontal resolution of 1◦ with 50 vertical layers. The domain of ver-
sion 4 spans the globe and - in contrast to previous ECCO releases - encompasses the
Arctic, providing a more realistic setting for the high-latitude case study in this chapter.
Unresolved processes associated with advection and mixing by eddies are parameterized
following Gent and Mcwilliams [1990] and Redi [1982]. For the turbulent transport pa-
rameters, this study uses the optimized values from the ECCOv4r2 state estimate, which
were obtained in a joint parameter and state estimation with a large set of altimetry and
hydrographic observations serving as data constraints. Vertical mixing is parametrized
using the turbulent kinetic energy scheme of Gaspar et al. [1990]. Convection is treated
using simple convective adjustment.

To drive the ocean model, ECCOv4r2 uses 6-hourly ERA-Interim [Dee et al., 2011]
near-surface fields of temperature, humidity, downward radiation, precipitation, and
wind stress. These first-guess atmospheric input fields are subsequently corrected within
the optimization process, to make them consistent with almost all available ocean ob-
servations [Forget et al., 2015]. For the adjoint sensitivity analysis in this chapter, the
forward ocean model is initialized with the optimized ECCOv4r2 ocean state at 1 Jan-
uary, 2007, 00:00, and driven by an annually repeating cycle of atmospheric forcing. This
annually repeating cycle consists of the optimized ECCOv4r2 (6-hourly) atmospheric
forcing fields covering the year 2007, with minor modifications made to the precipita-
tion fields, in order to avoid model drift. The year 2007 was chosen because it required
less freshwater flux modifications than other years within the 20-year period covered by
ECCOv4r2. Altering the freshwater flux is preferred to the frequently used alternative
of sea surface salinity relaxation, because the latter would not only distort the forward
model, but also adjoint sensitivities to surface freshwater fluxes in the model [Bugnion
et al., 2006]. As in ECCOv4r2, the 6-hourly fluxes of heat and freshwater are deter-
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Figure 2.1: Mean barotropic stream function (color shading) for the equilibrated model
simulation in this chapter. The black solid contour line bounds the regions wherein the
March mixed layer depth exceeds 1000m. The black dashed and dotted lines depict the
sea-ice extent in March and September, respectively. The region inside the green contour
line is defined as the Nordic Seas domain, and the pink line marks the section of the
Iceland-Scotland ridge.



2.2 Experimental setup 35

mined by the bulk formulae of Large and Yeager [2004], computed at every time step
from the near-surface atmospheric input fields of temperature, humidity, downward ra-
diation, and precipitation. Freshwater flux is treated as real, that is, it is exchanged
through the free surface, such that surface freshwater fluxes change the ocean volume.
Fig. 2.1 shows the resulting mean barotropic stream function for the model simulation
in this chapter. It furthermore delineates the 1000m March mixed layer depth contour,
as well as March and September sea-ice extents.

The motivation for simplifying - or “equilibrating” - the ECCOv4r2 forward state for
the adjoint sensitivity study in this chapter is to separate (i) perturbations of the ocean
circulation that arise from oceanic adjustment mechanisms in response to surface forc-
ing and (ii) “perturbations” of the ocean circulation that arise from strong interannual
variability in the forward background state. Indeed, (ii) is eliminated in the equilibrated
model simulation, as it is visible in Fig. 2.2. Each subpanel in Fig. 2.2 shows the evolu-
tion of an ocean quantity of interest, in the ECCOv4r2 (black) and equilibrated model
simulation (red). Due to the removed interannual variability in the equilibrated simu-
lation, sensitivities (e.g., to prior surface forcing) can be assumed to be stationary. For
instance, the sensitivity of Nordic Seas upper-ocean temperature (Fig. 2.2(a)), defined
in March of the final year 20 will be almost identical to the sensitivity of Nordic Seas
upper-ocean temperature, defined in March of year 15.

2.2.2 Quantities of interest

The region of interest in this chapter is the eastern Nordic Seas, bounded by the green
contour line in Fig. 2.1. This region - for simplicity referred to as the Nordic Seas (NS)
for the remainder of this thesis - is the main gateway for poleward ocean heat transport
between the North Atlantic and the Arctic Ocean (see Fig. 1.1). The domain is bounded
in the south by the Iceland-Scotland ridge (pink line in Fig. 2.1) and the gateway between
Scotland and Norway, in the east by the Norwegian coast, and in the north by the Barents
Sea Opening. The western limit is chosen as the maximal occurring March sea-ice extent
over the period 1992-2011 in the ECCOv4r2 state estimate. The mean climatological
March mixed layer depth in the ECCOv4r2 state estimate, averaged over the Nordic
Seas domain, is 275m. In this chapter, upper-ocean heat content in the Nordic Seas is
therefore defined as the mean temperature over the upper 275m in the domain bounded
by the green contour line in Fig. 2.1. The black line in Fig. 2.2(a) shows the evolution of
Nordic Seas upper-ocean heat content in the ECCOv4r2 solution. Besides the seasonal
cycle (black thin line), with summer temperatures that are about 2 K warmer than winter
temperatures, one observes an interannual and decadal variability with temperature
fluctuations on the order of 1 K (black thick line). This chapter investigates how local and
remote atmospheric forcing anomalies contribute to this variability. In this case study,
influences on March Nordic Seas upper-ocean heat content is studied, corresponding to
the annual minima in Fig. 2.2(a), when the mixed layer depth is at its deepest. The
quantity of interest is defined as

UOHCNS =
1

∆t · V0

∫

March

∫ top

z=275m

∫

NS
θ dAdz dt, (2.1)
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(b) Volume transport across the Iceland-Scotland ridge

Figure 2.2: Time series of (a) Nordic Seas upper-ocean heat content and (b) volume
transport across the Iceland-Scotland ridge, in the 20-year ECCOv4r2 state estimate
from 1992 to 2011 (black), and in the equilibrated simulation without interannual vari-
ability (red). The optimized ECCOv4r2 forcing of the year 2007 (indicated by the gray
shading) is used as an annually repeating cycle of atmospheric forcing to generate the
equilibrated simulation. The quantities of interest are computed as (a) the mean temper-
ature over the upper 275m in the domain bounded by the green contour line in Fig. 2.2
(cf. equation (2.1)) and (b) north-eastward transport across the pink line in Fig. 2.2 (cf.
equation (2.2)). The black and red thin lines show the respective monthly means, and
the black and red thick lines the respective running annual means.
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where θ is the potential temperature, ∆t =
∫
March dt the time interval of interest, and

V0 =
∫ η
z=275m

∫
NS dAdz the volume of the region of interest.

Note that the quantity defined in (2.1) is not strictly upper-ocean heat content, but
mean upper-ocean temperature. However, upper-ocean heat content and mean upper-
ocean temperature differ only by a constant factor, namely by ρ0 cp V0, the product of
a reference density ρ0, the heat capacity cp and the target volume V0. The results are
chosen to be presented for mean upper-ocean temperature, as defined in (2.1), because
units of changes in mean temperature (K) over the volume V0 are found to be more in-
tuitive than changes in total heat content (J).

The key gateway for heat inflow into the Nordic Seas is the Iceland-Scotland ridge
(Fig. 1.1). Consequently, one expects the cross-ridge volume transport, the second quan-
tity of interest, to be closely linked to Nordic Seas upper-ocean heat content. Volume
transport across the ridge is defined as the integral over the entire water column and
again taken as the March monthly mean:

TIS =
1

∆t

∫

March

∫ top

bottom

∫

IS
v⊥ dS dz dt. (2.2)

Here, IS denotes the Iceland-Scotland model transect (pink line in Fig. 2.1) and v⊥

the velocity perpendicular to the Iceland-Scotland ridge. Sign convention is such that
positive v⊥ corresponds to positive northward and eastward velocity. Therefore, positive
TIS indicates (positive) volume transport from the North Atlantic into the Nordic Seas
basin.

2.2.3 Adjoint model and sensitivities

To examine local and remote oceanic processes that generate anomalies in the two quan-
tities of interest that were defined in (2.1) and (2.2), this chapter performs two adjoint
sensitivity analyses. Section 1.2 gives an overview of adjoint sensitivity analyses, and
how these studies differ from traditional forward perturbation experiments (see Fig. 1.9).
The method of computing adjoint sensitivities can be thought of as follows. One per-
turbs the model target metric, e.g., UOHCNS, and then employs the adjoint model.
The adjoint model integrates the linearized ocean physics backward in time, to compute
where and when past surface heat, freshwater or momentum flux anomalies are capable
of causing such a perturbation in UOHCNS. This is distinct to a forward perturbation
experiment, which would assess where and when the entire model state responds to a
specific imposed surface flux perturbation. Running an ensemble of forward perturba-
tion experiments is the conventional approach to model sensitivity analyses. However,
to determine the effect of global surface buoyancy and momentum fluxes on UOHCNS
and TIS in the same detail as with the adjoint approach would require millions of simula-
tions with an ocean general circulation model, each representing a forward perturbation
experiment with a surface flux perturbation at a different model grid point and time
step. This is computationally prohibitive. In contrast, for each of the two quantities
of interest, UOHCNS and TIS, the linearized adjoint sensitivities to surface flux anoma-
lies at all model grid points and lead times can be computed in a single model integration.
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The sensitivity analyses in this chapter are performed by employing the same adjoint
modeling framework that is described by Forget et al. [2015] and has been used to obtain
the ECCOv4 state estimate. Algorithmic differentiation, through source-to-source code
transformation with the algorithmic differentiation tool transformation of algorithms in
Fortran (TAF; [Giering and Kaminski, 1998]), produces the code for the adjoint models.
The adjoint model computes the linearized sensitivities of UOHCNS and TIS to past
anomalies in surface buoyancy and momentum fluxes at every model grid point and any
time step. In mathematical terms, the adjoint sensitivities are the partial derivatives

∂UOHCNS

∂Qnet(x, y,−t)
,

∂UOHCNS

∂(E-P-R)(x, y,−t) ,
∂UOHCNS

∂τx(x, y,−t) ,
∂UOHCNS

∂τy(x, y,−t)
, (2.3)

∂TIS

∂Qnet(x, y,−t)
,

∂TIS

∂(E-P-R)(x, y,−t) ,
∂TIS

∂τx(x, y,−t) and
∂TIS

∂τy(x, y,−t)
, (2.4)

around the time-dependent equilibrated model simulation, described in Section 2.2.1.
Here, Qnet(x, y,−t), E-P-R(x, y,−t), τx(x, y,−t) and τy(x, y,−t) denote surface heat
flux, surface freshwater flux, zonal and meridional wind stress, respectively, at model
grid point (x, y) and lead time t, where t is discretized into months. Qnet includes short-
wave, longwave, sensible, and latent heat fluxes.

Recall from Section 2.2.1 that heat and freshwater fluxes are computed by bulk for-
mulae, rather than being applied as input forcings directly. As a result, the variables Qnet
and E-P-R are not independent. For example, a heat flux anomaly from the atmosphere
into the ocean warms the ocean locally, and consequently, the bulk formulae will deter-
mine an increase in evaporation and thus a change in freshwater flux. Another effect of
employing bulk formulae for the computation of buoyancy fluxes is that heat flux-driven
SST anomalies are damped almost immediately because the bulk formulae compute heat
exchange based on the difference of the atmospheric and the (altered) ocean tempera-
ture. On the contrary, this effect is not present for freshwater flux. Even though the
usage of bulk formulae encompasses a more complex interplay between variables, it is
preferred over the less realistic formulations of boundary flux forcing or surface restor-
ing. For a more detailed discussion on how the formulation of surface forcing terms in
ocean models impacts adjoint sensitivities, the reader is referred to Bugnion et al. [2006]
and Kostov et al. [2019].

Examining how the adjoint sensitivities (2.3) and (2.4) evolve through time and
space reveals physical mechanisms and key regions that impact the quantities of interest
at various timescales. As already stressed in Section 1.2, the approach of using adjoint
sensitivities stands in sharp contrast to statistical methods, such as correlations or re-
gression. Adjoint sensitivities identify physical relationships and causal chains contained
in the model equations (which in turn only approximately represent the real ocean). On
the other hand, correlations provide an empirical measure of how two variables vary con-
currently and/or at some lead/lag, regardless of whether or not they are causally related
(see Fig. 1.11).

A caveat of the adjoint approach is that adjoint-derived sensitivities are a linearized
approximation to the non-linear responses, and may become less and less accurate with
larger perturbations and longer model integrations. Moreover, discontinuous processes,
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e.g., due to regime transition, can cause instability in the adjoint model and often have
to be substituted by approximate adjoints [e.g., Forget et al., 2015]. Due to these limi-
tations, the linearized approximation and inexactness of the adjoint, the adjoint-derived
sensitivities are to be evaluated against (probe) non-linear perturbation experiments in
order to assess their applicability. The acceptable size of the input perturbation and con-
sidered timescale will depend on the studied quantity of interest and the model setup.
For instance, Czeschel et al. [2010] find that in their MITgcm configuation at 1 ◦ hor-
izontal resolution, the adjoint and non-linear forward models show broadly consistent
results for the evolution of the AMOC at 27 ◦N over the first 15-20 years, after apply-
ing basin-wide heat flux perturbations of amplitude 15 W/m2 over the subpolar gyre.
In Chapter 5, the validity of the linearity assumption for the case study in this chapter
will be assessed, by evaluating the adjoint-derived sensitivities against forward model
perturbation experiments.

2.3 Identifying adjustment mechanisms and pathways

This section presents sensitivity fields ∂UOHCNS
∂F (x, y,−t) and ∂TIS

∂F (x, y,−t). UOHCNS
and TIS are March Nordic Seas upper-ocean heat content and volume transport across
the Iceland-Scotland ridge, defined in (2.1) and (2.2), respectively. Sensitivities are com-
puted to surface buoyancy and momentum fluxes F at lead times t of 1 month, 1 year,
3 years and 8 years. A lead time of 1 month refers to monthly mean flux anomalies
that have taken place in the previous month, i.e., in February, a lead time of 1 year to
monthly mean flux anomalies that have occurred in March in the previous year, and so
on. The sensitivities are normalized to a forcing anomaly applied over an area of 1 m2

for one month. All fluxes are defined to act at the ocean surface. That is, for sea-ice
covered areas the flux is defined at the ice-ocean interface.

The distribution of positive and negative sensitivities for increasing lead times reveals
all mechanisms by which small-amplitude perturbations in local or remote surface forcing
at the considered lead times may impact March Nordic Seas upper-ocean heat content
and volume transport across the Iceland-Scotland ridge. Note that for each quantity
of interest, sensitivity amplitudes cannot be compared across different forcings, since
they are computed per forcing unit. In Section 2.4 sensitivities are weighted by typical
buoyancy and momentum flux anomalies, which will make a comparison of UOHCNS
variability driven by different external forcings possible. The aim of the current section,
however, is the identification of physical mechanisms and teleconnections, which can be
performed for each forcing separately.

2.3.1 Sensitivity to buoyancy forcing

First, sensitivities of Nordic Seas upper-ocean heat content and volume transport across
the Iceland-Scotland ridge to surface buoyancy fluxes are investigated. By convention,
the buoyancy fluxes are directed upwards, that is, positive surface heat flux Qnet cor-
responds to ocean cooling, and positive freshwater flux E-P-R to increased evaporation
and thus ocean salinification.
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Nordic Seas upper-ocean heat content

Figs. 2.3 and 2.4 present snapshots of Nordic Seas upper-ocean heat content sensitivity
to net surface heat flux Qnet and freshwater flux E-P-R, respectively. The logarithmic
contour intervals are useful to detect mechanisms acting on different timescales, which
drive anomalies in Nordic Seas upper-ocean heat content of different amplitude. While
two logarithmic decades are used for sensitivities to freshwater flux (Fig. 2.4), three
logarithmic decades are shown for sensitivities to heat flux (Fig. 2.3) to illustrate the
rapid loss of sensitivity to heat flux. The sensitivities are normalized to a forcing anomaly
applied over an area of 1 m2 for one month. For example in Fig. 2.3(a), the strong
sensitivity over the Nordic Seas basin is approximately uniform of order −10−15 K/W.
A uniform month-long increase in upward surface heat flux of 1 W/m2 across the 1.5 ·
1012 m2-sized Nordic Seas basin would therefore result in a monthly anomaly in UOHCNS
of 1.5 · 10−3 K in the next month.

- 1 month At a lead time of 1 month, a signature of strong negative sensitivity to up-
ward surface heat flux is visible over the Nordic Seas as well as upstream in the NAC
(Fig. 2.3(a)). This indicates that an anomalous surface heat flux directed out of the
ocean over these regions results in negative upper-ocean heat content anomalies in the
Nordic Seas 1 month later, as one would expect. This mechanism reflects the dominant
effect of local air-sea heat fluxes on short timescales. In contrast, the amplitude of sen-
sitivities to freshwater flux at a lead time of 1 month (Fig. 2.4(a)) is small - an order
of magnitude less than at longer lead times of 1 or 3 years (Figs. 2.4(b),(c)). The weak
negative sensitivities to freshwater flux in the Nordic Seas region (Fig. 2.4(a)) are due to
the fact that, in the model, freshwater fluxes carry the local SST. An increased freshwa-
ter flux, directed out of the ocean, therefore removes waters that are relatively warmer
than the temperature mean taken over the upper 275m in the Nordic Seas basin. Pos-
itive sensitivities to freshwater flux that emerge around Iceland are visible at all lead
times, and will be discussed below.

- 1 year Negative sensitivities to heat flux in the Nordic Seas region at a lead time of 1
year (Fig. 2.3(b)) show that local air-sea fluxes can impact the Nordic Seas upper-ocean
heat content 1 year later, although the effect is of an order of magnitude less than the
immediate response (Fig. 2.3(a)). The fact that heat flux anomalies from the previous
winter still have an impact is due to the reemergence mechanism [Alexander and Deser,
1995], which stores local temperature anomalies at depth and then reentrains them into
the mixed layer the following winter.

The sensitivity dipole along the main flow line of the NAC, upstream of the Iceland-
Scotland ridge, in the map of sensitivity to freshwater forcing at a lead time of 1 year
(Fig. 2.4(b)) can be explained by the dynamics of thermal wind balance altering the
geostrophic current (ug, vg) via

∂ug
∂z

=
g

ρ0f

∂ρ

∂y
,

∂vg
∂z

= − g

ρ0f

∂ρ

∂x
. (2.5)

A freshwater flux perturbation matching the displayed distribution in Fig. 2.4(b), i.e., net
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Figure 2.3: Linearized sensitivity ∂UOHCNS
∂Qnet(x,y,−t) of MarchNordic Seas upper-ocean heat

content UOHCNS to surface heat flux Qnet for increasing lead times t of (a) 1 month,
(b) 1 year, (c) 3 years, and (d) 8 years. Positive sensitivity indicates that heat loss to
the atmosphere at the indicated lead time causes higher Nordic Seas upper-ocean heat
content. The green contour line marks the border of the Nordic Seas basin. The black
contour line in (d) bounds the regions wherein the March mixed layer depth exceeds
1000 m.
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Figure 2.4: As in Fig. 2.3 but linearized sensitivity ∂UOHCNS
∂(E-P-R)(x,y,−t) of March Nordic

Seas upper-ocean heat content to surface freshwater flux E-P-R for increasing
lead times of (a) 1 month, (b) 1 year, (c) 3 years, and (d) 8 years. Positive sensitivity
indicates that an increase in monthly mean evaporation at the indicated lead time causes
higher Nordic Seas upper-ocean heat content. The green and black contour lines are the
same as in Fig. 2.3.
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surface salinification to the left and net surface freshening to the right of the main flow
line of the NAC, generates a negative anomaly in the upper-ocean density gradient across
the NAC. According to equation (2.5), this negative density gradient anomaly strength-
ens the geostrophic current along the NAC path, with more heat being transported to
the Nordic Seas. The same mechanism is responsible for the positive sensitivities to sur-
face heat flux south of Iceland (Fig. 2.3(b)) because a positive upward heat flux anomaly
(corresponding to an anomalous heat loss to the atmosphere) south of Iceland would
lead to an ocean densification in that region and again create an anomalous negative
zonal density gradient across the NAC.

Positive sensitivities to upward heat flux along the Norwegian coast (Figs. 2.3(b)-(d))
seem counter-intuitive because this feature indicates that a local heat loss from the ocean
to the atmosphere increases upper-ocean heat content of the Nordic Seas 1-8 years later.
However, the same characteristic is seen in the freshwater flux sensitivity map at a lead
time of 1 year (Fig. 2.4(b)), which hints toward a dynamic process changing the baroclinic
structure of the upper ocean. Buoyancy loss in the region of positive sensitivities off the
Norwegian coast (Figs. 2.3(b) and 2.4(b)) creates a positive anomaly in the upper-ocean
density gradient across the Norwegian Coastal Current (NwCC), which is a second source
water pathway for the Nordic Seas (Fig. 1.1) and carries slightly colder water than the
NAC. By thermal wind balance (2.5), the positive density gradient decreases the strength
of the NwCC, and thus the relative contribution of warmer NAC waters brought to the
Nordic Seas increases. This interpretation is supported by the fact that the negative-
positive dipole straddles the NwCC all the way back into the North Sea in the sensitivity
map to freshwater flux (Fig. 2.4(b)). However, the extension of the dipole into the
North Sea is not seen in the sensitivity pattern to heat flux (Fig. 2.3(b)) because air-sea
heat fluxes act not only as a forcing for the described dynamic thermal wind balance
mechanism but also via the one-dimensional process of pumping heat into the ocean,
where the latter seems to win the competition. The warm temperature anomalies, caused
by the one-dimensional process, are then advected with the NwCC from the North Sea
into the Nordic Seas, which is why negative sensitivities, corresponding to ocean heat
gain from the atmosphere, are visible in the North Sea (Fig. 2.3(b)).

- 3 years With increasing forcing lead time, Nordic Seas upper-ocean heat content sen-
sitivity emerges continuously farther upstream along the NAC/Gulf Stream path. At a
lead time of about 2.5 - 3 years, the sensitivities have reached the American east coast
near Cape Hatteras (Figs. 2.3(c) and 2.4(c)). Negative sensitivities to heat flux ex-
tend into the NAC and eastern part of the Gulf Stream (Fig. 2.3(c)), and indicate that
an anomalous heat flux from the atmosphere into these ocean currents trigger positive
anomalies in upper-ocean heat content in the Nordic Seas 3 years later. The responsi-
ble mechanism is advection carrying heat flux-driven positive temperature anomalies via
the Gulf Stream and NAC into the Nordic Seas.

The sensitivity dipole along the main flow line of the NAC in the freshwater flux
sensitivity map (Fig. 2.4(c)) describes a buoyancy-forced increase in baroclinicity and
in the associated sheared transport across the core of the NAC. The stronger NAC
subsequently advects more warm waters into the Nordic Seas. In fact, the positive-
negative dipole extends all the way across the Fram Strait into the Arctic basin. This
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suggests that thermal wind balance can be an effective mechanism even downstream of
the Nordic Seas, by “sucking” more Atlantic water into the Nordic Seas. In contrast to
freshwater flux anomalies, the Arctic Ocean has no notable sensitivity to surface heat
flux anomalies that occur at a lead time of 3 years (Fig. 2.3(c)).

- 8 years At a forcing lead time of 8 years, sensitivity distributions to heat and fresh-
water flux show a fingerprint of the Atlantic thermohaline circulation (THC). Positive
sensitivities to heat flux in the Labrador Sea (Fig. 2.3(d)) and to freshwater flux in the
entire subpolar gyre (Fig. 2.4(d)) indicate that feeding the deep convection regions with
denser waters - either by removing freshwater or by ocean cooling - intensifies the THC,
which leads to an increased heat transport to the Nordic Seas and thus higher Nordic
Seas upper-ocean heat content 8 years later.

The sensitivity to freshwater flux persists in straddling the main flow line of the
NAC (Fig. 2.4(d)), indicating that the thermal wind balance mechanism is still a player
in remotely driving upper-ocean heat content anomalies in the Nordic Seas on longer
timescales. Moreover, the sensitivities to freshwater flux in the Arctic basin are still of
notable amplitude at a lead time of 8 years (Fig. 2.4(d)). The sensitivity distribution
in the Arctic is striking. The Eurasian basin shows negative sensitivities, whereas the
Canadian Basin exhibits positive sensitivities. Positive sensitivities in the Canadian
Basin can be seen as an expansion of positive sensitivities in the entire subpolar gyre
basin: positive salinity anomalies will eventually be exported from the Arctic Ocean to
the deep convection regions, passing the Fram Strait and Denmark Strait. As opposed
to the positive sensitivities to freshwater flux that populate the entire subpolar gyre and
its upstream regions in the Arctic (Fig. 2.4(d)), positive sensitivity to surface heat flux
is concentrated at the deep convection region in the Labrador Sea (Fig. 2.3(d)). This
remarkable discrepancy is due to the fact that SST anomalies are damped by air-sea
fluxes, whereas sea surface salinity (SSS) anomalies are not subject to a similar damping
effect. SSS anomalies can therefore persist over longer timescales.

Volume transport across the Iceland-Scotland ridge

Figs. 2.5 and 2.6 display sensitivities of volume transport across the Iceland-Scotland
ridge to net surface heat flux Qnet and freshwater flux E-P-R, respectively.

- 1 month The sensitivity patterns to heat and freshwater flux at a forcing lead time of
1 month show two striking features.

The first feature is a concentration of high sensitivity around the Iceland-Scotland
ridge (Figs. 2.5(a) and 2.6(a)), with positive sensitivity to the west of the ridge (around
Iceland), negative sensitivity to the east and south of the ridge (along the west coast
of Great Britain), and positive-negative oscillating sensitivities in between. The respon-
sible mechanism is thermal wind balance via equation (2.5). Heat and freshwater flux
perturbations matching the sensitivity distribution at the end points of the ridge gen-
erate an anomalous upper ocean negative density gradient along the Iceland-Scotland
ridge, which is then accompanied by a strengthening of the north-eastward transport.
The complex positive-negative structure between the end points of the Iceland-Scotland
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Figure 2.5: As Fig. 2.3 but linearized sensitivity ∂TIS
∂Qnet(x,y,−t) of March volume transport

across the Iceland-Scotland ridge to surface heat fluxQnet for increasing lead times
of (a) 1 month, (b) 1 year, (c) 3 years, and (d) 8 years. Positive sensitivity indicates
that heat loss to the atmosphere at the indicated lead time causes larger north-eastward
volume transport across the ridge. The green contour line marks the section of the
Iceland-Scotland ridge, and the black contour line in (d) is the same as in Fig. 2.3(d).
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Figure 2.6: As Fig. 2.5 but linearized sensitivity ∂TIS
∂(E-P-R)(x,y,−t) of March volume trans-

port across the Iceland-Scotland ridge to surface freshwater flux E-P-R for
increasing lead times of (a) 1 month, (b) 1 year, (c) 3 years, and (d) 8 years. Positive
sensitivity indicates that an increase in monthly mean evaporation at the indicated lead
time causes larger north-eastward volume transport across the ridge. The green and
black contour lines are the same as in Fig. 2.5.
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ridge is due to the fact that the ridge is not a straight, zonally aligned section - neither
in the real ocean nor in the model configuration used. Oscillatory sensitivities extend
also to the south of the ridge in Figs. 2.5(a) and 2.6(a) and are topographically steered,
due to the communication of barotropic signals along contours of constant f/H.

The second feature is of global nature. Positive sensitivities to freshwater flux pop-
ulate the Greenland, Iceland, Norwegian (GIN) Seas and the Arctic, and negative sen-
sitivities to freshwater flux populate the remainder of the global ocean (Fig. 2.6(a)).
Similarly, basin-wide sensitivities to heat flux emerge in the GIN Seas and the Arctic,
but, as opposed to sensitivities to freshwater flux, they carry a negative sign (Fig. 2.5(a)).
The signature of basin-wide sensitivities to freshwater flux can be explained as follows.
Freshwater flux perturbations lead to a change in volume. Barotropic waves communi-
cated this signal rapidly through the interior, into the coastal waveguides. Subsequently,
Kelvin waves propagate the signal in the wave guides cyclonically around the basin, to
the Iceland-Scotland ridge. In the Northern Hemisphere, Kelvin waves travel with the
coast to their right. Thus, when volume is removed from the Arctic or GIN Seas by in-
creased evaporation, this signal arrives at the western end of the Iceland-Scotland ridge
section, which generates a positive perturbation in the zonal pressure gradient along the
Iceland-Scotland ridge section. By geostrophic balance, this leads to a strengthening of
the northward geostrophic transport vg:

vg =
1

ρ0f

∂p

∂x
. (2.6)

This explains why sensitivity in the Arctic and GIN Seas is of uniformly positive sign. In
contrast, if volume is removed from the rest of the ocean, this signal arrives at the eastern
end of the ridge, which generates a negative perturbation in the zonal pressure gradient
along the ridge. According to equation (2.6), this weakens the northward geostrophic
transport vg, which explains why sensitivity in ocean regions south of the ridge is of uni-
formly negative sign.

As opposed to freshwater flux perturbations, heat flux perturbations do not have a
direct effect on ocean volume in the model. (Volume changes due to thermal expansion
driven by surface heat fluxes are negligible in comparison to volume changes due to
freshwater input [Greatbatch, 1994]. Thermal expansion due to surface heat fluxes is
therefore neglected in the model.) Instead, the basin-wide negative sensitivities in the
Arctic and GIN Seas are due to an indirect effect, which is linked to the interplay of heat
and freshwater fluxes that was explained in Section 2.2.3: negative heat flux anomalies
entail positive freshwater flux anomalies because a warmer ocean leads to increased
evaporation. The negative sensitivity to heat flux in the Arctic and GIN Seas is therefore
imprinted by the positive sensitivity to freshwater flux in the same region. Due to the
indirect effect, the sensitivity to heat flux caused by fast barotropic adjustment is of
much smaller amplitude than sensitivity to freshwater flux (e.g., when seen relative to
local sensitivity close to the ridge). Sensitivity to heat flux does therefore not emerge
south of the section under the colorbar used.

- 1 year Sensitivities to heat and freshwater flux at a lead time of 1 year (Figs. 2.5(b)
and 2.6(b)) highly resemble each other. Moreover, a very similar pattern has been
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found in the sensitivity map of UOHCNS to freshwater flux for the same lead time
(Fig. 2.4(b)). The resemblance of these three sensitivity maps supports the previous
interpretation for freshwater flux sensitivities of UOHCNS: a strengthening of the surface
geostrophic transport in the NAC advects more heat to the Nordic Seas. The only
noticable discrepancy between freshwater flux sensitivities of TIS (2.6(b)) and UOHCNS
(Fig. 2.4(b)) is that the dipole across the NwCC, detected in the sensitivity pattern of
UOHCNS (Fig. 2.4(b)) and attributed to an alteration of the NwCC as a second source
water pathway for the Nordic Seas, is absent in the sensitivity of TIS (Fig. 2.6(b)), as
expected.

- 3 years The sensitivity to freshwater flux at a lead time of 3 years (Fig. 2.6(c)) shows
similarities to those seen for UOHCNS at the same lead time (Fig. 2.4(c)): a dipole across
the Gulf Stream and NAC, which extends all the way into the GIN Seas and the Arctic
basin, impacting the strength of the NAC via thermal wind balance. However, sensitivity
to heat flux (Fig. 2.5(c)) shows a different pattern. This might appear counter-intuitive
because both heat and freshwater flux can only change volume transport through a
change in the density structure, and are therefore expected to have identical sensitivity
patterns - as was the case for a lead time of 1 year. I hypothesize that this discrepancy
is due to the fact that negative (positive) heat flux anomalies do not only impact density
directly, via ocean warming (cooling), but also indirectly, due to increased (decreased)
evaporation and thus ocean salinification (freshening), causing density anomalies of op-
posite sign. Therefore, a surface heat flux anomaly in the Gulf Stream or NAC creates
both an SST and an SSS anomaly. These anomalies are advected toward the ridge and
have competing effects on the baroclinic structure of the current: one anomaly strength-
ens the current, while the other anomaly weakens it. Along the way, the SST anomaly
is damped by air-sea heat fluxes, while the SSS anomaly can persist. Consequently, the
effect of the SSS anomaly overrides the effect of the SST anomaly on the long run. This
is reflected by the fact that subregions of the NAC close to the ridge show positive sen-
sitivity in Fig. 2.5(c), indicating that density changes due to SST anomalies dominate
the response, while regions farther upstream from the ridge show negative sensitivity,
indicating that density changes due to SSS anomalies control the response. The full
complexity of this process, including its seasonal dependence on the occurrence of the
forcing anomaly, is studied in Kostov et al. [2019].

-8 years For a lead time of 8 years, the sensitivities of TIS to heat and freshwater flux are
identical to those for UOHCNS. This shows that for a forcing lead time of 8 years both
TIS and UOHCNS can be increased most effectively by (i) a strengthened overturning
circulation via heat flux-driven ocean cooling in the deep convection regions (Figs. 2.3(d)
and 2.5(d)) and freshwater flux-driven positive SSS anomalies in the entire subpolar gyre,
Greenland Sea and Arctic Ocean (Figs. 2.4(d) and 2.6(d)), and (ii) a strengthened hor-
izontal circulation induced by an anomalous salinity gradient across the main flow line
of the NAC (Figs. 2.4(d) and 2.6(d)).

Further discussion on the link between UOHCNS and TIS sensitivities to surface
buoyancy fluxes will be given in Section 2.5.
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2.3.2 Sensitivity to surface momentum fluxes

Next, sensitivities of Nordic Seas upper-ocean heat content and volume transport across
the Iceland-Scotland ridge to surface momentum fluxes are investigated. By convention,
positive zonal wind stress τx corresponds to eastward wind, and positive meridional wind
stress τy to northward wind.

Nordic Seas Upper-Ocean Temperature

Figs. 2.7 and 2.8 show snapshots of sensitivity of Nordic Seas upper-ocean heat content
to zonal and meridional wind stress, τx and τy, at lead times of 1 month, 1 year, 3 years
and 8 years. The structure of the sensitivity patterns exhibits many complex small-scale
characteristics, due to the importance of wave dynamics, the impact of topographic
boundaries, and local Ekman dynamics. For a clearer discussion, the paragraphs in the
following are therefore ordered by characteristics of the sensitivity patterns, rather than
by lead time (as done in Section 2.3.1).

Moderate loss of sensitivity Wind stress anomalies at a lead time of 1 year (Figs. 2.7(b)
and 2.8(b)) can trigger anomalies in Nordic Seas upper-ocean heat content of the same
order of magnitude as wind stress anomalies at a lead time of 1 month (Figs. 2.7(a)
and 2.8(a)). Compared to the rapid loss of sensitivity to heat flux by two orders of
magnitude over the course of 8 years (Fig. 2.3), the loss of sensitivity to historic wind
stress is moderate. For wind stress anomalies at a lead time of 8 years (Figs. 2.7(d) and
2.8(d)), one can still detect sensitivities that are only of an order of magnitude less than
sensitivities to wind stress anomalies at a lead time of 1 month (Figs. 2.7(a) and 2.8(a)).

Stationarity Moreover, it is striking that many features in the sensitivity patterns appear
stationary, persisting for lead times of months to years. Two examples of such stationary
sensitivity features are highlighted by the solid green boxes in Figs. 2.7 and 2.8:

S.1 The sensitivity feature around Iceland. Sensitivity to zonal wind stress is positive
along the southern coast of Iceland, and negative along the northern coast of Ice-
land. Sensitivity to meridional wind stress is negative along the western coast of
Iceland and positive along the eastern coast of Iceland.

S.2 The sensitivity feature at the eastern edge of the Atlantic. A band of positive
sensitivities to meridional wind stress exists along the African and European west
coast, crossing the Iceland-Scotland ridge, and extending into the Nordic Seas
basin. The sign of sensitivity to zonal wind stress alternates and is determined
by the orientation of the West African coastline. NW-SE-aligned coastlines show
negative sensitivities adjacent to the coast, and SW-NE-aligned coastlines show
positive sensitivities to zonal wind stress.

Sensitivity dipole along intergyre boundary Not all features in the sensitivity patterns to
wind stress are stationary. With increasing lead time, a sensitivity dipole emerges which
straddles the zero-line of the barotropic stream function. The sensitivity dipole is high-
lighted by the dashed green box in Figs. 2.7(c),(d) and 2.8(c),(d) and is characterized by
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Figure 2.7: As Fig. 2.3 but linearized sensitivity ∂UOHCNS
∂τx(−t,x,y) of MarchNordic Seas upper-

ocean heat content to zonal wind stress τx for increasing lead times of (a) 1 month,
(b) 1 year, (c) 3 years, and (d) 8 years. Positive sensitivity indicates that an increase
in monthly mean eastward wind at the indicated lead time causes higher Nordic Seas
upper-ocean heat content. The green contour line marks the border of the Nordic Seas
basin and the black dashed contour line shows the zero-line of the barotropic stream
function. The solid green boxes S.1 and S.2 contain stationary sensitivity patterns. The
dashed green box D contains a sensitivity dipole along the intergyre boundary.
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Figure 2.8: As Fig. 2.7 but linearized sensitivity ∂UOHCNS
∂τy(−t,x,y) of March Nordic Seas

upper-ocean heat content to meridional wind stress τy for increasing lead times
of (a) 1 month, (b) 1 year, (c) 3 years, and (d) 8 years. Positive sensitivity indicates that
an increase in monthly mean northward wind at the indicated lead time causes higher
Nordic Seas upper-ocean heat content. The green and black contour lines and boxes are
the same as in Fig. 2.7.
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negative sensitivities to zonal and meridional wind stress in the subpolar gyre, and pos-
itive sensitivities to zonal and meridional wind stress in the subtropical gyre. Therefore
the sign of the dipole is such that a positive anomaly in wind stress curl along the in-
tergyre boundary leads to a positive anomaly in Nordic Seas upper-ocean heat content.
For a lead time of 2 years (not shown), the sensitivity dipole populates the NAC east-
ward of 40 ◦W, and by a lead time of 2.5 - 3 years the dipole has reached the American
east coast near Cape Hatteras (Figs. 2.7(c) and 2.8(c)).

The above findings - moderate loss of Nordic Seas upper-ocean heat content sensitivity
to prior wind stress anomalies, stationarity, and the sensitivity dipole along the intergyre
boundary - will be discussed in more detail in Section 2.5, after investigating these aspects
for volume transport across the Iceland-Scotland ridge.

Volume transport across the Iceland-Scotland ridge

Fig. 2.9 shows snapshots of sensitivity of volume transport across the Iceland-Scotland
ridge to wind stress.

- 1 month The patterns S.1 and S.2 that were detected in Figs. 2.7 and 2.8 also appear
in the sensitivity maps of volume transport across the Iceland-Scotland ridge at a lead
time of 1 month (inside the green boxes in Figs. 2.9(a),(b)) and are now investigated
further.

Since Kelvin waves travel with the coast to the right in the Northern Hemisphere, the
Icelandic coastline is a waveguide for waves propagating clockwise around Iceland, ar-
riving at the western end of the Iceland-Scotland ridge section. Thus, negative pressure
anomalies along the entire Icelandic coastline result in a positive perturbation of the zonal
pressure gradient along the Iceland-Scotland ridge section, and by geostrophic balance
(2.6), a strengthening of the northward geostrophic transport across the ridge. This path-
way explains feature S.1 inside the green box around Iceland in Figs. 2.9(a),(b). Wind
stress perturbations that match the sign of this sensitivity feature, i.e., an increased
northward (eastward, southward, westward) wind stress along the eastern (southern,
western, northern) coast of Iceland, drives Ekman offshore divergence, resulting in a
negative pressure anomaly at the Icelandic coast, which is communicated to the western
end of the Iceland-Scotland section and strengthens the northward geostrophic transport.

To explain feature S.2, it is noted that the African and European west coast are
upstream waveguides of the Iceland-Scotland ridge section, where signals arrive at the
eastern end of the section. Positive pressure anomalies along the African and European
west coast will therefore result in a positive perturbation in the zonal density gradi-
ent across the Iceland-Scotland ridge section, and again, by geostrophic balance (2.6),
strengthen the northward geostrophic transport across the ridge. Anomalies in merid-
ional wind stress that match the sign of the sensitivity feature in Fig. 2.9(b), i.e., in-
creased northward wind stress along the African and European west coast, drive Ekman
onshore convergence, resulting in the required positive pressure anomaly at the coastal
boundary. Alternating sensitivities to zonal wind stress along the African and European
west coast inside the green box in Fig. 2.9(a) (or increasingly visible for a lead time of
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Figure 2.9: Linearized sensitivity ∂TIS
∂F (−t,x,y) of March volume transport across the

Iceland-Scotland ridge to (a) zonal wind stress (F = τx) and (b) meridional
wind stress (F = τy) for a lead time of 1 month. Positive sensitivity indicates that
an increase in monthly mean eastward wind in (a) and monthly mean northward wind
in (b) causes higher north-eastward volume transport across the ridge (indicated by the
green contour line) 1 month later. The green boxes contain the same sensitivity patterns
as the respective boxes in Figs. 2.7 and 2.8.

(a)

- 2 months

S.1

S.2

(b)

- 1 year

(c)

- 2 years

D

Figure 2.10: Linearized sensitivity ∂TIS
∂τx(−t,x,y) of March volume transport across the

Iceland-Scotland ridge to zonal wind stress for increasing lead times of (a) 2 months,
(b) 1 year, and (c) 2 years. The colorbar is the same as in Fig. 2.9. Positive sensitivity
indicates that an increase in monthly mean eastward wind at the indicated lead time
causes larger north-eastward volume transport across the ridge. The black and green
contour lines and boxes are the same as in Fig. 2.7.
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2 months in Fig. 2.10(a)) can be explained similarly. Sensitivity to zonal wind stress
is positive along SW-NE-aligned coastlines because here, eastward wind drives onshore
Ekman transport and thus positive pressure anomalies at the coastal boundary. Along
NW-SE-aligned coastlines, on the other hand, westward wind is required for onshore
Ekman transport. Therefore NW-SE-aligned coastlines are populated with negative sen-
sitivity to zonal wind stress.

The adjustment processes that were discussed in the previous paragraphs are due
to fast barotropic coastally trapped waves. These waves propagate at a speed of

√
gH,

where g denotes gravitational acceleration and H the depth of the water column. Even
for very shallow depths of 250m, waves propagate with a speed of about 50m/s (or
4300 km/day). Since the sensitivities are scaled to monthly forcing anomalies, the sig-
nature of fast barotropic waves, e.g., via the discussed patterns S.1 and S.2, emerges
strongly in the sensitivity maps for lead times of 1-2 months, the shortest lead times
that are considered.

Rapid loss of sensitivity Figs. 2.9(a) and 2.10(a)-(c) show sensitivity of volume transport
across the Iceland-Scotland ridge to zonal wind stress for lead times of 1 month, 2 months,
1 year and 2 years. For increasing lead time, one observes a rapid loss of sensitivity to
zonal wind stress. For instance, sensitivities around Iceland decrease by an order of
magnitude between lead times of 1 month (Fig. 2.9(a)) and 2 months (Fig. 2.10(a)),
and by another order of magnitude between lead times of 2 months (Fig. 2.10(a)) and 1
year (Fig. 2.10(b)). The loss of sensitivity to meridional wind stress (not shown here) is
equally rapid as to zonal wind stress.

No stationarity Stationarity of sensitivity to wind stress, which was found for Nordic Seas
upper-ocean heat content, is absent for volume transport across the Iceland-Scotland
ridge. For example, the band of negative sensitivities along the African west coast from
Cape Verde to the Gulf of Guinea for lead times of 1 and 2 months (Figs. 2.9(a) and
2.10(a)) turns into a band of positive sensitivities for a lead time of 1 year (Fig. 2.10(b)),
reflecting a complex temporal evolution of barotropic and baroclinic adjustment pro-
cesses.

Sensitivity dipole along intergyre boundary Finally, the wind stress sensitivity dipole along
the intergyre boundary that was detected in the sensitivity maps of Nordic Seas upper-
ocean heat content (Figs. 2.7(c),(d) and 2.8(c),(d)) is also visible in the sensitivity maps
of volume transport across the Iceland-Scotland ridge to zonal wind stress (Fig. 2.10(c))
and meridional wind stress (not shown).

To summarize, the findings of this subsection are:

• Fast barotropic adjustment processes alter the volume transport across the Iceland-
Scotland ridge on daily to weekly timescales. The same processes are imprinted on
the sensitivity maps of Nordic Seas upper-ocean heat content on monthly to yearly
timescales.
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Figure 2.11: (a) Subregions of the global ocean that are considered in this work and (b)
a comparison of their geographical area. In (a), the thick solid line marks the boundary
of the Nordic Seas region, the thick dashed contour line is the zero-line of the barotropic
stream function, and the thin dashed and dotted lines depict the sea-ice extent in March
and September, respectively, in the model simulation in this chapter. The gray bar in
(b) refers to the rest of the global ocean that is not part of any of the defined regions in
(a).

• Cross-ridge volume transport is characterized by a rapid loss of sensitivity to wind
stress anomalies, whereas Nordic Seas heat content can be impacted years later by
local and remote wind stress anomalies.

• Positive anomalies in wind stress curl along the intergyre boundary cause positive
anomalies in north-eastward cross-ridge volume transport and Nordic Seas heat
content after 2 years and later.

These results are further discussed in Section 2.5.

2.4 Relative importance of forcings and regions of origin

Definition of regions

To summarize the results from the last section, the globe is divided up into geographical
regions, as shown in Fig. 2.11(a). This allows a quantification of the relative importance
of these regions on various timescales in generating variability in Nordic Seas upper-
ocean heat content. Seven regions, which cover the North Atlantic and the Arctic, are
defined. The region called “local” is the Nordic Seas domain itself, which was defined in
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Section 2.2.2. The North Atlantic Current (NAC) is defined as the part of the North
Atlantic which exhibits annual mean SST between 10 and 16 ◦C in the equilibrated
model simulation (described in Section 2.2.1). The boundary with the Gulf Stream is
considered to be located at 40 ◦W. The Gulf Stream, in turn, is defined as the region east
of Florida, and between 25 ◦N and 50 ◦N, which has annual mean surface speed larger
than 0.07 m/s in the equilibrated model simulation. In addition, the region west of 40 ◦W
and between 40 ◦N and 50 ◦N is included in the Gulf Stream region, as this region has
been suggested as an important “transition zone” for strong water mass transformation
in Buckley and Marshall [2016]. In the transition zone, the separated Gulf Stream, the
North Atlantic Current, and Labrador Current all interact with each other at the western
junction of the subtropical and subpolar gyres. The Subtropical Gyre is defined as the
remaining part of the North Atlantic north of 16 ◦N and south of the Gulf Stream and
NAC regions where the barotropic stream function exhibits positive values. Similarly,
the Subpolar Gyre is determined as the remaining part of the North Atlantic north of
the Gulf Stream regions and NAC with negative barotropic stream function values. The
Greenland Sea is the subregion of the Greenland, Iceland, Norwegian (GIN) Seas which
is not part of the local region. The last region is the Arctic Ocean including the Barents
Sea.

Response functions

To study the relative importance for Nordic Seas upper-ocean heat content variability
across regions and forcings, the sensitivities are weighted by temporally-spatially varying
fields |∆F |, which reflect the magnitude of typical anomalies in the respective forcing
fields. This turns sensitivity fields ∂UOHCNS

∂F into response fields ∂UOHCNS

∂F · |∆F |. The
absolute values of the response fields are then integrated over each of the defined regions
R, resulting in the response functions

|∆UOHCNS|R,F (t) =

∫

R

∣∣∣∣
∂UOHCNS
∂F (x, y,−t)

∣∣∣∣ · |∆F (x, y,m(−t))| dx dy, (2.7)

where the lead time t is discretized into monthly values. Here, F can be either surface
heat flux Qnet, surface freshwater flux E-P-R, zonal wind stress τx or meridional wind
stress τy.

For each grid point (x, y), 12 different values for ∆F (x, y,m) are used, one for each
month m. These values are computed as the standard deviation of the departures from
the seasonal cycle, using the statistics of the 20-year ECCOv4r2 forcing fields, which
have been adjusted from ERA-Interim fields in the state estimation optimization pro-
cess [Forget et al., 2015]. Since the sensitivities ∂UOHCNS

∂F in Section 2.3 were computed
with respect to surface fluxes F that act at the ocean surface (i.e., at the ice-ocean inter-
face for sea-ice covered areas), the anomalies ∆F are computed according to the same
definition. The function m(−t) in (2.7) evaluates the month which corresponds to the
lead time t. Since UOHCNS is computed in March, a lead time of 1, 13, 25, . . . months
corresponds to the month February, a lead time of 2, 14, 26, . . . months to the month
January, and so on.
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It is noted that the response functions, as defined in (2.7), ignore the signs of sensi-
tivities and forcing anomalies - and more importantly, the product of these signs. For
a reconstruction of Nordic Seas upper-ocean heat content anomalies, caused by global
atmospheric forcing anomalies in the past, one would have to evaluate ∂UOHCNS

∂F · ∆F ,
taking into account both the sign of the sensitivities, ∂UOHCNS

∂F , and the sign of the ac-
tual occurring forcing anomalies, ∆F . If a forcing anomaly had uniform sign within
a certain region which contains both positive and negative sensitivity subregions, this
would lead to cancellations in the actual responses. For instance, Figs. 2.4(b),(c),(d),
Figs. 2.7(c),(d) and Figs. 2.8(c),(d) showed adjacent positive and negative sensitivities
in the form of the positive-negative dipole across the NAC and Gulf Stream. More-
over, the sensitivity fields to wind stress (Figs. 2.7 and Figs. 2.8) were characterized by
a small-scale positive-negative structure at many locations. The same cancellation effect
occurs if a region shows sensitivities of uniform sign but forcing anomalies exhibit alter-
nating sign within that region. Both cancellation types will certainly occur in reality.
Metric (2.7) can therefore be seen as an upper bound for absolute upper-ocean heat con-
tent anomalies in the Nordic Seas that are generated by atmospheric forcing anomalies.
The magnitude of computed heat content anomalies will only be realized if the anomaly
fields have the same positive-negative structure as the sensitivity fields such that no can-
cellations take place. However, studying response functions, as defined in (2.7), is the
clearest way of highlighting regions of - potentially - greatest importance for upper-ocean
Nordic Seas heat content.

2.4.1 Relative importance of forcings

The response functions (2.7) are shown in Fig. 2.12, where contributions from atmo-
spheric forcing anomalies in different regions are stacked on top of each other. The
response functions all have the same unit (K, the unit of UOHCNS), regardless of the
forcing type F . Contributions due to different forcings are therefore now comparable to
each other.

Stacked sensitivities in Fig. 2.12(a), reflecting the accumulated effect on Nordic Seas
upper-ocean heat content from heat flux anomalies in all regions, show a rapid decrease
for increasing lead time. In contrast, sensitivity to freshwater flux does not show a no-
table decrease in amplitude on a ten-year timescale (Fig. 2.12(b)). As a result, while of
minor relative importance on short timescales, freshwater flux anomalies become an im-
portant driver of UOHCNS variability on increasingly longer timescales. Figs. 2.12(c),(d)
confirm that - after an initial loss of sensitivity over the course of the first two years -
sensitivity to wind stress decreases moderately, as already discussed in Section 2.3.2. The
moderate loss of wind stress sensitivity of UOHCNS stands in contrast to the very rapid
loss of wind stress sensitivity of TIS (not shown). Loss of sensitivity with increasing lead
time for the different forcing types is sketched by the black arrows in Fig. 2.12.

Counting contributions from all regions together, the impact of anomalies in either of
the wind stress components is as large as the impact of heat and freshwater flux anomalies
combined, on all considered timescales. For example, monthly flux anomalies occuring
at a lead time of one month, when heat flux and wind stress anomalies have the largest
impact, can lead to Nordic Seas upper-ocean heat content anomalies of up to 0.09K
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Figure 3.5: Relative importance of different regions, lead times and forcings for generat-
ing Nordic Seas upper-ocean temperature variability, computed as the total sensitivity
dJvar(month t, forcing F, basin) =

R
basin

���@UOTNS

@F (x,y,t)

��� · |�F (x, y, t)| dx dy. For every month,
the standard deviation field of the statistics of the corresponding month in the 20 year
ECCO-V4r2 estimate, serves as a value for �F (x, y, t).

contribute much in reality. We therefore weight the sensitivities by temporal-spatially
varying �F (x, y,m), which reflect typical anomalies in the corresponding forcing field
in the month m:

�UOTNS =
@UOTNS

@F
·�F (3.2)

For each grid point (x, y), 12 different values for �F are used; they are computed as the
standard deviation of the departures from the seasonal cycle, using the statistics of the
20 year ECCO-V4r2 adjusted forcing fields.

A high contribution of a region to �UOTNS can have three different causes; first,
high sensitivity in that region, second, high variability in atmospheric forcing, a big area,
over which we integrate. Figure show these three aspects, and Figure the final calculation
3.2.

The projection performed in (3.2) turned sensitivity fields into response fields; the
response fields all have the same unit (namely K, the unit of the objective function
UOTNS), regardless of the forcing type F . This allows us to compare how upper-
ocean heat content in the Nordic Seas is affected by climatological anomalies of different
atmospheric forcings and in different regions around the globe.

In this section we want to study the relative importance of atmospheric forcing
anomalies in different regions in affecting Nordic Seas UOHC variability.

Figure ?? shows such adjoint response fields @SSTNS

@F ·�F , as a function of region and
lead time.

Figure 2.12: Response functions |∆UOHCNS|R,F (t), defined in (2.7), of March Nordic
Seas upper-ocean heat content to (a) surface heat flux Qnet, (b) surface freshwater flux
E-P-R, (c) zonal wind stress τx, and (d) meridional wind stress τy. The responses are
shown as a function of lead time t (in years) of monthly forcing anomalies. Contributions
from atmospheric forcing anomalies in different regions R are stacked on top of each other.
The regions are color-coded according to the legend. Gray shading refers to the rest of
the global ocean that is not part of any of the shown regions in the map. The black
arrows sketch the characteristic loss of sensitivity to the respective forcing types.
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for monthly heat flux anomalies (Fig. 2.12(a)), up to 0.01K for monthly freshwater flux
anomalies (Fig. 2.12(b)), and up to approximately 0.11K for typical monthly zonal or
meridional wind stress anomalies (Figs. 2.12(c),(d)). If typical monthly flux anomalies
occur in the previous summer, corresponding to a lead time of about 0.5 years, generated
anomalies in March Nordic Seas upper-ocean heat content are much smaller, namely of
magnitude less than 0.01K for heat and freshwater fluxes, respectively, and of magnitude
0.04K for each of the wind stress components. At a lead time of 3 years (corresponding
to the month March 3 years earlier), Nordic Seas upper-ocean heat content can be altered
by 0.02K by typical variations in monthly heat and freshwater flux anomalies, respec-
tively, and by about 0.05K by monthly anomalies in each of the wind stress components.

The dominant role of wind stress compared to buoyancy fluxes is suggested to be due
to (i) a strong reponse of Nordic Seas heat content to barotropic adjustment processes
on short timescales (< 1 year), and (ii) the moderate loss of sensitivity to wind stress
with increasing lead time. Both aspects have been discussed in Section 2.3.2. It is
noted, however, that the controlling influence of wind stress anomalies over buoyancy
anomalies could partly be a result of the chosen metric, too. That is, as noted before,
the response functions, defined in (2.7) and shown in Fig. 2.12, might favor sensitivities
to wind stress. In reality, the small-scale structure in the sensitivity fields, detected in
Figs. 2.7 and Figs. 2.8, will be partly cancelled if forcing anomalies with larger-scale
structure are projected onto them.

2.4.2 Seasonality

The variation of the responses at annual frequency in Figs. 2.12(a)-(d) shows that the
effect of forcing anomalies depends strongly on the season in which they occur. Generally,
the impact is highest if forcing anomalies occur in winter and spring when mixed layer
depths are at their deepest. A more detailed analysis of the seasonality of the responses
is presented in Appendix A.

2.4.3 Relative importance of regions of atmospheric origins

On short timescales (< 1 year) local surface heat flux anomalies are most influential
(Fig. 2.12(a)) for altering March Nordic Seas upper-ocean heat content. Fig. 2.12(a)
confirms that the effect of local heat flux anomalies decreases rapidly with increasing
lead time, as discussed in Section 2.3.1. Morever, it supports the identified reemergence
mechanism, reflected in the fact that local heat flux anomalies from several winters back
in time still have an impact. Sensitivity to heat flux is also dectectable in the neighbor-
ing regions of the Nordic Seas, namely the Greenland Sea, the Subpolar Gyre, and the
NAC. Sensitivity to heat flux anomalies in the Gulf Stream is visible for lead times of
2.5 years and greater, set by the advective timescale.

On timescales shorter than 5 years, the UOHCNS response to surface freshwater flux
anomalies is strongest in the NAC and Greenland Sea (Fig. 2.12(b)). Here, freshwater
flux anomalies can alter the geostrophic current via thermal wind balance, as discussed
in Section 2.3.1. Fig. 2.12(b) shows that the maximum UOHCNS response to freshwater
flux occurs for a forcing lead time of 5 years (as opposed to an immediate response to
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local heat fluxes), which is a result of freshwater flux anomalies requiring active ocean
dynamics in order to impact Nordic Seas heat content. Similarly as seen for heat fluxes,
a notable response to freshwater flux anomalies in the Gulf Stream emerges at lead times
of 2.5 years and greater. For forcing lead times greater than 5 years, sensitivity to surface
freshwater flux is highest in the Subpolar Gyre, the Greenland Sea, and the Arctic Ocean.

For any forcing lead time between 0 and 10 years, wind stress anomalies in the local
region, the NAC, the Subpolar Gyre and the Greenland Sea show all similar contribu-
tions (Figs. 2.12(c),(d)). Some of the immediate response to local wind stress anomalies
are due to Ekman dynamics. The remaining contributions are attributed to the adjust-
ment mechanisms that are reflected by the stationary wind stress sensitivity patterns in
Section 2.3, imprinted by barotropic adjustment processes that alter the volume trans-
port across the Iceland-Scotland ridge. With increasing lead time, from 2 to 10 years, the
contributions due to these processes decrease approximately linearly at a similar slope
(Figs. 2.12(c) and (d)). On timescales less than 3 years, these mechanisms generate most
of the variability in Nordic Seas upper-ocean heat content.

On timescales between 3 and 10 years, strong response to wind stress in the Gulf
Stream and NAC in Figs. 2.12(c) and (d) is consistent with sensitivity to wind stress
curl anomalies along the intergyre boundary, detected in Section 2.3. UOHCNS response
to zonal wind stress anomalies in the Subtropical Gyre emerges together with UOHCNS
response to wind stress anomalies in the Gulf Stream, for the first time at a forcing lead
time of 2-3 years. This is a signature of Rossby waves, which communicate pressure
anomalies at mid-latitude westward across the North Atlantic basin. Anomalies carried
by these Rossby waves are fed into the Gulf Stream, which eventually carries them to
the Nordic Seas. The Rossby wave effect was too small to be discernible in Fig. 2.7, but
would be visible with a colorbar showing the next smaller logarithmic decade. However,
as an integrated effect over the large area of the Subtropical Gyre, it constitutes a sub-
stantial contribution to Nordic Seas upper-ocean heat content variability.

In Appendix A, it is investigated whether the identified contributions of forcing
anomalies in a particular region are due to (i) high sensitivity to this forcing type in
the considered region, (ii) high typical forcing anomalies in this region, or (iii) a large
region size, which integrates rather small effects to a significant contribution.

2.5 Discussion

The adjoint of a realistic global ocean model has been used to investigate local and
remote atmospheric origins of variability in Nordic Seas upper-ocean heat content on
a ten-year timescale. Adjoint sensitivity distributions reveal the pathways and the role
of physical mechanisms in carrying anomalies generated across the global ocean surface
to the Nordic Seas. By comparing adjoint sensitivities of Nordic Seas upper-ocean heat
content to adjoint sensitivities of volume transport across the Iceland-Scotland ridge, the
important dynamical linkage between these two quantities is elucidated. Furthermore, it
is quantified how different regions across the globe and different forcing types contribute
to generating Nordic Seas upper-ocean heat content variability on different timescales.
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Importance of local air-sea heat fluxes on short timescales

Nordic Seas upper-ocean heat content is found to be most sensitive to anomalies in local
heat fluxes which take place in the same year during winter, when the mixed layer depth
is at its deepest. Due to reemergence, these heat flux anomalies still show an impact on
Nordic Seas upper-ocean heat content in the following winter, although their strength is
reduced by 70%. The effect on Nordic Seas heat content in subsequent winters decreases
rapidly. Heat flux anomalies taking place in summer are ineffective in altering Nordic
Seas upper-ocean heat content on timescales longer than a few months.

Sensitivity of ocean heat content vs. ocean transports

For remote, rather than local, atmospheric forcing anomalies, the Iceland-Scotland ridge
is the key adjustment pathway for Nordic Seas upper-ocean heat content on both short
(< 1 year) and longer timescales.

Volume transport across the Iceland-Scotland ridge shows high sensitivity to wind
stress in regions that are upstream waveguides of the Iceland-Scotland ridge section, in-
cluding subregions of the GIN Seas (in particular the Icelandic coastline), the Arctic
Ocean, the NAC, and the northern hemisphere African and European west coast. Pres-
sure anomalies are carried by fast barotropic coastally trapped waves within days from
the region of origin of the wind stress anomaly to the Iceland-Scotland ridge section,
where they impact the geostrophic transport across the ridge. For increasing lead time,
the time-evolving wind sensitivity patterns reflect a complex interplay of barotropic and
baroclinic adjustment processes, but their impact on cross-ridge volume transport de-
creases rapidly: The effect of wind stress anomalies that occurred more than one month
earlier is of at least one order of magnitude less in strength than the fastest barotropic
signal. The importance of barotropic adjustment processes for cross-ridge volume trans-
port on short timescales and a rapid loss of sensitivity to wind stress are consistent with
the results from previous studies that investigated adjoint sensitivities of volume trans-
ports across other sections in the Atlantic [Pillar et al., 2016; Smith and Heimbach, 2019].

Analyzing Nordic Seas upper-ocean heat content sensitivities alongside sensitivities
of volume transport across the Iceland-Scotland ridge highlights that Nordic Seas upper-
ocean heat content is to a large degree the integrated consequence of anomalous wind-
driven cross-ridge volume transport. This is reflected in the wind stress sensitivity dis-
tributions by the following characteristics: The sensitivity patterns of cross-ridge volume
transport that are set by the fast barotropic adjustment processes, which dominate the
net response in volume transport, are imprinted onto Nordic Seas upper-ocean heat con-
tent sensitivities as a stationary feature. This persistence can be explained as follows.
While volume transport soon loses its memory to adjustment processes that act on daily
timescales, temperature anomalies carried across the ridge by anomalous volume trans-
port are “stored in memory” of Nordic Seas upper-ocean heat content. As a consequence,
there is only moderate loss of sensitivity to wind forcing with increasing lead time, and
wind stress anomalies in the upstream waveguides of the Iceland-Scotland ridge section
can affect Nordic Seas heat content even years later. In short, a large portion of Nordic
Seas upper-ocean heat content variability on monthly to yearly timescales is generated
by fast barotropic adjustment processes which alter the volume transport across the
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Iceland-Scotland ridge.

The large majority of previous adjoint-based studies have focused on metrics of ocean
circulation, e.g., heat and volume transports across certain sections [e.g., Heimbach
et al., 2011; Pillar et al., 2016; Smith and Heimbach, 2019]. A novelty of this work
is that adjoint-derived sensitivities of a kinematic (transport) quantity (TIS) are exam-
ined alongside adjoint-derived sensitivities of a closely related thermodynamic quantity
(UOHCNS). Despite the close association of the quantities, there are surprising differ-
ences in their sensitivity to external forcing, e.g., stationary wind stress sensitivities of
UOHCNS, as discussed in the previous paragraph. These differences in the sensitivities
are due to different “residence capacities” of the metrics and have important implications
for inferring changes in ocean heat storage from transport metrics.

Wind stress curl anomalies along intergyre boundary affect the Nordic Seas

Apart from barotropic adjustment processes, the adjoint sensitivity distributions reveal
another mechanism by which wind stress anomalies can alter Nordic Seas upper-ocean
heat content effectively. A positive anomaly in wind stress curl along the intergyre
boundary leads to positive anomalies in the north-eastward volume transport across
the Iceland-Scotland ridge and in Nordic Seas heat content. For a wind stress curl
anomaly occuring at 40 ◦W along the intergyre boundary, the response signal for Nordic
Seas upper-ocean heat content arrives about 2 years later but persists for many years.
Forward perturbation experiments with the full non-linear model validate the detected
adjustment mechanism (see Chapter 5). It is noted that the detected teleconnection
between wind stress curl at the intergyre boundary and Nordic Seas upper-ocean heat
content is particularly relevant because the intergyre boundary is the location where
wind stress curl anomalies associated with the NAO are the strongest [e.g., Marshall
et al., 2001; Häkkinen et al., 2011].

Many studies have investigated the effect of wind stress curl and the wind-driven gyre
circulations on high-latitude ocean temperature. Hátún et al. [2005] and Häkkinen et al.
[2011] argue that a contraction of the subpolar gyre leads to the NAC being composed of
more warm, saline subtropical waters and less cold, fresher subpolar waters than usual.
This anomaly in the NAC composition is then reflected in a warmer and more saline
inflow into the Nordic Seas. Indeed, the sensitivity distribution found in this chapter -
which indicates that a weakening of the westerlies in the subpolar gyre and strengthen-
ing of the westerlies in the subtropical gyre eventually increases Nordic Seas upper-ocean
heat content - can be read in a way consistent with Hátún et al. [2005] and Häkkinen
et al. [2011]. The modification of the westerlies in the way just described would weaken
the cyclonic subpolar gyre and strengthen the anticyclonic subtropical gyre, such that
more warm waters flow into the Nordic Seas (although Häkkinen et al. [2011] suggest
that a weakening of both gyres is even more efficient for the subpolar front to move west-
ward and to open the pathway for more subtropical waters). However, the results in this
chapter also show that volume transport across the Iceland-Scotland ridge is sensitive to
wind stress curl anomalies along the intergyre boundary in the same way as Nordic Seas
upper-ocean heat content. This indicates that the responsible mechanism is not solely
a change in the gyre shapes and in the relative contribution of subpolar and subtropical
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Figure 2.13: Schematic of the effect of wind stress curl along the intergyre boundary on
North Atlantic surface currents. (a) shows weakened westerlies in the subpolar gyre and
strengthened westerlies in the subtropical gyre (black dashed arrows), corresponding to a
positve anomaly in wind stress curl along the intergyre boundary. A cyclonic intergyre-
gyre is spun up (Marshall et al. [2001]), which steers relatively more water into the
NwAC and relatively less water into the IC. (b) shows a negative anomaly in wind
stress curl along the intergyre boundary, which spins up an anticyclonic intergyre-gyre
driving relatively more water into the IC and relatively less water into the NwAC. Red
solid arrows represent the Gulf Stream (GS), the North Atlantic Current (NAC), the
Irminger Current (IC), the Norwegian Atlantic Current (NwAC), and the intergyre-
gyre. The red dashed arrow represents the southeastern pathway discussed in Häkkinen
and Rhines [2009]. Black dashed arrows show anomalies in wind stress. Furthermore,
the schematics shows the location of the Nordic Seas (NS) and the Labrador Sea (LS).

waters, as suggested by Hátún et al. [2005] and Häkkinen et al. [2011] - such a change
would mostly lead to anomalies in the advected temperature and not in the cross-ridge
volume transport.

In contrast, Orvik and Skagseth [2003] suggest a baroclinic adjustment mechanism
along the Gulf Stream/NAC path, which does alter cross-ridge volume transport in re-
sponse to a change in wind stress curl along the intergyre boundary. The authors propose
that anomalous local Ekman upwelling at the intergyre boundary, induced by a positive
wind stress curl anomaly, forces a baroclinic Rossby wave, which propagates with the
NAC until it hits the shelf edge current along the Irish-Scottish coast. The signal is then
carried across the Iceland-Scotland ridge as a barotropic coastally trapped boundary
wave. The induced anomaly in the pressure gradient along the Iceland-Scotland ridge
section alters the cross-ridge geostrophic transport. Orvik and Skagseth [2003] deem the
described adjustment mechanism responsible for the positive correlation that they de-
tect between the zonally integrated wind stress curl at 55 ◦N and the volume transport
across the Svinøy section, which is located a few degrees north of the Iceland-Scotland
ridge, with a 15-month lag. The positive correlation found by Orvik and Skagseth [2003],
including the diagnosed time lag, is confirmed by the findings in this chapter based on
adjoint sensitivities, which identify physical relationships and causal chains contained in
the model equations, rather than covariability of the two quantities.

Here, it is hypothesized that yet another adjustment mechanism is at play in gen-
erating Nordic Seas upper-ocean heat content anomalies in response to wind stress curl



64 Drivers of Upper-Ocean Heat Content Anomalies in the Nordic Seas

anomalies along the intergyre boundary. The suggested mechanism is illustrated by the
schematics in Fig. 2.13 and acts through a shift of the North Atlantic current system. The
Norwegian Atlantic Current (NwAC), which transport warm Atlantic waters across the
Iceland-Scotland ridge, is not the only extension of the North Atlantic Current (NAC).
Another main branch of the NAC is the Irminger Current (IC), which carries a large
portion of the warm water masses carried by the NAC to the Irminger and Labrador
Seas (Fig. 1.1). The wind stress curl along the main streamline of the NAC has an influ-
ence on how the water is distributed between these two branches. Fig. 2.13(a) sketches
the effect of a positive anomaly in wind stress curl along the intergyre boundary. As ex-
plained in Marshall et al. [2001], a cyclonic intergyre-gyre is spun up, which shifts the
main streamline of the NAC to its right (as seen from the view of a water parcel traveling
with the NAC). The streamline shift drives relatively more waters into the NwAC, which
branches to the right, and less waters into the IC, which branches to the left. The result
is a positive anomaly in volume transport across the Iceland-Scotland ridge and thus a
positive anomaly in Nordic Seas upper-ocean heat content. As shown in Fig. 2.13(b), a
negative anomaly in wind stress curl has the opposite effect. The induced anticyclonic
intergyre-gyre steers relatively more waters into the IC, and less into the NwAC, which
leads to a negative anomaly in volume transport across the Iceland-Scotland ridge and
in Nordic Seas upper-ocean heat content.

The mechanism suggested in Fig. 2.13 is supported by adjoint sensitivities of Labar-
dor Sea heat content, which also shows a wind stress sensitivity dipole along the intergyre
boundary, but of reversed sign [Jones et al., 2018]. Figs. 8(e),(f) in Jones et al. [2018]
show sensitivities to zonal wind stress at forcing lead times of 7.9 and 3.9 years, respec-
tively. In these figures, the sensitivity dipole is visible west of 40 ◦W along the main
stream line of the Gulf Stream, with positive sensitivity to the north and negative sen-
sitivity to the south. To support this finding, I carried out a sensitivity experiment (not
shown) for another quantity of interest in the Labrador Basin, heat transport across the
OSNAP-West section, extending from southern Labrador to southwestern Greenland.
The obtained sensitivity distributions confirm the location and sign of the sensitivity
dipole in the Gulf Stream for a forcing lead time of about 3.5 years, as shown in Fig. 8(f)
of Jones et al. [2018]. Moreover, the dipole straddles the NAC at about 30 ◦W for a forc-
ing lead time of 2.5 years. That is, a negative anomaly in wind stress curl eventually
leads to a positive anomaly in Labrador Sea temperature. Since the Labrador Sea is fed
with warm Atlantic waters by the IC, the highlighted causal chain is consistent with the
mechanism sketched in Fig. 2.13(b).

It is noted that Marshall et al. [2001] suggest the opposite effect of a cyclonic
intergyre-gyre, which has been spun up by a positive anomaly in wind stress curl
(Fig. 2.13(a)). They argue that the resulting southward shift of the NAC reduces pole-
ward heat transport, which would entail a negative anomaly in Nordic Seas upper-ocean
heat content. However, the authors use a simple model, in which each gyre is represented
by a single box. Their model does therefore not incorporate the detailed current sys-
tem of the NAC with its various branches which transport waters to different regions at
high-latitudes, e.g., the Nordic Seas vs. the Labrador Sea. Häkkinen and Rhines [2009]
also suggest a mechanism by which wind stress curl along the intergyre boundary can
shift the North Atlantic currents, similar to the mechanism illustrated in Fig. 2.13. How-
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ever, the mechanism in Häkkinen and Rhines [2009] determines how much waters from
the NAC enter the NwAC vs. a southeastern pathway (indicated by the dashed red ar-
row in Fig. 2.13), rather than the IC, as discussed here. A more detailed analysis will
have to clarify how dependent the sensitivities and the associated suggested wind stress
curl-mechanism are on the model base state and the representation of the North Atlantic
current system in the model.

Temperature vs. flow anomalies in the NAC and Gulf Stream

The NAC and Gulf Stream are not only key regions for wind stress anomalies. It is
found that also surface buoyancy flux anomalies in these regions can affect Nordic Seas
upper-ocean heat content, although less effectively than wind stress anomalies. The re-
sponse time is set by the advective timescale, similarly as for wind stress anomalies. A
buoyancy forcing anomaly occurring in the NAC at 40 ◦W shows its first response in
Nordic Seas upper-ocean heat content about 2 years later. After that, a response signal
in the Nordic Seas is notable for many years.

Buoyancy forcing in the NAC and Gulf Stream can impact Nordic Seas upper-ocean
heat content via geostrophic advection anomalies in two distinct ways: (i) advection of
temperature anomalies by the mean current, and (ii) advection of the mean tempera-
ture by an anomalous geostrophic current, driven by density changes. Surface fresh-
water fluxes can contribute to Nordic Seas upper-ocean heat content variability only
via (ii), i.e., by changing the geostrophic transport, whereas surface heat fluxes can
change geostrophic transport and the advected temperature, therefore driving both (i)
and (ii). The adjoint sensitivity distributions reveal that freshwater flux anomalies can
alter Nordic Seas upper-ocean heat content effectively along the entire NAC and Gulf
Stream path by thermal wind balance, a mechanism of type (ii). In contrast, heat flux
anomalies in the NAC have the strongest impact on Nordic Seas upper-ocean heat con-
tent if they take place just south of the Iceland-Scotland ridge, while they gradually lose
their influence on the Nordic Seas the further they occur upstream. This is attributed
to the fact that mechanism (i) is counteracted by SST damping. Therefore, the farther
away SST anomalies are generated by anomalous heat fluxes, the longer they are subject
to a damping by air-sea heat fluxes while being advected to the Nordic Seas. A detailed
discussion on the interplay of oceanic geostrophic advection and air-sea heat fluxes in
the Gulf Stream and NAC is given in Dong and Sutton [2001], Dong et al. [2007], and
Buckley et al. [2014]. It is noted that the ocean-only model in this chapter does not have
an active atmosphere. Instead, the SST damping effect is captured via the model bulk
formulae of Large and Yeager [2004].

Interestingly, the adjoint sensitivity distributions suggest that SST damping does
not only effect mechanism (i), as discussed in the last paragraph, but also density-
driven changes of the geostrophic current, i.e., mechanisms of type (ii). Surface heat flux
anomalies occuring south of 55 ◦N alter the geostrophic transport across the Iceland-
Scotland ridge in the opposite direction as expected from the heat flux-induced density
change. This can be explained as follows. Surface heat flux anomalies affect density
directly, via ocean warming (cooling), but also indirectly, due to increased (decreased)
evaporation and thus ocean salinification (freshening). The results in this chapter suggest
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that the indirect affect overrides the direct effect if the surface heat flux anomaly occurs
far enough upstream, south of 55 ◦N, again due to SST damping. A similar effect is found
and thoroughly investigated in Kostov et al. [2019]. The identified effect of remote heat
flux anomalies on volume transport is a characteristic of the ECCOv4 ocean boundary
conditions, which are formulated in such a way that heat and freshwater fluxes can
communicate with each other. On the contrary, the effect has not been observed in
previous adjoint sensitivity studies, where less realistic boundary conditions were used,
e.g., flux boundary conditions together with surface restoring [Junge and Haine, 2001;
Pillar et al., 2016].

Freshwater dominates over heat flux forcing in the subpolar gyre and Arctic Ocean

For forcing lead times of 5 years and longer, Nordic Seas upper-ocean heat content shows
increasingly larger sensitivity to buoyancy forcing in the subpolar gyre and the Arctic
Ocean. The adjoint sensitivity distributions suggest that negative buoyancy forcing
anomalies (making the surface ocean denser) eventually lead to a larger volume trans-
port across the Iceland-Scotland ridge and higher Nordic Seas upper-ocean heat content.
This causal chain is consistent with a strengthened overturning circulation, induced by
denser waters in the deep convection regions. The stronger overturning brings more
warm Atlantic waters across the ridge and into the Nordic Seas.

Heat flux anomalies are only found to be effective if they occur right inside the deep
convection region in the Labrador Sea. On the other hand, sensitivity to freshwater flux
anomalies is visible in the entire subpolar gyre and Arctic Ocean. This discrepancy is
again attributed to the fact that SST anomalies are damped by air-sea heat fluxes while
SSS anomalies can persist while being advected to the deep convection regions from else-
where in the subpolar gyre and Arctic Ocean. These findings are consistent with other
studies [e.g., Deshayes et al., 2014] which conclude that salinity anomalies play a more
significant role in AMOC variability on longer timescales due to a less vigorous damping.
Moreover, the propagation of salinity anomalies from the Arctic Ocean to the subpolar
North Atlantic is supported by observations [Karcher et al., 2005].

The analysis in this chapter shows that surface freshwater flux anomalies in the Arctic
Ocean play a dominant role on longer (> 5 years) timescales. This is mainly due to large
freshwater flux anomalies in the Arctic, caused by high sea-ice variability. It is noted
that freshwater flux anomalies are expected to become even larger in the future due to
more sea-ice melt.

Limitations

The results in this chapter are limited by the linearity assumption of the adjoint. Adjoint-
derived sensitivities are therefore evaluated against non-linear forward perturbation ex-
periments in Chapter 5. A second limitation is that the sensitivities of volume transport
across the Iceland-Scotland ridge were computed in depth coordinates. It has been
shown that in the subpolar basin, density coordinates are a more appropriate choice
[Zhang, 2010], due to the predominance of diapycnal mixing and a region-wide sloping
of isopycnals.
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2.6 Conclusions

The main conclusions of this chapter are:

• The schematic in Fig. 2.14 summarizes the identified atmospheric origins of upper-
ocean heat content anomalies in the Nordic Seas, as well as the associated adjust-
ment mechanisms.

(A) On short timescales (< 1 year), Nordic Seas upper-ocean heat content shows
high sensitivity to local air-sea heat fluxes (dark red shading inside the Nordic
Seas domain in Fig. 2.14). Due to reemergence, the signal is visible in the
following winter, but decreases rapidly afterward.

(B) Wind-driven barotropic adjustment processes alter the volume transport
across the Iceland-Scotland ridge and have an immediate effect on Nordic
Seas upper-ocean heat content. Moreover, since Nordic Seas heat content
integrates volume transport anomalies, a response signal due to barotropic
adjustment processes is visible up to 5 years later. Adjustment pathways are
the upstream waveguides of the Iceland-Scotland ridge section, sketched by
the dark green arrows in Fig. 2.14.

(C) Wind stress curl anomalies along the intergyre boundary (light green shading
in Fig. 2.14) can affect Nordic Seas upper-ocean heat content on even longer
timescales due to a shifting of the North Atlantic surface currents. A first
strong signal is notable after 2 years, but the effect is visible throughout the
end of the studied 10 year time frame.

(D) Due to SST damping, advection of heat flux-driven temperature anomalies
into the Nordic Seas is only effective if the heat flux anomalies occur nearby
- in the Greenland Sea and in the NAC close to the Iceland-Scotland ridge
(dark red shading north of 55 ◦N outside the Nordic Seas in Fig. 2.14). The
signal becomes negligible after 2 years.

(E) On the other hand, advection of the mean temperature by anomalous currents
can affect Nordic Seas upper-ocean heat content between 1 to 10 years after
the occurrence of surface buoyancy flux anomalies. Freshwater and heat flux
anomalies in the Gulf Stream and NAC (dark red shading south of 55 ◦N in
Fig. 2.14), as well as freshwater flux anomalies in the Greenland and Barents
Seas (dark blue shading in Fig. 2.14) change the baroclinic structure of the up-
per ocean and thus alter the geostrophic transport across the Iceland-Scotland
ridge.

(F) Surface heat flux anomalies inside the deep convection regions (light red shad-
ing in Fig. 2.14) and freshwater flux anomalies in the entire subpolar gyre and
Arctic Ocean (light blue shading in Fig. 2.14) drive changes in the overturning
circulation with a notable response in Nordic Seas upper-ocean heat content
after about 5 years. These processes are expected to play an important role
on timescales beyond the studied 10 years.

• Local and remote atmospheric forcing anomalies are most effective in driving the
adjustment mechanisms (A)-(F) in winter and spring when mixed layer depths are
at their deepest.



68 Drivers of Upper-Ocean Heat Content Anomalies in the Nordic Seas

• Volume transport across the Iceland-Scotland ridge and Nordic Seas heat con-
tent are closely linked oceanic quantities. Nevertheless, there are surprising differ-
ences in the sensitivity of these two quantities to remote external forcing, due to
different “residence capacities” of the quantities. For instance, volume transport
rapidly loses its memory to remote wind perturbations that are communicated to
the Iceland-Scotland ridge via mechanism (B). In contrast, temperature anoma-
lies carried across the ridge by this mechanism are “stored in memory” of Nordic
Seas heat content. The differences in sensitivity have important implications for
inferring changes in ocean heat storage from transport metrics.

heat flux heat flux (with response after 5+ years)
freshwater flux freshwater flux (with response after 5+ years)
wind stress wind stress (with response after 2+ years)

Figure 2.14: Schematic of atmospheric origins of upper-ocean heat content anomalies
in the Nordic Seas on 10 year timescales, as identified in this study. The associated
mechanisms (A)-(F) are described in the text. The thick solid black contour line bounds
the studied Nordic Seas domain, the thick dashed black line shows the zero-line of the
barotropic stream function, and the thin solid black contour line bounds the region
wherein the March mixed layer depth exceeds 1000m.



Chapter 3

Dynamics-based Ocean Observing System
Design

3.1 Introduction

Long-term and sustained ocean observations are needed to advance our understanding of
key mechanisms and ocean variability, to better constrain uncertain processes in models,
and to contribute to climate predictions (e.g., National Academies of Sciences, Engineer-
ing, and Medicine, 2017 and Section 1.1.6). However, observing systems are extremely
expensive to build and maintain. It is thus an urgent task to quantitatively assess the
effectiveness of existing and potentially new observing systems. Observing System Sim-
ulation experiments (OSSE) are the most popular approach for observing system design
and evaluation (see Section 1.3.2). OSSEs have proven as a useful tool for improving
forecasts [e.g., Masutani et al., 2010] - and are therefore widely used in numerical weather
prediction and operational oceanography. In ocean climate research, on the other hand,
observing systems are not only meant to improve the estimate of the ocean state and its
variability; aims include understanding why the improvement is achieved, which larger
climate signals are captured by the observing system, and by which ocean processes re-
mote signals are propagated to the instruments. For these aims, the adjoint of a GCM
is a powerful tool because it can efficiently compute the sensitivity of a model quantity
to all other variables encoded in the GCM (Fig. 1.9). Adjoint models can therefore de-
tect physical relationships and causal chains that connect the observed quantities to the
rest of the global ocean (Section 1.2).

In ocean and climate research, adjoint models are mainly used for two types of appli-
cations, represented by the two branches (I) and (II) in the lower half of Fig. 1.8: state
estimation and sensitivity analysis. A state estimate combines observations with a nu-
merical model in a dynamically consistent way, and is obtained by solving a non-linear
inverse problem, minimizing a regularized model-data misfit function J (Section 1.2.1).
In a sensitivity analysis one computes the linearized sensitivity ∂(QoI)

∂x of a climate quan-
tity of interest (QoI) to all control and prognostic variables, such as surface forcing and
ocean temperature over the globe and at all lead times (Section 1.2.2). Sensivity anal-
ysis has been used to gain insights into observations which are desirable to understand
and monitor a QoI better, following the motto “high sensitivity informs high priority”
[e.g., Marotzke et al., 1999; Heimbach et al., 2011]. This approach of using adjoint sen-
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Uncertainty propagation in an inverse problem

control variables

GCM
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simulated observations

J(x) = Jmisfit(x) + Jreg(x)

yM· · ·y2y1
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observations
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Figure 3.1: An extension of Fig. 1.8, where the workflow of Uncertainty Quantification
(UQ) in an inverse problem is added to the chart. By means of the adjoint and tangent
linear models of the GCM, observational information and uncertainty are dynamically
propagated throughout the GCM. Starting from the observations, an inverse uncertainty
propagation along path (1) reduces the uncertainty in the control variables. A subsequent
forward uncertainty propagation along path (2) reduces the uncertainty in a chosen model
quantity of interest (QoI). UQ-based observing system design is fundamentally dynamics-
based and measures the effectiveness of a set of observations by the uncertainty reduction
that is achieved by including these observations in the inverse modeling framework. For
example, one can evaluate the difference between the prior and posterior uncertainties
in a chosen QoI. Here, one computes the prior uncertainty in the QoI by propagating
prior uncertainties (dotted orange arrow) along path (2), and the posterior uncertainty
in the QoI by propagating posterior uncertainties (dotted green arrow) along path (2).
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sitivities (“Level 1” in Table 1.1) for ocean observing system design has the limitations
that (i) it does not operate within a non-linear inverse problem, thereby neglecting data
uncertainties and prior knowledge on ocean circulation, (ii) existing observations are not
taken into account, and (iii) it can only assess the value of individual observations at
a single point in time, but not systems of multiple observations (see Section 1.3.3 and
Fig. 1.12(a)).

A more advanced adjoint-based technique for observing system design is Hessian-
based Uncertainty Quantification (UQ) in non-linear inverse problems (“Level 3” in Ta-
ble 1.1). By means of the adjoint and tangent linear models of the underlying GCM
(Section 1.2), observational information and uncertainty are propagated throughout the
global ocean via the linearized model equations. When more observations are included in
the inverse problem, an inverse uncertainty propagation along path (1) in Fig. 3.1 leads
to an uncertainty reduction in the control variables of the inverse problem. A subse-
quent forward uncertainty propagation along path (2) in Fig. 3.1 reduces uncertainty in
a chosen climate QoI. UQ is useful for observing system design because one can measure
the effectiveness of a set of observations by the uncertainty reduction that is achieved
by including these observations in the inverse modeling framework. The strength of the
UQ method is that the computed uncertainty reduction is based purely on dynamical
information that is propagated via the model equations - i.e., equations of motions rep-
resenting basic conservation and constitutive laws rendered on a computer - as opposed
to techniques that are based on statistical inference, e.g., EOFs. In practical terms,
posterior uncertainty is captured by the curvature of the regularized model-data misfit
function J = Jmisfit + Jreg, expressed through the Hessian matrix of J . Fig. 3.1 shows
that UQ makes crucial use of the left branch, i.e., the non-linear inverse problem (or
state estimation), and connects it to the right branch if one is interested in specific QoIs;
UQ therefore overcomes limitation (i). The UQ approach also overcomes limitations (ii)
and (iii) since it can account for already deployed instruments and evaluate the impact of
large existing or future observing systems including a myriad of observation types, taken
at different points in space and time (see Section 1.3.3 and Fig. 1.12(c)). Hessian-based
UQ is therefore a promising and powerful tool for dynamics-based observing system de-
sign.

Hessian-based UQ is a concept that has been around for a long time: for the field of
ocenanography, it was formulated by Thacker [1989] about 30 years ago. Yet, Hessian-
based UQ is a computationally demanding undertaking that has so far not been realized
for full-fledged oceanographic inverse problems on climate-relevant time windows. The
computational challenge stems from the combination of two facts: oceanographic inverse
problems involve (i) high-dimensional control spaces and (ii) complex forward GCMs
that have to be integrated over long time windows. Some studies have tried to over-
come challenge (i) by an a-priori-reduction of the control space (see Section 1.3.3). For
instance, Kaminski and Rayner [2008]; Kaminski et al. [2015, 2018] pursue the ‘large re-
gion approach’, where atmospheric forcing and initial conditions are adjusted uniformly
over large regions, rather than on a grid point basis of the underlying GCM. However,
a-priori-reduced control spaces require ad-hoc choices and can lead to large aggregation
errors as highlighted in Kaminski et al. [2001]. A second approach is to take advantage of
the fact that the available observations typically inform only a low-dimensional ‘effective’
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subspace of the high-dimensional control space. This fact can be exploited to construct
low-rank approximations of the ‘misfit Hessian’ (the Hessian of Jmisfit), by finding the
misfit Hessian’s leading eigenvectors and eigenvalues [e.g., Flath et al., 2011; Bui-Thanh
et al., 2012; Isaac et al., 2015]. At the same time, the leading eigenvectors provide valu-
able insights for observing system design because they characterize the data-informed
directions within the control space, i.e., the components that are well determined by
the observations. Low-rank approximations for Hessian-based UQ is a rapidly growing
research topic in the computational sciences [Bui-Thanh et al., 2012]. Using advances
in the computational sciences, recent progress has been made in oceanography toward
low-rank approximations for Hessian-based UQ within the ECCO (Estimating the Circu-
lation and Climate of the Ocean) inverse modeling framework [Kalmikov and Heimbach,
2014, 2018] and the ROMS (Regional Ocean Modeling System) 4D-Var data assimila-
tion system [Moore et al., 2011a,b, 2017a].

Hessian-based UQ for observing system design is a dynamics-based and mathemat-
ically rigorous tool, but the method is rather complex and might be deemed a com-
putational black box which lacks simple interpretations. In this chapter, I revisit the
computational tool ‘Hessian-based UQ’ from a dynamical viewpoint and explicitly work
out how it makes use of dynamical relationships between observations and remote QoIs
along the paths (1) and (2) in Fig. 3.1. To this aim, I develop an alternative method to
obtain the misfit Hessian’s eigenvectors and eigenvalues. Following the steps of the al-
ternative method clears for instance up how the data-informed directions are linked to
adjoint sensitivities of observed quantities. Adjoint sensitivities, in turn, capture dynam-
ical adjustment mechanisms and pathways, and are a concept that the oceanographic
community may be more familiar with than Hessian eigenvectors, since adjoint sensitiv-
ities have been used for many sensitivity analyses (branch II in Fig. 1.8 and references
in Section 1.2.2). Moreover, the technique provides a recipe for how to modify the sen-
sitivity patterns of the observed quantities in order to account for data redundancy. On
the downside, the technique is only feasible for simple observing systems with few ob-
servations. Meanwhile, the technique can handle high-dimensional control spaces and
complex forward models. Since the method still gives the correct (though intractable)
recipe to perform UQ for complex observing systems with tens of millions of observations,
the dynamical insights gained here for simple observing systems carry over to observ-
ing system design within full-fledged oceanographic inverse problems. Gaining basic
understanding is a necessary step before implementing UQ-based observing system de-
sign within costly high-performance computing frameworks. Therefore, the technique is
targeted at advancing dynamical understanding, rather than the numerics, of UQ-based
observing system design. The gained insights will contribute to foster dynamics-based
ocean observing system design targeted at climate monitoring.

In Section 3.2, I offer a self-contained presentation of UQ in non-linear inverse prob-
lems, the Hessian-based approximation, and the formal expression for inverse uncertainty
propagation, i.e., path (1) in Fig. 3.1. In Section 3.3, I present the alternative technique
to perform UQ, i.e., to compute the misfit Hessian’s eigenvectors and eigenvalues. In
Section 3.4, I explain why UQ can be used to evaluate not only existing, but also fu-
ture observations. Section 3.5 is about forward uncertainty propagation, i.e., appending
path (2) to (1) in Fig. 3.1. The concept of joining paths (1) and (2) is rephrased as as-
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control space

J

Γpost

xmin control space

J

Γpost

xmin

Figure 3.2: The uncertainties after adding data constraints are captured by the posterior
covariance matrix Γpost, which is the inverse of the Hessian matrix of the cost function
J , evaluated at xmin, the minimizer of (3.1). The Hessian matrix measures the curvature
of the cost function J at xmin. If the cost function has high curvature (or a deep val-
ley), corresponding to small posterior uncertainty, the minimum xmin is well-constrained
(left). On the contrary, if the cost function has little curvature (or a shallow valley),
corresponding to high posterior uncertainty, the minimum xmin is poorly constrained
(right).

sessing the proxy potential of an observing system for unobserved climate quantities of
interest. I furthermore establish and explore two concepts whose combination fully char-
acterizes proxy potentials. These two concepts, easier to grasp than the abstract concept
of uncertainty propagation, clarify the roles of ocean dynamics, prior information, and
observational uncertainty for determining the effectiveness of an observing system to
monitor unobserved, potentially remote, QoIs. In Section 3.6, the key insights and lim-
itations are discussed. Appendix ?? offers auxiliary computations and explanations for
the reader who is interested in more technical details. While this chapter focuses on
establishing the methodological framework, all methods will be illustrated with applica-
tions in Chapter 4.

3.2 Uncertainty Quantification in inverse problems

The solution to an oceanographic inverse problem is found by optimizing a high-
dimensional control vector x = (x0,q,µ) ∈ RN , consisting of initial conditions x0,
boundary forcings q, and model parameters µ, such as to minimize the least-squares
cost function

J(x) =
1

2
(y − f(x))T Γ−1noise (y − f(x))
︸ ︷︷ ︸

Jmisfit(x)

+
1

2
(x− x0)

T Γ−1prior (x− x0)
︸ ︷︷ ︸

Jreg(x)

, (3.1)

see also Section 1.2.1. Here, f is the non-linear observation operator that maps the
control vector x through a dynamical model onto a vector of observables. Albeit its
seemingly simple expression (3.1), the optimization problem is highly complex because
f comprises the non-linear dynamics of a general circulation model, which means to rep-
resent the physics in the real ocean (see Fig. 1.8). The first term in (3.1), Jmisfit(x),
measures the misfit between the vector of actual observations y = (y1, . . . , yM ) and the
vector of observation counterparts f(x) = (f1(x), . . . , fM (x)) simulated by the model,
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weighted by the matrix Γ−1noise. Here, the vector y can contain observations of different
types, e.g., in situ and satellite observations, and made at different times and places.
The matrix Γnoise contains observational uncertainties, which are due to both measure-
ment errors and representation errors in the model. The second term, Jreg(x), penalizes
deviations from a first-guess x0, where the matrix Γ−1prior acts as a regularization opera-
tor [Wunsch, 1996; Tarantola, 2005].

In the geosciences, the traditional approach to inverse problems is a deterministic
one, where the minimizer of the cost function (3.1), xmin = minx J , is considered as the
“best-guess solution” of the time-evolving ocean state, with no formal uncertainty esti-
mate for this solution. In contrast, such uncertainties can be quantified when framing
the deterministic inverse problem as one of Bayesian inference. In the Bayesian con-
text, the weight matrices Γnoise and Γprior are interpreted as error covariances, assuming
Gaussian observational noiseN(0,Γnoise) and a Gaussian prior distribution N(x0,Γprior).
Bayes’ Theorem then computes a posterior probability distribution for the solution of
the inverse problem, given by πpost(x|y) ∝ e−J(x) (see Appendix B.1). Hence, the de-
terministic and Bayesian formulation of the inverse problem are interconnected by the
fact that the deterministic least squares cost function J is the negative log-posterior in
the Bayesian interpretation, with the deterministic solution xmin being the Maximum a
Posteriori (MAP) point, i.e., the most likely solution, in the Bayesian framework [e.g.,
Tarantola, 2005; Stuart, 2010; Law et al., 2015].

Despite the choice of Gaussian probability distributions for prior and noise, the pos-
terior probability distribution e−J(x) does not need to be Gaussian, due to the non-
linearity of f . The non-Gaussianity of the posterior distribution poses challenges for
getting a good grasp of the solution of the inverse problem - which is given by the poste-
rior probability distribution. The method of choice for understanding a possibly complex
probability distribution is to sample it by Markov chain Monte Carlo (MCMC), which al-
lows to compute statistics of the distribution. However, for comprehensive oceanographic
inverse problems, as the one solved by ECCO v4 (Section 1.2.1), MCMC or other con-
ventional techniques are intractable. This is due to the combination of two facts; first,
the high dimensionality N of the control space, typically of the order O(106) − O(108)
[Forget et al., 2015], and, second, the high cost of evaluating f because each evaluation
requires to run a general circulation model. In other words, while one can formulate a
framework to quantify uncertainties, trying to execute this framework is not feasible - a
common issue for inverse problems in many fields of application [Bui-Thanh et al., 2012].

To make uncertainty quantification tractable, a linearization of the non-linear obser-
vation operator f about the MAP Point xmin is necessary [e.g., Bui-Thanh et al., 2012].
This yields

f(x) ≈ f(xmin) + A(x− xmin), (3.2)

where A = ∂f
∂x |xmin

is the Jacobian matrix of the operation operator. This linearization
yields a local Gaussian approximation N(xmin,Γpost) of the posterior distribution, where
the error covariance matrix is given by

Γpost = (AT Γ−1noise A + Γ−1prior)
−1, (3.3)



3.2 Uncertainty Quantification in inverse problems 75

(see Appendix B.2). The posterior error covariance matrix (3.3) is the inverse of
AT Γ−1noise A + Γ−1prior. The latter matrix is the Hessian of the cost function J , evalu-
ated at xmin, if one uses the linearized observation operator (3.2). Therefore it is also
referred to as the linearized Hessian. Linearized vs. full Hessians are briefly discussed in
Appendix B.4. The Hessian of J (whether full or linearized) contains information about
the curvature of the cost function. Intuitively, if the cost function exhibits a deep valley
with high curvature, corresponding to small posterior uncertainty, the solution xmin is
much better constrained than for a relatively flat cost function (see Figure 3.2).

The Hessian of J , whose inverse emerges in (3.3), is the sum of two matrices: the
‘misfit Hessian’ AT Γ−1noise A, which is the Hessian of the model-data misfit term Jmisfit(x)
in (3.1), and Γ−1prior, the Hessian of the regularization term Jreg(x) in (3.1). Since obser-
vations typically inform only a low-dimensional subspace of the high-dimensional control
space, the high-dimensional misfit Hessian is of low rank [Bui-Thanh et al., 2012]. This
means that Jmisfit(x) is only curved in a few directions, namely in the data-informed di-
rections. On the other hand, the Hessian of Jreg(x) is given by Γ−1prior, which is chosen
to be of full rank. This means that Jreg(x) is curved along all directions. Consequently,
Jreg(x) curves the cost function J(x) upward along the directions in which it otherwise
would have been flat [Thacker, 1989], or, equivalently, Γ−1prior regularizes the Hessian in
(3.3) so it becomes an invertible matrix - therefore its name “regularization term”.

The number of matrix entries of AT Γ−1noise A + Γ−1prior is equal to N
2, the number of

control variables squared, which is on the order of O(1012) − O(1016) for a full-fledged
oceanographic inverse problem [Forget et al., 2015]. An explicit computation of this
matrix and its inverse in (3.3) would therefore require months to years of heavy computer
resources, and terabytes to petabytes of storage [cf. Kalmikov and Heimbach, 2018] -
clearly, an intractable effort. Nevertheless, one can exploit the low-dimensionality of the
subspace that is informed by the data: the prior-preconditioned (or non-dimensionalized)
misfit Hessian

H̃misfit = Γ
1/2
prior AT Γ−1noise A Γ

1/2
prior ∈ RN×N , (3.4)

which is of the same (low) rank as the misfit Hessian, can be re-written as its eigen-
decomposition

H̃misfit =

M ′∑

i=1

λiviv
T
i . (3.5)

For typical inverse problems, the eigenvalues of H̃misfit decay rapidly, and only the M ′

largest (or leading) eigenvalues and corresponding eigenvectors are retained [e.g., Bui-
Thanh et al., 2012]. These leading eigenvectors are the most important ones because
they characterize the directions within the control space that are best informed by the
data. The equality in (3.5) is then an approximation, a so-called low-rank approxima-
tion. For small sets of observations, as considered in this work, M ′ is equal to the number
of observations, M , (unless a subset of the observations is completely superfluous), and
the equality in (3.5) is exact. In either case, M ′ is small compared to N , the dimension
of the control space.
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The matrix inveresion lemma1 provides an efficient way to compute the inverse of
the sum of a low-rank and a full-rank matrix, and the posterior covariance matrix can
then be written as

Γpost = Γ
1/2
prior

(
H̃misfit + I

)−1
Γ
1/2
prior

= Γ
1/2
prior

(
I−

M ′∑

i=1

λi
λi + 1

viv
T
i

)
Γ
1/2
prior

= Γprior −
M ′∑

i=1

λi
λi + 1

(
Γ
1/2
prior vi

)(
Γ
1/2
prior vi

)T
. (3.6)

Equation (3.6) describes uncertainty reduction for the control variables, which is achieved
by the inverse uncertainty propagation (1) in Fig. 3.1; it phrases the posterior uncertainty
as the prior uncertainty Γprior, less any information obtained from the observations, fil-
tered through the prior.

Computing the eigen-decomposition (3.5) of the prior-preconditioned misfit Hessian
H̃misfit, rather than the misfit Hessian AT Γ−1noise A, corresponds to non-dimensionalizing
the control problem, i.e., minimizing J(u) with u = Γ

−1/2
prior x, rather than J(x) in (3.1)

- as done in practical ocean inverse problems [Forget et al., 2015]. In fact, the prior-
preconditioned misfit Hessian H̃misfit (3.4) is the Hessian of the non-dimensionalized
model-data misfit term in (3.1), i.e., the Hessian of Jmisfit(u). Accordingly, the leading
eigenvectors v1, . . . ,vM ′ in eigen-decomposition (3.5) are the directions along which
Jmisfit(u) is the most curved, with respective curvatures λ1, . . . , λM ′ . I therefore refer to
the ‘prior-preconditioned misfit Hessian’, a term used in the computational sciences [e.g.,
Flath et al., 2011; Bui-Thanh et al., 2012], as the non-dimensionalized misfit Hessian.
Non-dimensionalizing (or prior-preconditioning) the Hessian before computing its eigen-
decomposition in (3.5) is a step that is not only done for purely numerical reasons,
i.e., for increasing the condition number of the matrix. In fact, in an oceanographic
inverse problem, it is a necessary step due to the heterogeneity of the control variables.
Extracting the leading eigenvectors and eigenvalues of the misfit Hessian without non-
dimensionalizing it would disfavor certain data-informed directions within the control
space. For instance, in the ECCO v4 framework, data-informed components of the
control vector x associated with precipitation would be disfavored compared to data-
informed components associated with downward radiation. This is because, before non-
dimensionalization, adjustments of precipitation are typically on the order of O(10−7)
[m/s] or less, and therefore of much smaller amplitude than adjustments of downward
radiation, which are typically on the order of O(101) - O(102) [W/m2]. Therefore, a
low-rank approximation and analysis of the “pure” misfit Hessian AT Γ−1noise A, totally
separated from the chosen prior Γprior, is not meaningful if the control space includes
physical variables of different orders of magnitude.

1 The matrix inversion lemma (or Shermann-Morrison-Woodbury formula) states that

(A + UCV)−1 = A−1 −A−1U(C−1 + VA−1U)−1VA−1.
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3.3 Computation of data-informed directions and curvatures

The data-informed directions v1, . . . ,vM ′ and their associated curvatures λ1, . . . , λM ′ >
0 govern uncertainty reduction in (3.6). They are extracted by an eigen-decomposition
(3.5) of the non-dimensionalized misfit Hessian. Even though hundreds of millions of
ocean observations are included in oceanographic inverse problems such as ECCO v4
(Section 1.2.1), it is typical for inverse problems that the eigenvalues of H̃misfit decay
rapidly, such that the data-informed directions are effectively given by only the lead-
ing eigenvectors and eigenvalues of H̃misfit [Bui-Thanh et al., 2012]. It is unclear how
many eigenvectors have to be retained for oceanographic inverse problems - obtaining
these eigenvectors is computationally so demanding for high-dimensional control spaces
(large N) and complex forward models that it has not yet been done for full-fledged
global oceanographic inverse problems over climate-relevant time windows. Neverthe-
less, progress has been made within the ECCO framework [Kalmikov and Heimbach,
2014, 2018] (although still for reduced control spaces and shorter time windows), by
exploiting matrix-free Lanczos methods, developed in the computational science and en-
gineering community.

In this subsection, I develop an alternative method to compute the eigenvectors and
eigenvalues of the non-dimensionalized misfit Hessian in (3.5). This method uses only
simple linear algebra operations, under the assumption that A, the Jacobian matrix of
the observation operator f (evaluated at xmin), is available. Note that A is sometimes
also called the sensitivity matrix [e.g., Thacker, 1989]. For an observing system with
M observations, given by the observation vector y = (y1, . . . , yM )T , the observation
operator is given by f(x) = (f1(x), . . . , fM (x))T , where fi(x) is a scalar function and
describes the simulated counterpart of observation yi. Each function fi(x) describes how
a change in the control variables x affects the simulated observation through the model
dynamics (see Fig. 3.1). For instance, fi(x) might be the temperature in a certain model
grid cell averaged over multiple model time steps, or the horizontal velocity at a certain
point in time averaged over multiple model grid cells (see also Fig. 1.8). The assumption
that A is available is therefore equivalent to

Assumption* For each i = 1, . . . ,M , the sensitivity
[
∂fi
∂x

]T
|xmin

∈ RN of the observed

quantity fi to the full control vector x, is available.

For each i = 1, . . . ,M , the sensitivity vector
[
∂fi
∂x

]T
|xmin

∈ RN can be obtained by a sin-

gle adjoint model integration (see Fig. 1.9), if one defines the scalar quantity of interest
in box C.II to be QoI(x) = fi(x), following the right branch in Fig. 1.8. Thus, the
assumption is met, if one performs M adjoint sensitivity experiments. The method is
therefore feasible for simple observing systems, for whichM , the number of observations,
is small. On the other hand, a complex forward model and a high-dimensional control
space are no limiting factors for the developed technique, due to the efficacy of the ad-
joint, which computes sensitivities to the full control vector in a single run (Fig. 1.9).
For complex observing systems with millions of observations, the method still gives the
correct recipe to obtain the eigenvectors and eigenvalues in (3.5). However, it would be
computationally intractable to meet its assumption, i.e., performing M adjoint sensi-
tivity experiments. Therefore, the method is not targeted at advancing computational
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methods, but rather a dynamical understanding of UQ for observing system design. For
instance, the method will establish an explicit link of the data-informed directions vi in
(3.5) to adjoint sensitivities of observed quantities. Adjoint sensitivities, in turn, cap-
ture dynamical adjustment mechanisms and pathways of the observed quantities, as,
e.g., exploited in Chapter 2.

3.3.1 A single observation

To gain insight into what determines the data-informed directions and associated curva-
tures, it is helpful to first consider the simplest case. I assume M = 1, i.e., that only a
single observation y1 is available, with Gaussian noise N(0, ε2). The observation operator
is then given by a scalar function f1(x), and the error covariance matrix Γnoise is equal
to the scalar ε2. Equation (3.4) reads as the eigen-decomposition H̃misfit = λ1v

T
1 v1, with

v1 =

Γ
1/2
prior

[
∂f1
∂x

]T
|xmin∥∥∥∥Γ

1/2
prior

[
∂f1
∂x

]T
|xmin

∥∥∥∥
∈ RN and λ1 =

1

ε2

∥∥∥∥∥Γ
1/2
prior

[
∂f1
∂x

]T

|xmin

∥∥∥∥∥

2

. (3.7)

The vector
[
∂f1
∂x

]T
|xmin

∈ RN in (3.7) is available by Assumption*; it contains the sensi-

tivity of the observed quantity f1 to the control vector x. This vector is prior-weighted,
i.e., multiplied by the matrix Γ

1/2
prior ∈ RN×N . The prior-weighted observation sensi-

tivity vector contains the sensitivity of f1 to the non-dimensionalized control vector
u = Γ

−1/2
prior x ∈ RN . If the prior covariance matrix Γprior is diagonal, the ith entry of

the prior-weighted observation sensitivity vector can be interpreted as the approximated
(linearized) response of the observable f1 to a perturbation of the ith control variable
by its prior standard deviation

√
Γpriorii. Finally, one obtains v1 by dividing the prior-

weighted sensitivity vector by its Euclidean norm ‖ ·‖2. v1 is unitless and of (Euclidean)
norm 1. It describes the only direction within the control space that is constrained by
the observation y1, i.e., the only direction along which Jmisfit(u), the model-data misfit
term in the non-dimensionalized cost function, is curved.

The corresponding curvature λ1 in (3.7) is the ratio of the squared amplitude of the
prior-weighted observation sensitivity to the noise variance ε2. The numerator, i.e., the
squared amplitude of the prior-weighted observation sensitivity, is the prior uncertainty
in f1. The prior uncertainty in f1 is obtained by projecting the prior covariance matrix
Γprior onto f1. This projection corresponds to a forward uncertainty propagation along
path (2) in Fig. 3.1, where f1 takes on the role of the quantity of interest (QoI).3 The
curvature λ1 describes therefore a prior-to-noise ratio of the observed quantity f1, i.e.,
the quality of prior information on the observed quantity - determining the relevance of

2 The Euclidean norm of a vector v = (v1, . . . , vN ) ∈ RN is given by ‖v‖ :=
√∑N

i=1 v
2
i .

3 Forward uncertainty propagation from the control variables to scalar model quantities is discussed

in Appendix B.3. The fact that
∥∥∥∥Γ

1/2
prior

[
∂f1
∂x

]T
|xmin

∥∥∥∥
2

is approximately the projection of Γprior onto f1

are equations (B.8)-(B.10), where f1(x) replaces QoI(x).
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v
{y1}
1

v
{y2}
1
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Figure 3.3: Schematics showing the concept of data-informed directions for the case of
two observations {y1, y2}. The gray plane is the data-informed two-dimensional subspace
within the control space, and the vertical black line represents its orthogonal complement,
i.e., the uninformed directions. The ellipses sketch the orientation of the contour lines
of Jmisfit(u), the model-data misfit term in the non-dimensionalized cost function. The
dashed orange lines indicate the orthogonal directions of maximal curvature λ1 and
minimal curvature λ2 of Jmisfit(u) within the data-informed subspace. The orange unit
vectors point into these directions of maximal and minimal curvature; these vectors
represent v1 and v2, the eigenvectors of the non-dimensionized misfit Hessian (3.4) (i.e.,
the Hessian of Jmisfit(u)), with corresponding eigenvalues λ1 and λ2. The schematic shows
how v1 and v2 can be computed via steps (i) and (ii). The starting point are the two solid
green vectors v

{y1}
1 and v

{y2}
1 ; these vectors are the directions that are informed by each

of the two observations individually, given by the normalized prior-weighted observation
sensitivities (3.7). Step (i) removes any redundant information by orthonormalizing the
solid green vectors; the result are the two dashed purple vectors. Step (ii) rotates the
purple vectors onto the orange orthogonal vectors v1 and v2.

the new data - versus the quality of the new data.

The curvature λ1 is large when (a) the observed quantity f1 has high sensitivity to
the control variables, (b) the prior uncertainties in the control variables are large, and
(c) the observational noise is small.

Examples and illustrations for the data-informed direction v1 and its associated cur-
vature λ1 in the case of a single observation are shown in Fig. 4.5.

3.3.2 Multiple observations

I now assume that a set of multiple observations is available, corresponding to y =
(y1, . . . , yM )T and associated observation operator f(x) = (f1, . . . , fM )T (x). The eigen-
vectors v1, . . . ,vM ′ and corresponding eigenvalues λ1, . . . , λM ′ > 0 (where M ′ ≤ M) of
the non-dimensionalized misfit Hessian (3.4) can be computed by performing the follow-
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ing two steps:

(i) QR decomposition of Γ
1/2
prior AT : Find4 an orthonormal matrix Q ∈ RN×M and an

upper triangular matrix R ∈ RM×M such that

Γ
1/2
prior AT = QR. (3.8)

Note that AT , the matrix that containes the sensitivity vectors
[
∂fi
∂x

]T
|xmin

, is avail-

able byAssumption*. Furthermore, left-multiplication of AT by Γ
1/2
prior is assumed

to be easy since, in practice, Γprior is chosen of sparse (or even diagonal) structure.

(ii) Eigenvalue decomposition in RM : Find5 an orthogonal matrix O ∈ RM×M and
λ1 ≥ . . . ≥ λM ≥ 0 such that

R Γ−1noise RT = O




λ1 0 . . . 0
0 λ2 . . . 0
...

... . . . 0
0 0 0 λM


OT . (3.9)

Then

H̃misfit = Γ
1/2
prior AT Γ−1noise A Γ

1/2
prior = Q R Γ−1noise RT QT

= QO




λ1 0 . . . 0
0 λ2 . . . 0
...

... . . . 0
0 0 0 λM


OTQT ,

and the ith column of QO contains the ith eigenvector of H̃misfit, with corresponding
eigenvalue λi ≥ 0. The eigenvectors corresponding to non-zero eigenvalues are the data-
informed directions v1, . . . ,vM ′ . It is noted that the steps (i) and (ii) come at negligible
computational cost. Dense matrix algebra is only performed within RM , where M , the

4 Denoting bi = Γ
1/2
prior

[
∂fi
∂x

]T
|xmin

, the QR decomposition of Γ
1/2
prior AT =

(
b1 · · · bM

)
can be

computed with the Gram-Schmidt process:

• w̃1 := b1, w1 = ‖w̃1‖−1 · w̃1

• For j = 2, . . . ,M : w̃j = bj −
∑j−1

i=1 〈bj ,wi〉wi, wj = ‖w̃j‖−1 · w̃j

Then the matrices

Q :=
(

w1 . . . wM

)
∈ RN×M and R =




‖w̃1‖ 〈w1,b2〉 〈w1,b3〉 · · ·
0 ‖w̃2‖ 〈w2,b3〉 · · ·
0 0 ‖w̃3‖ · · ·
...

...
...

. . .


 ∈ RM×M

are as desired in (3.8).
5 Since Γnoise is a covariance matrix, the matrix R Γ−1noise RT is symmetric and positive semi-definite.

Therefore the decomposition in (3.9) exists. It can be computed with dense matrix algebra since M is
assumed to be small here.
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number of observations, is assumed to be small.

The steps (i) and (ii) reflect how the directions v1, . . . ,vM ′ that are informed by
a combined set {y1, . . . , yM} of observations are related to the M directions that are
informed by each observation {yi} individually. To demonstrate this, let me assume
that M = 2. Equation (3.7) (applied twice) computes the directions that are informed
by {y1} and {y2} individually, and I denote these directions by v

{y1}
1 and v

{y2}
1 , with

corresponding eigenvalues λ{y1}1 and λ
{y2}
1 . The vectors v

{y1}
1 and v

{y2}
1 span either a

one6 - or two-dimensional subspace within the control space. Schematic 3.3 sketches the
case in which v

{y1}
1 and v

{y2}
1 (green vectors), span a two-dimensional subspace (the gray

plane). The directions v1 and v2 (orange vectors) that are informed by the combined
set {y1, y2} span the same two-dimensional subspace. However, steps (i) and (ii) modify
v
{y1}
1 and v

{y2}
1 in the following way to generate v1 and v2: The vector pair (v

{y1}
1 ,v

{y2}
1 )

is

(i) orthonormalized, which corresponds to removal of redundant information, and

(ii) rotated and/or reflected, such that v1 points into the direction of maximal cur-
vature of Jmisfit(u) (the model-data misfit term in the non-dimensionalized cost
function).

Examples and illustrations for the data-informed directions v1,v2 and its associated
curvatures λ1, λ2 in the case of two observations will be given in Fig. 4.7. Moreover,
Section 4.3.2 will delineate the close link between the vector pairs (v

{y1}
1 ,v

{y2}
1 ) and

(v1,v2).

3.3.3 Testing various prior and noise matrices

Table 3.1 provides an overview of the presented method for computing the eigenvectors
and eigenvalues {(vi, λi)} of the non-dimensionalized misfit Hessian (3.4), which are the
key to quantifying uncertainty. The check marks in the last two columns show which
steps depend on the choice of the prior and noise covariance matrices Γprior and Γnoise. In
step 0, M adjoint model integrations are performed to obtain the Jacobian A = ∂f

∂x |xmin

of the observation operator. The observation operator f = (f1, . . . , fM )T contains the
observed quantities, as simulated by the model, and does not depend on the choice of
the prior and noise matrices. Meanwhile, xmin, the point where the Jacobian A is eval-
uated, does depend on these matrices because xmin is the minimizer of the cost function
(3.1), in which Γprior and Γnoise are used as weight matrices. If the observation operator
f was linear, however, its Jacobian A would not depend on the evaluation point xmin.
Therefore the dependence of the computations in Step 0 on Γprior and Γnoise is assumed
to be minor (indicated by the parentheses around the check marks in the first line in

6 If v
{y1}
1 and v

{y2}
1 span a one-dimensional subspace, i.e., v

{y1}
1 = ±v

{y2}
1 , steps (i) and (ii) result

in λ2 = 0. This means that the observations {y1, y2} inform only a one-dimensional subspace, spanned
by v1 = ±v

{y1}
1 . Combining the observations y1 and y2 can still lead to an information gain because

the curvature λ1 along v1 can be larger compared to the curvatures λ{yi}. For instance, if y1 and y2
are independent observations (i.e., (Γnoise)12 = (Γnoise)21 = 0), the new curvature is given by λ1 =
λ{y1} + λ{y2}. This is the sum of the curvatures that would be achieved when including only one of the
observations, respectively.
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Step Type Cost Computed Quantity Use Γprior Use Γnoise

0 run adjoint model(s) costly A = ∂f
∂x |xmin

(X) (X)
(i) post-precessing cheap Γ

1/2
priorA

T X
(ii) post-precessing cheap R Γ−1noise RT X

Table 3.1: Overview of the presented method for computing the eigenvectors and eigen-
values {(vi, λi)} of the non-dimensionalized misfit Hessian (3.4) for simple observing
systems. The check marks in the last two columns show which steps depend on the
choice of the prior and noise covariance matrices Γprior and Γnoise. The parantheses
around the check marks for Step 0 indicate that the computed quantities in this step are
assumed to depend only in a minor way on Γprior and Γnoise (see text).

Table 3.1). The dependence of linearized sensitivities on the evaluation point (or base
state) is discussed by Heimbach et al. [2011], who conclude that the large-scale features
of computed sensitivities are robust across different base states, and even across differ-
ent model configurations, while sensitivity amplitudes might slightly differ. While the
dependence of step 0 on Γprior and Γnoise is assumed to be minor, Γprior enters the com-
puation crucially in step (i), and Γnoise is used crucially for step (ii). Steps (i) and (ii)
are cheap offline post-processing steps, which do not require the integration of a forward
or adjoint model. Thus, once step 0 is performed, the obtained Jacobian can be used
to cheaply compute {(vi, λi)} for various choices of Γprior and Γnoise, by re-performing
steps (i) and (ii).

Notice that computing {(vi, λi)} with other, conventional (e.g., Lanczos), methods
does not allow a systematic assessment of the roles of the prior and noise matrices
because Γprior and Γnoise will be tangled up in the solution algorithm for the computation
of the Hessian [e.g., Flath et al., 2011; Moore et al., 2011a,b; Bui-Thanh et al., 2012;
Kalmikov and Heimbach, 2014; Isaac et al., 2015]. While the here presented method
is only feasible for simple observing systems with few observations, it can handle high-
dimensional control spaces and complex forward models, and might therefore provide a
useful testbed to gain more insight into the roles of Γprior and Γnoise for posterior error
estimates.

3.4 Future observations

Observations inject their information content into the UQ framework via inverse un-
certainty propagation along path (1) in Fig. 3.1. Inverse uncertainty propagation is
formalized by identity (3.6). Inspecting this identity, the ingredients are the prior co-
variance Γprior, and {(vi, λi)}, the eigenvectors and corresponding eigenvalues of the
misfit Hessian (3.4). The misfit Hessian and {(vi, λi)} depend in turn solely on

• prior information (through the chosen matrix Γprior),

• the observation locations, times, and types (through the computed matrix A =
∂f
∂x |xmin

, the linearized sensitivities of the simulated observation counterparts),

• observational noise (through the chosen matrix Γnoise),
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but not on the actual measurement values of the observations. This fact became also
apparent when I derived explicit expressions for {(vi, λi)} in Section 3.3: The data-
informed directions vi are (orthonormalized and rotated) prior-weighted sensitivities of
the simulated observation counterparts, which reflect how the observation locations and
types are connected to other variables of the model ocean. The eigenvalues λi can be
understood as prior-to-noise ratios. The actual values y1, . . . , yMobs of the observations
do not appear in the expressions for {(vi, λi)}. Seen from a mathematical point of view,
the fact that the presented UQ framework is independent of the actual measurement
values is due to utilizing the linearized Hessian instead of full Hessian. Using linearized
Hessians is a popular approach in UQ and observing system design [e.g., Moore et al.,
2011a, 2012, 2011b; Bui-Thanh et al., 2012; Kaminski et al., 2015, 2018]. Linearized vs.
full Hessians are discussed in detail in Appendix B.4.

Since no actual measurement values are needed, the UQ framework can evaluate not
only existing observing systems, but also hypothetical, future observations. Uncertainty
quantification in inverse problems can therefore be used as a guiding tool for observing
system design. Moore et al. [2017a] compare the fact that UQ-based observing system
design requires only {(vi, λi)}, i.e., the eigenvectors and eigenvalues of the linearized
Hessian, but not the actual measurement values, to principles in antenna theory. An
antenna array that is subjected to an electric or magnetic field resonates at character-
istic mode frequencies, corresponding to {(vi, λi)}. For the design of wireless devices,
the characteristic modes of different antenna configurations can be optimized to provide
maximum coverage at specific frequencies. An ocean observing system can be viewed
as an antenna array, except that it is stimulated by certain ocean circulation patterns
{(vi, λi)}, rather than electric or magnetic fields.

3.5 Proxy potential

Matrix identity (3.6) encompasses a massive amount of information; the identity de-
scribes how the considered observations cause uncertainty reduction for each control
variable of the full inverse problem, through inverse uncertainty propagation along path
(1) in Fig. 3.1. However, in ocean climate research, one does typically not seek to under-
stand the observational constraints on the model control variables (such as initial and
boundary conditions), but rather on unobserved climate quantities of interest (QoIs),
which can be computed from the model ocean state. A QoI may for example be the
maximum AMOC, ocean heat content in a specific ocean basin, the Niño 3.4 SST Index,
or any other diagnostic (or prognostic) scalar variable. A corresponding scalar function
QoI(x) describes how a change in the control variables x affects the QoI through the
model dynamics (see box C.II in Fig. 1.8). Observational constraints on such QoIs can
be assessed by an inverse uncertainty propagation along path (1) and a subsequent for-
ward uncertainty propagation along path (2) in Fig. 3.1.

Practically, appending path (2) to path (1) in Fig. 3.1 means that one studies the
curvature of the (non-dimensionalized) cost function along one target direction, associ-
ated with the QoI, rather than along all directions within the control space. Here, the
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target direction is the direction within the control space that needs to be constrained in
order to inform the QoI. It is given by the normalized, prior-weighted sensitivity of the
QoI to the full control vector (see Appendix B.3), i.e.,

q :=

Γ
1/2
prior

[
∂(QoI)
∂x

]T
|xmin∥∥∥∥Γ

1/2
prior

[
∂(QoI)
∂x

]T
|xmin

∥∥∥∥ .
(3.10)

The architecture of the target direction in (3.10) can be thought of as follows. The
response of the QoI is a superposition of many signals that are propagated throughout
the global ocean by different dynamical mechanisms, e.g., by advective and diffusive
processes, or barotropic and baroclinic waves. Therefore, to fully constrain the QoI, all
processes that can transport signals to the QoI have to be “controlled”. This is why
the sensitivities ∂(QoI)

∂x = (
∂(QoI)
∂x1

, . . . ,
∂(QoI)
∂xN

) compose the target direction (3.10); they
capture all possible dynamical mechanisms via which small-amplitude perturbations in
the control variables can change the QoI.

3.5.1 Relative uncertainty reduction

Forward propagation of prior uncertainties (dotted orange arrow) and posterior uncer-
tainties (dotted green arrow) along path (2) in Fig. 3.1 is achieved by projecting the prior
and posterior error covariance matrices Γprior and Γpost onto the QoI (see Appendix B.3).
These projections result in the prior and posterior variances of the QoI, denoted by σ2prior
and σ2post, respectively. Their reciprocals σ

−2
prior and σ

−2
post are equal to the curvature of the

non-dimensionalized cost function along the target direction, before and after adding the
considered set of observations, respectively. Due to the observational constraints that
are propagated through the model dynamics, σ2post is smaller than σ2prior. This means
that uncertainty (or variance) gets reduced, or, equivalently, curvature gets increased.
The relative uncertainty (or variance) reduction

∆̃σ2 :=
σ2prior − σ2post

σ2prior
∈ [0, 1] (3.11)

is a measure for the effectiveness of the considered observing system in informing the QoI.

I will also refer to the measure (3.11) as the proxy potential of the observing system
for the QoI. The first term, ’proxy’, is used because (3.11) targets unobserved QoIs or
climate signals, possibly remote from the observations. Therefore, while the QoIs might
be non-observable, (3.11) evaluates how the observing system informs the QoIs via dy-
namical relationships in the model. This may be compared to the concept of proxies
in paleoceanography, which are used to infer information about (clearly non-observable)
ocean circulation in the past. While inferences from paleo proxies are often based on
statistically derived transfer functions, here, inferences made from ‘proxies’ are purely
dynamics-based. The second term, potential, is chosen because evaluating the change
in QoI uncertainty as in (3.11), rather than the change in the QoI estimate itself, ex-
plores the general capability or potential for the observations to inform the QoIs. This
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assessment does not require the actual measurement values, as discussed in Section 3.4.
Meanwhile, if proxy potential is identified by an effective uncertainty reduction (3.11),
having the actual measurement values available will allow a better contrained estimate
of the QoI.

∆̃σ2 = 0 represents the case σ2post = σ2prior, when the considered observing sys-
tem does not add any information for the QoI, and has therefore no proxy potential
for the QoI. The other extreme is ∆̃σ2 = 1, which corresponds to σ2post = 0, i.e., a
perfectly constrained QoI by the observing system. Relative uncertainty reduction, as
defined in (3.11), is commonly used in the computational sciences as a scalar UQ mea-
sure to evaluate observational constraints on specific QoIs; it is known under the term
‘C-Optimality’ [e.g., Chaloner and Verdinelli, 1995]. It is noted that using the scalar
measure does not simplify the UQ problem computationally: the calculation of the Hes-
sian eigen-decomposition is still necessary for moving along path (1) in Fig. 3.1. This
is a preliminary step for projecting the posterior covariance onto the QoI, i.e., to con-
tinue along path (2) in Fig. 3.1. Meanwhile, being a scalar instead of a high-dimensional
matrix, the introduced measure does simplify the presentation and interpretation of the
results.

I will now investigate the measure for proxy potential further, using the insights from
Section 3.3. By means of identity (3.6), the relative uncertainty reduction (3.11) for a
QoI can be re-written as

∆̃σ2 =

M ′∑

i=1

λi
λi + 1

〈q,vi〉2 , (3.12)

as derived in Appendix B.3. Here, {(vi, λi)} are the eigenvectors and corresponding
eigenvalues of the non-dimensionalized misfit Hessian (3.5), q is the target direction, de-
fined in (3.10), and 〈·, ·〉 the Euclidean inner product in the control space, i.e., RN . Note
the similarity of expression (3.10), representing the target direction q, to the expressions
that represent the data-informed directions {vi}. For the simple case of a single obser-
vation, v1 is given by (3.7), the normalized prior-weighted sensitivity of the observation
to the full control vector. This is exactly the same expression as (3.10), except that the
model operator QoI(x) is substituted by the observation operator f1(x). For the case of
multiple observations, the data-informed directions {vi} are normalized prior-weighted
observation sensitivities, too, but in an orthogonalized and rotated fashion (Section 3.3).
The fact that the data-informed directions {vi} and the target direction q are closely
related to adjoint sensitivities emphasizes that the measure (3.12) has its roots in dy-
namical principles.

Relative uncertainty reduction (3.12), reflecting the proxy potential of an observing
system for an unobserved QoI, is characterized by a sum of positive numbers, where each
summand is determined by two factors:

F.1 The squared inner product 0 ≤ 〈q,vi〉2 ≤ 1, related to the hypothetical proxy
potential, which is the proxy potential of the observing system for the QoI in the
hypothetical case of noise-free observations. The hypothetical proxy potential is
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nullspace

data-informed subspace

qnull
q

qobs

Figure 3.4: Schematic showing the decomposition (3.13) of the target direction q into
the sum of its informed component qobs and nullspace compoenent qnull. The gray plane
is the data-informed subspace within the control space, spanned by the eigenvectors {vi}
of the non-dimensionalized misfit Hessian (3.4). The vertical black line represents the
nullspace, i.e., the orthogonal complement of the data-informed subspace. Parts of the
unit sphere of the control space is displayed in black. The orange unit vector within the
control space shows the target direction q, and the green and black vectors show the
projections of q onto the data-informed subspace, qobs, and onto the nullspace, qnull. The
longer the vector qobs inside the dark gray unit circle of the data-informed subspace, the
higher the hypothetical proxy potential of the considered observing system for the QoI.

determined by the extent to which adjoint sensitivities of the QoI project onto
adjoint sensitivities of observed quantities.

F.2 The factor 0 < λi

λi+1 < 1, which induces only a fraction (less than 100%) of the
hypothetical proxy potential to be transmitted, as a result of noise masking.

I will develop and explain the highlighted concepts - the hypothetical proxy potential
and masking by noisy observations - in the next two subsections.

3.5.2 Hypothetical proxy potential

The projection of the target direction q onto the data-informed subspace is given by

qobs :=

M ′∑

i=1

〈q,vi〉 · vi,

where {v1, . . . ,vM ′} is the set of orthonormal data-informed directions, i.e., the set of
eigenvectors of the non-dimensionalized misfit Hessian (3.4). The target direction q can
then be written as the orthogonal decomposition

q = qobs + qnull. (3.13)



3.5 Proxy potential 87

Here, qobs is the component that lies in the data-informed subspace. The remainder
qnull := 1 − qobs belongs to the orthogonal complement of the data-informed subspace,
which I refer to as the nullspace. The decomposition of the target direction into its
informed and nullspace component is sketched in Schematic 3.4. Uncertainty gets only
reduced along the data-informed component qobs, not along the nullspace component
qnull. The squared length of the informed component,

‖qobs‖2 =

M ′∑

i=1

〈q,vi〉2 ∈ [0, 1], (3.14)

is an upper bound for the relative uncertainty reduction in (3.12):

∆̃σ2 ≤
M ′∑

i=1

〈q,vi〉2 = ‖qobs‖2. (3.15)

In (3.15), equality would be attained if all factors λi

λi+1 in (3.12) were equal to 1. This
would be the case in the limit of noise-free observations, as will be discussed in Sec-
tion 3.5.3. The squared length of the informed component, given by (3.14), is therefore
the proxy potential of the examined observing system for the QoI in the hypothetical
case of noise-free observations, on a scale from 0 to 1. It will therefore be referred to as
the hypothetical proxy potential. The remaining fraction ‖qnull‖2 = 1 − ‖qinf‖2 will not
be informed by the considered set of observations, even if the observations were noise-free.

The hypothetical proxy potential, ‖qobs‖2, is determined by the squared inner prod-
ucts 0 ≤ 〈q,vi〉2 ≤ 1 that appear as summands in (3.14). A value of 〈q,vi〉2 = 1
means that the data-informed direction vi constrains the QoI perfectly, whereas a value
of 〈q,vi〉2 = 0 indicates that vi does not contribute at all to informing the QoI. Note
that the target direction q and the data-informed directions vi are determined by adjoint
sensitivities of the QoI and the observed quantities, capturing their dynamical adjust-
ment mechanisms and pathways. The squared projections 〈q,vi〉2 evaluate therefore to
what degree observations and QoIs have shared adjustment mechanisms and pathways.

Examples and illustrations for the concept of hypothetical proxy potential will be
given in Section 4.3.4.

3.5.3 Noise masking

The factors
0 <

λi
λi + 1

< 1, (3.16)

emerging in (3.12), take values less than 1 and determine what fraction (less than 100%)
of the hypothetical proxy potential can be extracted. The factors (3.16) are there-
fore referred to as information transfer factors. These factors are independent of the
studied QoI. Instead, they are determined solely by {λi}, the eigenvalues of the non-
dimensionalized misfit Hessian (3.4). Figure 3.5 shows a plot of the function λ 7→ λ

λ+1 .
The function evaluates to 0 for λ = 0, is monotonically increasing in λ, and approaches
its upper bound 1 in the limit λ → ∞. That means that large eigenvalues λi generate
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Figure 3.5: The function λ 7→ λ
λ+1

, which describes the dependency of the information
transfer factor in (3.12) on the eigenvalue λ of the non-dimensionalized misfit Hessian
(3.4). For an eigenvalue of 1, the information transfer factor evaluates to 0.5 (red lines),
i.e., half of the hypothetical proxy potential can be extracted in (3.12).

larger factors λi

λi+1 than small eigenvalues λi do. Therefore large eigenvalues, corre-
sponding to directions along which Jmisfit is more curved, induce a larger fraction of the
hypothetical proxy potential to be transmitted and lead to a higher effective proxy po-
tential.

Recalling the results from Section 3.3 helps to understand what determines the size
of the eigenvalues {λi}. In the case of only one available observation, the eigenvalue λ1
is given by the prior-to-noise ratio

λ1 =
1

ε2

∥∥∥∥∥Γ
1/2
prior

[
∂f1
∂x

]T

|xmin

∥∥∥∥∥

2

,

see equation (3.7). Here, f1 denotes the observed quantity, as simulated by the model,
and the observational noise distribution is given by the one-dimensional Gaussian
N(0, ε2). This explicit expression for the eigenvalue λ1 shows that large eigenvalues
are a result of (a) high sensitivity of the observations to changes in the model control
variables, (b) large prior uncertainty in the control variables, and (c) small observational
noise. In the limit of a noise-free observation (ε2 ↘ 0), the eigenvalue λ1 tends to in-
finity, and the factor λ1

λ1+1 converges to 1. A scaling argument generalizes this concept
to an arbitrary number of observations. If one modifies the noise and prior covariance
matrices by a multiplication of scalars r2, b2 > 0,

Γnoise[r
2] := r2 · Γnoise and Γprior[b

2] := b2 · Γprior, (3.17)

the eigenvectors of the modified non-dimensionalized misfit Hessian H̃misfit[r
2, b2] re-

main unchanged (where H̃misfit[r
2, b2] is (3.4), with modified noise and prior covariances

Γnoise[r
2], Γprior[b

2], but unchanged A). The corresponding eigenvalues, however, are
modified according to7

λi[r
2, b2] = (b/r)2 · λi[1, 1]. (3.18)

7 The matrix H̃misfit[1, 1], with eigenvectors and eigenvalues {(vi, λi)}, can be written as its singular
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The scaling factor in identity (3.18) supports the interpretation of the eigenvalues λi
as prior-to-noise ratios. The information transfer factors λi

λi+1 would therefore be equal
to 1 if the observations were noise-free (r2 ↘ 0) or the prior uncertainty would be in-
finitely high (b2 ↗∞). In these hypothetical cases, the proxy potential would be equal
to the hypothetical proxy potential from Section 3.5.2. In realistic scenarios, however, a
fraction less than 100% of the hypothetical proxy potential will be extractable, due to
masking by noisy observations.

Examples and illustrations for the concept of masking by imperfect observations will
be given in Section 4.3.4.

3.6 Discussion

Uncertainty Quantification (UQ) in inverse problems is a powerful tool for ocean ob-
serving system design targeted at climate monitoring. UQ provides a mathematically
rigorous and a fundamentally dynamics-based method to assess the impact of existing
or future observing systems, in the context of all existing observations. As opposed to
statistical methods, uncertainty reduction (accomplished by observations) is assessed by
propagating observational information via the model dynamics of the underlying GCM
throughout the global ocean. UQ is founded on a mathematically rigorous framework,
which formulates the deterministic inverse problem, i.e., the ocean state and parameter
estimation problem, as one of Bayesian inference. The weight matrices Γnoise and Γprior
from the deterministic cost function J take on the role of Gaussian covariance matrices
for the prior and noise distributions in the Bayesian inverse problem. While the mini-
mizer of the cost function J turns out to be the most likely (MAP point) of all states,
posterior uncertainty (as a result of uncertainty propagation) in this state is captured by
the curvature of the cost function J , expressed through the Hessian matrix of J . How-
ever, calculating the Hessian is so computationally demanding that UQ for full-fledged
oceanographic inverse problems on climate-relevant time windows has so far been in-
tractable. While computational progress toward low-rank approximations of the Hessian
are underway [Kalmikov and Heimbach, 2014, 2018; Moore et al., 2011a,b, 2017a], the
goal of this thesis chapter was to revisit the computational tool ’Hessian-based UQ’ from
a dynamical viewpoint, in order to advance the dynamical understanding, rather than
the numerics, of the tool - a necessary step on the pathway toward dynamics-based ocean
observing system design.

3.6.1 Key insights

Performing Hessian-based UQ means finding the directions within the control space in
which the non-dimensionalized model-data misfit function is the most curved. These di-

value decomposition: H̃misfit[1, 1] =
∑M ′

i=1 λiviv
T
i . From (3.4), it can easily be seen that the modified

non-dimensionalized misfit Hessian is the scaled version H̃misfit[r
2, b2] = (b/r)2 · H̃misfit[1, 1]. Therefore,

H̃misfit[r
2, b2] =

M ′∑

i=1

(
(b/r)2 · λi

)
viv

T
i ,

with unchanged eigenvectors vi, but modified eigenvalues (b/r)2 · λi.
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rections are given by the leading eigenvectors (i.e., the eigenvectors that correspond to
the largest eigenvalues) of the non-dimensionalized misfit Hessian. The leading eigen-
vectors provide valuable insights for observing system design because they characterize
the leading data-informed directions within the control space, capturing the most po-
tent data constraints on the model by the considered observing system. To shed light
on what determines the leading data-informed of an observing system, I presented an
alternative techique for computing the eigenvectors and eigenvalues {(vi, λi)} of the non-
dimensionalized misfit Hessian. Following the steps of the alternative technique leads to
the following key insights.

In an inverse problem, an observing system that provides M observations (in space
and time) is represented byM scalar functions f1(x), . . . , fM (x), the observation counter-
parts simulated by the model. Each function fi(x) describes how a change in the control
variables x affects the simulated observation through the model dynamics (see Fig. 3.6).
For an observing system that consists only of a single observation (in space and time),
represented by the scalar function f1(x) in the model, the only data-informed direction is
given by Γ

1/2
prior [∂f1∂x ]T , i.e., the linearized sensitivity of the observed quantity to all control

variables, weighted by the prior uncertainties of the control variables. The eigenvector v1

of the non-dimensionalized misfit Hessian is the normalized version of this prior-weighted
sensitivity vector. The sensitivities ∂f1

∂x = ( ∂f1∂x1
, . . . , ∂f1∂xN

) of f1(x) to all control variables
x = (x1, . . . , xN ) can be obtained by a single adjoint model integration (see Fig. 1.9).
Moreover, the presented technique provides a formal recipe for how to obtain the eigen-
vectors {vi} of the non-dimensionalized misfit Hessian for an observing system that is
composed ofM observations, represented by f1(x), . . . , fM (x). The set of data-informed
directions by the individual observations, i.e., the set {Γ1/2

prior
∂f1
∂x , . . . ,Γ

1/2
prior

∂fM
∂x } of pre-

computed and prior-weighted observation sensitivities, has to be modified by two steps:
it is (i) orthonormalized, in order to remove redundancy in the data, and (ii) rotated,
in order to find the directions with the highest curvatures of the non-dimensionalized
model-data misfit function. In particular, the subspace of the control space that is in-
formed by the observing system is spanned by the vectors {Γ1/2

prior
∂f1
∂x , . . . ,Γ

1/2
prior

∂fM
∂x },

since steps (i) and (ii) are transformations within that subspace. This fact establishes
an explicit link to dynamical principles: the sensitivities ∂fi

∂x capture all possible dynam-
ical adjustment mechanisms and pathways via which small-amplitude perturbations in
the control variables can change the observed quantity. This link reflects the fact that
an ocean observation is the superposition of many signals that are propagated to the in-
strument by different processes, e.g., by advective and diffusive processes, or barotropic
and baroclinic waves. Therefore, the observation contains information on a much larger
part of the ocean state than the local measurement itself. Examples and illustrations for
the data-informed directions {vi} can be found in Chapter 4.

The eigenvalue λi of the non-dimensionalized misfit Hessian is the curvature of the
non-dimensionalized model-data misfit function along the data-informed direction vi.
The curvatures {λi} can be thought of as prior-to-noise ratios. This is easiest explained
for an observing system with a single observation, represented by the scalar function
f1(x): the curvature λ1 along the data-informed direction v1 is then given by the prior
uncertainty in f1(x), divided by the noise in observation y1. The prior uncertainty in
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f1(x) is obtained by propagating the prior uncertainties Γprior of the control variables
along path (*) in Fig. 3.6 to f1(x) and computes as ‖Γ1/2

prior
∂f1
∂x ‖2. The noise in obser-

vation y1 is Γnoise, which, in the simple case of a single observation, is the scalar noise
variance. Hence, the prior-to-noise ratio λ1 compares the quality of prior information
on the observed quantity - determining the relevance of the new data - to the quality of
the new data. In Fig. 3.6, this prior-to-noise comparison is indicated by the downward-
pointing orange and upward-pointing green arrows between f1(x) and y1. In the shown
example in Fig. 3.6, the noise in observation y1 (green error bar) is much larger than
the prior uncertainty in f1(x) (orange error bar), and the prior-to-noise ratio λ1 would
be small. In contrast, if the observing system consisted of the single observation yM ,
and model counterpart fM (x), the prior-to-noise ratio would be large in Fig. 3.6. As a
rule of thumb, the prior-to-noise ratio is large when (a) the observed quantity has high
sensitivity to the control variables, (b) the prior uncertainties in the control variables
are large, and (c) the observational noise is small. Examples and illustrations for the
prior-to-noise ratios {λi} can be found in Chapter 4.

For complex (realistic) observing systems the number of observations M is on the
order of millions. The presented technique for computing {(vi, λi)} is not feasible for
such complex observing systems, since it would require to perform M adjoint sensitivity
experiments, where each observed quantity would be the objective function of a new ex-
periment. Performing millions of adjoint sensitivity experiments is replaced by extracting
the leading eigenvectors of the non-dimensionalized misfit Hessian via Lanczos or ran-
domized SVD methods [e.g., Isaac et al., 2015; Kalmikov and Heimbach, 2014, 2018].
Nevertheless, even for the most complex observing system, the method presented in this
chapter still gives the correct (though intractable) recipe to obtain the eigenvectors and
eigenvalues of the non-dimensionalized misfit Hessian. Therefore the conclusions and
dynamical insights stated in the last two paragraphs carry over to full-fledged observ-
ing system design within oceanographic inverse problems - and provide a pathway for
dynamics-based ocean observing system design. In short, the data-informed directions
{vi} will be a composition, i.e., a linear combination, of prior-weighted adjoint sensitiv-
ities of the observed quantities fi(x) to all controls. The way this composition is formed
takes into account observation uncertainties, prior information, and data redundancy.

In ocean climate research, one does not typically seek to understand the observational
constraints on all model control variables x (consisting of initial conditions, boundary
forcings, and model parameters), but rather on unobserved (scalar) climate quantities
of interest (QoIs). The QoI is modeled by a scalar function QoI(x), which describes
how a change in the control variables x affects the QoI through the model dynamics
(see Fig. 3.6). In the UQ framework, focusing on a certain QoI, rather than on all
control variables, means that one studies the curvature of the non-dimensionalized cost
function along one target direction, associated with the QoI, rather than along all direc-
tions within the control space. The target direction is the direction within the control
space that needs to be constrained in order to inform the QoI. Just as the data-informed
directions are the set of (orthonormalized and rotated) prior-weighted sensitivities of ob-
served quantities, the target direction is the prior-weighted sensitivity of the QoI, given
by Γ

1/2
prior [

∂(QoI)
∂x ]T . The sensitivities ∂(QoI)

∂x capture all possible dynamical adjustment
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mechanisms and pathways which can transport signals to the QoI and which therefore
have to be informed by the observations.

The proxy potential ∆̃σ2 of an observing system for an unobserved climate QoI was
defined as the relative uncertainty reduction in the QoI, by including the observing
system under consideration in the inverse problem. Equivalently, ∆̃σ2 measures how
much the curvature of the cost function gets increased along the QoI target direction,
accomplished through the information gain by the observing system. The higher the
proxy potential ∆̃σ2 ∈ [0, 1], the better the improvement of the constraints on the QoI by
the added observing system. I established and explored two concepts whose combination
fully determine the proxy potential ∆̃σ2. The two concepts are summarized in Fig. 3.6,
and illustrated with applications in Chapter 4.

F.1 The hypothetical proxy potential of the considered observing system for the QoI,
which is characterized by the extent to which the target direction projects onto
the data-informed directions. Or, rephrasing this by means of the dynamical
insights from above: the hypothetical proxy potential is characterized by the
extent to which prior-weighted sensitivities of the QoI(x) (blue box in the right
branch of Fig. 3.6) projects onto the set of (orthonormalized and rotated) prior-
weighted sensitivities of the observed quantities f1(x), . . . , fM (x) (blue boxes in
the left branch of Fig. 3.6). Therefore, physically speaking, the hypothetical
proxy potential is large if the observations are influenced by similar dynamical
adjustment mechanisms and pathways as the unobserved QoI. In the hypothet-
ical case of noise-free observations, the effective proxy potential ∆̃σ2 is given by
the hypothetical proxy potential.

F.2 Masking by noisy observations, depending on the prior-to-noise ratios of the
observations. The information transfer factors λi/(λi + 1) < 1 determine what
fraction of the hypothetical proxy potential of the observations can be extracted,
and are independent of the considered QoI. As explained above, the prior-to-
noise ratios {λi} compare the quality of prior information on the newly observed
quantities to the quality of the new data. In Fig. 3.6, this prior-to-noise compar-
ison is indicated by the downward-pointing orange and upward-pointing green
arrows between the simulated observations fi(x) and actual observations yi. For
noise-free observations the quality of the new data would be perfect, and the
associated information transfer factors would be equal to 1. In this hypothetical
case, the hypothetical proxy potential could be fully retrieved.

Both concepts F.1 and F.2 emphasize that the notion of proxy potential (and, more
generally, UQ in inverse problems) is based on dynamical principles, rather than on sta-
tistical inference alone. F.1 compares dynamical adjustment mechanisms via adjoint
sensitivities of observed and unobserved quantities, rather than using statistical correla-
tions between the quantities. Similarly, F.2 depends on the prior-to-noise ratio, which
stands in contrast to the concept of a statistical signal-to-noise ratio. Indeed, the prior-
to-noise ratio compares prior uncertainty in the observed quantity with the noise in
the actual (new) observation. Prior uncertainty in the observed quantity is measured
by propagating prior information and uncertainty via the model equations throughout
the global ocean (orange arrow along path (*) in Fig. 3.6). In contrast, the statistical
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UQ for dynamics-based observing system design - revisited

control variables

GCM

fM(x)· · ·f2(x)f1(x)

simulated observations

yM· · ·y2y1

F.1

F.2

QoI(x)

observations

(*)

Figure 3.6: Fig. 3.1 revisited, highlighting the two concepts F.1 and F.2 (black diamonds)
whose combination fully characterizes the effective proxy potential of an observing sys-
tem for an unobserved quantity of interest (QoI). Concept F.1 is the hypothetical proxy
potential, which measures to which degree Γ

1/2
prior

∂QoI
∂x

, the prior-weighted sensitivities of
the quantity of interest QoI(x) (blue box in the right branch), project onto the set of (or-
thonormalized and rotated) {Γ1/2

prior
∂fi
∂x
}, the prior-weighted sensitivities of the observed

quantities fi(x) (blue boxes in the left branch). Concept F.2 is masking by noisy obser-
vations. The degree of the masking depends on the prior-to-noise ratios, indicated by
the downward-pointing orange and upward-pointing green arrows between the simulated
observations fi(x) and actual observations yi. The prior-to-noise ratio for the observed
quantity fi(x) is given by the prior uncertainty in fi(x) (orange error bars), divided by
the noise in observation yi (green error bars). Here, the prior uncertainty in fi(x) is ob-
tained by propagating the prior uncertainties Γprior of the control variables along path
(*) to fi(x). The prior-to-noise ratios compare the quality of prior information on the
observed quantities - determining the relevance of the new data - to the quality of the
new data.
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signal-to-noise ratio compares the signal of the observed quantity with the noise in the
observation. Here, the signal of the observed quantity is usually assessed by an empiri-
cal statistical measure, i.e., the sample variance for a measurement or its counterpart in
a model.

Concepts F.1 and F.2 also clear up how UQ-based observing system design general-
izes the previously used method of performing an adjoint sensitivity analysis for a certain
QoI (“Level 1” in Table 1.1). The “Level 1” method computes the linearized sensitivity
∂(QoI)
∂x of a climate quantity of interest (QoI) to the control variables, and suggests to

prioritize observations in regions of high sensitivity. Therefore, seen from a UQ perspec-
tive, the “Level 1” method computes only the target direction. In contrast, UQ exploits
in addition that high sensitivity regions for the target direction might be part of one
or several dynamical adjustment mechanisms which transport signals to the QoI. These
dynamical adjustment mechanisms, in turn, might influence also remotely placed obser-
vations. Consequently, some of the desired information about the QoI will already be
captured by existing observations. Moreover, to acquire the remaining information, UQ
suggests that a new observing system can be designed more efficiently than what is quali-
tatively suggested by the “Level 1” method: that is, by arranging the instruments in such
a way that important dynamical adjustment mechanisms are captured (concept F.1),
rather than deploying them at every place that shows high local sensitivity. Moreover,
as opposed to the “Level 1” method, UQ-based observing system design takes into ac-
count data redundancy (by orthonormalizing and rotating the set of sensitivities for the
observed quantities) and observational noise (through concept F.2).

Finally, concept F.1 offers a clear interpretation of how aggregation errors [Kamin-
ski et al., 2001] are generated if one were to reduce the control space a-priori. A-priori-
reductions of the control space have been used in some past studies to overcome the chal-
lenge of computing the Hessian matrix within inverse problems with high-dimensional
control spaces. For instance, Kaminski et al. [2015, 2018] pursue the ‘large region ap-
proach’, where atmsopheric forcing and initial conditions are adjusted uniformly over
large regions, rather than on a grid point basis of the underlying GCM. In practice,
the ‘large region approach’ means that sensitivities of observed quantities and QoIs are
spatially averaged over these large regions. Consequently, the dynamical adjustment
mechanisms that are found in the “high-resolution” sensitivity maps might not be prop-
erly resolved for the ‘large region approach’ - even if the underlying GCM is of high
resolution (see Fig. 6.10 in Chapter 6). This might corrupt the identified proxy poten-
tial, which crucially depends on comparing dynamical adjustment mechanisms in the
sensitivity maps of observed quantities and QoIs (concept F.1). Therefore, information
that is propagated from the observations to the QoIs in the real ocean might get lost
when assessed within a framework that is based on the ‘large region approach’.

3.6.2 Limitations

Assumptions on prior and noise

The foundation of UQ-based observing system design is uncertainty propagation through-
out the global ocean, via dynamical principles encoded in the model equations (Fig. 3.1).
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However, before uncertainty can be propagated, one has to make assumptions on prior
information and observational uncertainties in the form of probability distributions for
the prior and noise. These probability distributions are generally assumed to be Gaus-
sian such that the assumptions are encapsulated in a prior guess x0, and the covariance
error matrices Γprior and Γnoise (see Appendix B.1). While the specification of x0, Γprior,
and Γnoise makes all assumptions explicit and transparent, the result of uncertainty prop-
agation (the inferred posterior uncertainties) and UQ-based observing system design will
depend on these assumptions. At the same time, a specification of accurate error covari-
ances Γprior and Γnoise is a difficult task, and often done in a somewhat simplistic way -
either due to the lack of knowledge or for the sake of numerical efficiency. For instance,
the prior ECCO v4 variances (i.e., the diagonal entries of Γprior) for the atmospheric
boundary fields are computed based upon the spread of available atmospheric reanalysis
products [Chaudhuri et al., 2012; Forget et al., 2015]. Further, the Weaver and Courtier
[2001] smoother is applied to mimic prior cross-correlations between control variables
that represent close-by grid points in the same field, while no prior cross-correlations are
assumed between distinct fields, such as air temperature and specific humidity [Forget
et al., 2015]. Accurate specification of turbulent transport parameters such as diapyc-
nal and isopycnal diffusivities is even more difficult, and often relies on ad-hoc choices
[Forget et al., 2015; Fukumori et al., 2017]. Similarly, it is challenging to make accurate
assumptions on the observational uncertainties Γnoise. The challenge stems from the fact
that observational uncertainties do not only comprise the instrument error, but are often
dominated by the representation error in the model [e.g., Wunsch and Heimbach, 2007],
and representation errors are difficult to determine. Moreover, due to the lack of knowl-
edge of cross-correlations between observations, off-diagonal entries in Γnoise are often
assumed to be zero [e.g., Forget et al., 2015].

To gain more insight into the roles of the prior and noise matrices Γprior and Γnoise
(e.g., the importance of off-diagonal entries) for dynamics-based observing system de-
sign, the method developed in this chapter may be used as a computationally efficient
tool to perform UQ with variable prior and noise matrices (Section 3.3.3). Computa-
tional efficiency of the method stems from the fact that different choices of Γprior and
Γnoise can be tested through cheap offline post-processing steps, which do not require
the integration of a forward or adjoint model, as opposed to conventional (e.g., Lanc-
zos) methods. While the method presented here is only feasible for simple observing
systems with few observations (thus, small-sized Γnoise), it can handle high-dimensional
control spaces (thus, full-sized Γprior) and complex forward models. The method might
therefore provide a useful testbed to gain more insight into the roles of Γprior and Γnoise
for UQ-based observing system design - before the latter is implemented within costly
high-performance computing frameworks.

An integral aspect of accurate assumptions on prior and noise is that prior uncertain-
ties Γprior are “in harmony” with observational uncertainties Γnoise. This can be explained
by means of concept F.2. For instance, if the prior uncertainties were specified unre-
alistically small, the prior uncertainty in the observed quantities (orange error bars in
Fig. 3.6, obtained by prior uncertainty propagation along (*)) would be consistently too
small. In the prior-to-noise comparison (F.2 in Fig. 3.6), this would lead to the belief
that the actual observations are not very relevant because the observational uncertainties
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(green error bars in Fig. 3.6) would be comparatively large. To conclude, dynamics-based
observing sytem design requires accurate and “harmonized” matrices Γprior and Γnoise,
and therefore a close dialogue between the modeling and the observational communities.

Assumption of (weak non-) linearity

A limitation of Hessian-based UQ is that the posterior probability distribution is lo-
cally approximated by a Gaussian because the sampling of the full, possibly complex,
probability distribution (e.g., by MCMC) is intractable. The accuracy of the Gaussian
approximation depends on how well the linearized model about the cost function min-
imizer (the MAP point) can reflect the full response of the non-linear system. That is,
if the observation operator f(x) was entirely linear, the posterior probability would be
Gaussian, and the inverse Hessian of J would provide the exact posterior error covari-
ance. Moreover, for the case of a linear observation operator, the linearized Hessian and
full Hessian are identical (see Appendix B.4). Therefore, for a weakly non-linear obser-
vation operator, both the linearized Hessian (used in this thesis, as well as in Thacker
[1989], Losch and Wunsch [2003], Moore et al. [2011a, 2012, 2011b], Bui-Thanh et al.
[2012], and Kaminski et al. [2015, 2018]) and the full Hessian (used in Kalmikov and
Heimbach [2014, 2018], Isaac et al. [2015], and Alexanderian et al. [2016]) should pro-
vide a good basis for a Gaussian approximation. Moreover, the assumption of weak
non-linearity was used at several points in this chapter, specifically when suggesting
a computationally efficient method to test various prior and noise matrices (see Sec-
tion 3.3.3) and when boiling down the notion of proxy potential to the two concepts F.1
and F.2 (see Appendix B.3). That is, at both points it was assumed that the deriva-
tives of either the observation operator f(x) or the quantity of interest QoI(x), depend
only insignificantly on their evaluation (or base) point x. Here, this assumption is based
on the fact that in the linear case, the derivatives would not depend on the evaluation
point at all. Heimbach et al. [2011] discuss the dependence of derivatives on the base
state further. On what time windows and in which ocean regions the assumption of
“weak non-linearity” is satisfied, is an open question in ocean climate science. An effort
to test the linearity assumption in the subpolar North Atlantic will be made in Chapter 5.

If the oceanic observed quantities are dominated by strongly non-linear model dy-
namics on the considered timescales, the cost function may have several local minima, or,
equivalently, the posterior probability function may be multimodal. A Gaussian approx-
imation about the global (or a local) cost function minimizer will then perform poorly
when seen as a global approximation. However, in the vicinity of each local minimum
(corresponding to one mode of the posterior distribution), a local Gaussian approxima-
tion based on the local Hessian should still be reasonably accurate. In such a situation,
the main problem is in the first place that, before Hessian-based UQ for the various
minima of the cost function can be performed, these minima have to be detected by
the optimization algorithm; if not, significant probability for the estimated ocean state
might lie in unidentified distant regions.

It is noted that in the case of multi-modal distributions, the approach of solving a
non-linear inverse problem together with Hessian-based UQ might still be seen superior
to using ensemble-based data assimilation methods. Ensemble-based approaches also
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compute Gaussian error covariances. However, both the ensemble mean and covariance
matrix might be spurious and unphysical because information from different modes of the
true distribution is intermingled in the Gaussian approximation. In contrast, the mean of
the Gaussian approximation obtained by solving a non-linear inverse problem is chosen
as the MAP point, and represents a dynamically and kinematically consistent ocean
state. Moreover, error covariances in Hessian-based UQ are computed by propagating
uncertainties from the full control space via the model equations (albeit linearlized).
In contrast, ensemble-based error covariances miss uncertainties that lie outside the
subspace defined by the ensemble forecast, and, thus, often have to be inflated artificially
[e.g., Anderson and Anderson, 1999; Whitaker and Hamill, 2002].

Model and system dependency

Finally, inferences made from UQ-based observing system design have to be interpreted
carefully due to their potential model- and system dependency - a problem common to
all methods for model-informed observing system design.

Since uncertainty propagation is achieved via the (linearized) model equations of the
underlying GCM, dynamics-based observing system design, including proxy potential,
depends on how dynamical principles are formulated in the GCM. Since many princi-
ples, e.g., equations of motion representing basic conservation and constitutive laws, are
robust across GCMs, other features, such as model resolution and parametrization of
sub-grid scale processes, are model-dependent. To minimize model-dependency, one can
include uncertain process parameters in the control vector [Forget et al., 2015], such that
parametric uncertainty is explicitly taken into account in the UQ framework. Meanwhile,
structural model uncertainty cannot be captured by the UQ framework because struc-
tural uncertainty is often controlled by discrete modeling choices and switches, rather
than by continuous parameters. Examples for structural model uncertainty are the
choice of a numerical scheme or the formulation of individual processes. While deter-
mining structural model uncertainty is a difficult problem, a first assessment is presented
by Forget et al. [2015]. The authors conclude that uncertainties in process parameters
and initial and boundary conditions, which are included in the ECCO v4 control vector,
dominate over structural model uncertainty.

One possibility to account for structural model error in inverse problems would be to
relax the strong constraint that the solution (the estimated ocean state) has to follow the
model equations to a weak constraint (see strong constraint 4D-Var vs. weak constraint
4D-Var, e.g., Sasaki, 1970; Moore et al., 2011a). However, a weakly-constrained solution
will not respect conservation laws and closed global ocean budgets anymore, and might
therefore be deemed less appealing for ocean climate research [Stammer et al., 2016].

Dynamics-based observing system design and proxy potential are not only model-
but also system-dependent, i.e., they depend on how the inverse problem is formulated.
Besides the assumptions on prior and noise, which were discussed above, the formulation
of the inverse problem requires first and foremost the choice of a set of control variables.
The control space should include all uncertain (or unconstrained) elements in the model,
and, strictly speaking, it is implicitly assumed that by an adjustment of the control
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variables (within the assumed prior uncertainties) the true ocean state can be recovered.
While it was already discussed that structural uncertainty cannot be easily included
in the control vector, one might choose to neglect additional control variables that, in
principle, could be included. Such choices are often made for the sake of computational
feasibility, most notably when large a-prior-reductions of the control space are performed,
as for instance within the ’large region approach’ [Kaminski et al., 2015, 2018]. Issues that
may arise from such a-priori-reductions of the control space have already been pointed
out above, as well as by Kaminski et al. [2001]. In a more subtle fashion, every inverse
modeling framework will perform some form of an a-priori-reduction of the control space.
For instance, while atmospheric control variables within the ECCO v4 inverse modeling
framework are adjusted on a grid point basis, the adjustments are made on a bi-weekly
basis, rather than on a 6-hourly basis (as the associated atmospheric forcing fields in
the forward run) [Forget et al., 2015]. While, arguably, specific choices and assumptions
are reasonable for certain types of applications, it is important to be aware of them and
make them carefully, in order to support informative dynamics-based ocean observing
system design.

3.7 Conclusions

The main conclusions of this chapter are:

• Uncertainty Quantification (UQ) within inverse modeling frameworks is a compu-
tational tool for observing system design that has not yet been applied in support
of global ocean climate research - partly due to difficult dynamical interpretations
of the method. In this chapter, the mathematical concepts of UQ are “translated”
to dynamical concepts:

– The information captured - and subsequently communicated - by an observing
system is described by the eigenvectors and eigenvalues {(vi, λi)} of the misfit
Hessian.

– The eigenvectors vi are determined by the linear sensitivities of the observed
oceanographic quantities to all control variables. These sensitivities capture
all possible dynamical adjustment mechanisms and pathways via which per-
turbations in the control variables can change the observed quantities.

– Projecting the sensitivity of the observations onto the sensitivity of unob-
served and remote quantities of interest (QoIs) gives a quantitative estimate
of how much of the information required to constrain the QoI is provided by
the observations. The goodness of the projections translates to the question:
“How similar are adjustment mechanisms, pathways and relative magnitudes
for the observing system and the unobserved QoIs?”

– The observing system provides an effective information gain on the unobserved
QoI if the projection of the sensitivities is large, prior information on the QoI
is small, and noise masking is not too strong. The ratio of prior information
to noise is quantified by the eigenvalues λi.

• Novel aspects of the tool UQ for ocean observing system design are: it
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– is fundamentally dynamics-based, making use of dynamical relationships in a
GCM;

– is favorable for climate monitoring because the dynamical relationships and
budgets are respected and treated consistently over long timescales (years to
decades);

– can assess data redundancy and complementarity in the context of other ob-
servations;

– can identify the constraints of observing systems on climate signals and QoIs
that

∗ are unobservable or unobserved, different in type from the observations,
∗ are not spatially collocated with the observations.
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Chapter 4

Proxy Potential of the OSNAP Array

4.1 Introduction

In the summer of 2014, OSNAP (Overturning in the Subpolar North Atlantic Program)
deployed a trans-basin mooring array in the subpolar North Atlantic, consisting of two
legs: OSNAP-West, extending from Labrador to the southwestern tip of Greenland, and
OSNAP-East, extending from the southeastern tip of Greenland to Scotland (Fig. 1.7).
The OSNAP array provides monthly estimates of the overturning circulation, and the
heat and freshwater transports across the two OSNAP sections. Departing from the clas-
sical view that changes in Labrador Sea deep convection are the key process for AMOC
variability [e.g., Danabasoglu et al., 2016; Xu et al., 2018], the first 21 months of OS-
NAP data suggest that water mass transformation north of the OSNAP-East section,
rather than the OSNAP-West section, dominate the strength and variability of the sub-
polar overturning and the associated heat transport [Lozier et al., 2019].

The OSNAP array was designed with the principal goal to continuously monitor the
subpolar overturning and heat and freshwater transports at the latitudes of the array
[Lozier et al., 2017; Li et al., 2017; Lozier et al., 2019]. However, since many regions of
the ocean are connected over long distances and timescales, e.g., through advective and
diffusive processes, or barotropic and baroclinic waves, the OSNAP observations contain
information on a much larger part of the ocean state than just locally at the array. That
is, the OSNAP moorings sample signals that might impact unobserved circulation and
hydrographic quantities of interest (QoIs) downstream or upstream of the OSNAP array
at a later or earlier time. Therefore, the OSNAP array could inform - or could even be
used as a proxy for - unobserved climate QoIs that are remote from the array. Uncov-
ering the proxy potential of the OSNAP array for unobserved and remote QoIs would
put the brand-new OSNAP observations into a broader spatial and temporal context -
a task that yet has to be undertaken.

Proxy potential of the OSNAP array arises for such QoIs that are forced by similar
oceanic processes, via similar adjustment pathways, as the OSNAP observations. To
explore proxy potential, one therefore has to answer three questions:

(I) What are the dynamical pathways, relative magnitudes, and mechanisms, by
which OSNAP observations can be influenced?
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(II) To what extent are mechanisms and pathways identified in (I) shared with those
influencing the unobserved QoIs?

(III) To what extent is the information about shared mechanisms and signals in (II)
masked by observational noise?

The solution strategy for answering questions (I) and (II) is to use the adjoint of a
GCM. The adjoint of a GCM is a numerically efficient tool that reveals all possible dy-
namical mechanisms and pathways via which small-amplitude perturbations in the input
variables, e.g., surface forcing over the globe for all forcing lead times, impact the obser-
vations and the QoIs (Section 1.2).

Answering questions (I), (II), and (III), are the central components of a formal, math-
ematically rigorous evaluation, used within dynamics-based observing system design, as
outlined in Chapter 3. The mathematical foundation is an adjoint-based inverse mod-
eling framework, which is used for ocean state and parameter estimation, also referred
to as ‘solving a non-linear inverse problem’. In an inverse modeling framework, a GCM
serves as a dynamical interpolator in order to spread information from the included
ocean observations through space and time. The solution of an inverse problem is a
dynamically and kinematically consistent and data-constrained estimate of the ocean
state. Formally, proxy potential of the OSNAP array for a QoI is assessed via uncer-
tainty reduction in the estimated QoI when the OSNAP observations are included in the
inverse modeling framework. In Chapter 3 it was shown that the degree of uncertainty
reduction in the QoI is determined by the combination of the answers to (II) and (III).
The strength of assessing proxy potential via this approach is that uncertainty reduction
within an inverse problem is based purely on dynamical information that is propagated
via the model equations - i.e., equations of motions representing basic conservation and
constitutive laws rendered on a computer - as opposed to techniques that are based on
statistical inference, e.g., EOFs.

Using uncertainty reduction within inverse problems as an approach to dynamics-
based observing system design and the identification of proxy potential, is a growing
research topic in the computational sciences [e.g., Flath et al., 2011; Bui-Thanh et al.,
2012; Isaac et al., 2015], but has not yet been applied to full-fledged oceanographic in-
verse problems on climate-relevant time windows. This chapter uses these novel tools for
ocean climate research and explores OSNAP’s proxy potential within the state-of-the-
art ECCOv4 (Estimating the Circulation and Climate of the Ocean, version 4) inverse
modeling framework [Forget et al., 2015; Fukumori et al., 2017]. While previous stud-
ies have performed a-priori-reductions of the control space within their inverse modeling
frameworks to overcome computational challenges, e.g., via the ’large region approach’
[Kaminski and Rayner, 2008; Kaminski et al., 2015, 2018], here, the ECCOv4 control
space at its full spatial resolution, i.e., on a grid point basis, is pertained. A control
space at the spatial resolution of the underlying GCM ensures that the dynamical ad-
justment mechanisms for the OSNAP observations and QoIs - the central ingredients for
the answers of (I) and (II) - can be represented at the resolution of the GCM (see Sec-
tion 3.6 and Fig. 6.10).
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To keep the demonstration simple, only the proxy potential of heat transport across
the two OSNAP sections is explored, while the proxy potentials of OSNAP mass and
freshwater transports, as well as of direct OSNAP hydrographic and velocity measure-
ments, are left for future work. Another simplification is that I evaluate the proxy
potential of the long-term (5-year) mean of OSNAP heat transport for the long-term
(5-year) mean of unobserved QoIs. The 5-year time window is chosen because the lin-
earized model equations generated by the adjoint are found to approximate the response
of the non-linear ocean processes in the subpolar North Atlantic to an acceptable de-
gree on a five-year timescale (see Chapter 5). While only 21 months (and not 5 years) of
OSNAP data exist to date [Lozier et al., 2019], I exploit the fact that the identification
of proxy potential does not require the actual measurement values, only observation lo-
cations, times, types, and their uncertainties. The fact that no actual observations are
needed is unique to the chosen method, which explores dynamical relationships between
the OSNAP observations and remote QoIs in the GCM equations, rather than employing
statistical methods. As a proof of concept, I explore the proxy potential of time-mean
OSNAP heat transport for the time-mean of two QoIs that have already been studied in
Chapter 2: Nordic Seas heat content, and volume transport across the Iceland-Scotland
ridge. Despite the vicinity of the two chosen QoIs to the OSNAP-East section, this chap-
ter will show that observations from OSNAP-West are at least as valuable as observations
of OSNAP-East for constraining these QoIs. This highlights that OSNAP-West observa-
tions might be important for informing remote climate signals, even though Lozier et al.
[2019] suggest that OSNAP-West plays a minor role for monitoring the local OSNAP
overturning and heat transport metrics.

This chapter applies the novel concept of proxy potential to the field of ocean climate
research. The innovative aspects of this methodology are that (i) it targets unobserved or
unobservable climate-relevant signals remote from the observations, and (ii) it is purely
dynamics-based. Given the novelty of the approach for oceanographic applications, this
chapter will also test aspects of the machinery, by elucidating some effects of the nec-
essary assumptions on prior information and observational noise. These insights will
lay the ground for employing the tools of dynamics-based proxy potential and observ-
ing system design in future and more general work. Dynamics-based proxy potential
and observing system design are valuable guiding tools for building and sustaining an
cost-effective, long-term Atlantic observing system - while maximizing the information
extracted from the observations.

This chapter is structured as follows. Section 4.2 describes the components of the
inverse modeling framework. Section 4.3.1 identifies the dynamical adjustment mech-
anisms and pathways for time-mean heat transport across OSNAP-West and OSNAP-
East, answering question (I). Section 4.3.2 links the mechanisms and pathways identified
in Section 4.3.1 to formal dynamical constraints that OSNAP provides for the inverse
modeling framework. Section 4.3.3 explores the dynamical adjustment mechanisms for
the time-mean QoIs, gearing up for the answer to question (II). Section 4.3.4 answers
questions (II) and (III), evaluating the proxy potential within the inverse modeling frame-
work. In Section 4.4, the results are discussed.
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4.2 Inverse modeling framework

To explore the proxy potential of the OSNAP array, I adopt the inverse modeling frame-
work of the ECCO project [http://www.ecco-group.org/], in the version 4 (ECCOv4)
edition, described in Forget et al. [2015]; Fukumori et al. [2017]. The general components
of an inverse modeling framework are described in Section 3.2 and Fig. 3.1. The choices
for the components made in this work are introduced in the following subsections. Sec-
tion 4.2.1 describes the underlying GCM, Section 4.2.2 the set of OSNAP observations
y, as well as their model counterparts f(x) and their uncertainties Γnoise, Section 4.2.3
the unobserved quantities of interest QoI(x), and Section 4.2.4 the specification of con-
trol variables x as well as the prior uncertainties Γprior. Finally, section 4.2.5 presents
the adjoint models of the GCM that are employed to answer questions (I) and (II).

4.2.1 GCM

The model used in this work is the Massachusetts Institute of Technology general cir-
culation model (MITgcm, Marshall et al. [1997a,b]), in the same configuration as used
in ECCOv4 release 2 (ECCOv4r2). This model configuration includes a global model
setup at a nominal horizontal resolution of 1◦ with 50 vertical layers. Unresolved pro-
cesses associated with advection and mixing by eddies are parameterized following Gent
and Mcwilliams [1990] and Redi [1982]. Vertical mixing is parametrized using the tur-
bulent kinetic energy scheme of Gaspar et al. [1990]. Convection is treated using simple
convective adjustment. The ocean model is driven by an atmospheric boundary layer
scheme, where 6-hourly fluxes of heat and freshwater are determined by the bulk formu-
lae of Large and Yeager [2004], computed at every time step from the atmospheric input
fields of air temperature, specific humidity, downward longwave and shortwave radia-
tion, and precipitation. Fluxes of momentum are not computed through bulk formulae;
instead, the model is directly forced by input wind stress fields. The reader is referred to
Forget et al. [2015] for more details on the ECCOv4r2 model configuration. The model
initial conditions, the atmospheric input fields, and some of the parameter fields which
determine parametrized turbulent transports are part of the control vector within the
inverse modeling framework, as further described in Section 4.2.4. Model simulations in
this work cover the period 2007-2011, the final 5 years of the ECCOv4r2 state estimate.
This time window is chosen because the adjoint is found to approximate the response
of the non-linear processes in the subpolar North Atlantic to an acceptable degree on a
five-year timescale (see Chapter 5).

4.2.2 The OSNAP array and data uncertainties

The two sections of the OSNAP (www.o-snap.org) mooring array in the subpolar North
Atlantic are sketched in Fig. 4.1: OSNAP-West, extending from Labrador to the south-
western tip of Greenland, and OSNAP-East, extending from the southeastern tip of
Greenland to Scotland. OSNAP provides monthly estimates of the full-depth transports
of mass, heat and freshwater across the OSNAP-West and the OSNAP-East sections,
which are computed from direct measurements of the OSNAP moorings and Argo pro-
filing float data [Li et al., 2017; Lozier et al., 2019]. For instance, for the first 21 months
of OSNAP data from August 2014 to April 2016, Lozier et al. [2019] report mean heat
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Figure 4.1: Schematic map showing the regions and transects related to the observed and
unobserved model QoIs in this study. The investigated observed QoIs are heat transport
across the OSNAP-West leg (pink line), and heat transport across the OSNAP-East leg
(purple line). The studied unobserved QoIs are ocean heat content in the Nordic Seas
region (green domain), and volume transport across the Iceland-Scotland ridge (black
line). The orange arrows represent major pathways of surface currents in the subpolar
North Atlantic. NAC = North Atlantic Current; NwAC = Norwegian Atlantic Current;
IC = Irminger Curent; NS = Nordic Seas; LS = Labradoro Sea.
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Figure 4.2: Model heat transports across OSNAP-West (solid pink line) and OSNAP-
East (solid purple line) in the ECCOv4r2 solution from January 1992 to December 2011.
The heat transports are diagnosed across the sections indicated by the pink and purple
lines in Fig. 4.1, and integrated over the entire water column. The gray background
covers the final 5 years (2007-2011), the representative 5-year time window chosen for
this work. The 5-year mean heat transports, averaged over the period 2007-2011, are
equal to MHTOSNAP-W and MHTOSNAP-E (defined in (4.2) and (4.3)) and are indicated by
the dashed (constant) lines in the respective colors. The two yellow bars show the prior
uncertainties for these mean values, computed by propagating the prior uncertainties
Γprior from the control variables onto the respective model quantities. Displayed are
two-standard-deviation envelopes, i.e., error bars of amplitude ±2 · σWprior and ±2 · σEprior,
respectively. The values for (σ•prior)

2 are shown in Table 4.3.
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transports of

0.080± 0.004 PW (OSNAP-West), 0.38± 0.02 PW (OSNAP-East). (4.1)

While ECCOv4 has not assimilated the new OSNAP observations yet, the proxy
potential of the OSNAP array can yet be assessed. In fact, dynamics-based observing
system design and an assessment of proxy potential do not require the actual measure-
ment values of the observations under consideration. Instead, only observation locations,
times, types, and their uncertainties are needed, as pointed out in Section 3.4. This can
be explained by the fact that observations are connected to remote QoIs via dynamical
principles expressed in the underlying GCM, rather than via statistical methods. For
the latter approach, one would certainly require the measurement values.

In this work, I investigate OSNAP’s proxy potential for unobserved QoIs, at locations
remote from the array. Given the novelty of applying the concepts of dynamics-based
observing system design and proxy potential for remote unobserved signals within the
field of ocean climate research, two simplifying assumptions are made for the purpose
of demonstration. First, the observed quantities are assumed to be heat transport mea-
surements across OSNAP-West and OSNAP-East, rather than direct hydrographic and
velocity measurements from the OSNAP moorings. The second simplification is that I
evaluate the proxy potential of the long-term (5-year) mean of the observations - on the
long-term (5-year) mean of unobserved QoIs. For assessing the full potential of the OS-
NAP observing system, however, one would have to include the direct measurements (i)
from each individual OSNAP instrument, and (ii) at the measurement frequency. This
will be further discussed in Section 4.4.

The 5-year time window is chosen because the linearized model equations generated
by the adjoint are found to approximate the response of the non-linear ocean processes
in the subpolar North Atlantic to an acceptable degree on 5-year timescales (see Chap-
ter 5). The period 2007-2011, the final 5 years of the ECCOv4r2 state estimate, is used
as a representative 5-year time window to evaluate the OSNAP’s proxy potential. The
period is representative for other 5-year time windows if the linearized model equations
do not strongly depend on the chosen base state 2007-2011, which is assumed. This as-
sumption is encouraged by the fact that 5-year mean quantities are studied. Note that
while choosing the period 2007-2011, I exploit the fact that no actual OSNAP measure-
ments are needed because the OSNAP array was only deployed in 2014.

In the model, the OSNAP-West and OSNAP-East transects are defined as the short-
est lines from (57 ◦W, 52 ◦N) to (45 ◦W, 60 ◦N), and from (43 ◦W, 60 ◦N) to (5 ◦W, 58 ◦N),
respectively, while following a grid line path as illustrated in Figure C2 in Forget et al.
[2015]. The obtained OSNAP-West model transect is denoted by SW , and the OSNAP-
East model transect by SE . The observations’ counterparts simulated by the model are
the 5-year mean heat transports across these model sections, i.e.,

MHTOSNAP-W = 10−15 · ρ0 cp
∆t
·
∫ 2011

2007

∫ top

bottom

∫

SW

θ v⊥ dS dz dt, [PW] (4.2)
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Observing system Observation operator [PW] Noise covariance matrix [(PW)2]

OSNAP-West fW = MHTOSNAP-W ΓW
noise = (0.004)2

OSNAP-East fE = MHTOSNAP-E ΓE
noise = (0.02)2

OSNAP-Combined f =

(
MHTOSNAP-W

MHTOSNAP-E

)
Γnoise =

(
(0.004)2 0

0 (0.2)2

)

Table 4.1: Definition of the OSNAP observing systems

and

MHTOSNAP-E = 10−15 · ρ0 cp
∆t
·
∫ 2011

2007

∫ top

bottom

∫

SE

θ v⊥ dS dz dt. [PW] (4.3)

Here, ∆t =
∫ 2011

2007
dt denotes the length of the integration period, ρ0 = 1029 kg/m3 the

reference density, cp = 3994 J/(kg ·K) the heat capacity, θ potential temperature, and
v⊥ the velocity perpendicular to the sections SW and SE , respectively. Sign convention
is such that positive v⊥ corresponds to positive northward velocity. Model heat trans-
ports (4.2) and (4.3) are computed in depth coordinates. The solid orange and purple
lines in Fig. 4.2 show the model heat transports across the OSNAP-West and OSNAP-
East transects, respectively, as simulated by the ECCOv4r2 solution from January 1992
to December 2011. The dashed lines indicate the respective 2007-2011 means, i.e., the
values of MHTOSNAP-W and MHTOSNAP-E, computed along the ECCOv4r2 solution.

In dynamics-based observing system design, an observing system is characterized
by two pieces of information; the first one is which quantities are measured (and at
which location and time), and the second one is how accurate these quantities are mea-
sured. These two pieces of information are formalized by, first, the observation operator
f , describing the observations’ counterpart simulated by the model, and, second, the
noise covariance matrix Γnoise, containing the assumed observational uncertainties. To
illustrate the concepts of data redundancy and complementarity, I study three differ-
ent observing systems: the OSNAP-West observing system, the OSNAP-East observing
system and the OSNAP-Combined observing system. Table 4.1 shows the associated ob-
servation operators and noise matrices that characterize these observing systems. The
OSNAP-West observing system is assumed to only measure the long-term mean heat
transport across OSNAP-West (indicated by fW ), and the OSNAP-East observing sys-
tem is assumed to only measure the long-term mean heat transport across OSNAP-East
(indicated by fE). The OSNAP-Combined observing system is assumed to have both
of these measurements available (indicated by f). The diagonal entries of the noise co-
variance matrices ΓWnoise, ΓEnoise, and Γnoise in Table 4.1 are the uncertainty estimates for
the respective time-mean heat transports from Lozier et al. [2019], cf. equation (4.1).
Note that even though the Lozier et al. [2019] uncertainty estimates are computed for
21-month means, in this work I adopt these OSNAP uncertainty estimates for the respec-
tive 5-year means (for which no uncertainty estimates exist). Moreover, it is noted that
the matrix Γnoise is chosen to be diagonal. The missing off-diagonal entries are equivalent
to the assumption that time-mean heat transport across OSNAP-West and time-mean
heat transport across OSNAP-East are independent (or uncorrelated) observations. This
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is a common, though very problematic, assumption in practical applications for complex
inverse problems, also within the ECCOv4 framework, since the specification of accu-
rate noise covariance matrices is considered as extremely difficult [Forget et al., 2015].

To study the effects of observational noise on the effective proxy potential, I further
define

ΓWnoise[r
2] = r2 · ΓWnoise, ΓEnoise[r

2] = r2 · ΓEnoise, and Γnoise[r
2] = r2 · Γnoise, (4.4)

where r2 > 0 is a constant number. Different choices of r2 > 0 will be studied to consider
the cases of less noisy (r2 < 1) and more noisy (r2 > 1) OSNAP data, while r2 = 1
corresponds to the matrices shown in Table 4.1. Note that the ratio of the diagonal
entries of Γnoise[r

2] is independent of the scaling factor r2, equal to (1/5)2, as in Lozier
et al. [2019]. Moreover, the scaling factor r2 does not affect the diagonal structure of
Γnoise.

4.2.3 Quantities of interest

Proxy potential targets unobserved or unobservable quantities of interest (QoIs), remote
from the observations. As a proof of concept, OSNAP’s proxy potential is explored for
the two QoIs that have already been studied in Chapter 2. The first QoI is ocean heat
content in the Nordic Seas (OHCNS), and the second one is volume transport across the
Iceland-Scotland ridge (TIS). The Nordic Seas basin and the Iceland-Scotland ridge are
shown in Fig. 4.1. Consistent with considering the 5-year mean of the OSNAP obser-
vations, the proxy potential is evaluated for the 5-year mean of the chosen QoIs, within
the same representative 5-year time window 2007-2011 (see Section 4.2.2).

In the model, the Iceland-Scotland ridge is defined as the composition of the shortest
lines from Iceland (16◦W, 65◦N) to Faroe (7◦W, 62.5◦N), and Faroe (6.5◦W, 62.5◦N)
to Scotland (4◦W, 57◦N), following grid line paths as described in Section 4.2.2. The
obtained Iceland-Scotland model transect is denoted by S. The Nordic Seas domain is
defined by the following boundaries: To the south by the S model transect, to the east
by the Norwegian coast, to the north by the Barents Sea Opening, and to the west by
the climatological 5◦C contour of SST in the 20-year ECCOv4r2 solution. The obtained
model domain is denoted by D. The model operators corresponding to the two chosen
QoIs are given by

OHCNS =
1

∆t
ρ0 cp

∫ 2011

2007

∫ top

bottom

∫

D

θ dAdz dt [J ], (4.5)

and

TIS =
1

∆t

∫ 2011

2007

∫ top

bottom

∫

S

v⊥ dS dz dt [m3/s]. (4.6)

Here, ∆t =
∫ 2011

2007
dt denotes the length of the integration period, ρ0 = 1029 kg/m3 the

reference density, cp = 3994 J/(kg ·K) the heat capacity, θ potential temperature, and
v⊥ the velocity perpendicular to the section S; sign convention is such that positive v⊥
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Figure 4.3: (a) Nordic Seas heat content and (b) volume transport across the Iceland-
Scotland ridge in the ECCOv4r2 solution from January 1992 to December 2011 (solid
lines). Nordic Seas heat content is integrated over the horizontal domain indicated by
the green region in Fig. 4.1, and the entire water column. Volume transport across
the Iceland-Scotland ridge is diagnosed across the black line in Fig. 4.1, and integrated
over the entire water column. The gray background covers the final 5 years (2007-
2011), the representative 5-year time window chosen for this work. The 5-year mean
quantities, averaged over the period 2007-2011, are equal to OHCNS and TIS (defined
in (4.5) and (4.6)) and are indicated by the dashed (constant) lines. The two yellow
bars show the prior uncertainties for these mean values, computed by propagating the
prior uncertainties Γprior from the control variables onto the respective model quantities.
Displayed are two-standard-deviation envelopes, i.e., error bars of amplitude ±2 · σAprior
and ±2 · σBprior, respectively. The values for (σ•prior)

2 are shown in Table 4.3.



4.2 Inverse modeling framework 111

corresponds to positive north- and eastward velocity. The model volume transport (4.6)
is computed in depth coordinates. The solid lines in Fig. 4.3 show Nordic Seas heat
content, and volume transport across the Iceland-Scotland ridge, as simulated by the
ECCOv4r2 solution from January 1992 to December 2011. The dashed lines indicate
the respective 2007-2011 5-year means, i.e., the values of OHCNS and VIS, evaluated
along the ECCOv4r2 solution.

The definition of TIS in (4.6) is exactly the same as the definition used in Chap-
ter 2. For OHCNS, the definitions in this chapter and Chapter 2 differ slightly. Here,
(4.5) defines Nordic Seas heat content integrated over the entire water column, consis-
tent with the full-depth transports (4.2), (4.3), and (4.6) across the OSNAP sections
and the Iceland-Scotland ridge, respectively. Meanwhile, Chapter 2 defined OHCNS as
upper-ocean heat content (over a slightly different Nordic Seas basin). In both chapters,
sensitivities of OHCNS with respect to atmospheric forcing play an important role. Even
though heat content is defined for different parts of the water column, the sensitivity pat-
terns to atmospheric forcing can be expected to be very similar across the two chapters.
This is because temperature at intermediate depth and in the deep ocean is much less
sensitive to atmospheric forcing, compared to temperature in the upper ocean. Minor
differences are that, in this chapter, (i) local winds gain in importance relative to local
heat fluxes because Ekman pumping can affect waters at depth more effectively than lo-
cal heat fluxes, and (ii) remote heat fluxes gain in importance relative to remote heat
fluxes because heat at depth can be most effectively altered via changes in the advected
heat transport into the basin, which, in turn, are to a large degree caused by remotely
forced changes in the overturning and gyre circulations. The differences (i) and (ii) are
however found to be very small, and hardly discernible when comparing sensitivity maps
across the chapters.

4.2.4 Controls and prior uncertainties

The vector x of control variables used in this study is shown in Table 4.2; it includes
initial conditions for the global three-dimensional fields of temperature, salinity, and ve-
locity (first block in Table 4.2), the global three-dimensional fields of model parameters
(second block in Table 4.2), and boundary conditions for the ocean model in the form
of global two-dimensional atmospheric input fields (third block in Table 4.2). The ad-
justment frequency linked to these fields is reported in the second column of Table 4.2.
Initial conditions are only adjusted at the first time step. For parameter fields and
atmospheric boundary conditions, the (spatially-varying) time-mean over the complete
estimation period is adjusted. The total number of control variables linked to the fields
is shown in the third column of Table 4.2. It is equal to the number of ocean grid cells
(for three-dimensional fields) and surface ocean grid cells (for two-dimensional fields),
since the initial and time-mean fields are adjusted on a grid point basis during the opti-
mization procedure.

While the total length of the control vector is on the order of O(107), I arrange the
control variables into the five groups initial, param, precip, thermal, and wind, as indi-
cated by the fourth column of Table 4.2. Control variables linked to the group thermal
can be thought of altering the surface heat flux through radiative, sensible, and latent
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Description Frequency Size Group Prior Uncertainty

Initial temperature N/A 2.4 · 106 initial ECCOv4r3, no WC01
Initial salinity N/A 2.4 · 106 initial ECCOv4r3, no WC01
Initial zonal velocity N/A 2.4 · 106 initial ECCOv4r3, no WC01
Initial meridional velocity N/A 2.4 · 106 initial ECCOv4r3, no WC01

Diapycnal diffusivity Time mean 2.4 · 106 param ECCOv4r3, no WC01
Isopycnal diffusivity Time mean 2.4 · 106 param ECCOv4r3, no WC01
GM intensity Time mean 2.4 · 106 param ECCOv4r3, no WC01

Precipitation Time mean 6.0 · 105 precip ECCOv4r3, no WC01
Air temperature (2m) Time mean 6.0 · 105 thermal ECCOv4r3, no WC01
Specific humidty (2m) Time mean 6.0 · 105 thermal ECCOv4r3, no WC01
Longwave radiation (↓) Time mean 6.0 · 105 thermal ECCOv4r3, no WC01
Shortwave radiation (↓) Time mean 6.0 · 105 thermal ECCOv4r3, no WC01
Zonal wind stress Time mean 6.0 · 105 wind ECCOv4r3, no WC01
Meridional wind stress Time mean 6.0 · 105 wind ECCOv4r3, no WC01

Table 4.2: Control variables included in the control vector x, and prior uncertainties
Γprior used in this study. Column 1 states the names of the physical two- and three-
dimensonal fields, column 2 the adjustment frequency, column 3 the total number of
control variables related to the respective field, column 4 the groups under which the
control variables are classified, and column 5 the prior uncertainties used for Γprior. The
setup is adopted from ECCOv4r3 (cf. Fukumori et al. [2017] and Table 7 in Forget
et al. [2015]), except that, here, I omit (i) time-variable bi-weekly adjustments of the
atmospheric control variables and (ii) Weaver and Courtier [2001] [WC01] smoothing for
all prior uncertainties (see text).
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heat fluxes, whereas control variables comprising the field of precipitation (precip) affect
the surface freshwater flux. Specific humidity affects both the net heat flux (via latent
heat), and the net freshwater flux (via evaporation), through the air-sea flux formulation
from Large and Yeager [2004]. I classify the control variables related to specific humid-
ity under the group thermal because in this work, the spatial distribution of linearized
sensitivity to specific humidity is generally found to resemble the spatial distribution of
linearized sensitivity to air temperature and radiation. This suggests a similar effect of
specific humidity on the studied model quantities as the purely thermal variables. It is
noted that the five groups are defined solely for the sake of a more compact visualiza-
tion of the results later, without an actual reduction of the control vector.

The choice of control variables, as shown in Table 4.2, matches the set of control vari-
ables used in the ECCOv4 release 3 (ECCOv4r3) inverse modeling framework [Fukumori
et al., 2017], but with one important modification. For the atmospheric boundary fields,
ECCOv4r3 adjusts not only the time-means, as in my setup, but also time-variable
anomalies on a bi-weekly basis. In this chapter, I omit time-variable adjustments of
the atmospheric forcing variables for the purpose of a simpler demonstration. Includ-
ing only the adjustments of the time-mean of the atmospheric forcing variables in the
control vector is consistent with the simplification to explore the proxy potential of time-
mean OSNAP observations for time-mean QoIs (see Sections 4.2.2 and 4.2.3). In fact,
the time-mean OSNAP heat transports (4.2) and (4.3), as well as the time-mean unob-
served QoIs (4.5) and (4.6) are about 9 times more sensitive to changes in the time-mean
of the atmospheric forcing variables than to time-variable changes in the atmospheric
forcing variables (see Fig. C.1 in Appendix C). Therefore, in this work, the time-mean
atmospheric controls are the dominant driver for dynamical adjustment mechanisms for
time-mean OSNAP observations and unobserved QoIs. Since such dynamical adjust-
ment mechanisms are the central ingredients for answering questions (I) and (II) (see
Section 4.1), here, the results are relatively insensitive to the simplification of omitting
the time-variable atmospheric controls. This is further discussed in Appendix C.

Another, although minor, modification from ECCOv4r3 is that I do not include ini-
tial sea surface height in the control vector. The results are not sensitive to this choice
because the sensitivity of the 5-year mean OSNAP observations and unobserved QoIs
to initial conditions (first block in Table 4.2) is negligible compared to the sensitivity
to parameter fields (second block in Table 4.2) and atmospheric controls (third block in
Table 4.2), as Section 4.3 will show. It is noted that initial sea surface height was not
part of the control vector in the previous ECCO release (ECCOv4r2), either (cf. Table 7
in Forget et al. [2015]). Another change from ECCOv4 release 2 to release 3 is the in-
clusion of initial velocity in the control vector, a change that I adopt in my setup. The
augmentation of the control vector by parameters that determine parametrized turbu-
lent transports (comprising the second block in Table 4.2) is a novelty of ECCO version
4, and not done in previous ECCO versions [Forget et al., 2015].

Assumptions on prior information about the control variables are made in the form
of the specification of prior uncertainty, encapsulated in the prior covariance matrix
Γprior. In this work, the prior is specified as a diagonal matrix, where the diagonal
entries are adopted from the ECCOv4r3 inverse modeling framework (as reported by
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Figure 4.4: ECCOv4r3 prior standard deviations for the time-mean adjustments of the
atmospheric forcing fields (a) shortwave downward radiation (RSW↓), and (b) meridional
wind stres (τy).

the fifth column of Table 4.2). Since all off-diagonal entries in Γprior are zero, no prior
cross-correlations are assumed in this work. In the ECCOv4r3 inverse modeling frame-
work, a Weaver and Courtier [2001] smoother is applied to mimic prior cross-correlations
between control variables that represent close-by grid points in the same field [Forget
et al., 2015]. This smoother is not applied in this work (indicated by “no WC01” in Ta-
ble 4.2), to simplify the presentation. The effect of including or excluding the Weaver
and Courtier [2001] smoother is further discussed in Appendix C. Note that even in the
full ECCOv4r3 framework, no prior cross-correlations between different types of control
variables are assumed.

For the atmospheric boundary fields, the ECCOv4r3 prior uncertainties are an up-
dated version of the uncertainties presented in Chaudhuri et al. [2012], computed based
upon the spread of available atmospheric reanalysis products and satellite-derived obser-
vations. As an example, the prior time-mean uncertainty for two atmospheric forc-
ing fields, shortwave downward radiation and meridional wind stress, are shown in
Figs. 4.4(a) and (b), corresponding to Figs. 5(c) and 2(c) in Chaudhuri et al. [2012].
Time-mean uncertainty in shortwave downward radiation arises because downward radi-
ation depends heavily on the parametrization of clouds. Therefore, regions of high cloud
cover, such as the subpolar North Atlantic and the Nordic Seas shown in Fig. 4.4(a),
have large systematic uncertainties in reanalysis products [Chaudhuri et al., 2012]. Time-
mean uncertainty in meridional wind stress shows high values east and west of Greenland
(Fig. 4.4(b)) because wind speeds are high in these regions. In many regions of strong
winds, the spread of reanalysis products and satellite scatterometer measurements is
enhanced [Chaudhuri et al., 2012]. Differences between reanalysis products and satel-
lite scatterometer measurements arise because in reanalysis products (i) the impact of
SST gradients on wind fields is not well-resolved [e.g., Chelton, 2005], and (ii) derived
wind stress fields depend on the specific formulations of drag coefficient used in the bulk
aerodynamic formulas [Risien and Chelton, 2008]. The square of the prior standard de-
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QoI Definition Prior Uncertainty

MHTOSNAP-W (4.2) (σWprior)
2 = (0.0024)2 [(PW)2]

MHTOSNAP-E (4.3) (σEprior)
2 = (0.0045)2 [(PW)2]

OHCNS (4.5) (σAprior)
2 = (1.28 · 1020)2 [(J)2]

TIS (4.6) (σBprior)
2 = (0.146)2 [(Sv)2]

Table 4.3: Prior uncertainties of the studied 5-year mean observed and unobserved model
quantities of interest (QoIs). The prior uncertainties (σprior)

2 shown in the third column
are obtained by propagating the prior uncertainties Γprior in the control variables to the
respective QoI (along the orange path (2) in Fig. 3.1). Here, (σprior)

2 computes as the
projection shown in equation (4.7).

viations shown in Fig. 4.4, at each grid point, is used as a diagonal entry for the diagonal
matrix Γprior. It is noted that, despite the shown restriction to the North Atlantic, con-
trol variables in this work are defined on a grid point basis of the underlying global ocean
model (adopted from ECCOv4r3).

The ECCOv4r3 prior uncertainties for the three-dimensional parameter fields of di-
apycnal diffusivity, isopycnal diffusivity, and GM intensity are set to the spatially con-
stant values of 5 · 10−6 m/s2, 250 m/s2 and 250 m/s2, respectively. It is noted that the
values for the spatially constant prior uncertainties of these three parameter fields have
been lowered by more than an order of magnitude from ECCOv4 release 2 to release
3 (personal communication with Ou Wang, August 2018).1 All ECCOv4r3 prior un-
certainties are scaled by a (spatially-varying) grid area weighting to make adjustments
independent of the chosen model grid [Fukumori et al., 2017]. The penalty weights cor-
responding to all ECCOv4r3 prior uncertainties are available for download at ftp://
ecco.jpl.nasa.gov/Version4/Release3/input_init/error_weight/ctrl_weight/.

In an inverse modeling framework, all uncertain elements of the model are assumed
to be captured by the chosen set of control variables together with the associated prior
covariance matrix. To obtain the prior uncertainty σ2prior for an arbitrary model quantity
QoI(x), one therefore propagates the prior uncertainties Γprior in the control variables
to the model quantity of interest (along the orange path (2) in Fig. 3.1) by means of the
linearized model equations. Due to the construction of Γprior as a diagonal matrix, with
diagonal entries as in ECCOv4r3 (cf. fifth column of Table 4.2), this forward uncertainty
propagation simplifies to the projection

σ2prior =

N∑

i=1

(
∂(QoI)
∂xi

·∆xi
)2

, (4.7)

where ∆xi is the ECCOv4r3 prior standard deviation corresponding to the control vari-
able xi, and N is the total number of control variables. The specified uncertainties Γprior
for the control variables can be examined through the lens of projected prior uncer-
tainties (4.7). The projected uncertainties are easier to inspect since they are scalars,

1 In release 2, the values for diapycnal diffusivity, isopycnal diffusivity, and GM intensity were chosen
as 5000m/s2, 5000m/s2 and 10−4 m/s2, although [Forget et al., 2015] mistakenly report 500m/s2 for
the first two fields (personal communication with Ou Wang).
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rather than a collection of O(107) numbers (or more, if the prior covariance matrix has
off-diagonal entries). Column 3 of Table 4.3 shows the values for the prior uncertainties
that are obtained when projecting Γprior via equation 4.7 onto the 5-year mean model
quantities MHTOSNAP-W, MHTOSNAP-E, OHTNS, and TIS, defined in Sections 4.2.2 and
4.2.3. Furthermore, the yellow bars in Figs. 4.2 and 4.3 visualize the respective com-
puted prior uncertainties. Shown are two-standard-deviation envelopes, i.e., error bars
of amplitude ±2 · σprior. Inspecting the yellow error bars in Figs. 4.2 and 4.3, which
reflect the uncertainties in the respective model quantities before adding any data con-
straints, leaves the impression that the prior uncertainties Γprior are chosen too small.
It is noted that if time-variable adjustments of the atmospheric control variables were
included, such as done by ECCOv4r3 but not in this work, the projected prior uncertain-
ties σ2prior in Table 4.3 would only be increased by at most 6%, depending on the model
quantity (see Fig. C.1 in Appendix C). Moreover, if the full ECCOv4r3 inverse modeling
framework was adopted, by adding not only time-variable atmospheric controls but also
Weaver and Courtier [2001] smoothing for all control variables to the setup in this work,
the computed prior uncertainties σ2prior would be smaller than in Table 4.3 (see Fig. C.1
in Appendix C). The issue of seemingly too small ECCOv4r3 prior uncertainties is fur-
ther discussed in Section 4.4.

Due to the commonly known difficulty of specifying accurate prior covariance matrices
(see Section 3.6 and e.g., Forget et al., 2015), the effects of the chosen prior uncertainties
Γprior on the effective proxy potential will be assessed. To this aim, I define

Γprior[b
2] = b2 · Γprior, (4.8)

where b2 > 0 is a constant number. Different choices of b2 > 0 will be studied to consider
the assumptions of more certain (b2 < 1) and less certain (b2 > 1) prior information on
the chosen control variables than in ECCOv4r3. The case b2 = 1 corresponds to choosing
Γprior, adopted from ECCOv4r3 (cf. fifth column of Table 4.2). Note that the relative
weighting of the control variables, i.e., the ratio of the diagonal entries of Γprior[b

2], is
independent of the scaling factor b2, and equal to the relative weighting as specified
within the ECCOv4r3 inverse modeling framework. Moreover, the scaling factor b2 does
not affect the diagonal structure of Γprior.

4.2.5 Adjoint models

To answer questions (I) and (II) from Section 4.1, or, formally, to propagate uncertainty
via the GCM equations (cf. equation 4.7), one requires the linearized sensitivities

∂(MHTOSNAP-W)

∂x
,

∂(MHTOSNAP-E)

∂x
,

∂(OHCNS)

∂x
,

∂(TIS)

∂x
(4.9)

with respect to the entire control vector x. To this aim, I perform four adjoint sensi-
tivity experiments, taking advantage of the flexible ECCOv4 adjoint modeling frame-
work. Algorithmic differentiation, through source-to-source code transformation with
the commercial tool transformation of algorithms in Fortran (TAF; [Giering and Kamin-
ski, 1998]), produces the code for the adjoint models. For each of the four experiments,
I redefine the least-squares cost function, used in the ECCOv4 optimization problem,
to a new scalar (or objective) function. In the first two experiments, the objective
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functions are the two components of the observation operator f(x), MHTOSNAP-W and
MHTOSNAP-E, defined in (4.2) and (4.3). In the last two experiments, the objective
functions are given by the unobserved quantities of interests OHCNS and TIS, defined in
(4.5) and (4.6). All objective functions are defined as the 5-year mean over the period
2007-2011. Adjoint sensitivities are computed along the model trajectory given by the
final 5 years (2007-2011) of the ECCOv4r2 estimate. In each of the experiments, the ad-
joint model computes the linearized sensitivities of the objective function to all control
variables in a single model integration.

Since ECCOv4 does not include an adjoint representation of the sea-ice model, lin-
earized sensitivities to the atmospheric boundary fields are corrected by a factor of 1−α,
where α is the fractional coverage of sea-ice area in each model grid cell. As an example,
the sensitivity to atmospheric forcing in a completely ice-covered grid cell (α = 1) is set
to zero.

It is worth noting that the greatest part of the control vector in this work (second
and third block in Table 4.2) consists of adjusting the time-mean of a certain control
variable. The linearized sensitivity to the time-mean of a control variable corresponds to
accumulating sensitivities to changes in that control variable from all lead times. When
accumulating sensitivities over time, cancellations occur at the locations where sensitiv-
ities have opposite signs for different lead times. Features in the sensitivity maps which
carry through the accumulation process are either the ones (i) of strongest amplitude,
typically found for short lead times, or (ii) stationary on a five-year timescale.

Finally, it is noted that choosing the 2007-2011 ECCOv4r2 solution as a base state
for the linearized sensitivities in (4.9), formally corresponds to “adopting” the 2007-2011
ECCOv4r2 solution as xmin (cf. Sections 3.3 and 3.5). Forget et al. [2015] obtained the
ECCOv4r2 solution by minimizing a least-squares cost function of type (3.1), which com-
bines the MITgcm with several hundred million satellite and in situ ocean observations.
Strictly speaking, a separate minimization problem would have to be solved to find the
minimizer xmin corresponding to the least-squares cost function in this work; this cost
function does not include the observations used in Forget et al. [2015], but the observa-
tions introduced in Section 4.2.2. However, the focus of this work is not set on solving
an optimization problem - least of all, an optimization problem which includes only 2
observations but O(107) control variables - but on the novel task of exploring proxy po-
tential in an oceanographic context. In other words, this work is not about estimating
the exact QoI trajectories in Fig. 4.3, or their 2007-2012 means (dashed lines), but rather
about studying their uncertainties (the yellow bars), and how the integration of the OS-
NAP observations would reduce these uncertainty bars. The uncertainty bars in Fig. 4.3,
as well as their reduction by observational information, depend only insignificantly on
the QoI base trajectory, if one assumes that the system is “not too non-linear” (see the
discussion in Section 3.6). Assessing a change in uncertainty (the yellow bars), rather
than the change in the actual estimate (the dashed lines), explores the general capabil-
ity or potential for the OSNAP observations to inform the QoIs - therefore the chosen
terminology ‘proxy potential ’. This assessment does not require the actual OSNAP mea-
surement values, as discussed before. Meanwhile, if proxy potential is identified, having
the actual OSNAP measurement values available will allow a better contrained estimate
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of the QoI (i.e., improve the value for the dashed lines).

4.3 Results

4.3.1 Dynamical adjustment mechanisms for OSNAP

This section tackles question (I) from Section 4.1: the dynamical adjustment mechanisms
and pathways for the time-mean heat transports across OSNAP-West (MHTOSNAP-W)
and OSNAP-East (MHTOSNAP-W) are identified.

To this aim, I employ the linearized sensitivities ∂MHTOSNAP-W
∂x and ∂MHTOSNAP-E

∂x , which
are obtained by the adjoint models described in Section 4.2.5. The maps in Fig. 4.5 show
the linearized sensitivities of MHTOSNAP-W (in (a),(c)) and MHTOSNAP-E (in (b),(d))
to changes in the time-mean of shortwave downward radiation (RSW↓, in (a),(b)) and
meridional wind stress (τy, in (c),(d)). The linearized sensitivities shown in Fig. 4.5
are “prior-weighted”, i.e., multiplied by the prior ECCOv4r3 standard deviation fields
∆RSW↓ (in Figs. 4.5(a),(b)) and ∆τy (in Figs. 4.5(c),(d)). The weights ∆RSW↓ and ∆τy
are shown in Figs. 4.4(a) and (b), respectively. Moreover, the prior-weighted sensitivi-
ties are normalized, i.e., the prior-weighted sensitivities of MHTOSNAP-W are divided by
the constant value of σWprior, and the prior-weighted sensitivities of MHTOSNAP-E divided
by σEprior. The (squared) values for σWprior and σ

E
prior are reported in Table 4.3. σWprior and

σEprior are the prior uncertainties in MHTOSNAP-W and MHTOSNAP-E, respectively. These
prior uncertainties are computed by accumulating prior-weighted sensitivity to all con-
trol variables, as shown in equation (4.7), where QoI in (4.7) is chosen as MHTOSNAP-W
or MHTOSNAP-E, respectively. The sensitivity maps in Fig. 4.5 are unitless, since they
are prior-weighted and normalized. Moreover, due to the normalization, all absolute val-
ues seen in the maps of Figs. 4.5(a)-(d) are less than 1.

The sensitivity maps in Fig. 4.5 reveal all possible dynamical mechanisms via which
small-amplitude perturbations in the time-mean shortwave downward radiation and
meridional wind stress can impact the time-mean heat transport across OSNAP-West
and OSNAP-East on a five-year timescale. The many different features that compose
the maps in Fig. 4.5 reflect the fact that the heat transports across the OSNAP sections
are the superposition of many signals that are propagated to the OSNAP sections by dif-
ferent adjustment mechanisms, via different pathways. The sensitivity maps in Fig. 4.5
disentangle these different mechanisms and pathways, which will be further explored in
the following.

Sensitivity to thermal forcing

Figs. 4.5(a) and (b) are proportional (up to normalizing constants) to the prior-weighted
linearized sensitivities of 5-year mean heat transport across OSNAP-West (Fig. 4.5(a))
and of heat transport across OSNAP-East (Fig. 4.5(b)) to changes in the 5-year mean of
shortwave downward radiation RSW ↓. The two-dimensional time-mean field of shortwave
downward radiation has been classified under the group thermal in Table 4.2, together
with the two-dimensional time-mean fields of air temperature at 2m, specific humidity
at 2m, and downward longwave radiation. The pattern in Fig. 4.5(a) can be considered
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Dynamical adjustment mechanisms for OSNAP
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Figure 3.6: Uncertainty reduction

Figure 4.5: Linearized sensitivities of time-mean heat transport across (a),(c) OSNAP-
West (MHTOSNAP-W) and (b),(d) OSNAP-East (MHTOSNAP-E) to time-mean (a),(b)
shortwave downward radiation RSW↓ and (c),(d) meridional wind stress τy. The sen-
sitivities are prior-weigthed and normalized. Red (blue) colors indicate that an increase
in (a),(b) downward radiation and (c),(d) northward wind stress would lead to a subse-
quent increase (decrease) in (a),(c) MHTOSNAP-W and (b),(d) MHTOSNAP-E on a 5 year
timescale. The solid black contours delineate the cross-sectional (a),(c) OSNAP-West
and (b),(d) OSNAP-East transects. (a),(c) is a clipped version of the vector vW1 , the
direction informed by the OSNAP-West observing system (cf. Table 4.1). Similarly,
(b),(d) is a clipped version of the vector vE1 , the direction informed by the OSNAP-East
observing system (cf. Table 4.1). The bar charts show the relative importance (see defini-
tion 4.10) of the control variables for impacting (e) MHTOSNAP-W and (f) MHTOSNAP-E.
The control variables are grouped according to Table 4.2. In (e) and (f), the fractions
right of the vertical dashed line within the yellow bar and within the green bar are
the relative importance of shortwave downward radiation and meridional wind stress,
respectively.
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representative of prior-weighted sensitivities of MHTOSNAP-W to all 4 thermal forcing
fields because prior-weighted sensitivities of MHTOSNAP-W to these 4 fields all show the
same qualitative picture. This is because the thermal forcing fields all drive changes
in surface heat flux, which results in similar changes in MHTOSNAP-W through similar
oceanic dynamical adjustment mechanisms. For a discussion of these physical mecha-
nisms, it is therefore enough to focus on sensitivities to shortwave downward radiation.
Similarly, Fig. 4.5(b) can be seen as representative of sensitivities of MHTOSNAP-E to all
thermal forcing fields. The yellow frames around Figs. 4.5(a) and (b) highlight the fig-
ures’ representative function for the entire group thermal.

Red (blue) colors in Figs. 4.5(a) and (b) indiciate the locations where an increase
(decrease) in downward radiation would lead to a subsequent increase in northward heat
transport across OSNAP-West (Fig. 4.5(a)) and OSNAP-East (Fig. 4.5(b)) on a five-year
timescale. The maps in Figs. 4.5(a) and (b) show a similar pattern. Positive sensitiv-
ity is found at the respective eastern ends of the OSNAP-West section (in (a)), and the
OSNAP-East section (in (b)), and negative sensitivities at the respective western ends
of OSNAP-West section (in (a)) and the OSNAP-East section (in (b)). Moreover, in
Figs. 4.5(a) and (b), positive sensitivity extends southward of the respective OSNAP
section, and upstream the surface current which leads up to the respective section (cf.
Fig. 4.1). Specifically, positive sensitivity can be found upstream around southern Green-
land and along the Irminger Current in Fig. 4.5(a), and upstream the North Atlantic
Current south of the OSNAP-East transect in Fig. 4.5(b). On the other hand, negative
sensitivity extends northward of the sections in Figs. 4.5(a) and (b), following again the
surface current upstream: negative sensitivity populates the Labrador Sea in Fig. 4.5(a),
and the Irminger Current in Fig. 4.5(b).

The described sensitivity pattern, shared by Figs. 4.5(a) and (b), can be explained by
the combination of two adjustment mechanisms, which alter the heat transport across the
OSNAP-West and OSNAP-East section, respectively. The first mechanism is advection
of temperature anomalies across the sections. Increased (decreased) downward radiation
induces warm (cold) ocean temperature anomalies. A perturbation in downward radia-
tion matching the distributions in Figs. 4.5(a) and (b) induces warm anomalies to the
south of the sections, and cold anomalies to the north of the sections. This distribu-
tion of temperature anomalies leads to a strengthened northward heat transport, when
the temperature anomalies are advected across the sections by the surface currents that
lead up to the sections. Advection of temperature anomalies goes hand in hand with a
second mechanism, namely the dynamics of thermal wind balance. Warm anomalies at
the eastern end of the sections, and cold anomalies at the western end of the sections
generate a negative anomaly in the upper-ocean density gradient across the sections. Ac-
cording to thermal wind balance (equation (2.5)), this negative density gradient anomaly
strengthens the northward geostrophic current across the sections.

Sensitivity to wind forcing

Figs. 4.5(c) and (d) are proportional to the prior-weighted linearized sensitivities of
MHTOSNAP-W (Fig. 4.5(c)) and MHTOSNAP-E (Fig. 4.5(d)) to meridional wind stress τy.
The two-dimensional time-mean fields of zonal and meridional wind stress comprise the
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group wind in Table 4.2. Even though sensitivity patterns for zonal and meridional wind
stress differ by nature, they reflect similar wind-driven mechanisms that can alter heat
transport across the OSNAP array. In this work, zonal wind stress sensitivities are gen-
erally weaker than meridional wind stress sensitivities, and I therefore choose to present
and discuss the latter. The green frames around Figs. 4.5(c) and (d) highlight the fig-
ures’ representative function for the group wind.

The most noticeable features in Fig. 4.5(c) are (i) negative sensitivities concentrated
along the OSNAP-West transect, (ii) a sensitivity dipole in the Labrador Sea, which con-
tinues northward into the Davis Strait, (iii) negative sensitivities along the southeastern
Greenlandic coast, and (iv) a band of strong positive sensitivities along the western Ice-
landic coast. Fig. 4.5(d) strikes with (v) a band of strong negative sensitivities along
the western Icelandic coast. A shared feature of Figs. 4.5(c) and (d) is (vi) a band of
positive sensitiviy along the western European and African coastline. This band contin-
ues northwestward toward the Irminger Sea in Fig. 4.5(c) and northward into the Nordic
Seas in Fig. 4.5(d).

Feature (i) in Fig. 4.5(c), together with negative zonal wind stress sensititivies of
MHTOSNAP-W along the OSNAP-West transect (not shown), can be explained by lo-
cal Ekman dynamics. A wind stress anomaly that points to the southwest along the
OSNAP-West section induces an anomalous Ekman transport across OSNAP-West in
northwestern direction. Feature (i) has no counterpart in Fig. 4.5(d), i.e., a sensitivity
band along the OSNAP-East array is absent, because the OSNAP-East leg is much less
tilted in north-south direction than the OSNAP-West leg. Instead, a band of negative
sensitivities along the OSNAP-East section can be detected in the sensitivity map of
MHTOSNAP-E to zonal wind stress (not shown).

Feature (ii), the sensitivity dipole in Fig. 4.5(c), is due to geostrophic balance (2.6). A
meridional wind stress perturbation that matches the sensitivity dipole in the Labrador
Sea and the Davis Strait drives Ekman onshore convergence along the west Greenlandic
coast, and Ekman offshore divergence along the coasts of Newfoundland, Labrador and
Baffin Island. This results in a positive anomaly of the zonal pressure gradient, and a
stronger northward geostrophic transport, and thus, an increase in MHTOSNAP-W. Fea-
ture (iii) in Fig. 4.5(c) is closely linked to feature (ii). A southward wind stress anomaly
along the southeastern Greenlandic coast drives Ekman onshore convergence and a pos-
itive pressure anomaly. This positive pressure anomaly can be communicated by Kelvin
waves around the southern tip of Greenland to the eastern end of the OSNAP-West
section, where it contributes to a strengthening of the northward geostrophic transport
across the OSNAP-West transect.

Feature (vi) in Figs. 4.5(c) and (d) was already identified in Chapter 2, and can be
explained by a similar wave mechanism as discussed in the last paragraph. Northward
wind stress perturbations along the western European and African coastline drive Ekman
onshore convergence. The resulting positive pressure anomalies are carried northward by
coastally-trapped Kelvin waves. The induced positive zonal pressure anomaly induces a
strengthened northward geostrophic transport which increases both MHTOSNAP-W and
MHTOSNAP-E. At about 55 ◦N, however, the bands in Figs. 4.5(c) and (d) follow sep-
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arate branches of the North Atlantic Current: The extension of the sensitivity band is
directed northwestward toward the Irminger Sea in Fig. 4.5(c) and northward toward
the Nordic Seas in Fig. 4.5(d). Both extensions follow contour lines of f/H, and can
therefore be explained by a pressure gradient adjustment mechanism, similarly as de-
scribed above. This mechanism strengthens the Irminger current and MHTOSNAP-W in
Fig. 4.5(c), and the Norwegian Atlantic Current and MHTOSNAP-E in Fig. 4.5(d).

Finally, features (iv) and (v) highlight the Icelandic coast as a key location where
wind stress perturbations can remotely alter changes in subpolar ocean circulation. The
Icelandic coastline has already been found highly sensitive to wind stress perturbations
for the quantities that were studied in Chapter 2. Here, high sensitivities to meridional
wind stress along the western coast of Iceland are amplified by high prior ECCOv4r3
meridional wind stress uncertainties ∆τy at this location (see Fig. 4.4(b)). These two
factors combined lead to very high amplitudes for the prior-weighted sensitivities along
the western Icelandic coast in Figs. 4.5(c) and (d), with values falling out of the shown
colorbar range: normalized prior-weighted sensitivities to meridional wind stress take
values up to +0.08 in Fig. 4.5(c) and down to -0.12 in Fig. 4.5(d). The positive sensi-
tivities of MHTOSNAP-W (in Fig. 4.5(c)) and the negative sensitivities of MHTOSNAP-E
(in Fig. 4.5(d)) to meridional wind stress along the western Icelandic coast are due to
a similar physical mechanism as the one discussed in Chapter 2. A southward wind
stress anomaly along the western Icelandic coast, matching the negative sensitivities in
Fig. 4.5(d)), drives Ekman offshore divergence, resulting in a negative pressure anomaly.
The negative pressure anomaly is carried by a Kelvin wave clockwise around Iceland, to
the eastern Icelandic coast. The induced positive zonal pressure anomaly along the sec-
tion between Iceland and Scotland strengthens the geostrophic current of the Norwegian
Atlantic Current (NwAC, cf. Fig. 4.1). A strengthened NwAC causes a stronger north-
ward transport across OSNAP-East, and an increase in MHTOSNAP-E. In constrast, a
northward wind stress perturbation along the western Icelandic coast, matching the pos-
itive sensitivities in Fig. 4.5(c), weaken the NwAC, through the same chain of events,
but involving a pressure anomaly of opposite sign. A weakened NwAC leads to a rela-
tively stronger Irminger Current (IC), which, besides the NwAC, is a second branch of
the North Atlantic Current (Fig. 4.1). A strengthened IC drives a stronger northward
transport across OSNAP-West, and thus, an increase in MHTOSNAP-W.

Relative importance of control variables

The relative importance of the control variables for impacting the observed quantities
MHTOSNAP-W and MHTOSNAP-E are shown by the bar charts in Figs. 4.5(e) and (f).
Here, the control variables are grouped according to Table 4.2. Specifically, the bar
charts show the ratios

∑
i|xi∈group

(
∂MHTOSNAP-W

∂xi
·∆xi

)2
∑N

i=1

(
∂MHTOSNAP-W

∂xi
·∆xi

)2 and

∑
i|xi∈group

(
∂MHTOSNAP-E

∂xi
·∆xi

)2
∑N

i=1

(
∂MHTOSNAP-E

∂xi
·∆xi

)2
(4.10)

in Fig. 4.5(e) and Fig. 4.5(f), respectively. Here, ∆xi is the ECCOv4r3 prior standard
deviation corresponding to the control variable xi, and N is the total number of control
variables. Note that the denominators in (4.10) are the prior uncertainties (σWprior)

2 and
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(σEprior)
2, computed by accumulating prior-weighted sensitivity to all control variables

(cf. equation (4.7)). Meanwhile, the enumerators in (4.10) are the prior uncertainties due
to the control variables in the specific group, computed by accumulating prior-weigthed
sensitivity only to the control variables in that group.

The bar charts in Fig. 4.5(e) and (f) are useful to obtain a first impression of which
of the control variables can be informed by the OSNAP-West and OSNAP-East ob-
servations. For example, in Fig. 4.5(e), the large yellow and green fractions indicate
that control variables belonging to the group thermal or wind have high potential to
be informed by observed heat transport across OSNAP-West, whereas control variables
belonging to the groups precip, initial, and param, which MHTOSNAP-W is relatively in-
sensitive to, will stay uninformed by the OSNAP-West.

Both observed quantities MHTOSNAP-W and MHTOSNAP-E are most sensitive to the
group of thermal forcing fields. The relative importance of control variables classified un-
der the group thermal is 77% for MHTOSNAP-W (Fig. 4.5(e)), and 56% for MHTOSNAP-E
(Fig. 4.5(f)). The group with the second largest influence is wind ; the relative contribu-
tion by wind-driven processes, represented by the color green, is 21% to MHTOSNAP-W
(Fig. 4.5(e)) and 41% to MHTOSNAP-E (Fig. 4.5(f)). While thermally-driven pro-
cesses (integrated throughout the globe) are most important for both MHTOSNAP-W
and MHTOSNAP-E, wind-driven processes contribute to a higher degree to MHTOSNAP-E
than MHTOSNAP-W. While further investigation is required to pinpoint the underlying
reason, I suggest that the following two facts play a role: First, the identified non-
local wind-driven pressure adjustment mechanisms (iv), (v), and (vi), shared between
OSNAP-West and OSNAP-East, have their source and “center of action” closer in space
to OSNAP-East than OSNAP-West. Until the signal reaches OSNAP-West via the
Irminger Current, some of the signal’s strength might have been lost underway. Second,
MHTOSNAP-W might be more sensitive to changes in thermal forcing than MHTOSNAP-E
because the OSNAP-West section cuts across the Labrador Sea, which features the deep-
est mixed layers in the Northern hemisphere. Therefore, thermal surface forcing that
is applied in the vicinity of the OSNAP-West transect can impact the temperature
of a deeper water column, and, thus, alter heat transport more effectively, than ther-
mal surface forcing close to the OSNAP-East transect. It is noted that stronger local
prior-weighted thermal sensitivities for OSNAP-West are not due to the prior ECCOv4
uncertainties. In fact, prior ECCOv4 uncertainties for shortwave downward radiation
in the vicinity of OSNAP-West are smaller (rather than larger) than in the vicinity of
OSNAP-East (cf. Fig. 4.4(a)).

The groups precip, initial, and param have minimal impact. The insignificant con-
tributions by the groups precip and initial may be partly explained by the fact that
prior-weighted sensitivities on a five-year timescale are studied. Precipitation is ex-
pected to play a more important role on timescales exceeding 5 years, through changes
in the thermohaline circulation, e.g., driven by freshwater flux anomalies in the deep
convection regions (cf. Fig. 2.12 or Fig. 2.14 in Chapter 2, which show that freshwater
flux anomalies in the deep convection regions affect subpolar gyre circluation on lead
times of >5 years). In contrast, initial conditions are expected to be more influential on
shorter (daily to weekly) timescales. However, the main underlying reason for the neg-
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ligible influence of the groups initial and param is suggested to be an underestimation
of the prior uncertainties for the groups initial and param in ECCOv4r3 (and prior un-
certainties are adopted from ECCOv4r3 in this work). In fact, the ECCOv4r3 standard
deviations for param are about an order of magnitude smaller than the ECCOv4r2 stan-
dard deviations (see Section 4.2.4). Moreover, effective prior uncertainties for initial and
param in ECCOv4r3 are hypothesized to be much larger than the reported ECCOv4r3
regularization weights, because prior uncertainties are “lost in (pre-)optimization” steps,
as further discusses in Section 4.4.

The two dashed vertical lines in each of the bar charts of Figs. 4.5(e) and (f) establish
a link to Figs. 4.5(a)-(d). The chunk right of the dashed vertical line within the yellow
bar represents a relative contribution of 29% to MHTOSNAP-W (in Fig. 4.5(e)) and 16%
to MHTOSNAP-E (in Fig. 4.5(f)). For each of the two observed OSNAP quantities,
this fraction indicates the relative importance of shortwave downward radiation, the
field which was discussed in representation of the thermal forcing fields. The link to
Figs. 4.5(a) and (b) is the following: The squared entries in the sensitivity maps of
Figs. 4.5(a) and (b) add up to 0.29 and 0.16, respectively, if values on a model grid-scale
basis, i.e., at a nominal resolution of 1 ◦, were distiguishable in the figures. Values on
a grid-scale basis will be visualized in Fig. 4.10. Similarly, the relative importance of
meridional wind stress is represented by the chunk right of the dashed vertical line within
the green bar, and is 16% for MHTOSNAP-W (Fig. 4.5(e)), and 34% for MHTOSNAP-E
(Fig. 4.5(f)). Accordingly, the squared entries in the sensivitity maps of Figs. 4.5(c) and
(d) add up to 0.16 and 0.34, respectively.

4.3.2 Dynamical constraints of OSNAP

In this section, the mechanisms and pathways identified in Section 4.3.1 are linked to the
dynamical constraints that OSNAP provides for the inverse modeling framework. These
dynamical constraints will be further used in Section 4.3.4 to assess the proxy potential
of the OSNAP array.

Formally, the dynamical constraints of a set of observations are assessed via uncer-
tainty reduction that is achieved by including the observations in the inverse modeling
framework. Here, uncertainty reduction is based purely on dynamical information that is
propagated via the linearized model equations. In practical terms, uncertainty reduction
is captured by the curvature of the (non-dimensionalized) model-data misfit function

Jmisfit(u) =
1

2

[(
y − f(Γ

1/2
prioru)

)T
Γ−1noise

(
y − f(Γ

1/2
prioru)

)]
, (4.11)

where y the set of considered observations, f the corresponding observation operator,
Γnoise the chosen noise covariance matrix, and u = Γ

−1/2
prior x the non-dimensionalized

control vector. As explained in Section 4.2.2, f and Γnoise are the two pieces of informa-
tion about an observing system that are required for assessing the dynamical constraints
and proxy potential of the observations. In contrast, the measurement values y are not
needed because the curvature of (4.11) does (to first order) not depend on y (see Sec-
tion B.4).
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The directions within the control space in which the model-data misfit function (4.11)
is curved are the data-informed directions, characterizing the components that are most
informed by the considered observations and along which uncertainty is reduced. The
data-informed directions and associated curvatures are equal to the eigenvectors and
eigenvalues {(vi, λi)} of the Hessian matrix of (4.11).

In the following, I will study the data-informed directions and associated curvatures
that correspond to the OSNAP observing systems, defined in Table 4.1. These data-
informed directions and curvatures characterize the dynamical constraints of the OSNAP
array.

Individual constraints of OSNAP-West and OSNAP-East

First, the OSNAP-West and the OSNAP-East observing systems are considered sepa-
rately, assuming that one measures time-mean heat transport only across OSNAP-West
or across OSNAP-East (Table 4.1). In each of two cases, either the pair (fW ,ΓWnoise) or
the pair (fE ,ΓEnoise) from Table 4.1 takes on the role of (f ,Γnoise) in (4.11). Each of the
two examples corresponds to the first case discussed in Section 3.3, in which only a sin-
gle observation is available. The control space direction informed by the OSNAP-West
observing system is denoted by vW1 , with associated curvature λW1 , and the control space
direction informed by the OSNAP-East observing system by vE1 , with associated curva-
ture λE1 .

The OSNAP-West-informed direction vW1 and the OSNAP-East-informed direction
vE1 are closely linked to the dynamical adjustment mechanisms and pathways identified
in Section 4.3.1. Indeed, vW1 and vE1 are given by the normalized prior-weighted lin-
earized sensitivities of MHTOSNAP-W and MHTOSNAP-E, respectively, to the full control
vector. While the two vectors vW1 and vE1 are directions within the high-dimensional
control space (see third column of Table 4.2), Figs. 4.5(a),(c) (left column) show the re-
striction of vW1 to parts of the control variables, namely to the two-dimensional fields
of shortwave downward radiation and meridional wind stress. Similarly, Figs. 4.5(b),(d)
(right column) show the restriction of vE1 to the same subset of control variables.

As explained in Section 3.3, the eigenvalues (or curvatures) λW1 and λE1 corresponding
to the data-informed directions vW1 and vE1 reflect the prior-to-noise ratios of time-mean
heat transport across OSNAP-West and OSNAP-East, respectively. They are computed
as

λW1 =
(σWprior)

2

ΓWnoise
and λE1 =

(σEprior)
2

ΓEnoise
. (4.12)

The numerators (σWprior)
2 and (σEprior)

2 are the prior uncertainties for MHTOSNAP-W and
MHTOSNAP-E, computed via (4.7), i.e., by propagating the prior information Γprior from
the control variables to the respective model quantities MHTOSNAP-W and MHTOSNAP-E.
In other words, (σWprior)

2 ((σEprior)
2) reflects the quality of prior information on the model

quantity MHTOSNAP-W (MHTOSNAP-E), and determines the relevance of the actual
OSNAP-West (OSNAP-East) measurement values. On the other hand, the denominators
ΓWnoise and ΓEnoise are the assumed noise variances for observed time-mean OSNAP-West
and OSNAP-East heat transports, respectively. In other words, ΓWnoise (Γ

E
noise) reflects the



126 Proxy Potential of the OSNAP Array

quality of the OSNAP-West (OSNAP-East) data. Therefore, the prior-to-noise ratio λW1
(λE1 ) compares the relevance to the quality of OSNAP-West (OSNAP-East) data. Using
the values for the computed prior uncertainties and assumed noise variances, shown in
Tables 4.3 and 4.1, the prior-to-noise ratios in (4.12) evaluate to

λW1 ≈ (0.60)2 and λE1 ≈ (0.23)2. (4.13)

The fact that the eigenvalue (or curvature) λW1 is higher than λE1 means that OSNAP-
West provides relatively more new reliable information for the inverse modeling frame-
work than OSNAP-East. In fact, the ratio of the two eigenvalues is

λW1
λE1
≈ (2.5)2. (4.14)

The ratio (4.14) can be explained by the combination of two facts. First, the ratio of√
ΓWnoise and

√
ΓEnoise is equal to 1/5 (see Table 4.1 or equation (4.1)), i.e., the assumed

noise standard deviation for time-mean heat transport across OSNAP-East is assumed
to be 5 times higher than for time-mean heat transport across OSNAP-West. Second,
the prior standard deviation σEprior in MHTOSNAP-W is about twice as large as σWprior (see
Table 4.3), i.e., OSNAP-East data is about twice as “relevant” as OSNAP-West data.
However, OSNAP-East data being more “relevant” by (only) a factor of 2 cannot make
up for OSNAP-East data being more noisy by a factor of 5. This yields the ratio (4.14),
which reflects a stronger constraint by OSNAP-West on the inverse modeling framework.

Note that the values for “relevance”, i.e., (σWprior)
2 and (σEprior)

2, are computed by prop-
agating the prior uncertainties Γprior from the control variables onto MHTOSNAP-W and
MHTOSNAP-E, respectively (via equation 4.7). Since the same prior uncertainties Γprior
are used for both propagations, the contrasting values for (σWprior)

2 and (σEprior)
2 are purely

set by the differences in the linearized sensitivities of MHTOSNAP-W and MHTOSNAP-E to
the control variables (cf. equation 4.7). Roughly speaking, MHTOSNAP-E is “on average”
twice as sensitive to changes in the uncertain control variables as MHTOSNAP-W (where
the average can be seen as a prior-weighted average in the l2 norm). OSNAP-East
sensitivity being larger than OSNAP-West sensitivity by a factor of (only) 2, stands
in contrast to the OSNAP-East signal being larger than the OSNAP-West signal by
about a factor of 5. The factor-5-relation in the time-mean signals of OSNAP-East
vs. OSNAP-West can be detected in the OSNAP measurement values from August 2014
to April 2016 (see equation 4.1), but also the ECCOv4r2 state estimate from 1992 to
2011 (Fig. 4.2). Therefore, if one were to follow the statistical (rather than the dynam-
ical) approach, and substituted the prior-to-noise ratios in (4.12) by the signal-to-noise
ratios, one would obtain a similar value for OSNAP-West as for OSNAP-East in (4.13).
For the statistical approach, the resulting ratio in (4.14) would therefore be approxi-
mately 1, suggesting similarly strong constraints by OSNAP-West and OSNAP-East. In
contrast, the dynamical approach suggests the ratio of (2.5)2 in (4.14), obtained by us-
ing the model dynamics and ocean connectivity in order to propagate Γprior from all
uncertain model input variables (initial conditions, model parameters, and atmospheric
forcing; see Table 4.2) throughout the global ocean. Here, Γprior is adapted from EC-
COv4r3, as described in Section 4.2.2, and uses for example information from reanalysis
data-sets (and their uncertainties) for the atmospheric forcing fields.



4.3 Results 127

Choosing different values of r2 > 0 and b2 > 0 in (4.4) and (4.8), respectively, reflects
the assumptions of less (r2 < 1) or more (r2 > 1) noisy OSNAP observations and/or
more (b2 < 1) or less (b2 > 1) certain prior information. Varying ΓWnoise[r

2
W ] = r2W ·ΓWnoise,

ΓEnoise[r
2
E ] = r2E ·ΓEnoise, and Γprior[b

2] = b2 ·Γprior in that manner has the following effect
on the individual dynamical constraints of OSNAP-West and OSNAP-East on the inverse
modeling framework (see Section 3.5.3):

(i)-ind The eigenvectors vW1 and vE1 remain the same, as visualized in Fig. 4.5, i.e.,
they are independent of the choices of r2W , r

2
E , b

2 > 0.

(ii)-ind The eigenvalues λW1 and λE1 change according to λW1 [r2W , b
2] = (b/rW )2 ·

λW1 [1, 1], and λE1 [r2E , b
2] = (b/rE)2 ·λE1 [1, 1], where λW1 [1, 1] and λE1 [1, 1] are

equal to the values of λW1 and λE1 in (4.13).

(iii)-ind If r2W and r2E coincide, taking the value r2 > 0, the ratio of the OSNAP-
West vs. the OSNAP-East prior-to-noise (or relevance-to-quality) ratios
λW1 [r2, b2] and λE1 [r2, b2] remains the same as in (4.14), independently of
the choice of r2, b2 > 0.

Constraints by combining information from OSNAP-West and OSNAP-East

Next, OSNAP-West and OSNAP-East are combined to a joint observing system, the
OSNAP-Combined observing system (Table 4.1). That is, it is assumed that time-mean
heat transport measurements across both OSNAP-West and OSNAP-East are available
and the pair (f ,Γnoise) as specified in Table 4.1 is used in the model-data misfit function
Jmisfit (equation (4.11)). The dynamical constraints of the OSNAP-Combined observ-
ing system are characterized by the two eigenvectors v1 and v2 of the Hessian of Jmisfit,
with associated positive curvatures λ1 and λ2.

v1 and v2 span the two-dimensional subspace within the high-dimensional control
space (defined in Table 4.2) that is informed by the OSNAP-Combined observing sys-
tem. The displayed plane in Figure 4.6 represents this OSNAP-informed two-dimensional
subspace, while all directions orthogonal to this plane are not informed by the data. The
ellipses in Figure 4.6 sketch the orientation of the contour lines of Jmisfit. The dashed
black line shows the one-dimensional subspace spanned by v1, and indicates the direc-
tion of maximal curvature of Jmisfit, i.e., the direction along which uncertainty is reduced
most efficiently. The maximal curvature is given by the eigenvalue λ1. The dashed gray
line indicates the subspace spanned by v2, orthogonal to the black line. The curvature in
the direction of v2 is given by the eigenvalue λ2. The curvature in all directions orthog-
onal to the shown plane is zero. The black and gray vectors, associated to the black and
gray lines, are scaled by the inverse of

√
λ1 and

√
λ2, respectively. Thus, the fact that

the black vector is shorter than the gray vector reflects Jmisfit being more curved–and
uncertainty being reduced more efficiently–along v1 than along v2.

v1 and v2 are closely related to vW1 and vE1 , the directions informed by the individual
OSNAP-West and OSNAP-East observing systems. The pair (vW1 ,vE1 ) spans the same
two-dimensional subspace within the control space as (v1,v2), and can therefore be dis-
played in the plane of Fig. 4.6. The one-dimensional subspaces spanned by vW1 and vE1
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OSNAP-informed subspace
span(vE1 )

span(vW1 )

span(v1)

span(v2)

Figure 4.6: The two-dimensional subspace informed by heat transport measurements
across OSNAP-West and OSNAP-East. All directions orthogonal to the displayed gray
plane are not informed by the data. The ellipses show the orientation of the contour lines
of Jmisfit, the data-misfit part of the cost function that is associated with the observation
operator f = (MHTOSNAP-W,MHTOSNAP-E)T and noise covariance Γnoise, as defined in
Table 4.1. The dashed horizontal black line shows the one-dimensional subspace spanned
by v1, and indicates the direction of maximal curvature of Jmisfit. The dashed vertical
black line indicates the subspace spanned by v2 (orthogonal to the dashed horizontal
black line). The associated black vectors are scaled by the inverse of

√
λ1 and

√
λ2,

respectively. The dashed pink and purple lines show the one-dimensional subspaces
informed by the individual OSNAP-West and OSNAP-East observations, spanned by
vW1 and vE1 , respectively. The associated pink and purple vectors are scaled by the
inverse of

√
λW1 and

√
λE1 , respectively.
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Dynamical constraints of OSNAP-Combined
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Figure 3.6: Uncertainty reduction

Figure 4.7: (a),(c) and (b),(d) show clipped versions of the vectors v1 and v2, respectively.
v1 and v2 characterize the dynamical constraints of the OSNAP-Combined observing
system (cf. Table 4.1); they are the eigenvectors of the Hessian of the model-data misfit
function (4.11). The maps show the restrictions of the respective vectors to (a),(b)
shortwave downward radiation RSW↓ and (c),(d) meridional wind stress τy. The vectors
v1 and v2 span the same data-informed subspace within the control space as vW1 and
vE1 in Fig. 4.5, but sensitivity patterns are “re-distributed” across the eigenvectors, by a
procedure that takes into account data redundancy and prior-to-noise ratios. The solid
black contours in (a)-(d) delineate the cross-sectional OSNAP-West and OSNAP-East
transects. The bar charts show the relative importance (see definition 4.18) of the control
variables for the vectors (e) v1 and (f) v2. The control variables are grouped according to
Table 4.2. The fractions right of the vertical dashed lines in (e) and (f) indicate relative
importance of shortwave downward radiation and meridional wind stress, similarly as in
Fig. 4.5.
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are shown by the dashed pink and purple lines in Fig. 4.6, respectively. The pink and pur-
ple lines are exactly those directions in which JWmisfit and J

E
misfit are curved, where JWmisfit

and JEmisfit are the model-data misfit functions (4.11) associated with the OSNAP-West
and OSNAP-East observing systems, respectively. The associated pink and purple ar-
rows are scaled by the inverse of

√
λW1 and

√
λE1 , respectively. The pink vector is about

2.5 times shorter than the purple vector, reflecting identity (4.14). Thus, the shorter
pink vector indicates that JWmisfit has higher curvature than JEmisfit, corresponding to a
more effective uncertainty reduction, along the respective informed direction.

In Section 3.3 it was explained how to obtain (v1, λ1) and (v2, λ2) from (vW1 , λW1 )
and (vE1 , λ

E
1 ). First, vW1 and vE1 are orthonormalized; this corresponds to removing re-

dundant information. Second, the obtained vector pair is rotated and reflected within
the informed subspace in such a way that v1 points into the direction of maximal cur-
vature of the cost function. Due to the high prior-to-noise ratio λW1 of OSNAP-West,
compared to the prior-to-noise ratio λE1 of OSNAP-East, v1 deviates only very little
from vW1 . The exact representations of v1 and v2 as linear combinations of vW1 and vE1 ,
computed by steps (i) and (ii) in Section 3.3, are

v1 = 0.96 · vW1 − 0.07 · vE1 , (4.15)

v2 = −0.72 · vW1 − 1.2 · vE1 . (4.16)

The eigenvalues compute as

λ1 = 0.362 and λ2 = 0.037. (4.17)

As already seen for the individual constraints of OSNAP-West and OSNAP-East, the
assumptions on observational noise and prior information will have an impact on the
inferred dynamical constraints of OSNAP-Combined. Assuming less (r2 < 1) or more
(r2 > 1) noisy OSNAP observations via the choice of Γnoise[r

2] = r2 ·Γnoise, and/or more
(b2 < 1) or less (b2 > 1) certain prior information via choosing Γprior[b

2] = b2 ·Γprior, has
the following effect on the dynamical constraints of OSNAP-Combined on the inverse
modeling framework (see Section 3.5.3 and cf. (i)-ind-(iii)-ind):

(i)-comb The eigenvectors v1 and v2 remain the same, as visualized in Fig. 4.7, i.e.,
they are independent of the choices of r2, b2 > 0.

(ii)-comb The eigenvalues λ1 and λ2 change according to λ1[r2, b2] = (b/r)2 · λ1[1, 1],
and λ2[r2, b2] = (b/r)2 · λ2[1, 1], where λ1[1, 1] and λ2[1, 1] are equal to the
values of λ1 and λ2 in (4.17).

Since the directions v1 and v2 are closely related to vW1 and vE1 (via equations (4.15)
and (4.16)), v1 and v2 can be presented as linear combinations of the prior-weighted lin-
earized sensitivities shown in Fig. 4.5. This is done in Fig. 4.7, where Figs. 4.7(a),(c)
(left column) show a clipped version of v1, and Figs. 4.7(b),(d) (right column) a clipped
version of v2. For both vectors, restrictions to the fields of shortwave downward radia-
tion (Figs. 4.7(a),(b)) and meridional wind stress (Figs. 4.7(c),(d)) are shown. The left
columns of Fig. 4.7 and Fig. 4.5, i.e., subfigures (a),(c), are almost identical because v1

almost coincides with vW1 , as seen in equation (4.15) and Fig. 4.6. On the other hand, v2
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is a linear combination of vW1 and vE1 , with significant contributions from both of these
vectors, visible from equation (4.16) and Fig. 4.6. This is reflected by the fact that the
sensitivity map in Fig. 4.7(b) has features from both Figs. 4.5(a) and (b) - with flipped
signs, due to the negative multipliers of vW1 and vE1 in equation (4.16). For instance,
positive sensitivities in the Labrador Sea (Fig. 4.7(b)) are due to heat advection across
OSNAP-West, and negative sensitivities west of Great Britain (Fig. 4.7(b)) due to heat
advection across OSNAP-East; these features are inherited from Figs. 4.5(a) and (b), re-
spectively, with flipped signs.

The region close to the Southeast Greenlandic coast is a location where sensitivities
of MHTOSNAP-W and MHTOSNAP-E overlap. For instance, RSW ↓ sensitivities along the
Southeast Greenlandic coast were found to be positive for heat transport across OSNAP-
West (Fig. 4.5(a)), and negative for heat transport across OSNAP-East (Fig. 4.5(b)).
Similarly, τy sensitivities that populate the Denmark Strait are of opposite sign for heat
transport across OSNAP-West (positive, Fig. 4.5(c)) and heat transport across OSNAP-
East (negative, Fig. 4.5(d)). The opposite signs lead to partial cancellations in these
regions when computing v2 via equation (4.16). As a result, RSW ↓ sensitivities along
the Southeast Greenlandic coast are of weaker (absolute) amplitude in Fig. 4.7(b) than
in Figs. 4.5(a) and (b), and τy sensitivities along the Denmark Strait of weaker (abso-
lute) amplitude in Fig. 4.7(d) than in Figs. 4.5(c) and (d).

Figs. 4.7(a)-(d) show that the process of combining information from OSNAP-West
and OSNAP-East is reflected in combining sensitivity patterns of OSNAP-West and
OSNAP-East. Sensitivity patterns are “re-distributed” across the eigenvectors, by a pro-
cedure that takes into account data redundancy and prior-to-noise ratios. This insight
generalizes to observing systems with many more observations than just two (as con-
sidered here): All patterns that can be detected in the eigenvectors,–the data-informed
directions within the control space–, originate from sensitivity maps associated to the
individual observations that are part of the observing system.

The relative importance of the control variables for the eigenvectors are shown in
Figs. 4.7(e) and (f). For each group, the relative importance is measured by

∑

i|xi∈group

v2i , (4.18)

where (v1, . . . , vN ) denote the vector components of v1 (in Fig. 4.7(e)) and v2 (in
Fig. 4.7(f)), and (x1, . . . , xN ) are the associated control variables. Note that the defini-
tion in (4.18), used for the bar charts in Figs. 4.7(e) and (f), corresponds one-to-one to
the definition in (4.10), used for the bar charts in Figs. 4.5(e) and (f), since the eigen-
vectors v1 and v2 are normalized, i.e.,

∑N
i=1 v

2
i . The dominance of the groups thermal

and wind in Figs. 4.7(e) and (f) is inherited from Figs. 4.5(e) and (f), i.e., from the fact
that the studied observations, heat transport across OSNAP-West and OSNAP-East,
was found to be most sensitive to these two groups.
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Dynamical adjustment mechanisms for the unobserved QoIs
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Figure 3.6: Uncertainty reduction

Figure 4.8: Linearized sensitivities of the unobserved quantities of interests (QoIs) time-
mean (a),(c) Nordic Seas heat content (OHCNS) and (b),(d) volume transport across
the Iceland-Scotland Ridge (TIS) to time-mean (a),(b) shortwave downward radiation
RSW↓ and (c),(d) meridional wind stress τy. The sensitivities are prior-weighted and
normalized. Red (blue) colors indicate that an increase in (a),(b) downward radiation and
(c),(d) northward wind stress would lead to a subsequent increase (decrease) in (a),(c)
OHCNS and (b),(d) TIS on a 5 year timescale. The solid black contours delineate the
(a),(c) horizontal area and (b),(d) cross-sectional transect for the respective calculations
of (a),(c) OHCNS and (b),(d) TIS. (a),(c) is a clipped version of the vector qA, the OHCNS

target direction that needs to be informed by the observations. Similarly, (b),(d) is a
clipped version of the vector qB, the TIS target direction. The bar charts show the relative
importance (see definition 4.19) of the control variables for impacting (e) OHCNS and (f)
TIS. The control variables are grouped according to Table 4.2. The fractions right of the
vertical dashed lines in (e) and (f) indicate relative importance of shortwave downward
radiation and meridional wind stress, similarly as in Fig. 4.5.
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4.3.3 Dynamical adjustment mechanisms for the unobserved QoIs

This section identifies the dynamical adjustment mechanisms and pathways for the two
chosen unobserved quantities of interest (QoIs): time-mean Nordic Seas heat content
(OHCNS) and time-mean volume transport across the Iceland-Scotland ridge (TIS).

To this aim, I employ the linearized sensitivities ∂OHCNS
∂x and ∂TIS

∂x , which are ob-
tained by the adjoint models described in Section 4.2.5. Fig. 4.8 shows the normalized
prior-weighted sensitivities of OHCNS (in (a),(c)) and TIS (in (b),(d)) to changes in the
time-mean of RSW↓ (in (a),(b)) and τy (in (c),(d)). Note that Fig. 4.8 is the analogue
of Fig. 4.5, but now, prior-weighted sensitivities of the unobserved QoIs, rather than
the observed OSNAP quantities are shown. Prior-weighting in Fig. 4.8 is done through
multiplication by the prior ECCOv4r3 standard deviations fields ∆RSW↓ and ∆τy from
Figs. 4.4, exactly as in Fig. 4.5. The normalizing is achieved by dividing the prior-
weighted sensitivities of OHCNS by the constant value of σAprior, and the prior-weighted
sensitivities TIS by the constant value of σBprior. σ

A
prior and σ

B
prior are the prior uncertain-

ties in OHCNS and TIS, respectively, and their (squared) values are reported in Table 4.3.
These prior uncertainties are computed by accumulating prior-weighted sensitivity to all
control variables, as shown in equation (4.7), where QoI in (4.7) is chosen as OHCNS or
TIS, respectively.

The sensitivity maps in Fig. 4.8 reveal all possible dynamical mechanisms via which
small-amplitude perturbations in the time-mean shortwave downward radiation and
meridional wind stress can impact the time-mean Nordic Seas heat content and vol-
ume transport across the Iceland-Scotland ridge on a five-year timescale. The many
different features that compose the maps in Fig. 4.8 reflect the fact that the QoIs are
the superposition of many signals that are propagated to the Nordic Seas or the Iceland-
Scotland ridge by different adjustment mechanisms. All these different signals are to
be informed by the remote observations. The sensitivity maps in Fig. 4.8 disentangle
the different adjustment mechanisms and pathways for the QoIs, which will be further
explored in the following.

Sensitivity to thermal forcing

Figs. 4.8(a) and (b) are proportional (up to normalizing constants) to the prior-weighted
linearized sensitivities of 5-year-mean Nordic Seas heat content (Fig. 4.8(a)) and of vol-
ume transport across the Iceland-Scotland ridge (Fig. 4.8(b)) to changes in the 5-year
mean of shortwave downward radiation RSW ↓. Similarly as in Fig. 4.5, the pattern in
Figs. 4.8(a) and (b) can be considered representative of prior-weighted sensitivities to
all forcing fields that belong to the group thermal. This is indicated by the yellow figure
frames.

There is a close link between Figs. 4.8(a) and (b) and the sensitivities to surface heat
flux in Chapter 2. While I investigated non-weighted March sensitivities to heat flux per-
turbations at different lead times in Section 2.3, sensitivities in Figs. 4.8(a) and (b) are
(i) prior-weighted, i.e., multiplied by prior uncertainties ∆RSW ↓, and (ii) accumulated
over 5 years, corresponding to time-mean adjustments of the control variable shortwave
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downward radiation (cf. Table 4.2). When accumulating sensitivities over time, cancel-
lations occur at the locations where sensitivities have opposite signs for different lead
times. The patterns visible in Figs. 4.8(a) and (b) are the ones from Section 2.3 that
carry through the accumulation process, e.g., patterns from Section 2.3 that are either
(i) of strongest amplitude, typically found for short lead times, or (ii) stationary on a
five-year timescale. Another difference to the sensitivities from Section 2.3 is that the
sign of the sensitivities in Figs. 4.8(a) and (b) is reversed because sensitivities are com-
puted to downward instead of upward surface fluxes. Red (blue) colors in Figs. 4.8(a)
and (b) indiciate the locations where an increase (decrease) in downward radiation would
lead to a subsequent increase in Nordic Seas heat content (Fig. 4.8(a)) and northward
volume transport across the Iceland-Scotland ridge (Fig. 4.8(b)) on a five-year timescale.

In Fig. 4.8(a), strong positive sensitivities populate the Nordic Seas domain. This
pattern is due to locally driven, one-dimensional air-sea processes, for which no active
ocean dynamics are required. Increased shortwave downward radiation leads to higher
local ocean temperature throughout the mixed layer, and thus increases Nordic Seas
ocean heat content (OHCNS). Weaker positive sensitivies are found in the upstream re-
gions of the Nordic Seas domain, south of the Iceland-Scotland ridge. These sensitivities
are due to advection of temperature anomalies across the ridge into the Nordic Seas.
The sensitivity distribution in Fig. 4.8(a) is consistent with the results from Chapter 2,
where local air-sea heat fluxes were found to be a very efficient mechanism for alter-
ing Nordic Seas heat content. This mechanism was identified as one that acts on short
timescales; the response of ocean heat content is strongest within the same year of the
local heat flux perturbation.

Volume transport across the Iceland-Scotland ridge (Fig. 4.8(b)) is much less sensi-
tivite to shortwave downward radiation than Nordic Seas heat content (Fig. 4.8(a)). The
faint sensitivities visible in Fig. 4.8(b) are due to the dynamics of thermal wind balance,
a mechanism that was discussed both in Chapter 2 and for OSNAP heat transports in
Section 4.3.1. RSW ↓ anomalies matching the sensitivity distribution in Fig. 4.8(b), i.e.,
anomalies of negative sign around Iceland, and of positive sign along the western Euro-
pean coast, generate a positive perturbation in the zonal upper-ocean density gradient.
By thermal wind balance, this perturbation in the zonal density gradient increases the
northward geostrophic transport across the Iceland-Scotland ridge (TIS).

Sensitivity to wind forcing

Figs. 4.8(c) and (d) are proportional to the prior-weighted linearized sensitivities of
OHCNS (in (c)) and TIS (in (d)) to meridional wind stress τy. The green frames high-
light that the figures represent sensitivities to wind forcing, i.e., control variables classified
under the group wind. As for shortwave downward radiation, the time-mean sensitivi-
ties in Figs. 4.8(c) and (d) are closely linked to the sensitivities to meridional wind stress
presented for different lead times in Section 2.3.

Fig. 4.8(c) and (d) show a band of strong negative sensitivity along the western
coast of Iceland, where high sensitivities to meridional wind stress are amplified by
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high prior ECCOv4r3 meridional wind stress uncertainties ∆τy (see Fig. 4.4(b)). This
leads to strongly negative values that fall out of the shown colorbar range: normalized
prior-weighted sensitivities to meridional wind stress along the western coast of Iceland
take values down to -0.13 in Fig. 4.8(c) and down to -0.22 in Fig. 4.8(d). The band of
negative sensitivities along the western coast of Iceland is a key pattern that was al-
ready discovered both in Section 2.3 and in Fig. 4.5(d). Kelvin waves transport negative
pressure anomalies, induced by Ekman offshore divergence, to the western end of the sec-
tion between Iceland and Scotland, and geostrophic balance strengthens the northward
geostrophic transport across the Iceland-Scotland ridge. This increases both quantities
TIS and OHCNS.

Moreover, both Figs. 4.8(c) and (d) show a band of positive sensitivities along the
western European coast, which extends northward across the ridge into the Nordic Seas.
This pattern was also found in Fig. 4.5(d), and is again due to geostrophic balance.
Positive pressure anomalies, induced by Ekman onshore convergence are transported by
northward traveling Kelvin waves, and strengthen the northward geostrophic transport
across the ridge. This leads to an increase of TIS and OHCNS.

Fig. 4.8(c) shows furthermore negative sensititivies along the Norwegian coast, a
pattern that is due to local processes in the Nordic Seas and therefore not visible in
Fig. 4.8(d). The negative sensitivities along the Norwegian coast are part of a sensitivity
dipole, where the positive counterpart is found further offshore in the Nordic Seas. A
wind stress anomaly which matches the sensitivity distribution of the dipole induces
Ekman downwelling. As a result, warm surface waters are pumped to deeper ocean
depths, which increases OHCNS.

Relative importance of control variables

The relative importance of the control variables for the unobserved quantities OHCNS
and TIS are shown by the bar charts in Figs. 4.8(e) and (f). Here, the control variables
are again grouped according to Table 4.2. Relative importance is measured similarly as
in (4.10) for Figs. 4.5(e) and (f): here, the bar charts show the ratio

∑
i|xi∈group

(
∂OHCNS
∂xi

·∆xi
)2

∑N
i=1

(
∂OHCNS
∂xi

·∆xi
)2 and

∑
i|xi∈group

(
∂TIS
∂xi
·∆xi

)2
∑N

i=1

(
∂TIS
∂xi
·∆xi

)2 (4.19)

in Fig. 4.8(e) and Fig. 4.8(f), respectively. As before, the denominators in (4.19) are
the prior uncertainties (σAprior)

2 and (σBprior)
2, computed by accumulating prior-weighted

sensitivity to all control variables (cf. equation (4.7)). Meanwhile, the enumerators in
(4.19) are the prior uncertainties due to the control variables in the specific group, com-
puted by accumulating prior-weigthed sensitivity only to the control variables in that
group.

The bar charts for the QoIs are useful to obtain a first impression of which of the con-
trol variables are to be informed by (remote) observations. For example, in Fig. 4.8(e),
the large yellow and green fractions indicate that, for informing Nordic Seas heat content,
it is more important to inform control variables belonging to the group thermal and wind
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than control variables belonging to the groups precip, initial, and param, which OHCNS
is almost insensitive to.

The most important group for OHCNS is the thermal forcing fields (Fig. 4.8(e)), with
a relative contribution of 53% to prior uncertainty in OHCNS. This is consistent with the
strong local sensitivities in Fig. 4.8(a), due to the importance of local air-sea heat fluxes.
Wind is the second most influential group for OHCNS, with a relative contribution of
42%. In contrast, the group thermal has a 13% share only of prior uncertainty in
TIS (Fig. 4.8(f)), consistent with the weak sensitivities in Fig. 4.8(b). Wind, on the
other hand, has a large influence, as to be expected: its relative contribution to prior
uncertainty in TIS is 85%. The contributions by the groups precip, initial, and param
are negligible for both OHCNS and TIS, which may be explained exactly as for Fig. 4.5:
investigating a five-year timescale lets precip play a minor role, and the small impact
of the groups initial and param might be due to (too) small specified ECCOv4r3 prior
uncertainties for initial conditions and model parameters.

Target directions in inverse modeling framework

Section 4.3.2 investigated the dynamical constraints of OSNAP on all model control
variables x, consisting of initial conditions, boundary forcings, and model parameters.
Formally, this investigation was done by studying curvature of the model-data misfit
function (4.11) along all directions within the control space. The directions along which
the model-data misfit function is curved are the ones along which OSNAP reduces un-
certainty. In the following, the dynamical constraints of OSNAP on the two chosen
QoIs, rather than on all model control variables shall be studied. In the inverse mod-
eling framework, focusing on a certain QoI, rather than on all control variables, means
that one studies the curvature of (4.11), or, equivalently, uncertainty reduction, along
one target direction, associated with the QoI, rather than along all directions within the
control space.

The target direction associated with QoIA = OHCNS is denoted by qA, and the tar-
get direction associated with QoIB = TIS by qB. The target directions qA and qB

are closely linked to the dynamical adjustment mechanisms and pathways for the QoIs,
identified in the previous paragraphs. Indeed, qA and qB are given by the normalized
prior-weighted linearized sensitivities of OHCNS and TIS, respectively, to the full control
vector. While the vectors qA and qB are directions within the high-dimensional control
space (see third column of Table 4.2), Figs. 4.8(a),(c) (left column) show the restriction
of qA to parts of the control variables, namely to the two-dimensional fields of short-
wave downward radiation and meridional wind stress. Similarly, Figs. 4.8(b),(d) (right
column) show the restriction of qB to the same subset of control variables.

Choosing different values for b2 > 0 in Γprior[b
2] = b2 · Γprior reflects the assumption

of more (b2 < 1) or less (b2 > 1) certain prior information. This has the following effect
on the target directions:

(i)-qoi Due to normalization, the target directions qA and qB are independent of
b2 > 0, equal to the vectors shown in Fig. 4.8. (Obviously, qA and qB
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Observing System
QoI OHCNS TIS

OSNAP-West 3% 17%
OSNAP-East 13% 39%
OSNAP-Combined 13% 40%

Table 4.4: Hypothetical proxy potential of the OSNAP observing systems for the QoIs
Nordic Seas heat content (OHCNS, see (4.5)) and volume transport across the Iceland-
Scotland ridge (TIS, see (4.6)). The OSNAP observing systems are defined in Table 4.1.

are also independent of the choice of r2 > 0 in (4.4): assumptions on data
uncertainties are always irrelevant for the QoI target directions.)

4.3.4 Proxy potential

This section evaluates OSNAP’s proxy potential for the two chosen unobserved QoIs,
Nordic Seas heat content and volume transport across the Iceland-Scotland ridge. For-
mally, the proxy potential is assessed via the dynamical constraints of OSNAP on the
QoIs within the inverse modeling framework, measured by the relative uncertainty reduc-
tion ∆̃σ2 for each of the QoIs, induced by OSNAP. Here, uncertainty reduction is caused
by dynamical information that is propagated from the OSNAP observations to the QoIs
via the linearized model equations. In Section 3.5 it was explained how ∆̃σ2 is composed
of two aspects, hypothetical proxy potential (F.1), and masking by noisy observations
(F.2). The first aspect, hypothetical proxy potential, is the answer to question (II).
That is, it evaluates to what degree dynamical adjustment mechanisms and pathways
for the OSNAP observations and the QoIs are shared. If the OSNAP observations were
noise-free, the effective proxy potential would be equal to the hypothetical proxy poten-
tial. The second aspect, masking by imperfect observations, deals with question (III),
i.e., studies to what degree observational noise inhibits the extraction of information
from the OSNAP observations.

Hypothetical proxy potential

Here, I first study F.1, the hypothetical proxy potential of noise-free OSNAP observa-
tions for the QoIs. It measures the potential of perfect (noise-free) OSNAP observations
for informing the respective QoI, on a scale from 0 (no constraints) to 1 (perfect con-
straints), based on dynamical relationships in the GCM. For a given QoI and its associ-
ated target direction q, the hypothetical proxy potential of the three different OSNAP
observing systems is computed by the following expressions (see Section 3.5):

OSNAP-West : 〈q,vW1 〉2 (4.20)

OSNAP-East : 〈q,vE1 〉2 (4.21)

OSNAP-Combined : 〈q,v1〉2 + 〈q,v2〉2 (4.22)

Here, q, vW1 , vE1 , v1, and v2 are all vectors within the control space RN , and 〈·, ·〉 de-
notes the inner (or dot) product of two vectors. The vectors vW1 , vE1 , v1, and v2 are
OSNAP-informed directions and were presented in Section 4.3.2. Either of the target
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data-informed subspace

1

v1
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vW1

vE1

qAobs
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Figure 4.9: The OSNAP-informed directions and subspaces (replotted from Fig. 4.6), and
the projections of the target directions qA and qB onto these subspaces. The gray plane
is the two-dimensional subspace informed by the OSNAP-Combined observing system,
and the dashed pink and purple lines show the one-dimensional subspaces informed by
the OSNAP-West and OSNAP-East observing systems, respectively. The dark gray
circle marks the unit sphere within the gray plane. qAobs (green vector) and qBobs (orange
vector) are the projections of the respective target directions qA and qB onto the gray
plane. The orange and green triangles mark the projections of qAobs and qBobs onto the
pink line, while the orange and green squares are the projections of qAobs and qBobs onto
the purple line.
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directions qA and qB presented in Section 4.3.3 takes on the role of the vector q in
(4.20)-(4.22). Due to (i)-ind, (i)-comb, and (i)-qoi, the hypothetical proxy potentials
in (4.20)-(4.22) are independent of the choices of r2, b2 > 0, i.e., varying assumptions on
OSNAP noise and prior information via (4.4) and (4.8).

The hypothetical proxy potential of perfect OSNAP observations for the studied
QoIs, computed by (4.20)-(4.22), are shown in Table 4.4. Two facts stand out. First,
the hypothetical proxy potentials for volume transport across the Iceland-Scotland ridge
(TIS) are higher than for Nordic Seas heat content (OHCNS), no matter which of the
OSNAP observing system is considered. Second, the OSNAP-East observing system has
an almost equally high potential to constrain the QoIs as the OSNAP-Combined observ-
ing system: If the observations were noise-free, OSNAP-East would reduce uncertainty
in OHCNS by exactly the same amount as the OSNAP-Combined observations, namely
by 13%. For TIS, the hypothetical proxy potential of OSNAP-East equals 39%; this
value is not much smaller than the hypothetical proxy potential of OSNAP-Combined,
which equals 40%. This means that, in the hypothetical case of noise-free observations,
OSNAP-West would not add much (for TIS), or even any (for OHCNS), extra value to
the information that can be extracted from OSNAP-East. Moreover, the hypothetical
proxy potential of OSNAP-West alone is relatively low for both QoIs: 3% for OHCNS
and 17% for TIS.

In the following, the two highlighted facts will be investigated further; first, by vi-
sualizing (4.20)-(4.22) formally, as projections in the OSNAP-informed subspace within
the control space, and second, by establishing the link to sensitivity patterns and the
underlying physics.

Fig. 4.9 replots the OSNAP-informed subspaces from Fig. 4.6: the light gray plane
shows the two-dimensional subspace informed by the OSNAP-Combined observing sys-
tem, and the pink and purple dashed lines the one-dimensional subspaces informed by
the OSNAP-West and OSNAP-East observing systems, respectively. The green and or-
ange vectors are qAobs and qBobs, the projections of the target directions associated with
QoIA = OHCNS and QoIB = TIS onto the gray plane, i.e., the subspace informed by
OSNAP-Combined. These vectors are shorter than 1 because the normalized target
directions qA and qB have a component in the nullspace, orthogonal to the OSNAP-
Comined-informed plane. Since the green vector is shorter than the orange vector, the
nullspace component of OHCNS is larger than the one of TIS. ‖q•obs‖2, the squared
length of the green/orange vector, equals 〈q•,v1〉2 + 〈q•,v2〉2, and is the hypothetical
proxy potential for the respective QoI by the OSNAP-Combined observing system (see
equation (4.22)). qAobs (green vector) has a length of 0.37, which translates into a hy-
pothetical proxy potential of 0.372 = 0.13 for OHCNS in Table 4.4, and qBobs (orange
vector) has a length of 0.64, such that the hypothetical proxy potential for TIS com-
putes as 0.642 = 0.40. To obtain the hypothetical proxy potentials of the OSNAP-West
and OSNAP-East observing systems, one projects qAobs and qBobs further onto the respec-
tive one-dimensional subspaces informed by OSNAP-West and OSNAP-East. (Since the
one-dimensional subspaces informed by OSNAP-West and OSNAP-East are subspaces of
the gray plane, the projection of q• is the same as the projection of q•obs.) For OSNAP-
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West, these projections result in the orange and green triangles on the pink dashed line
in Fig. 4.9, and, for OSNAP-East, in the orange and green squares on the purple dashed
line. The hypothetical proxy potentials are the squared distances of the triangles/squares
from the origin. Since qAobs lines up perfectly with the purple dashed line, the OSNAP-
West hypothetical proxy potential for OHCNS is the same as the OSNAP-Combined
hypothetical proxy potential, namely 0.372 = 0.13. As for OHCNS, qBobs projects better
onto the purple line than onto the pink line. This results in a higher OSNAP-East hypo-
thetical proxy potential (0.622 = 0.39) than OSNAP-West hypothetical proxy potential
((−0.42)2 = 0.17) for TIS.

The hypothetical proxy potential is determined by squared inner products of type
〈q,v〉2 (equations (4.20)-(4.22)). The inner product 〈q,v〉 represents the projection of
a QoI target direction q onto an OSNAP-informed direction v, as visualized in Fig. 4.9.
Data-informed and target directions have been interpreted by means of sensitivity maps
and dynamical adjustment mechanisms in Sections 4.3.1, 4.3.2 and 4.3.3. The projections
in Fig. 4.9 can therefore be interpreted as projections of sensitivity patterns onto each
other. Accordingly, the better the sensitivity maps of the target and OSNAP-informed
directions project onto each other, the higher is the hypothetical proxy potential of the
OSNAP observations for the QoI. As an example, Fig. 4.10 visualizes the way of com-
puting the inner product between qA and vE1 , which were identified as the normalized
prior-weighted sensitivity of the unobserved quantity OHCNS in Fig. 4.8 and the ob-
served quantity MHTOSNAP-E in Fig. 4.5, respectively. In the left column of Fig. 4.10,
subplots (c),(g) replot Figs. 4.8(a),(c), and their magnifications are shown in subplots
(a),(e). Similarly, in the right column of Fig. 4.10, subplots (d),(h) replot Figs. 4.5(b),(d),
and their magnifications are shown in subplots (d),(f). The color shading in each of the
shown grid cells in the magnified maps in Figs. 4.10 corresponds to an entry of the vec-
tors qA = (q1, . . . , qN ) (in (a),(e)) and vE1 = (v1, . . . , vN ) (in (b),(f)), associated with
the control variables RSW↓ (in (a),(b)) and τy (in (e),(f)) in the shown subregion of the
North-East Atlantic and the Nordic Seas. The dashed arrows sketch the procedure of
projecting qA onto vE1 , computed via the inner product 〈qA,vE1 〉 =

∑N
i=1 qi · vi. Here,

the two columns in Fig. 4.10 present by far not all N vector entries of qA and vE1 ; for
that, one would have to show normalized prior-weighted sensitivities to all global two-
and three dimensional input fields that are named in Table 4.2. Note that the details
in Figs. 4.10(a),(b),(e),(f), i.e., the similarities and differences in the adjustment mech-
anisms on a model grid point basis, are only resolved because the full spatial resolution
of the ECCOv4 control space was pertained in this work. If, instead, the control space
had been reduced a-priori, e.g., via the ’large region approach’ [Kaminski and Rayner,
2008; Kaminski et al., 2015, 2018], and one of the ‘large regions’ had been defined to
contain the shown magnified region of the North-East Atlantic and the Nordic Seas,
Figs. 4.10(a),(b),(e),(f) would only show one value each, namely the spatial average over
all grid cells in that region. This would lead to large aggregration errors in the projec-
tion [see also Kaminski et al., 2001].

The similar wind sensitivity patterns in Figs. 4.10(e) and (f) project very well
onto each other. Physically speaking, this is because the unobserved quantity OHCNS
and the observed quantity MHTOSNAP-E have similar pressure adjustment mechansims
and pathways. Most prominently, both meridional wind stress sensitivity maps (in
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Figure 4.10: Caption appears on following page.
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Figure 4.10: (Figure appears on preceding page.) The projection of qA, i.e., normalized
prior-weighted sensitivities of the unobserved quantity OHCNS, (left column) onto vE1 ,
i.e., normalized prior-weighted sensitivities of the observed quantity MHTOSNAP-E, (right
column). The maps show the restrictions of qA,vE1 to RSW↓ ((a)-(d)) and τy ((e)-(h)).
Subplots (c),(g) replot Figs. 4.8(a),(c), and their magnifications are shown in subplots
(a),(e). Subplots (d),(h) replot Figs. 4.5(b),(d), and their magnifications are shown in
subplots (d),(f). Wind sensitivities in (e) and (f) project very well onto each other, while
the projection of thermal sensitivities in (a) and (b) is poor.

Figs. 4.10(e),(f)) exhibit a band of strongly negative sensitivity along the western Ice-
landic coast (e.g., reflected in the vector entries qn < 0, vn < 0). This location is a
waveguide for the western end of the section between Iceland and Scotland, where pres-
sure anomalies can effectively strengthen or weaken the Norwegian Atlantic Current.
Negative sensitivity along the western Icelandic coast is visible in both Figs. 4.10(e) and
(f) because changes in the strength of the Norwegian Atlantic Current, driven by wind
perturbations along the western Icelandic coast, affect both OHCNS and MHTOSNAP-E
in a similar way (see Sections 4.3.1 and 4.3.3). Similarly, both wind sensitivity maps
in Figs. 4.10(e),(f) exhibit a band of positive sensitivity along the eastern boundary of
the North Atlantic (e.g., reflected in qo > 0, vo > 0), an upstream coastal wave guide
for both OHCNS and MHTOSNAP-E. While OHCNS and MHTOSNAP-E share most ad-
justment mechanisms and pathways, reflected in many shared large-scale features in
Figs. 4.10(e) and (f), some sensitivity features are local and unique to only one of the
two quantities. An example is the band of negative sensititivity along the Norwegian
coast in Fig. 4.10(e) (e.g., qp < 0), due to local Ekman dynamics (see Section 4.3.3),
with no counterpart in Fig. 4.10(f) (vp = 0).

Compared to the excellent projection of the wind sensitivities in Figs. 4.10(e),(f), the
thermal sensitivities in Figs. 4.10(a),(b) project only poorly onto each other. The poor
projection consists partly in non-overlapping sensitivities, e.g., west of Iceland (vl < 0
but ql = 0) or along the Norwegian coast (qk > 0 but vk = 0), due to the impor-
tance of local processes that affect only one of the two quantities, i.e., either OHCNS or
MHTOSNAP-E. But even regions, where thermal sensitivities overlap, do not necessarily
show similar sensitivity features. For instance, between Iceland and Norway, strongly
positive sensitivities in Fig. 4.10(a) (e.g., qm > 0), associated with local air-sea pro-
cesses affecting OHCNS (see Section 4.3.3), stand in contrast to negative sensitivities in
Fig. 4.10(b) (vm < 0), associated with the southward advection of temperature anoma-
lies to the OSNAP-East transect (see Section 4.3.1). Meanwhile, positive sensitivities
in the North-East Atlantic south of the OSNAP-East transect are a shared feature be-
tween Figs. 4.10(a) and (b) (e.g., ql > 0, vl > 0), and due to the northward advection of
temperature anomalies affecting both OHCNS and MHTOSNAP-E in a similar way (see
Sections 4.3.1 and 4.3.3).

As seen in the last two paragraphs, Fig. 4.10 shows the occurence of all three of the
following cases:

(a) overlapping sensitivities with positive contributions (e.g., ql · vl > 0, qn · vn > 0,
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qo · vo > 0) to the projection 〈qA,vE1 〉 =
∑N

i=1 qi · vi;

(b) overlapping sensitivities with negative contributions (e.g., qm ·vm < 0) to 〈qA,vE1 〉;

(c) non-overlapping sensitivities with no contribution (e.g., qj · vj = 0, qk · vk = 0,
qp · vp = 0) to 〈qA,vE1 〉.

Note that “matching sensitivity patterns”, due to similar adjustment mechanisms for the
QoI and observations, do not necessarily have to fall under the case (a), as in the ex-
ample of Fig. 4.10, but can also be included in case (b). For instance, if one defined
the observed quantity to be southward, rather than northward heat transport across
OSNAP-East (i.e., −MHTOSNAP-E rather than MHTOSNAP-E), the OSNAP-informed
direction would be −vE1 rather than vE1 , and all sensitivities in the right column of
Fig. 4.10 would have flipped signs. Then, for instance, matching large-scale wind sensi-
tivities in the upstream waveguides in Figs. 4.10(e) and (f) would carry opposite signs
(rather than equal signs) and would therefore fall under the case (b), rather than under
the case (a). Since 〈qA,−vE1 〉2 = 〈qA,vE1 〉2, the hypothetical proxy potential (see equa-
tion 4.21), and thus, the effective proxy potential, would remain the same.

Positive and negative contributions to the projection 〈qA,vE1 〉, i.e., coexistence of (a)
and (b), partially cancel each other out. The more sensitivities overlap (i.e., the less of
(c) occurs) and the less cancellations occur (i.e., the less (a) and (b) conflict), the larger
is the squared inner product 〈qA,vE1 〉2, determining the hypothetical proxy potential.
Cancellation in information (i.e., coexistence of (a) and (b)), can be understood better
by drawing an analogy to the phenomenom of wave interference, e.g., for light or acoustic
waves. Both the observed OSNAP-East quantity and the unobserved QoI are the su-
perposition of many different signals. The signals are triggered locally or remotely, and
subsequently carried to OSNAP-East or the Nordic Seas by various adjustment mech-
anisms. Similarly, light waves can be the superposition of many individual light waves
that originate from different point sources. The superposition of light waves results in
constructive interference when the waves are in phase, or destructive interference when
the waves arrive 180 ◦ out of phase. While overlapping sensitivities (case (a) and/or (b))
suggest that both OHCNS and MHTOSNAP-E respond to similar signals, the superposi-
tion of these signals can lead to “constructive interference”, in the case of no cancellation
(occurrence of only (a) or (b)), or “destructive interference”, in the case of cancellation
(coexistence of (a) and (b)). That is, even if an observed quantity and an unobserved
QoI are affected by similar oceanic processes, it is important that these processes affect
both quantities with consistent signs - otherwise cancellation in information (or destruc-
tive interference) will occur. While non-overlapping sensitivities (case (c)) means that
no information is transferred at all, cancellation in information (coexistence of (a) and
(b)) means that information is in priniple communicated from observations to QoI, but
is not readily extractable, due to competing dynamical adjustments. Including either
more observations or more prior information will help to extract the information (or
bring the waves in phase). For instance, if prior information on air-sea heat fluxes in the
Nordic Seas was perfect, corresponding to prior uncertainties ∆RSW↓ = 0, the (normal-
ized) prior-weighted sensitivities in Figs. 4.10(a)-(d) would be zero over the Nordic Seas.
This would result in qm = vm = 0 and the cancellation due to the negative contribution
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by the pair (qm, vm) (case (b)) would disappear.

Fig. 4.11(b) is a quantitative summary of Fig. 4.10: upward-pointing bars in
Fig. 4.11(b) show the positive contributions (case (a)) to 〈qA,vE1 〉, and downward-
pointing bars the negative contributions (case (b)). While Fig. 4.10 shows only contribu-
tions by subsets of RSW↓ and τy, Fig. 4.11(b) shows contributions by all control variables,
summarized by means of the 5 groups defined in Table 4.2, resulting in 5 upward- and
5 downward-pointing bars. For instance, the contribution ql · vl > 0 by the pair (ql, vl)
from Figs. 4.10(a),(b) is contained in the upward-pointing yellow bar in Fig. 4.11(b),
and the contribution qm · vm < 0 by the pair (qm, vm) from Figs. 4.10(a),(b) in the
downward-pointing yellow bar in Fig. 4.11(b). Contributions by the pairs (qj , vj) and
(qk, vk) are zero, and are therefore not contained in any of the yellow bars in Fig. 4.11(b).
Upward- and downward pointing yellow bars of similar amplitude in Fig. 4.11(b) reflects
the cancellation effect occuring within the group of thermal control variables, which was
discussed in the last few paragraphs. On the contrary, most pairs in Figs. 4.10(e),(f)
have a positive contribution (e.g., qn · vn > 0, qo · vo > 0), and are therefore contained
in the upward-pointing green bar in Fig. 4.11(b). The downward-pointing green bar
has negigible amplitude. The number +0.37, shown below Fig. 4.11(b) is the value of
〈qA,vE1 〉, obtained by summing up all 10 bars in the subpanel. That is, contributions of
+0.10 (upward-pointing yellow bar) and −0.06 (downward-pointing yellow bar) by the
group thermal, +0.31 (upward-pointing green bar) and −0.01 (downward-pointing green
bar) by the group wind, +0.01 (upward-pointing pink bar) and −0.00 (absent downward-
pointing pink bar) by the group param, and negligible contributions by the remaining
groups precip and initial sum up to 〈qA,vE1 〉 = 0.37. Note that the maximum absolute
value for 〈qA,vE1 〉 is equal to 1, only attained in the case of a perfect projection. This is
because qA and vE1 are normalized vectors with Euclidean norms

∑N
i=1 q

2
i and

∑N
i=1 v

2
i

equal to 1 (cf. colorbar for the vector entries qi, vi in Fig. 4.10, while by far not all N
vector entries are shown). Note that the value 〈qA,vE1 〉 = 0.37 is equal to the distance
of the dark green square from the origin in Fig. 4.9, where the dark green square marked
the projection of qA onto the subspace spanned by vE1 .

The remaining subpanels in Fig. 4.11 show the positive and negative contributions
to the remaining inner products from equations (4.20)-(4.22). Inner products that
project the OHCNS target direction qA onto an OSNAP-informed direction are shown
in Figs. 4.11(a)-(d), and inner products that project the TIS target direction qB onto an
OSNAP-informed direction are displayed in Figs. 4.11(e)-(h). If in a subpanel of Fig. 4.11
the upward- and downward pointing bars of the same color both have significant ampli-
tudes, there is cancellation within this group of control variables, when the respective
target direction is projected onto the respective OSNAP-informed direction. Bars of
different colors in a subpanel of Fig. 4.11 that point in opposite directions reflect can-
cellations among groups for the respective projection. As before, the maximal absolute
value for the respective inner products, shown below each subpanel, is equal to 1. The
hypothetical proxy potential, is determined by the square of this value (see (4.20)-(4.22)).

In all subpanels of Fig. 4.11, wind is the group with the longest bars. At the same
time, there is essentially no cancellation effect within the group wind, since, in each sub-
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Figure 4.11: Contributions by the 5 groups of control variables, defined in Table 4.2, to
the inner products of type 〈q,v〉 that appear in (4.20)-(4.22); these inner products rep-
resent projections of normalized prior-weighted sensitivity maps, as shown in Fig. 4.10.
Subpanels (a)-(d): projections involving the OHCNS target direction qA. Subpanels (e)-
(h): projections involving the TIS target direction qB. Below each subpanel, the value
for the respective inner product is shown; this number is obtained by summing up the 10
bars in the subpanel, where each bar shows either the positive (upward-pointing bars)
or negative (downward-pointing bars) contribution by one of the 5 groups of control
variables.



146 Proxy Potential of the OSNAP Array

panel, either the upward-pointing or the downward-pointing green bar is of negligible
amplitude. These two facts combined indicate that for both QoIs, information is gained
to a large degree by uncertainty reduction in wind, induced by the OSNAP observa-
tions. The underlying reason is that the QoIs and the observed quantities have similar
pressure adjustment mechansims and pathways, which was already highlighted in the
similar wind sensitivity patterns in Fig. 4.10 (giving rise to Fig. 4.11(b)). Most promi-
nently, all meridional wind stress sensitivity maps in Figs. 4.5(c),(d), Figs. 4.7(c),(d), and
Figs. 4.8(c),(d) exhibit the band of strong sensitivity along the western Icelandic coast.
This recurrent feature of strong amplitude yields an excellent projection of the respec-
tive normalized prior-weighted wind stress sensitivity maps, which results in long green
bars in Fig. 4.11. Due to the varying sign of the sensitivity band, the projections onto
the OSNAP-West-informed direction (Figs. 4.11(a),(e)), onto v1 (Figs. 4.11(c),(g)), and
onto v2 (Figs. 4.11(d),(h)) relate to long green bars of negative amplitude, and the pro-
jections onto the OSNAP-East-informed direction (Figs. 4.11(b),(f)) relate to long green
bars of positive amplitude. The fact from Table 4.4 that the hypothetical proxy poten-
tials of OSNAP-East are higher than the hypothetical proxy potentials of OSNAP-West
stems to a large degree from the different strengths of the wind stress sensitivities pro-
jections. This can be identified in Fig. 4.11, where the green bars in the subpanels (b)
and (f) are longer than in the subpanels (a) and (e), respectively. The underlying rea-
son for the stronger wind stress sensitivity projections involving OSNAP-East is that
MHTOSNAP-E is relatively more sensitive to wind forcing than MHTOSNAP-W, as identi-
fied by the bar charts in Figs. 4.5(e) and (f). A second highlighted fact from Table 4.4
was that the hypothetical proxy potentials for TIS are higher than for OHCNS. This fact
is again reflected in Fig. 4.11, where green bars in the subpanels (e)-(h) are longer than
in the subpanels (a)-(d). Similarly as before, the stronger wind stress sensitivity projec-
tions involving TIS are originated in very strong relative sensitivity to wind forcing of
TIS (bar charts in Figs. 4.8(e),(f)).

Thermal sensitivity patterns project much more weakly onto each other than wind
stress sensitivity patterns, reflected by the overall shorter yellow bars in Fig. 4.11. This
is despite the fact that all OSNAP-informed directions and, in addition, the OHCNS tar-
get direction are to the largest degree controlled by the group of thermal forcing fields
(Figs. 4.5(e),(f), Figs. 4.7(e),(f), and Fig. 4.8(e)). However, the thermal sensitivity maps
have more features that reflect rather local processes than the wind stress sensitivity
maps, as already identified in Fig. 4.10, explaining subpanel (b) in Fig. 4.11. While non-
overlapping thermal sensitivities for OHCNS and the observed OSNAP quantities are
reflected by overall short upward- and downward pointing yellow bars in Figs. 4.11(a)-
(d), a second notable factor is cancellation, evident by upward- and downward pointing
yellow bars of similar amplitude in all subpanels of Figs. 4.11(a)-(d). On the other hand,
neither the “non-overlap” nor the cancellation effect occurs for the QoI TIS (yellow bars
in Figs. 4.11(e)-(h)). The weak thermal sensitivities of TIS are mostly concentrated
around Iceland (Fig. 4.8(b)), due to the thermal wind balance mechanism in response to
alteration of the zonal density gradient across the section between Iceland and Scotland
(see Section 4.3.3). These weak thermal sensitivities around Iceland happen to fall into
regions where both MHTOSNAP-W and MHTOSNAP-E show sensitivity of uniform sign
(Figs. 4.5(a),(b)), due to advective processes (see Section 4.3.1), such that no cancella-
tion within the group thermal occurs (i.e., no cancellation of yellow upward- by yellow
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donwnward-pointing bars, and vice versa, in any of the subpanels (e)-(h) of Fig. 4.11).
Moreover, the superposition of thermal-driven and wind-driven signals affecting TIS is
“in phase” with the superposition of thermal-driven and wind-driven signals affecting the
OSNAP observations, such that no cancellation between the yellow and the green bars
occurs in any of the subpanels (e)-(h) of Fig. 4.11. The non-existence of cancellation
effects in information by thermal processes, together with the strong wind stress sensi-
tivity projections discussed in the last paragraph, leads to a strong projection of the TIS
target direction onto the OSNAP-informed directions, and, thus, results in a high OS-
NAP hypothetical proxy potentials for TIS.

For all inner products (Fig. 4.11(a)-(h)), the groups precip, initial, and param
show negligible contribution. This characteristic is consistent with the bar charts
in Figs. 4.8(e),(f), Figs. 4.7(e),(f), and Figs. 4.5(e),(f); these charts elucidated that
the groups precip, initial, and param have tiny relative importance for both QoIs
(Figs. 4.8(e),(f)) and the observed OSNAP quantities (Figs. 4.5(e),(f)). As a result,
the relative contribution of these groups to any of the inner products 〈q,v〉, and thus,
the hypothetical proxy potentials (equations (4.20)-(4.22)), has to be small. This means
that the groups precip, initial, and param do not participate in transferring information
from the observations to the QoIs for the studied setup, i.e., on a five-year timescale.

Masking by noise

The second factor that determines OSNAP’s effective proxy potential for the QoIs is F.2,
which characterizes masking by imperfect OSNAP observations. The information trans-
fer factors regulate what fraction of the OSNAP hypothetical proxy potentials can be
extracted, and are independent of the considered QoI. Each information transfer factor
is of the form 0 < λ

λ+1 < 1, depending on the eigenvalue λ = λW1 , λ
E
1 , λ1, λ2 that corre-

sponds to the eigenvector (or OSNAP-informed direction) v = vW1 ,vE1 ,v1,v2. λW1 and
λE1 are the prior-to-noise ratios of OSNAP-West and OSNAP-East, respectively. If these
prior-to-noise ratios were equal to 1, the prior uncertainties for the OSNAP model quan-
tities would be exactly as high as the observational uncertainties (the noise), and the
information transfer factors would take the value of 50%, reflecting a “fair compromise”
between trusting prior model information and information injected by the observations.

As opposed to the hypothetical proxy potentials, the eigenvalues and, thus, the in-
formation transfer factors do depend on the choices of r2, b2 > 0, the scaling factors
used for the noise and prior covariances Γnoise[r

2] = r2 ·Γnoise and Γprior[b
2] = b2 ·Γprior.

The scaling factors reflect the assumptions of less (r2 < 1) or more (r2 > 1) noisy OS-
NAP observations and/or more (b2 < 1) or less (b2 > 1) certain prior information. The
dependence of the eigenvalues on r2, b2 > 0 is as follows:

λ[r2, b2] = (b/r)2 · λ[1, 1],

as seen in (ii)-ind and (ii)-comb. The information transfer factors can therefore be
written as

λ

λ+ 1
[r2, b2] =

(b/r)2 · λ[1, 1]

(b/r)2 · λ[1, 1] + 1
=

λ[1, 1]

λ[1, 1] + (r/b)2
.
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Figure 4.12: Eigenvalues λ (dashed lines) and associated information transfer factors
0 < λ

λ+1
< 1 (solid lines), associated with the different OSNAP observing systems,

defined in Table 4.1. The information transfer factors indicate what fraction of the
hypothetical proxy potential (reported in Table 4.4) of the OSNAP observations can
be retrieved. Eigenvalues and information transfer factors are shown as a function of
the ratio (r/b)2, where r2, b2 > 0 are scaling factors for the noise and prior covariances
Γnoise[r

2] = r2 · Γnoise and Γprior[b
2] = b2 · Γprior (equations (4.8) and (4.4)), reflecting the

assumptions of less (r2 < 1) or more (r2 > 1) noisy OSNAP observations and/or more
(b2 < 1) or less (b2 > 1) certain prior information. The vertical dotted black lines mark
the values of (r/b)2 for the scenarios C, B, A, and D (from left to right); these scenarios
are discussed in the text.
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Thus, both the eigenvalues and the information transfer factors are a function of the ratio
(r/b)2. These functions are shown in Fig. 4.12. As already identified in relation (4.14),
the OSNAP-West prior-to-noise ratio λW1 (dashed pink curve) is about (2.5)2 times larger
than the OSNAP-East prior-to-noise ratio λE1 (dashed purple curve), for any value of
(r/b)2 (see (iii)-ind). For the case study in this work, the first eigenvalue λ1 associated
with OSNAP-Combined (dashed green curve) almost coincides with λW1 (dashed pink
curve), and the second eigenvalue λ2 associated with OSNAP-Combined (dashed orange
curve) almost coincides with λE1 (dashed purple curve). Accordingly, the information
transfer factors associated with λ1 and λ2 (solid green and orange curves) follow the in-
formation transfer factors associated with λW1 and λE1 (solid pink and purple curves).

The dotted vertical line corresponding to scenario A ((r/b)2 = 1) in Fig. 4.12 covers
the case r2 = b2 = 1 in equations (4.4) and (4.8). This case reflects the setup in which
the OSNAP data uncertainties are adopted from Lozier et al. [2019] (see Section 4.2.2),
and the prior uncertainties are adopted from the ECCOv4r3 inverse modeling framework
(Fukumori et al., 2017, see Section 4.2.4). For scenario A, the prior-to-noise ratios λW1
and λE1 are only about 0.36 (dotted pink curve) and 0.05 (dotted purple curve), respec-
tively (cf. also (4.13)). The fact that λW1 and λE1 are much smaller than 1 means that
the prior uncertainties in the simulated observed OSNAP quantities MHTOSNAP-W and
MHTOSNAP-W are much smaller than the assumed noise in the OSNAP data. In fact,
the prior uncertainty in MHTOSNAP-W (MHTOSNAP-E) is only 36% (5%) of the noise for
the measured mean OSNAP-West (OSNAP-East) heat transport. As a result, the the
information transfer factors take the values 0.26 and 0.05 for scenario A, which means
that one can extract 26% and 5% of the hypothetical proxy potentials of OSNAP-West
and OSNAP-East, respectively. The information transfer factors corresponding to λ1
and λ2 “inherit” the values of 27% (solid green curve) and 4% (solid orange curve), re-
spectively.

Scenario B ((r/b)2 = 0.25) includes the cases in which either (i) the OSNAP stan-
dard deviations are assumed to be half as large as in Lozier et al. [2019] (r2 = 0.25
in (4.4)), or (ii) the prior standard deviations are assumed to be double as large as
in ECCOv4r3 (b2 = 4 in (4.8)). In scenario B, the OSNAP-West prior-to-noise ratio
λW1 and the OSNAP-East prior-to-noise ratio λE1 are much larger than in Scenario A:
1.44 for OSNAP-West (dashed pink curve, falling out of the shown range), and 0.21
for OSNAP-East (dashed purple curve). The fact that λW1 is larger than 1 means that
OSNAP-West data is qualitatively better than the prior information about its simulated
counterpart in the model (MHTOSNAP-W). This is still not the case for the OSNAP-East
data. As a result of the higher prior-to-noise ratios, a higher portion of the OSNAP-West
and OSNAP-East hypothetical proxy potentials can be extracted than in Scenario A,
namely about 59% (solid pink curve) and 17% (solid purple curve), respectively. Higher
retrievable fractions of the OSNAP hypothetical proxy potentials are also reflected in
higher values for the information transfer factors corresponding to λ1 and λ2: they eval-
uate as 59% (solid green curve) and 13% (solid orange curve), respectively.

Scenario C ((r/b)2 ↘ 0) is a hypothetical scenario. It reflects the cases (i) in which
the observations are noise-free (r2 ↘ 0), or (ii) the prior uncertainties are infintely high
(b2 ↗ ∞). All OSNAP-informed directions correspond to infinitely high eigenvalues
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(dashed curves), and therefore, all OSNAP observations are of equal (perfect) quality.
All information transfer factors take the value 1 (solid curves) and 100% of all OSNAP
hypothetical proxy potentials can be retrieved.

Scenario D ((r/b)2 = 4) includes the cases in which either (i) the OSNAP standard
deviations are assumed to be double as large as in Lozier et al. [2019] (r2 = 4 in (4.4)),
or (ii) the prior standard deviations are assumed to be half as large as in ECCOv4r3
(b2 = 0.25 in (4.8)). For scenario D, the prior-to-noise ratios λW1 and λE1 are very
small: only about 0.09 and 0.01, respectively. This means that the OSNAP data is
too noisy compared to prior information that is already contained in the model, such
that OSNAP observations cannot introduce much reliable new information. As a result,
the information transfer factors take very small values, 8% for OSNAP-West (solid pink
curve) and 1% for OSNAP-East (solid purple curve), and only a very small fraction of
the OSNAP hypothetical proxy potentials can be retrieved.

Effective proxy potential

Fig. 4.13 shows the effective proxy potential of the OSNAP observing systems for the
unobserved QoIs OHCNS (in (a),(b)) and TIS (in (c),(d)). The effective OSNAP proxy
potentials are shown as a function of the ratio (r/b)2, where r2, b2 > 0 are the scaling
factors (in equations (4.4) and (4.8)) that reflect the assumptions of less (r2 < 1) or
more (r2 > 1) noisy OSNAP observations and/or more (b2 < 1) or less (b2 > 1) certain
prior information. The effective proxy potential is measured by relative uncertainty
reduction ∆̃σ2 for each of the QoIs, caused by dynamical information that is propagated
from OSNAP-West, OSNAP-East, or OSNAP-Combined to the respective QoIs via the
linearized model equations. Relative uncertainty reduction ∆̃σ2 by OSNAP-West (pink
curve in Figs. 4.13 (a) and (c)) is computed as

λW1
λW1 + 1

[
(r/b)2

]
· 〈q,vW1 〉2, (4.23)

and ∆̃σ2 by OSNAP-East (purple curve in Figs. 4.13 (a) and (c)) as

λE1
λE1 + 1

[
(r/b)2

]
· 〈q,vE1 〉2, (4.24)

for the respective target directions q = qA (in Fig. 4.13(a)) and q = qB (in Fig. 4.13(c)).
Equations (4.23) and (4.24) highlight that relative uncertainty reduction ∆̃σ2 is a com-
bination of the two factors discussed in the last two subsections: the hypothetical proxy
potential (factor F.1), and masking by noisy observations (factor F.2). In fact, the
hypothetical proxy potential and the associated information transfer factor are simply
multiplied together.

∆̃σ2 by the OSNAP-Combined observing system (black curve in Figs. 4.13 (a) and
(c)) is computed as

λ1
λ1 + 1

[
(r/b)2

]
· 〈q,v1〉2 +

λ2
λ2 + 1

[ρ/β] · 〈q,v2〉2, (4.25)
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Figure 4.13: Subpanels (a),(c): Effective proxy potential (or relative uncertainty reduc-
tion) ∆̃σ2 for the unobserved QoIs (a) OHCNS and (c) TIS by the three OSNAP observing
systems defined in Table 4.1, shown as a function of the ratio (r/b)2 (cf. Fig. 4.12). The
dashed vertical lines in (a) and (c) are drawn at the QoI-dependent value (r̂/b)2, where
the pink curve intersects the purple curve. For scenarios left of the vertical line (includ-
ing the noise-free case (r/b)2 = 0), OSNAP-East is more informative for the respective
QoI, and for scenarios right of the vertical line (including the case r2 = b2 = 1, adopted
from Lozier et al. [2019] and ECCOv4r3) OSNAP-West is more informative. Subpanels
(b),(d): Contributions by (v1, λ1) (green) and (v2, λ2) (orange) to OSNAP-Combined-
induced ∆̃σ2 for (b) OHCNS and (d) TIS, adding up to the black line in Figs. 4.13(a)
and (c), respectively.
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for q = qA (in Fig. 4.13(a)) and q = qB (in Fig. 4.13(c)). The black curves in
Figs. 4.13(a) and (c) always exceed the pink and purple curves, reflecting the fact that
the OSNAP-Combined observing system is always more informative than each of the in-
dividual OSNAP-West or OSNAP-East observing systems. However, summing up the
purple and pink curves would result in a curve that exceeds the black curve; this is due
to redundancy in the OSNAP-West and the OSNAP-East observing systems. This re-
dundancy gets removed by performing the sum in (4.25), instead of the sum of the pink
and purple curve. Each of the two summands in (4.25) is again a product of the factors
F.1 and F.2. Fig. 4.13(b) shows the contributions by the first summand (green) and the
second summand (orange) to ∆̃σ2 in (4.25) for OHCNS. That is, the sum of the orange
and the green contributions in Fig. 4.13(b) is equal to the black curve in Fig. 4.13(a).
Similarly, Fig. 4.13(d) shows the contributions by the two summands to ∆̃σ2 for TIS,
the black curve in Fig. 4.13(c).

For the hypothetical cases of noise-free OSNAP observations or infinitely high prior
uncertainties ((r/b)2 ↘ 0), the information transfer factors are equal to 1, as shown in
scenario C in Fig. 4.12. For noise-free observations, the effective proxy potential of the
OSNAP observing systems for the QoIs would therefore be equal to the hypothetical
proxy potentials shown in Table 4.4. For instance, in Fig. 4.13(a), relative uncertainty
reduction by both the OSNAP-East (purple curve) and the OSNAP-Combined observ-
ing system (black curve) is ∆̃σ2[0] = 0.13, consistent with hypothetical proxy potentials
of 13% for OHCNS (Table 4.4).

However, for more realistic scenarios, in which observations are noisy, the effective
information gain by the observations is damped. For the case (r/b)2 = 1 (scenario
A in Fig. 4.12), i.e., OSNAP data uncertainties as estimated in Lozier et al. [2019]
and prior uncertainties as in ECCOv4r3, the relative uncertainty reduction in OHCNS
is ∆̃σ2[1] < 2% for all OSNAP observing systems (pink, purple, and black curves in
Fig. 4.13(a)). For TIS, relative uncertainty reduction by OSNAP-West, OSNAP-East,
and OSNAP-Combined is ∆̃σ2[1] = 4%, 2%, 6%, respectively (pink, purple, and black
curves in Fig. 4.13(c)). The small values for relative uncertainty reduction ∆̃σ2[1] for
both QoIs and by all OSNAP observing systems are due to the fact that the prior in-
formation in ECCOv4r3 is assumed to be relatively high compared to the OSNAP data
quality (see last subsection). Doubling ECCOv4r3 standard deviations would correspond
to the case (r/b)2 = 0.25 (scenario B in Fig. 4.12). For OHCNS, relative uncertainty re-
duction by OSNAP-Combined would still be below ∆̃σ2[0.25] = 4% (black curve in
Fig. 4.13(a)), and even lower by the individual OSNAP-West and OSNAP-East observ-
ing systems (pink and purple curves in Fig. 4.13(a)). Uncertainty in TIS would be reduced
by ∆̃σ2[0.25] = 10%, 7%, 14% by OSNAP-West, OSNAP-East, and OSNAP-Combined,
respectively (pink, purple, black curves in Fig. 4.13(c)).

Importantly, while OSNAP-East is more informative than OSNAP-West for both
QoIs in the hypothetical noise-free scenario, in realistic (noisy) scenarios, OSNAP-West
is more informative than OSNAP-East. This is reflected in each of the Figs. 4.13(a),(c)
by the fact that the pink OSNAP-West curve intersects the purple OSNAP-East curve
for a QoI-dependent value (r̂/b)2, marked by the vertical dotted line. The intersection
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occurs at (r̂/b)2 = 0.40 for OHCNS, and at (r̂/b)2 = 0.09 for TIS. For scenarios left of the
vertical line, including the noise-free scenario (r/b)2 = 0, the purple OSNAP-East curve
lies above the pink OSNAP-West curve, which means that the OSNAP-East observ-
ing system is more informative for the respective QoI than the OSNAP-West observing
system. This is due to higher OSNAP-East hypothetical proxy potentials, which are
originated in the fact that the dynamical adjustment mechansims for the QoIs are more
similar to the dynamical adjustment mechanisms for OSNAP-East heat transport than
the dynamical adjustment mechanisms for OSNAP-West heat transport. For scenarios
right of the vertical line, including the scenario r2 = b2 = 1 (i.e., OSNAP data uncer-
tainties as estimated in Lozier et al. [2019] and prior uncertainties as in ECCOv4r3), the
purple OSNAP-East curve lies below the pink OSNAP-West curve, which means that
the OSNAP-West observing system is more informative. This is due to the fact that the
purple OSNAP-East curve decays much more rapidly than the pink OSNAP-West curve
for increasing (r/b)2 and both QoIs (Figs. 4.13(a) and (c)). In fact, the decay rates of
the pink OSNAP-West curve and the purple OSNAP-East curve are independent of the
QoI. For instance, the decay rates of the purple OSNAP-East curves in Figs. 4.13(a)
and (c) are exactly the same - the difference consists rather in the OSNAP-East curve
in Fig. 4.13(a) starting at a higher base value ∆̃σ2[0] (the hypothetical proxy potential)
than the OSNAP-East curve in Fig. 4.13(c). The more rapid QoI-independent decay
of the OSNAP-East curve is originated in the fact that the OSNAP-East prior-to-noise
ratio is (2.5)2 times lower than the OSNAP-West prior-to-noise ratio (independently of
the value (r/b)2, see (iii)-ind). The higher OSNAP-West prior-to-noise ratio indicates
that OSNAP-West data is generally more relevant for the ECCOv4r3 inverse modeling
framework, given the prior information, independently of changes in (r/b)2.

4.4 Discussion

In this chapter, I presented a novel tool for ocean climate research to explore the proxy
potential of the OSNAP array. The novel aspects are that proxy potential (i) tar-
gets unobserved or unobservable QoIs remote from the observations, and (ii) is purely
dynamics-based. Exploring proxy potential is founded on a mathematically rigorous
procedure, which is a growing research topic in the computational sciences: uncertainty
quantification within an inverse modeling framework [e.g., Flath et al., 2011; Bui-Thanh
et al., 2012; Isaac et al., 2015]. In Chapter 3, the formal notion of uncertainty quantifi-
cation was translated to dynamical concepts and, in this chapter, applied to the OSNAP
array within the state-of-the-art ECCOv4 inverse modeling framework [Forget et al.,
2015; Fukumori et al., 2017]. As a proof of concept, the proxy potential of the long-term
(5-year) means of heat transport across OSNAP-West and OSNAP-East was explored for
the long-term (5-year) means of two QoIs, Nordic Seas heat content and volume trans-
port across the Iceland-Scotland ridge. Within the framework employed here, proxy
potential explores dynamical relationships between observations and unobserved QoIs in
the GCM equations, rather than using statistical methods. As a result, no actual OS-
NAP measurements were needed, which, to date, only exist for a period of 21 months
[Lozier et al., 2019], i.e., a much shorter period than 5 years. As opposed to OSNAP mea-
surement values, estimates for the uncertainty of OSNAP data are required for assessing
OSNAP proxy potential. OSNAP uncertainty estimates were adopted from Lozier et al.
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[2019].

Proxy potential was explored by investigating questions (I), (II), and (III). In the
following, the answers to these three questions are summarized and discussed.

(I): What are the dynamical pathways, relative magnitudes, and mechanisms, by which OSNAP obser-
vations can be influenced?

A numerical adjoint was used to compute linearized sensitivities of time-mean heat trans-
ports across the OSNAP-West and OSNAP-East sections to all ECCOv4 control vari-
ables. The prior-weighted linearized sensitivities reveal all possible dynamical mecha-
nisms and pathways via which small-amplitude perturbations in the ECCOv4 control
variables, e.g., surface forcing over the globe, impact the observed OSNAP heat trans-
ports. On 5-year timescales, the dominant adjustment mechanisms were identified to be
either thermally or wind-driven, forced both locally and remote from the OSNAP array.

Thermally driven mechanisms A dominant adjustment mechanism for the OSNAP heat
transports on 5-year timescales is the advection of temperature anomalies. The tem-
perature anomalies are forced by air-sea heat fluxes upstream of the OSNAP array, and
subsequently carried to the OSNAP sections by surface currents, in particular by the
cyclonic boundary currents of the subpolar gyre. Moreover, air-sea heat fluxes close to
the western or eastern end of either OSNAP section change the upper-ocean density
gradient across the respective OSNAP section, such that, by thermal wind balance, the
geostrophic transport across the OSNAP section is altered. The dominant thermally
driven adjustment mechanisms for the OSNAP quantities, i.e., advective processes and
the thermal wind balance mechanism, are forced rather locally, i.e., close to the OSNAP
sections.

Wind-driven mechanisms The dominant wind-driven adjustment mechanisms for OSNAP
heat transports are pressure adjustment mechanisms, forced by wind anomalies remote
from the OSNAP array. Most prominent is the effect of wind anomalies that occur
along (i) the Icelandic coastline and/or (ii) the western European and African coast.
Wind anomalies at these locations drive onshore or offshore Ekman transport, resulting
in pressure anomalies. These pressure anomalies are communicated fast and efficiently
by barotropic coastally trapped waves (i) around Iceland and/or (ii) along the east-
ern boundary of the Atlantic and affect the North Atlantic near-surface current system,
leading to transport changes across both OSNAP sections. Prior-weighted sensitivities
of both OSNAP heat transports are particularly high along the western coast of Iceland,
since high sensitivity, due to pressure adjustment mechanism (i), is amplified by large
prior ECCOv4r3 meridional wind stress uncertainties at this location. Prior wind stress
uncertainties are large east of Greenland because wind speeds are high there, which
increases the spread and thus, the uncertainty, in wind stress estimates in reanalysis
products [Chaudhuri et al., 2012]. Importantly, (i) and (ii) are shared adjustment mech-
anisms and pathways for OSNAP-West and OSNAP-East (even though the same wind
perturbations along the Icelandic coastline lead to responses of opposite sign in OSNAP-
West and OSNAP-East heat transports). Besides the shared dominant mechanisms (i)
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and (ii), some of the identified wind-driven processes are unique to either OSNAP-West
or OSNAP-East, e.g., locally-forced Ekman transports.

Thermally vs. wind-driven mechanisms For changes in time-mean heat transport across
OSNAP-West, the relative importance of thermally driven and wind-driven processes
is 77% and 21%, respectively. The remaining 1% are controlled by precipitation and un-
certain intital conditions and model parameters. For changes in time-mean heat trans-
port across OSNAP-East, the relative importance of thermally-driven processes is 56%,
of wind-driven processes 41%, and of remaining factors 3%. Here, relative importance of
thermally (wind-) driven mechanisms is measured by integrating absolute prior-weighted
thermal (wind) sensitivities throughout the globe. While thermally-driven processes are
relatively most important for both OSNAP-West and OSNAP-East heat transports,
wind-driven processes contribute to a higher degree to OSNAP-East than to OSNAP-
West. Further investigation is required to pinpoint the underlying reason, but I suggest
that the following two facts play a role. First, the identified non-local wind-driven pres-
sure adjustment mechanisms (i) and (ii), shared between OSNAP-West and OSNAP-
East, have their source and “center of action” closer in space to OSNAP-East than
OSNAP-West. Until the signal reaches OSNAP-West via the Irminger Current, some of
the signal’s strength might have been lost underway. Second, OSNAP-West might be
relatively more sensitive to changes in thermal forcing than OSNAP-East because the
OSNAP-West section cuts across the Labrador Sea, which features the deepest mixed
layers in the Northern hemisphere. Therefore, thermal surface forcing that is applied in
the vicinity of the OSNAP-West transect can impact the temperature of a deeper wa-
ter column, and, thus, alter heat transport more effectively, than thermal surface forcing
close to the OSNAP-East transect.

(II): To what extent are mechanisms and pathways identified in (I) shared with those influencing the
unobserved QoIs?

The dominant adjustment mechanisms for the two chosen unobserved QoIs, time-mean
Nordic Seas heat content (OHCNS) and time-mean volume transport across the Iceland-
Scotland ridge (TIS), were identified by computing the linearized sensitivities of the
QoIs to all ECCOv4 control variables - again, by means of the adjoint. As for the OS-
NAP quantities, the dominant adjustment mechanisms of the QoIs on 5-year timescales
are either thermally or wind-driven. Projecting the prior-weighted sensitivities of the
QoIs onto the prior-weighted sensitivities of the OSNAP quantities evaluates to what
degree QoIs and OSNAP-West or OSNAP-East observations have shared adjustment
mechanisms and pathways. A good projection means that the hypothetical proxy po-
tential of noise-free OSNAP-West or OSNAP-East observations for the unobserved QoIs
is high, which, if not considerably masked by noise, leads to a skillful proxy potential.
To measure the hypothetical proxy potential of OSNAP-Combined, i.e., the dynamical
constraints on the QoIs by combining the information extracted from OSNAP-West and
OSNAP-East, one projects prior-weighted sensitivities of the QoIs onto modified sensi-
tivity patterns of OSNAP-West and OSNAP-East. The modification of the sensitivity
patterns is performed by a formal operation which removes data redundancy. For accu-
rate projections, i.e., an accurate assessment of how (dis)similar dynamical adjustment
processes for QoIs and OSNAP are, it was important to pertain the ECCOv4 control
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space at its full spatial resolution, i.e., the resolution of the underlying GCM (∼ 1 ◦). In
contrast, previous studies have “coarsened” the control space spatially via the ’large re-
gion approach’ [Kaminski and Rayner, 2008; Kaminski et al., 2015, 2018], which could
lead to large aggregration errors [Kaminski et al., 2001].

Projection of wind sensitivities Prior-weighted wind sensitivities of the unobserved QoIs
and observed OSNAP quantities project extremely well onto each other. This is be-
cause the QoIs and the OSNAP quantities have similar pressure adjustment mechansims
and pathways, most prominently the mechanisms (i) and (ii), described above (while
answering (I)) for the OSNAP heat transports. For all QoIs and OSNAP quantities,
prior-weighted sensitivities are very strong west of Iceland, a fact which contributes par-
ticularly effectively to the goodness of the projections.

Projection of thermal sensitivities In contrast to the good projections of prior-weighted wind
sensitivities, prior-weighted thermal sensitivities of the QoIs and the OSNAP quantities
project only poorly onto each other. This is despite the fact that 5-year-mean heat
transport arcross OSNAP-West and OSNAP-East, as well as the QoI OHCNS, are to
the largest degree controlled by thermally-driven adjustment mechanisms. However, the
thermally-driven adjustment mechanisms, captured by the thermal sensitivities, reflect
rather local processes that are not shared by the QoIs and the OSNAP observations.
For instance, OHCNS is to a large extent controlled by locally driven, one-dimensional
air-sea processes. Due to the importance of thermally-driven local processes, sensitivi-
ties of QoIs and OSNAP quantities do to a large extent not overlap. A second reason for
the poor projection of prior-weighted thermal sensitivities are cancellation effects. While
overlapping sensitivities suggest that both the QoI and the OSNAP quantities respond
to similar signals, the superposition of these signals can lead to “destructive interfer-
ence”, i.e., cancellation in information, if sensitivities project with inconsistent signs.
Non-overlapping sensitivities reflect that no information is transferred at all, whereas
cancellations for overlapping sensitivities (destructive interference) means that informa-
tion is in priniple communicated from observations to QoI, but is not readily extractable,
due to competing dynamical adjustments. Including either more observations or more
prior information will help to achieve “constructive interference” so that the information
contained in the observations can eventually be extracted for the QoIs.

Hypothetical proxy potential The hypothetical proxy potential measures how well prior-
weighted sensitivities of the unobserved QoIs to all ECCOv4r3 controls project onto
prior-weighted sensitivities of the observed OSNAP quantities to all ECCOv4r3 controls,
on a scale from 0% (poor) to 100% (perfect). The hypothetical proxy potentials are
reported in the last two columns of Table 4.5. The hypothetical proxy potentials for TIS
are 17% by OSNAP-West, 39% by OSNAP-East, and 40% by OSNAP-Combined. The
hypothetical proxy potentials for OHCNS are 3% by OSNAP-West, 13% by OSNAP-East,
and 13% by OSNAP-Combined. The differences in the hypothetical proxy potentials can
be explained by the following three facts:

• The hypothetical proxy potential, i.e., the goodness of the projections, is mainly
determined by how effectively prior-weighted wind sensitivities project onto each
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other. The reason is that many wind-driven adjustment mechanisms and path-
ways are non-local and shared between QoIs and OSNAP, while thermally driven
adjustment mechanisms are local and lead to cancellation effects.

• For both QoIs, OSNAP-East has higher hypothetical proxy potential than OSNAP-
West. Moreover, the hypothetical proxy potentials of OSNAP-Combined are not
much higher than the ones of OSNAP-East, which means that OSNAP-West does
not add much information to OSNAP-East about adjustment mechanisms for the
QoIs. The underlying reason is the following: while both OSNAP-West and
OSNAP-East show sensitivity to the non-local pressure adjustment mechanisms
that are shared with the QoIs, OSNAP-East is relatively more sensitive to these
wind-driven processes than OSNAP-West - a fact that was discussed above (in (I)).

• The hypothetical proxy potentials for TIS are much higher than the ones for
OHCNS, for a similar reason as in the last bullet point: The relative importance of
wind-driven processes for TIS is much higher, namely 85%, as opposed to 42% for
OHCNS.

(III): To what extent is the information about shared mechanisms and signals in (II) masked by obser-
vational noise?

Since observations are noisy, the hypothetical proxy potential, i.e., the information ob-
tained in (II) about shared dynamical mechanisms and signals between QoIs and OSNAP
observations, will always be masked. The information transfer λ/(λ + 1) regulate what
fraction (between 0 and 1) of the OSNAP hypothetical proxy potentials can be ex-
tracted, and are independent of the considered QoI. The information transfer factors are
determined by the prior-to-noise ratios

λ =
prior uncertainty in modelled observed quantity

observational uncertainty (noise)
=̂

1/data relevance
1/data quality

. (4.26)

of the OSNAP observations, which measure how much new reliable information the
OSNAP observations can inject into the inverse modeling framework. Specifically, the
prior-to-noise ratio λ of OSNAP-West (OSNAP-East) compares the prior uncertainty in
the model counterpart of the OSNAP-West (OSNAP-East) observation with the obser-
vational uncertainty in the OSNAP-West (OSNAP-East) data (see equation (4.26)). In
the limit of noise-free OSNAP observations, the prior-to-noise ratios λ of OSNAP-West
and OSNAP-East would approach infinity and the associated information transfer fac-
tors would approach 1, such that 100% of the hypothetical proxy potential could be
extracted.

Stronger constraint by OSNAP-West The prior-to-noise ratio of OSNAP-West is larger than
the prior-to-noise ratio of OSNAP-East by about a factor of (2.5)2. This means that
observing time-mean heat transport across OSNAP-West exhibits a much stronger con-
straint on the ECCOv4r3 inverse modeling framework than observing time-mean heat
transport across OSNAP-East. The factor-of-(2.5)2 difference can be explained by the
combination of two facts. First, the noise standard deviation for time-mean heat trans-
port across OSNAP-East is 5 times higher than for time-mean heat transport across
OSNAP-West [Lozier et al., 2019]. Second, in ECCOv4r3, the prior standard deviation
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for OSNAP-East heat transport is about twice as high as for OSNAP-West heat trans-
port, resulting in OSNAP-East data being about twice as “relevant” as OSNAP-West
data. The prior standard deviations are computed by propagating prior information
encapsulated in ECCOv4, e.g., information from reanalysis data sets (and their uncer-
tainties), via the model equations throughout the global ocean. The underlying reason
for the second fact is that, on average, OSNAP-East heat transport is twice as sen-
sitive to changes in the uncertain ECCOv4r3 control variables as OSNAP-West heat
transport. OSNAP-East sensitivity being larger than OSNAP-West sensitivity by a fac-
tor of (only) 2, stands in contrast to the OSNAP-East signal being larger than the
OSNAP-West signal by about a factor of 5, both in ECCOv4 [Forget et al., 2015] and
real observations [Lozier et al., 2019]. Therefore, if one were to follow the statistical
(rather than the dynamical) approach, and substituted the prior-to-noise ratios by the
signal-to-noise ratios, one would obtain similar (signal-to-noise) ratios for OSNAP-West
and OSNAP-East, suggesting similar constraints by OSNAP-West and OSNAP-East.

Small prior-to-noise ratios The prior-to-noise ratios for OSNAP-West and OSNAP-East
time-mean heat transports are 0.36 and 0.05, respectively. If the prior-to-noise ratios were
equal to 1, the ECCOv4r3 prior uncertainties for the OSNAP model quantities would
be exactly as high as the observational uncertainties (the noise), and the information
transfer factors would take the value of 50%, reflecting a “fair compromise” between
trusting prior model information and information injected by the observations. The
fact that the OSNAP-West (OSNAP-East) prior-to-noise ratio is smaller than 1 means
that the ECCOv4r3 prior uncertainty for time-mean heat transport across OSNAP-West
(OSNAP-East) is smaller than the assumed noise in the corresponding OSNAP-West
(OSNAP-East) data - in fact, the prior uncertainty is only 36% (5%) of the observational
noise for OSNAP-West (OSNAP-East). The small prior-to-noise ratios λ lead to small
values for λ/(λ + 1): only 26% of the OSNAP-West hypothetical proxy potentials, and
5% of the OSNAP-East hypothetical proxy potentials can be extracted.

ECCOv4r3 prior uncertainties - too small? The small prior-to-noise ratios for the OSNAP
quantities may be partly due to an underestimation of the prior uncertainties in EC-
COv4r3. Indeed, examining the ECCOv4r3 prior uncertainties, which are specified for
the ECCOv4r3 control variables, through the lens of the induced prior uncertainties for
the observed OSNAP quantities and unobserved QoIs, leaves the impression that the
prior uncertainties are chosen too small in ECCOv4r3 (cf. Figs. 4.2 and 4.3). Fig. C.1
in Appendix C shows that the small induced prior uncertainties are not due to the two
aspects in which the setup in this work deviates from the ECCOv4r3 setup, i.e., the
exclusion of the ECCOv4r3 time-variable atmospheric control variables and skipping
Weaver and Courtier [2001] smoothing. The small ECCOv4r3 prior uncertainties for
OSNAP heat transports - suggesting minor relevance of the OSNAP data for ECCOv4r3
- stand in contradiction to large adjustments to the control variables, and subsequent
large adjustments in the OSNAP heat transport estimates, when including hydrography
data of (a fraction of) the OSNAP moorings into the ASTEr1 framework (personal com-
munication with An Nguyen), a regional version of ECCOv4. In an inverse modeling
framework, the specified prior uncertainties for the control variables reflect ranges within
which the control variables are to be adjusted. Subsequently, the OSNAP heat trans-
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ports should only be adjusted within the ranges of the ECCOv4r3 prior uncertainties for
the OSNAP heat transports - but exceed these ranges by far!

ECCOv4r3 prior uncertainties - “lost in optimization”? I suggest that the reason for the con-
tradiction described in the last paragraph is that, in practical ocean state estimation,
one often starts with adjustments from - not necessarily documented - pre-optimization
steps. For instance, ECCOv4 performs pre-optimization of initial conditions and pa-
rameter fields, constrained only by the temporal mean and seasonal variability of Argo
data, to generate a relative steady state for the model, substantially reducing artificial
drift [see Section 2a in Smith and Heimbach, 2019]. At the same time, pre-optimization
steps entail that effective adjustments of control variables are of much bigger ampli-
tude than the reported prior uncertainties. In particular, I suggest that the reported
ECCOv4r3 prior standard deviations for initial conditions and parameter fields are too
small, due to the described ECCOv4 pre-optimization step. Moreover, when perform-
ing pre-optimization steps, the specified prior covariance matrix for the subsequent full
optimization problem (as the posterior covariance matrix after pre-optimization) should
have non-diagonal entries (i.e., cross-correlations) that go beyond the cross-correlations
that are mimiced by the Weaver and Courtier [2001] smoother. To strengthen the argu-
ment for ad hoc choices of prior uncertainties in ocean state estimation frameworks, it
shall be noted that the values for the spatially constant prior uncertainties for the pa-
rameter fields of diapycnal diffusivity, isopycnal diffusivity, and GM intensity have been
lowered by more than an order of magnitude from ECCOv4 release 2 to release 3 (per-
sonal communication with Ou Wang). Other ad hoc decisions during the optimization
process may consist of temporarily “switching on” only a subset of the control variables,
or “cranking” up and down weights of different control variables to make the optimization
more sensitive to certain data types and control variables. To sum up, it is not always
straight-forward to accurately translate weights from the regularization term in the EC-
COv4 (or any other state estimate) optimization problem to covariance matrices in the
probabilistic inverse problem. Uncertainties might get “lost in (pre-)optimization” - a
problem that has to be resolved before state estimation frameworks can become practical
tools for observing system design.

Varying the assumptions on prior uncertainties and/or OSNAP noise It is commonly known that
the specification of accurate assumptions in inverse modeling frameworks is difficult [e.g.
Forget et al., 2015] - not only of assumptions on prior uncertainties, as discussed in
the last paragraph, but also on observational uncertainties (see Section 3.6). Given the
novelty of using an oceanographic inverse modeling framework to explore proxy potential,
some effects of these assumptions were elucidated in this chapter. Scaling noise and prior
covariances matrices by constant factors, reflecting the assumptions of smaller/larger
OSNAP observational uncertainties and/or prior control variable uncertainties, has the
following implications:

• The hypothetical proxy potentials are unchanged, equal to the ones discussed in
(II).

• The OSNAP-West prior-to-noise ratio is still (2.5)2 times larger than the OSNAP-
East prior-to-noise ratio, suggesting that OSNAP-West exhibits a (2.5)2 times
stronger constraint on the inverse modeling framework than OSNAP-East.
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A B C
Lozier et al. [2019] Lozier et al. [2019] noise-free

ECCOv4r3 4x ECCOv4r3 ECCOv4r3

Obs
QoI OHCNS TIS OHCNS TIS OHCNS TIS

OSNAP-West 1% 4% 2% 10% 3% 17%
OSNAP-East 1% 2% 2% 7% 13% 39%
OSNAP-Combined 1% 6% 4% 14% 13% 40%

Table 4.5: Effective proxy potential of the three OSNAP observing systems for the QoIs
Nordic Seas heat content (OHCNS) and volume transport across the Iceland-Scotland
ridge (TIS). The effective proxy potential combines the answers to (II) and (III) and
is formally measured as the relative uncertainty reduction for the respective QoI, when
including the respective OSNAP observing system in the ECCOv4r3 inverse modeling
framework. Scenarios A, B, and C show different assumptions on OSNAP data uncer-
tainties and prior uncertainties in the ECCOv4r3 inverse modeling framework. In sce-
nario B, “4x” denotes the multiplying factor for the ECCOv4r3 prior covariance, which
corresponds to a doubling of the ECCOv4r3 prior standard deviations.

• The prior-to-noise ratios λ do change, by a constant factor. As a result, the
associated information transfer factors λ/(λ+ 1) change, too.

These three facts, and in particular the latter, encourage the question: “How do EC-
COv4r3 prior control variable uncertainties have to be changed so that model prior un-
certainties are larger than OSNAP data uncertainties?”, or, the related question: “How
accurate does OSNAP data have to be to exceed prior information in the model?”. If
OSNAP standard deviations are assumed to be half as large as in Lozier et al. [2019]
or the prior standard deviations are assumed to be double as large as in ECCOv4r3,
the prior-to-noise ratios are 1.44 for OSNAP-West, and 0.21 for OSNAP-East. In other
words, for these choices, OSNAP-West data would be qualitatively better than the prior
information about its simulated counterpart in the model, while this is still not the case
for the OSNAP-East data.

Combining the answers to (II) and (III): OSNAP’s proxy potential

The effective proxy potentials of OSNAP for the two QoIs are obtained by combining the
answers to (II) and (III). Formally, this combination corresponds to assessing relative
uncertainty reduction in the QoIs, when the OSNAP observations are included in the
inverse modeling framework. In short, the answers to (II) and (III), discussed in the last
few paragraphs, are:

(II) hypothetical proxy potential: OSNAP-West < OSNAP-East (for each of the QoIs)

(III) prior-to-noise (quality-to-relevance) ratio: 1 >> OSNAP-West > OSNAP-East
(independent of QoI)

For the hypothetical case of noise-free OSNAP observations, the answer to (III) can
be ignored and the effective proxy potentials coincide with the hypothetical proxy poten-
tials from (II) (Scenario C in Table 4.5). However, for more realistic (noisy) scenarios,



4.4 Discussion 161

the hypothetical proxy potentials from (II) are masked, as discussed in (III). Adopting
the estimates for prior uncertainties from ECCOv4r3 and for OSNAP data uncertainties
from Lozier et al. [2019], the hypothetical proxy potentials are so strongly masked (by
small information transfer factors discussed in (III)) that the effective proxy potentials
are extremely small (Scenario A in Table 4.5): even OSNAP-Combined has an effective
proxy potential of only 1% and 6% for OHCNS and TIS, respectively. Doubling the EC-
COv4r3 standard deviations while still using the Lozier et al. [2019] estimates for the
OSNAP data uncertainties, leads to less masking, as discussed in the last paragraph,
and slightly higher effective proxy potentials (Scenario B in Table 4.5). For instance,
OSNAP-West and OSNAP-Combined have effective proxy potentials of 10% and 14%
for TIS, respectively.

Importantly, while OSNAP-East has higher proxy potential than OSNAP-West for
both QoIs in the hypothetical noise-free case (Scenario C in Table 4.5), it is the other way
round for realistic, noisy scenarios (Scenarios A and B in Table 4.5). In the noise-free
case, the answer to (II), i.e., "OSNAP-West < OSNAP-East", is the only determining
factor. As discussed in (II), higher OSNAP-East dynamical proxy potentials are origi-
nated in the fact that the dynamical adjustment mechansims for the QoIs are more sim-
ilar to the dynamical adjustment mechanisms for OSNAP-East heat transport than the
dynamical adjustment mechanisms for OSNAP-West heat transport. In Scenarios A and
B, the answer to (III) becomes dominant, i.e., "OSNAP-West > OSNAP-East", caused
by OSNAP-West’s much higher prior-to-noise ratio, which indicates that OSNAP-West
data exhibits a much larger constraint on the ECCOv4r3 inverse modeling framework
than OSNAP-East data. While more work has to be done to ensure accurate prior-to-
noise ratios, i.e., to remedy or justify "1 << OSNAP-West, OSNAP-East", the results
here highlight the importance of (III), related to the question “Where to observe in or-
der to detect the least noise-masked signals?”.

The results in this work point out that, despite the vicinity of the two chosen QoIs
to the OSNAP-East section and despite higher OSNAP-East hypothetical proxy poten-
tials, the remote OSNAP-West observations are more effective in informing the QoIs.
The recent study by Lozier et al. [2019] suggests a more important role of OSNAP-
East compared to OSNAP-West, due to OSNAP-West’s minor role for setting strength
and variability of the OSNAP overturning during the first 21 months of the OSNAP
record. However, the results of this chapter suggest that the much higher quality-to-
relevance ratio of the OSNAP-West data leads to an (overall) much stronger constraint
by OSNAP-West than OSNAP-East data. The stronger constraint by OSNAP-West can
have wide-reaching implications - for climate signals away from OSNAP-West.

This work explored the proxy potential of time-mean OSNAP heat transports on a
five-year timescale. The obtained low values for the effective OSNAP proxy potentials
may be improved by a more comprehensive (future) study. Indeed, for assessing the
full proxy potential of the OSNAP observing system, one should include the direct
hydrographic and velocity measurements (i) from each individual OSNAP instrument,
and (ii) at the measurement frequency. It is expected that extending this study by (i) and
(ii), will increase the inferred effective OSNAP proxy potential - not only because it offers
more (non-integrated) information about the OSNAP observations, but also because
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uncertainties of the raw (non-interpolated) data products might be smaller. Moreover,
combining the OSNAP observations with other observations, for instance Argo profiling
floats, will further increase the proxy potential. In particular, there is much potential
for improving the dynamical proxy potential: local Argo floats will help to constrain
thermally driven processes forced in the vicinity of the QoIs - information that remote
OSNAP observations were missing, even in the noise-free case. Meanwhile, the issue of
small prior-to-noise ratios - and, thus, strong masking of hypothetical proxy potentials
for any QoI - will persist, if the same ECCOv4r3 prior uncertainties are used as in this
work. Prior uncertainties in state estimation frameworks, such as ECCOv4, will have
to undergo a critical review - not an easy task - before state estimation frameworks can
serve as a useful guiding tool for dynamics-based observing system design.

Limitations

Section 3.6.2 offers a detailed discussion on the limitations of the applied method for
identifying proxy potential within an inverse modeling framework. The main limitations
are (i) the dependence on the assumptions on prior uncertainties and noise, (ii) the
linearity assumption of the adjoint, and (iii) model and system dependency. These
limitations will be briefly reviewed now.

Assumptions on prior and noise By testing various choices for prior and observational un-
certainties, this chapter highlighted that the accuracy of prior information and observa-
tional uncertainties has a direct influence on the identification of proxy potential within
an inverse modeling framework. For instance, Fig. C.2 in Appendix C shows that includ-
ing the Weaver and Courtier [2001] smoother in the inverse modeling framework, such as
done in the full ECCOv4r3 setup, decreases dynamical proxy potentials, prior-to-noise
ratios, and proxy potentials in Table 4.5, due to a diminished role of wind sensitivities.
It is noted that an accurate estimation is not only difficult for prior uncertainties Γprior,
as already discussed above, but also for observational uncertainties Γnoise. Indeed, the
OSNAP data uncertainties calculated in Lozier et al. [2019] could be an underestima-
tion, because the estimates do not include uncertainties due to the OSNAP calculation
method by which heat transports are inferred from the direct OSNAP observations (see
supplementary material for Lozier et al. [2019]). A further limitation is that there could
be a mismatch between the OSNAP array design in the real world, and how the ar-
ray is represented in the model - based on discretization in the model world, but also
due to the different calculation methods of heat transports across the array: OSNAP
uses density coordinates [Lozier et al., 2019], whereas this work uses depth coordinates
(clearly a limitation of this work, as already discussed in Section 2.5). The assimilation
of OSNAP data into the ECCOv4 framework in future work will help to determine more
reliable estimates for prior and observational uncertainties that are “in harmony” with
each other (see Section 3.6.2). While proxy potential depends on the assumptions on
Γprior and Γnoise, it is noted that the specification of these matrices are a precise and
explicit statement about all prior hypotheses.

Linearity and model (base state) dependency The identification of proxy potential relies on
the linearity assumption and exactness of the adjoint (see Section 1.2). This assumption
is evaluated against non-linear perturbation experiments in Chapter 5. It will be shown



4.5 Conclusions 163

that the adjoint-derived approximation of the response to non-linear ocean processes
in the subpolar North Atlantic is flawed, especially for timescales exceeding 5 years.
Therefore, this work investigated OSNAP proxy potential only on 5-year timescales.
Moreover, it was argued that the chosen test period 2007-2011 is a representative 5-year
time window and that the obtained results for the OSNAP proxy potential carry over to
other 5-year time windows. This argument is valid if the linearized model equations do
not strongly depend on the chosen base state 2007-2011. The dependence of linearized
sensitivities on the base state is discussed by Heimbach et al. [2011], who conclude that
the large-scale features of computed sensitivities are robust across different base states,
and even across different model configurations, while amplitudes might slightly differ.
The assumption of minor dependence on the model base state here is encouraged by the
fact that 5-year mean quantities are studied. It is suggested that the limitation of model
base state dependency is outweighed by the other mentioned limitations, but this remains
to be tested in future work. The probably biggest shortcoming of the methodology of
investigating proxy potential is that the results depend on the chosen model and inverse
modeling framework - a problem that all methods for model-informed observing system
design have in common.

4.5 Conclusions

The main conclusions of this chapter are:

• Heat transports across the OSNAP-West and OSNAP-East sections are sensitive
to local and remote atmospheric forcing anomalies, with large contributions from
local air-sea heat flux and remote wind stress anomalies.

• A dominant adjustment mechanism for the OSNAP heat transports on a five-year
timescale is the advection of temperature anomalies. The temperature anomalies
are forced by air-sea heat fluxes upstream of the OSNAP sections, and subsequently
carried to the OSNAP array by the cyclonic boundary currents of the subpolar gyre.

• The dominant wind-driven adjustment mechanisms for the OSNAP heat transports
are pressure adjustment mechanisms, forced by near-coastal wind anomalies remote
from the OSNAP array. Most prominent is the effect of wind anomalies that
occur along the Icelandic and Greenlandic coastline and the western European and
African coast.

• The OSNAP observations share adjustment mechanisms and pathways with unob-
served - or unobservable - quantities of interest (QoIs), for instance Nordic Seas
heat content. Examples are the eastern boundary of the North Atlantic and the
coasts of Iceland and Greenland, pathways via which wind-driven pressure anoma-
lies are communicated around the entire subpolar North Atlantic and the Nordic
Seas. These shared dynamical pathways and mechanisms imply that OSNAP has
potential to inform the remote and unobservable QoIs. Uncertainty Quantification
(UQ) within adjoint-based state estimation frameworks serves as a mathematically
rigorous tool to assess this potential.
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• In addition to the adjustment physics that is shared by the OSNAP observations
and remote, unobserved QoIs, each QoI exhibits important, unique sensitivity pat-
terns. For instance, Nordic Seas heat content shows strong sensitivity to local
air-sea heat fluxes - processes that are not captured by the OSNAP observations.
Argo floats, however, could provide these constraints, when combined with the
OSNAP observations. UQ provides the mathematical framework to quantity data
redundancy and complementarity of multiple observing systems, for instance the
OSNAP mooring array and Argo profiling floats.

• Heat transport measurements across OSNAP-West impose an overall much
stronger constraint on the estimated ocean state than heat transport measure-
ments across OSNAP-East. This is largely due to the fact that climate signals
detected by OSNAP-West are less noise-masked than climate signals detected by
OSNAP-East. The stronger constraint by OSNAP-West has wide-reaching impli-
cations - for climate signals away from OSNAP-West, for instance in the Nordic
Seas.

• Making accurate assumptions on prior and data uncertainties is a prerequisite
for state estimation frameworks to become practical tools for observing system
design. Ad-hoc choices and preoptimization steps in ocean state estimation hinder
a straightforward translation from weights in the state estimation optimization
problem to covariance matrices in the probabilistic inverse problem.



Chapter 5

Testing the Linearity Assumption of the Adjoint
in the Subpolar North Atlantic

5.1 Introduction

The adjoint of an ocean GCM solves a set of equations that are linearized around the
non-linear time-dependent ocean base state. Therefore adjoint-derived sensitivities, as
presented in Chapter 2, are the linearized approximation for the non-linear responses of
the studied quantities of interest (QoIs). Moreover, in Section 3.6.2, it was discussed
that the assessment of observing systems and proxy potential via Hessian-based Uncer-
tainty Quantification (UQ), as performed in Chapter 4, relies on the assumption that the
observed and unobserved QoIs are dominated by only weakly non-linear model dynamics
on the considered timescale. The linearity assumption, which Chapters 2 and 4 are based
on, is expected to become less and less accurate with larger perturbations (Chapter 2)
or larger prior uncertainties (Chapter 4) and longer model integrations. The accept-
able size of the input perturbation and considered timescale will depend on the studied
QoIs and the model setup. For instance, Czeschel et al. [2010] find that in their MIT-
gcm configuation at 1 ◦ horizontal resolution, the adjoint and non-linear forward models
show broadly consistent results for the evolution of the AMOC at 27 ◦N over the first
15-20 years, after applying basin-wide heat flux perturbations of amplitude 15 W/m2

over the subpolar gyre. The studies in Chapters 2 and Chapters 4 are performed within
the ECCOv4 framework, which uses a MITgcm configuration at a nominal horizontal
resolution of 1 ◦, too. However, realistic air-sea flux anomalies (or prior uncertainties)
are of higher amplitude than the ones tested by Czeschel et al. [2010]; for instance, the
amplitude of expected surface heat flux anomalies in the Gulf Stream might be as large
as 60 W/m2 (exceeding 15 W/m2 considerably). Moreover, one might expect more non-
linearities for the QoIs studied in Chapters 2 and 4 - being located in the subpolar North
Atlantic - than for the AMOC at subtropical latitudes (the QoI in Czeschel et al. [2010]).

In addition to being only the linearized approximation, a second problem is that the
adjoint is inexact. Approximate adjoints have to be introduced for highly non-linear
or discontinuous processes, e.g., due to regime transition, which cause instability in the
adjoint model. Examples for approximate adjoints in the ECCOv4 adjoint modeling
framework are a pseudo-sea-ice adjoint and the omission of the parametric dependency
of the diffusivities and viscosities computed in the Gaspar et al. [1990] vertical mixing
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parametrization in the adjoint. In contrast, the Gent and Mcwilliams [1990] and Redi
[1982] components are retained in the adjoint. Note that the latter parameterizations
were omitted from the adjoint of earlier ECCO releases [Forget et al., 2015].

Due to these limitations - the tangent linear approximation and inexactness of the
adjoint - this chapter is devoted to “linearity checks”. Adjoint-derived sensitivities are
evaluated against non-linear forward perturbation experiments, for perturbed surface
forcing in the subpolar North Atlantic, the Nordic Seas and the Arctic Ocean. The skill
of the adjoint to approximate non-linear responses is analyzed for the QoIs that were
studied in Chapter 2: Nordic Seas upper-ocean heat content and volume transport across
the Iceland-Scotland ridge.

5.2 Linearity checks

5.2.1 Methodology

The computed adjoint sensitivities in Chapter 2 provide an estimate of the response of
the QoIs, UOHCNS and TIS, to surface buoyancy and momentum flux perturbations at
any point in (model) space and time. Complete validation of the full space-time struc-
ture of the linearized response is computationally intractable, demanding an enormous
ensemble of forward perturbation experiments (cf. Fig. 1.9 in Section 1.2). Thus, for ev-
ery atmospheric forcing type F , a few key regions are chosen, based on the findings in
Chapter 2. Here, the forcing type F is either (upward) surface heat flux Qnet, surface
freshwater flux E-P-R, (eastward) zonal wind stress τx or (northward) meridional wind
stress τy. The surface forcing F is perturbed in a small subdomain of each key region
and during the season with the highest impact on the studied QoIs. All forcing pertur-
bations are applied for exactly one month. The perturbation amplitudes reflect those
of typical monthly forcing anomalies in the chosen month. The amplitudes are chosen
equal to those of the temporally-spatially varying forcing anomalies ∆F which were used
for weighting the adjoint sensitivities in equation (2.7) in Chapter 2 (but averaged over
the small subdomain). The forcing anomalies in Chapter 2 were constructed as follows:
For each grid point (x, y), the anomaly ∆F (x, y,m) is a timeseries of 12 values, where
for each month m, the anomaly is given by the standard deviation from the monthly
mean ECCOv4r2 climatology.

Each linearity check consists of two separate perturbation experiments, with pertur-
bations ±∆F to the chosen forcing and region. After integrating the non-linear GCM
forward in time, the differences

∆±fwd := QoI± −QoI

are computed. Here, QoI+ and QoI− denote the quantity of interest in the simulation
with the positive and negative perturbation, respectively, and QoI the same quantity of
interest in the model control run. The quantity of interest is either UOHCNS, Nordic Seas
upper-ocean heat content (defined in equation (2.1)) or TIS, volume transport across the
Iceland-Scotland ridge (defined in equation (2.2)). Recall that UOHCNS in Chapter 2
was defined as the mean upper-ocean temperature (rather than the actual upper-ocean
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heat content) of the Nordic Seas, and units of UOHCNS are K (rather than heat content
units J). The model control run is the equilibrated simulation which was derived from the
ECCOv4 solution, as described in Section 2.2. ∆+

fwd and −∆−fwd are identical if the model
response is fully linear. The forward anomalies ∆+

fwd and −∆−fwd are then compared to
the adjoint estimate

∆adj :=
∂QoI
∂F

·∆F,

where ∆F denotes the positive forcing anomaly. Figs. 5.1 - 5.5 present the comparisons
of ∆+

fwd (solid lines), −∆−fwd (dashed lines), and ∆adj (dots); the comparisons will be dis-
cussed below.

A forward perturbation experiment evaluates the response of the QoIs at all future
times to a perturbation at a single point in time. In contrast, an adjoint experiment
gives an estimate of the response of a QoI at a certain point in time to perturbations
at all previous times. Due to this difference and for the sake of a more useful compar-
ison between forward and adjoint experiments, for each of the two QoIs, a suite of 11
additional adjoint experiments is performed. In these additional adjoint experiments,
the respective QoI is not evaluated in March (as in Chapter 2), but in January, Febru-
ary, April etc. In Figs. 5.1 - 5.5, the adjoint-derived responses, ∆adj, are presented by
dots. The dots which intersect the vertical lines in Figs. 5.1 - 5.5, corresponding to re-
sponses in March after integer (1, 2, etc.) years, are the adjoint-derived responses from
the experiments in which the QoI was evaluated in March, i.e., the experiments which
have been analyzed in Chapter 2. Some of the additional adjoint experiments have been
run for less than 10 years of lead time, which is why for some of the yearly intervals,
separated by two vertical lines, less than 12 dots are plotted.

5.2.2 Local heat flux perturbations

In Chapter 2, Nordic Seas upper-ocean heat content was found to be highly sensitive
to local air-sea heat fluxes at short lead times. Therefore, the first linearity check is
performed for the response of UOHCNS to anomalous local heat flux. To this end, per-
turbations ∆Qnet = ±52.0 W/m2 are applied to March surface heat flux inside the pink
region in Fig. 5.1.

Fig. 5.1 shows the anomalies ∆+
fwd (solid orange line) and −∆−fwd (dashed orange line)

in UOHCNS, respectively. The fact that ∆+
fwd and −∆−fwd are almost identical indicates

a high degree of linearity. Consistent with the suggested linearity, the adjoint-derived
anomalies ∆adj (orange dots) are in very good agreement with the forward anomalies. To
conclude, the adjoint-derived estimate captures the response of UOHCNS to local air-sea
heat flux anomalies appropriately - and in particular the characteristic that the response
of UOHCNS is strongest at short time lags. Note that the relatively small magnitude
of the responses in UOHCNS in Fig. 5.1 is due to the small spatial (pink region) and
temporal (1 month) extents of the imposed perturbations.
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Figure 5.1: Anomalies in Nordic Seas upper-ocean heat content, UOHCNS, caused by
a prior local heat flux perturbation ∆Qnet = ±52.0 W/m2, applied during the en-
tire month March inside the pink region. The solid and dashed orange lines show the
anomalies ∆+

fwd and −∆−fwd, respectively, computed from forward perturbation experi-
ments. The orange dots display the adjoint-derived anomaly ∆adj. The green contour
line in the map marks the boundary of the Nordic Seas region.
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Figure 5.2: Anomalies in (a),(c) Nordic Seas upper-ocean heat content, UOHCNS, and
(b),(d) volume transport across the Iceland-Scotland ridge, TIS. These anomalies are
caused by prior perturbations in surface heat flux, Qnet, and surface freshwater
flux, E-P-R, in a small region (pink box) within (a),(b) the NAC and (c),(d) the Gulf
Stream. The amplitudes of the imposed anomalies are (a),(b) ∆Qnet = ±40.6 W/m2

(orange lines) and ∆[E-P-R] = ±0.8 mm/day (purple lines) in the NAC, and (c),(d)
∆Qnet = ±57.3 W/m2 (orange lines) and ∆E-P-R = ±1.7 mm/day (purple lines) in
the Gulf Stream. The perturbations are applied during the entire month March. The
solid and dashed lines show the anomalies ∆+

fwd and −∆−fwd, respectively, computed from
forward perturbation experiments, and the dots display the adjoint-derived anomalies
∆adj. The green lines in the maps mark (a),(c) the boundary of the Nordic Seas region
and (b),(d) the section of the Iceland-Scotland ridge. The dashed line in the maps shows
the zero-line of the barotropic stream function.



170 Testing the Linearity Assumption in the Subpolar North Atlantic

5.2.3 Buoyancy flux perturbations in the NAC and Gulf Stream

In Chapter 2, the adjoint-derived sensititivies revealed that surface buoyancy flux anoma-
lies in the NAC and Gulf Stream affect both UOHCNS and TIS, with the response time
being set by the advective timescale. Since one might expect complex and non-linear be-
havior along the advective pathway of the separated jet, the next suite of linearity checks
is performed for surface buoyancy flux perturbations in the NAC and Gulf Stream.

NAC

Two pairs of perturbation experiments are carried out: anomalies are applied to
March (i) surface heat flux (∆Qnet = ±40.6 W/m2) and (ii) surface freshwater flux
(∆[E-P-R] = ±0.8 mm/day) inside a small subdomain of the NAC, indicated by the
pink region in Figs. 5.2(a),(b). For both pairs of perturbation experiments, the response
anomalies in UOHCNS are shown in Fig. 5.2(a), while the response anomalies in TIS for
the same perturbation experiments are shown in Fig. 5.2(b).

For the heat flux perturbation, ∆+
fwd shows a rapid fluctuation after 4.5 years (solid

orange lines in Figs. 5.2(a),(b)), while −∆−fwd does not exhibit this fluctuation (dashed
orange lines in Figs. 5.2(a),(b)). For the freshwater flux perturbation, −∆−fwd (dashed
purple lines in Figs. 5.2(a),(b)) displays a similar spontaneous fluctuation after 4.5 years,
while ∆+

fwd (solid purple lines in Figs. 5.2(a),(b)) does not. The discrepancies between
∆+

fwd and −∆−fwd and the occurrence of rapid fluctuations suggest that buoyancy pertur-
bations of typical size in the chosen subdomain of the NAC can result in non-linearities
in the response of UOHCNS and TIS at about 4.5 years later. On shorter timescales, a
minor disagreement of Qnet-driven ∆+

fwd and −∆−fwd in UOHCNS at lags between 1 and
2.5 years (solid and dashed orange lines in Fig. 5.2(a)) is visible, suggesting only a weakly
non-linear response of UOHCNS at lags between 1 and 2.5 years after the imposed heat
flux perturbation.

Consistent with the non-linearities suggested by the forward perturbation experi-
ments, there is a minor deviation of the adjoint-derived anomaly ∆adjUOHCNS from the
forward anomalies ∆+

fwdUOHCNS,−∆−fwdUOHCNS in response to the heat flux pertur-
bation at time lags between 1 and 2.5 years, and after 4.5 years and onward (orange
lines and dots in Fig. 5.2(a)). Apart from these minor deviations, the adjoint estimates
∆adj for the anomalies in UOHCNS (orange and purple dots in Fig. 5.2(a)) and for the
anomalies in TIS (orange and purple dots in Fig. 5.2(b)) show very good agreement with
the anomalies ∆+

fwd and −∆−fwd computed from the forward perturbation experiments.

In particular, the forward perturbation experiments confirm the timing and sign of
the responses in UOHCNS and TIS that were identified by means of the adjoint-derived
sensitivities in Figs. 2.3, 2.4, 2.5, and 2.6. Buoyancy forcing anomalies in the NAC show
a sudden response in TIS, when the signals are advected across the Iceland-Scotland
section: for the perturbations in Fig. 5.2(b), the response in TIS shows a sharp peak
at about one year. After the signal is advected across the section, the impact on TIS
decays rapidly. In contrast, the response in UOHCNS peaks at a lag of about 1.5 years
after the imposed buoyancy flux perturbations in the NAC subdomain (Fig. 5.2(a)),
delayed by about half a year compared to the peak response of TIS. Moreover, the
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response in UOHCNS is characterized by a more gradual monotonic increase until its
peak, followed by a more gradual monotonic decrease after its peak. As as result, a
response signal in UOHCNS is notable for many more years than for TIS. The delayed
response and the longer impact for UOHCNS, as compared to TIS, are due to the fact
that UOHCNS anomalies that are driven by upstream buoyancy forcing anomalies are
to a large degree the integrated consequence of TIS anomalies. This was discussed in
Section 2.5. The forward perturbation experiments in Fig. 5.2(a) also confirm that the
response of UOHCNS to upward surface heat flux is of opposite sign as the response
to E-P-R (orange vs. purple lines), as identified in the adjoint sensitivity patterns in
Figs. 2.3(b),(c) vs. Figs. 2.4(b),(c) of Chapter 2. Similarly, the forward perturbation
experiments in Fig. 5.2(b) verify that the response of TIS to upward surface heat flux
and E-P-R in the chosen NAC subdomain are of equal sign (orange vs. purple lines),
as analyzed in Figs. 2.5(b),(c) and Fig. 2.6(b),(c) of Chapter 2. This difference was
attributed to the fact that changes in temperature, advected by the mean current, affect
UOHCNS, but not TIS (see Section 2.5).

Gulf Stream

Figs. 5.2(c),(d) show the response anomalies in UOHCNS and TIS for two pairs of per-
turbation experiments in the Gulf Stream. Forcing anomalies are added to March (i)
surface heat flux (∆Qnet = ±57.3 W/m2) and (ii) surface freshwater flux (∆[E-P-R] =
±1.7 mm/day) inside a small subdomain of the Gulf Stream, shown by the pink region
in Figs. 5.2(c),(d).

The anomalies ∆+
fwd and −∆−fwd associated with either of the quantities UOHCNS

and TIS coincide for freshwater flux perturbations (solid vs. dashed purple lines in
Figs. 5.2(c),(d)), suggesting a linear response in both quantities. In response to heat
flux perturbations, a non-linearity occurs after 2.5 years, after which the curves ∆+

fwd
and −∆−fwd disagree for UOHCNS (orange lines in Fig. 5.2(c)), but converge again for TIS
(orange lines in Fig. 5.2(d)). The suggested different degrees of non-linearity (i) of the
two QoIs and (ii) in the two variables heat and freshwater flux is intuitive. As discussed
in Sections 2.3 and 2.5, heat flux anomalies affect density directly, via ocean warming
(cooling), but also indirectly, due to increased (decreased) evaporation and thus ocean
salinification (freshening). The twofold dynamic effect is reflected in (ii), i.e., a more
non-linear behavior of the QoIs in response to heat flux anomalies than to freshwater
flux anomalies. As for (i), UOHCNS can be altered by changes in cross-ridge volume
transport TIS and, in addition, by changes in the advected temperature. Therefore,
UOHCNS is a more non-linear function of remote heat flux anomalies than TIS is.

Despite of the complex response in the forward perturbation experiments, the adjoint
estimate ∆adj agrees with ∆+

fwd and −∆−fwd in response to freshwater flux in the Gulf
Stream for TIS (purple dots and lines in Fig. 5.2(d)), and to an acceptable degree for
UOHCNS up to time lags of 4.5 years (purple dots and lines in Fig. 5.2(c)). In response
to heat flux, however, the adjoint estimates ∆adj (orange dots in Figs. 5.2(c),(d)) deviate
from ∆+

fwd and −∆−fwd. The adjoint overestimates the amplitude of Qnet-driven UOHCNS
anomalies by about a factor of 2 (orange dots in Fig. 5.2(c). For TIS, the amplitude of the
negative peak at a lag of 3 years is estimated correctly by the adjoint, but the amplitude
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of the positive peak at a lag of 2 years is not (orange dots in Fig. 5.2(d)). Nevertheless,
in Figs. 5.2(c),(d), both the timing of the maximum signal and the general shape of the
response as a function of lag time is captured by the adjoint. As discussed for Figs. 5.2(a)
vs. (b), the delayed response and longer impact for UOHCNS, as compared to TIS, is also
visible in Fig. 5.2(c) vs. (d). Moreover, in Fig. 5.2(d), the sign change in ∆TIS, occuring
2.5 years after the imposed heat flux anomaly in the Gulf Stream, is captured correctly
by the adjoint (orange lines and dots). This sign change was discussed in Sections 2.3
and 2.5 and attributed to the twofold dynamic effect of heat flux anomalies on density,
with generated density anomalies of opposite signs.

5.2.4 Wind stress perturbations along the intergyre boundary

Next, a suite of wind stress perturbation experiments is performed. For the perturba-
tion locations, two subdomains of the NAC are chosen, situated north and south of the
intergyre boundary. The intergyre boundary is defined as the zero-line of the barotropic
stream function, as in Section 2.2, and is shown as the dashed black line in the map in-
lets in Fig. 5.3. The northern domain, shown as the orange area in the map inlets in
Fig. 5.3, is referred to as “NAC-N”, and the southern domain, shown as the purple area,
is referred to as “NAC-S”. In Section 2.3, sensitivity dipoles were detected, with sensitiv-
ities of opposite signs in NAC-N and NAC-S (and farther along the intergyre boundary).
The dipole was visible for both UOHCNS and TIS sensitivities, and in sensitivities to
both zonal and meridional wind stress (Figs. 2.7(c),(d), Figs. 2.8(c),(d), Fig. 2.9(e)).
The forcing anomalies added to zonal wind stress are ∆τx = ±0.09 N/m2 in NAC-N and
∆τx = ±0.07 N/m2 in NAC-S. The forcing anomalies added to meridional wind stress
are ∆τy = ±0.06 N/m2 in NAC-N and ∆τy = ±0.05 N/m2 in NAC-S. All perturbations
are applied during the entire month March.

Figs. 5.3(a),(c) show the response of UOHCNS to zonal and meridional wind stress
perturbations, respectively, and Figs. 5.3(b),(d) display the response of TIS. In each
subpanel of Fig. 5.3, the curves ∆+

fwd and −∆−fwd that correspond to the same pertur-
bation (solid vs. dashed line of the same color) are almost identical. This suggests that
the response in both QoIs to zonal and meridional wind stress perturbations along the
intergyre boundary is almost linear. Therefore, one would expect the adjoint-derived
anomalies ∆adj to be reliable approximations of the forward anomalies. This expecta-
tion is proven wrong: the signal that arrives 2 to 4 years after the imposed perturbation
is generally overestimated by the adjoint. That is, the absolute amplitude of ∆adj is gen-
erally greater than the one of ∆+

fwd and −∆−fwd in Figs. 5.3(a)-(d). The facts that ∆+
fwd

and −∆−fwd agree, whereas ∆adj disagrees with ∆+
fwd,−∆−fwd, suggest that the error in

the adjoint estimate arises from the inexactness of the adjoint, rather than non-linearity.
This is further discussed in Section 5.3.

As for the surface buoyancy flux perturbations in the NAC and Gulf Stream (Sec-
tion 5.2.3), the timing and the general shape of the UOHCNS and TIS responses in
Fig. 5.3 are captured by the adjoint. An exception is the response in UOHCNS to a
zonal wind stress perturbation in NAC-S, for which the adjoint estimate ∆adj (purple
dots in Fig. 5.3(a)) deviates considerably after 4.5 years from ∆+

fwd and −∆−fwd - not
only in amplitude, but also in phase. The underlying cause requires further investi-
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(c) meridional wind
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(d) meridional wind
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Figure 5.3: Anomalies in (a),(c) Nordic Seas upper-ocean heat content, UOHCNS, and
(b),(d) volume transport across the Iceland-Scotland ridge, TIS, caused by prior wind
stress perturbations inside the domains NAC-N (orange) and NAC-S (purple), located
north and south of the intergyre boundary, respectively. The intergyre boundary,
defined as the zero-line of the barotropic stream function, is shown by the thick dashed
line in the maps. (a),(b) show anomalies due to zonal wind stress perturbations ∆τx =
±0.09 N/m2 in NAC-N (orange lines) and ∆τx = ±0.07 N/m2 in NAC-S (purple lines),
and (c),(d) anomalies due to meridional wind stress perturbations ∆τy = ±0.06 N/m2 in
NAC-N (orange lines) and ∆τy = ±0.05 N/m2 in NAC-S (purple lines). All perturbations
are applied during the entire month March. The solid and dashed lines show anomalies
computed from forward perturbation experiments, and the dots display the adjoint-
derived anomalies.
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gation. It is emphasized that, even though the adjoint estimate does not capture the
response amplitudes accurately, it reproduces all sign shifts of ∆+

fwd and −∆−fwd exactly
in Figs. 5.3(a)-(d). In particular, Fig. 5.3 verifies the wind stress sensitivity dipole along
the intergyre boundary, which was detected in Section 2.3. Moreover, the forward per-
turbation experiments confirm that upstream wind stress anomalies in the NAC and Gulf
Stream play an at least as important role as upstream buoyancy flux anomalies. For in-
stance, the wind-driven anomalies ∆UOHCNS in Fig. 5.3(a) have comparable amplitudes
to the buoyancy-driven anomalies ∆UOHCNS in Fig. 5.2(a) and larger ampitudes than
the buoyancy-driven anomalies ∆UOHCNS in Fig. 5.2(c).

5.2.5 Perturbations in the subpolar gyre and Arctic Ocean

The final linearity checks are carried out in two regions where high non-linearities are
expected: the subpolar gyre and sea-ice covered Arctic Ocean. The perturbation exper-
iments are performed for freshwater flux because Fig. 2.12 revealed that freshwater flux
perturbations are the forcing anomalies with highest impact - in the subpolar gyre for
lag times greater than 5 years, and for the Arctic Ocean for any considered lag time.

Subpolar gyre

For the subpolar gyre, freshwater flux perturbations of ∆[E-P-R] = 1.4 mm/day are im-
posed during March, when the mixed layer depth is at its deepest, and inside the pink
subdomain shown in Fig. 5.4. Responses of UOHCNS are shown in Fig. 5.4(a), and re-
sponses of TIS in Fig. 5.4(b). The emerging rapid fluctuation in −∆−fwd after 4.5 years
for both UOHCNS and TIS (dashed orange lines in Figs. 5.4(a),(b)) hints at the occur-
rence of a strong non-linearity. From this fluctuation onward, ∆+

fwd and −∆−fwd differ
for UOHCNS (solid vs. dashed orange line in Fig. 5.4(a)), but coincide for TIS (solid vs.
dashed orange line in Fig. 5.4(b)), except for another spontaneous fluctuation for TIS at
about 7 years (dashed orange line in Fig. 5.4(b)). The adjoint estimate ∆adj is very ac-
curate up to a response time of 4.5 years (orange dots in Figs. 5.4(a),(b)). After that,
it approximates ∆+

fwd and −∆−fwd for TIS reasonably well (Fig. 5.4(b)), but diverges for
UOHCNS (Fig. 5.4(a)). The agreement of ∆+

fwd, −∆−fwd and ∆adj for TIS, as opposed
to their disagreement after 4.5 years for UOHCNS, is due to an important difference be-
tween the two QoIs. If a non-linearity travels through the system, the adjoint estimate
∆adj can regain skill for TIS, after the non-linearity has passed. However, regaining skill
is more difficult to achieve for the integrated quantity UOHCNS, which accumulates the
non-linearities.

Arctic Ocean

According to the results in Section 2.4, freshwater flux perturbations in the Arctic Ocean
have the highest impact if they occur in summer. This is mainly due to the fact that per-
turbations in summer are of larger amplitude than in winter, due to high summer sea-ice
variability. As opposed to all previous perturbation experiments, freshwater flux in the
Arctic Ocean is therefore perturbed in September, inside the pink subdomain in Fig. 5.5.
The chosen subdomain experiences large variations in freshwater flux (according to the
ECCOv4r2 climatology), reflected in a large amplitude of ∆[E-P-R] = ±2.1 mm/day. In
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Figure 5.4: Anomalies in (a) Nordic Seas upper-ocean heat content, UOHCNS, and (b)
volume transport across the Iceland-Scotland ridge, TIS, caused by prior freshwater
flux perturbations ∆[E-P-R] = ±1.4 mm/day in the subpolar gyre. The perturba-
tions are applied during the entire month March inside the pink domain. The solid and
dashed lines show anomalies computed from forward perturbation experiments, and the
dots display the adjoint-derived anomalies. The green lines in the maps mark (a) the
boundary of the Nordic Seas region and (b) the section of the Iceland-Scotland ridge.
The black thick dashed line in the maps shows the zero-line of the barotropic stream
function, and the black thin dashed and dotted lines mark March and September sea-ice
extent, respectively.
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Figure 5.5: Anomalies in (a) Nordic Seas upper-ocean heat content, UOHCNS, and (b)
volume transport across the Iceland-Scotland ridge, TIS, caused by prior freshwater
flux perturbations ∆[E-P-R] = ±2.1 mm/day inside the pink domain in the Arctic
Ocean. The perturbations are applied during the entire month September. The solid
and dashed lines show anomalies computed from forward perturbation experiments, and
the dots display the adjoint-derived anomalies. The green lines in the maps mark (a) the
boundary of the Nordic Seas region and (b) the section of the Iceland-Scotland ridge.
The black dashed and dotted lines in the maps show March and September sea-ice extent,
respectively. In September, the perturbation domain is partly covered in sea-ice.
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the used control simulation, the subdomain is partly covered in September sea-ice.

Fig. 5.5(a) shows the response of UOHCNS, and Fig. 5.5(b) the response of TIS.
The adjoint captures the general shape, seasonality, and sign changes of the response in
TIS, but underestimates the amplitude of the response (Fig. 5.5(b)). In contrast, the
adjoint-derived anomaly ∆adjTIS is an excellent approximation for response times greater
than 5 years, throughout the end of the perturbation experiments. For the response in
UOHCNS, the adjoint estimate ∆adj follows the curves ∆+

fwd and −∆−fwd with a constant
offset (Fig. 5.5(a)) - while an offset is already visible between ∆+

fwd and −∆−fwd. This
constant offset is again attributed to the integrative nature of the quantity UOHCNS:
the abrupt non-linear response, occuring at a lag of 1 year, is not captured by the sea-ice
adjoint and stays “in memory” of UOHCNS.

It is noted that the forward perturbation experiments presented in Fig. 5.5 confirm
the long memory of both TIS and UOHCNS to freshwater flux perturbations in the Arc-
tic. Even though the amplitude of UOHCNS anomalies for response times longer than 5
years is overestimated by the adjoint (Fig. 5.5(a)), the estimated total impact of freshwa-
ter flux perturbations in the Arctic on long timescales is not necessarily overestimated.
Additional perturbation experiments (not shown) clear up that UOHCNS anomaly am-
plitudes in response to freshwater perturbations at other locations in the Arctic Ocean
can be either over- or underestimated by the adjoint. Due to non-linearity and the
inexactness of the sea-ice adjoint, adjoint-derived sensitivities of UOHCNS and TIS to
perturbations in the Arctic have to be interpreted carefully. Finally, it is noted that the
opposite effect of freshwater flux perturbations in the Canadian and Eurasian Basins, de-
tected in Fig. 2.4, is confirmed by forward perturbation experiments. Freshwater removal
(corresponding to increased E-P-R) in the Canadian Basin leads to positive anomalies
in Nordic Seas upper-ocean heat content after 5 years and later (Fig. 5.5(a)), whereas in
the Eurasian basin it is freshwater input that causes positive anomalies in Nordic Seas
upper-ocean heat content (forward perturbation experiments not shown).

5.3 Discussion

In this chapter, the skill of the adjoint to approximate non-linear responses of QoIs in the
subpolar North Atlantic was put to the test. A series of different forward perturbation
experiments was presented to provide a more thorough investigation than what has been
presented in previous work. Moreover, to disentangle estimation errors by the adjoint (i)
due to non-linear processes and (ii) due to inexactness of the adjoint, the linearity checks
consisted of two steps. Step (i) is the comparison of anomalies ∆+

fwdQoI and −∆−fwdQoI,
obtained from two forward perturbation experiments in which perturbations of opposite
sign are imposed. This step gives an indication of whether strong non-linearities occur
in the response of the QoIs. In step (ii), the forward perturbation experiments are
compared to the adjoint estimate. Even if step (i) suggests a linear response, the adjoint
estimate can still deviate from the forward anomalies, due to inexactness of the adjoint.
Estimation errors due to inexactness of the adjoint are therefore uncovered by step (ii).
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5.3.1 Non-linearity

The linearity checks were chosen to target regions which, based on the adjoint-derived
sensitivities in Chapter 2, were identified as origins of variability in the subpolar North
Atlantic QoIs. Importantly, the perturbations were chosen of expected amplitude, which
notably exceed perturbation amplitudes from previously published linearity checks [e.g.,
Czeschel et al., 2010; Jones et al., 2018], and imposed in the most influential season,
albeit only in small spatial domains. Moreover, for the choice of the perturbation do-
mains, special attention was given to regions where non-linearities may be expected to
play an important role, such as the Gulf Stream, NAC, subpolar gyre, and Arctic Ocean.
As expected, step (i) identifies non-linear responses in the studied QoIs after imposed
perturbations in the subpolar gyre and Arctic Ocean. In response to freshwater flux per-
turbations in the subpolar gyre, strong non-linear behavior in the QoIs is detected at a
lag of about 4.5 years, possibly due to a convection event. In response to freshwater flux
perturbations in a partly sea-ice covered subregion of the Arctic Ocean, strong non-linear
behavior in the QoIs is visible already after a few months, possibly due to regime shifts
related to sea-ice coverage. In contrast, no strong non-linearities are detected in response
to surface buoyancy and momentum flux perturbations in the NAC and Gulf Stream re-
gions. For these regions, the anomalies ∆+

fwdQoI and −∆−fwdQoI in the non-linear forward
perturbation experiments show remarkable agreement, despite complex fluctuations in
the responses, visible in Figs. 5.2 and 5.3. The surprisingly good agreement, with occa-
sional minor deviations in amplitude, suggests a mostly linear response of the QoIs to
perturbed surface forcing in the NAC and Gulf Stream.

5.3.2 Inexactness of the adjoint

Despite the suggested linear behavior of the QoIs in response to perturbed surface forcing
in the NAC and Gulf Stream, the adjoint-derived anomalies deviate from the forward
anomalies in Figs. 5.2(c),(d) and 5.3(a)-(d). While the amplitudes of the adjoint-derived
estimates are off, the sign, timing and general shape of the response is captured by
the adjoint. The deviation identified by step (ii) is attributed to the inexactness of the
adjoint. Pinpointing the cause for the found inexactness needs further investigation. The
following aspects might play a role [cf. Forget et al., 2015].

(a) The parametric dependency of the diffusivities and viscosities that are computed
by the GGL [Gaspar et al., 1990] vertical mixing parametrization is excluded from
the adjoint.

(b) Even though the parametric dependency of the GM [Gent and Mcwilliams, 1990]
and Redi [Redi, 1982] components are retained in the adjoint, inexactntess might
still occur due to the

• use of simple clipping schemes for large isopycnal slopes;

• omission of parametric dependency of isopycnal slopes on the ocean density
field.

(c) In the adjoint simulation, horizontal viscosity is increased by a factor of 2 (com-
pared to the forward run), in order to reduce grid-scale noise in vertical velocity
that destabilizes the adjoint.
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Before proceeding, it is important to recall that,
through the optimization process, atmospheric forc-
ings, initial conditions, and model parameters (e.g.,
interior mixing coefficients) are adjusted (within error
bars) to make the ECCO estimates consistent with
ocean observations (also within error bars). The first-
guess atmospheric forcing is given by the atmospheric
state (surface air temperature, specific humidity, pre-
cipitation, and downwelling radiation) and wind stress
vector fields from the European Centre for Medium-
Range Weather Forecasts interim reanalysis (ERA-
Interim). Momentum forcing is directly applied as
wind stress, and wind stress is adjusted by the optimi-
zation. Bulk formulas are used to compute the upward
mass and buoyancy fluxes from ocean temperature,
atmospheric temperature, humidity, downward radia-
tion, and wind speed. All atmospheric variables input
into the bulk formulas are adjusted, with the exception
of wind speed.

Here we address the impact of optimization on the
heat budget. Our goals are to determine 1) how vari-
ances of changes in the heat budget resulting from
optimization compare with the variances of the terms
in the heat budget and 2) what portion of changes
resulting from optimization are attributable to ad-
justments to atmospheric forcing (e.g., wind stress and
air–sea heat fluxes). To this end, we quantify the
changes in Cek and Qnet resulting from optimization.
We define DQnet 5Qnet 2Qno

net and DCek 5 Cek 2 Cno
ek ,

where the superscript ‘‘no’’ indicates quantities from
the nonoptimized solution. The term DQnet includes
changes in air–sea heat fluxes resulting from adjust-
ments to inputs into the bulk formula (atmospheric
temperature, humidity, and downward radiation), as
well as changes in the ocean temperature field that are
due to optimization. The term DCek includes changes
that are due to Ekman mass transports (due to ad-
justments of the wind stress field), as well as changes in

FIG. 1. Variance of monthly anomalies of (a)Qnet, (b) Clin, (c) Cek, and (d) Cg. Note the logarithmic color scale.
Also shown are maps of the fraction of the variance of (e)Clin explained byCek1Cg and (f)Ht explained byCek1
Cg 1 Qnet. Black contours are at levels of 0.7.

15 MAY 2015 BUCKLEY ET AL . 3945

Figure 5.6: Different dynamical regimes of upper-ocean heat content variability, identified
by Buckley et al. [2014, 2015] via budget calculations in ECCOv4. Blue shading indicates
regions where diffusion and bolus transports are strong. The color shading corresponds to
fraction of variance explained by the combined effect of (i) advective Ekman transport
convergences, (ii) advective geostrophic transport convergences, and (iii) local air-sea
heat fluxes. Figure from Buckley et al. [2015]. ©American Meteorological Society.
Used with permission.

As part of a budget analysis for the ECCOv4 state estimate, Buckley et al. [2014, 2015]
identify regions where diffusion (impacted by the GGL and Redi schemes) and eddy-
driven bolus transports (impacted by the GM scheme) play a large role. These regions
are characterized by blue shading in Fig. 5.6. The green-blue shading in the Gulf Stream,
in particular in the Mann eddy region centered at (45 ◦N, 40 ◦W), suggests that aspects
(a) and (b) could contribute to the identified inexactness related to the buoyancy flux
perturbations in Figs. 5.2(c),(d). The perturbation regions in 5.3(a)-(d) are chosen far-
ther downstream the Gulf Stream and NAC, along the intergyre boundary. Here, wind
stress curl perturbations lead to Ekman up- or downwelling, and a subsequent shift of
the main streamline of the NAC (cf. Fig. 2.13). The exact amplitudes involved in this
mechanism might be corrupted by inexactness due to aspects (a) and (c).

5.3.3 Implications

Implied limitations for this thesis

The forward perturbation experiments in this chapter revealed the limitations of the
adjoint-derived approximations that were used in Chapters 2 and 4.

Chapter 2 In Chapter 2, adjoint-derived sensitivities were used to disentangle local and
remote origins and mechanisms that cause anomalies in the studied QoIs, Nordic Seas
upper-ocean heat content and volume transport across the Iceland-Scotland ridge, on
a ten-year timescale. The forward perturbation experiments in this chapter confirmed
that the response to local heat flux perturbations and to upstream buoyancy flux per-
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turbations that occur nearby are estimated accurately by the adjoint. However, the
experiments also showed that for anomalous surface forcing farther upstream the NAC,
as well as in the Gulf Stream, the amplitude of the response in the QoIs is not captured
accurately by the adjoint, due to an inexact and incomplete adjoint. The QoI anoma-
lies driven by these remote forcings are smaller in amplitude than the locally driven
QoI anomalies (e.g., the anomaly amplitudes in Fig. 5.2(c),(d) are an order of magni-
tude smaller than the ones in Fig. 5.1). However, errors in anomalies of small amplitude
could potentially lead to large errors, when accumulated over larger regions and longer
times. For forcing anomalies in the subpolar gyre, the adjoint estimates the induced QoI
anomalies accurately up to lags of about 5 years. Meanwhile, adjoint-derived anoma-
lies in response to forcing applied in the Arctic Ocean have to be interpreted carefully
on all timescales. Unreliable adjoint estimates in the Arctic Ocean are due to active
Arctic sea-ice dynamics, which are omitted from current MITgcm adjoint simulations
[Forget et al., 2015], due to persisting technical issues. However, the adjoint of the ther-
modynamic sea-ice model was successfully included in previous work [Heimbach et al.,
2010; Fenty and Heimbach, 2012], which motivates future efforts to reinclude the sea-ice
adjoint in the MITgcm adjoint modeling framework.

The forward perturbation experiments showed that the adjoint performs better for
volume transport across the Iceland-Scotland ridge. In contrast, Nordic Seas upper-ocean
heat content is not only a more non-linear quantity, but also an integrated quantity, and
therefore accumulates the non-linearities, which is reflected in the adjoint estimate. All
in all, the forward perturbation experiments confirmed that the adjoint does reproduce
sign shifts and the general shape of the QoI response anomalies as a function of time.
The adjoint is therefore useful to identify adjustment pathways and mechanisms, even if
originated at longer lead times and in regions where the adjoint shows inexactness and,
consequently, over- or- underestimated amplitudes. Identifying adjustment mechanisms
and pathways for Nordic Seas upper-ocean heat content was the purpose of Chapter 2.
To get a full quantitative picture, the mechanisms detected by the adjoint-derived sen-
sitivities should be further investigated in non-linear forward experiments, both with
noneddying ocean-only models (as done here) and eddy-resolving ocean models as well
as coupled climate models.

Chapter 4 In Chapter 4, adjoint integrations were performed for a 5-year time win-
dow, in order to minimize errors in the adjoint-derived approximation due to non-linear
processes in the convective regions. Moreover, the QoIs were chosen as 5-year-mean
quantities, where the time-averaging is expected to generate more linear QoIs. On the
five-year timescale considered in Chapter 4, the dominant thermally driven mechanisms
are forced locally or in the vicinity of the QoIs. These mechanisms are estimated cor-
rectly by the adjoint, as shown in this chapter. The dominant wind-driven mechanisms
identified in Chapter 4 are either locally driven (by Ekman transports) or remotely
driven. In the latter case, wind-driven pressure anomalies are communicated to the QoIs
via fast coastally-trapped waves. Additional forward experiments will have to be per-
formed to test the adjoint-derived estimate for anomalies due to the remotely driven
pressure adjustment mechanisms. However, the adjoint is expected to estimate these
fairly accurately, due to the short (daily to weekly) timescales on which the signals are
communicated. It is noted that, despite the fast communication, the signal can have
long-lasting impacts on the QoIs; for instance, on Nordic Seas heat content, due to the
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ingrative nature of the quantity.

General implications

The ‘linearity assumption’, i.e., the fact that the adjoint provides only a linearized ap-
proximation to non-linear ocean physics, is generally viewed as the the greatest limitation
of adjoint applications. The ‘linearity checks’ in this chapter showed that in some regions
where one might expect the linearity assumption to be broken, such as in the tested Gulf
Stream and NAC regions, the issue lies in the inexactness of the adjoint, rather than
non-linearity. While some of the presented checks might look discouraging, the encour-
aging result is that there is potential for improvement, namely by a more exact and
complete adjoint (whereas issues due to non-linearity could not be fixed). A detailed
assessement of the accuracy of the adjoint in different regions, for different perturbed
variables, and for different target quantities, as pursued in this chapter, is a first step in
improving the exactness of the adjoint.

5.4 Conclusions

The skill of the adjoint to approximate non-linear responses in the underlying forward
model depends on the studied quantities of interest (QoIs) and the model setup. The
results from this chapter refer to the QoIs Nordic Seas upper-ocean heat content and
volume transport across the Iceland-Scotland ridge, tested within the adjoint modeling
framework ECCO version 4 release 2. The main conclusions are:

• The response to local heat flux perturbations and to upstream buoyancy flux per-
turbations that occur nearby are estimated accurately by the adjoint.

• Non-linear responses in the two QoIs are found after imposing perturbations in the
subpolar gyre and Arctic Ocean. For forcing anomalies in the subpolar gyre, the
adjoint estimates the induced anomalies in the QoIs accurately up to lags of about
5 years. Meanwhile, adjoint-derived anomalies in response to forcing applied in the
Arctic Ocean are unreliable on all timescales, due to the omitted sea-ice adjoint in
the current MITgcm adjoint simulations.

• Surprisingly, no strong non-linearities are detected in response to surface buoyancy
and momentum flux perturbations in the Gulf Stream and North Atlantic Current.
Here, it appears that the issue lies in the inexactness/incompleteness of the adjoint,
rather than non-linearity.

• Where the adjoint shows inexactness, it still reproduces the sign, timing, and
general shape of the QoI responses. The adjoint is therefore useful to identify
adjustment pathways and mechanisms that influence QoIs in the subpolar North
Atlantic. The amplitudes, however, may be over- or- underestimated by the adjoint.

• The adjoint performs better for volume transport across the Iceland-Scotland ridge
than for Nordic Seas upper-ocean heat content. The latter is not only a more non-
linear quantity, but also an integrated quantity, and therefore accumulates the
errors in the approximation.



182 Testing the Linearity Assumption in the Subpolar North Atlantic

• Improving the exactness and completeness of the adjoint would be a valuable ad-
vancement toward dynamics-based ocean observing system design on timescales
longer than 5 years.



Chapter 6

Summary and Discussion

In this thesis, the adjoint of a GCM was used to

(i) investigate the underlying physical mechanisms and pathways of ocean circulation
in the subpolar North Atlantic and the Nordic Seas (in Chapters 2 and 4);

(ii) explore a novel approach to dynamics-based observing system design, with appli-
cation to the subpolar North Atlantic (in Chapters 3 and 4).

Section 6.1 summarizes and discusses the key insights from (i) and Section 6.2 the key
insights from (ii). The broader implications of the results are discussed in Section 6.3.

6.1 Mechanisms in the subpolar North Atlantic and Nordic Seas

Chapters 2 and 4 examined the adjoint-derived sensitivities of four subpolar North At-
lantic ocean quantities of interest (QoIs, see Fig. 6.1) to atmospheric forcing anomalies.
The sensitivities were used to disentangle dynamical drivers of ocean circulation in the
subpolar North Atlantic and the Nordic Seas, as well as contributions from wind and
buoyancy forcing, and time and space origins of these forcings. In Chapter 5, the adjoint-
derived sensitivities were evaluated against non-linear forward perturbation experiments.

6.1.1 Thermally vs. wind-driven mechanisms

Controlling mechanisms of observed variability in the subpolar North Atlantic and the
Nordic Seas are a function of timescale. Fig. 2.14 in Section 2.5 offers a summary of
locally and remotely driven atmospheric forcing anomalies that generate Nordic Seas
upper-ocean heat content anomalies up to 10 years later. While Chapter 2 elucidated
space origins of forcing anomalies as a function of forcing lead time, Chapter 4 inves-
tigated the time-integrated picture and asked: “What is the effect of anomalies in the
5-year mean of atmospheric forcing (around the globe) on the 5-year mean of the QoIs?”.
Fig. 6.1 reports the relative importance of globally integrated thermally vs. wind-driven
processes for the studied 4 QoIs, as derived in Chapter 4.

The thermally driven mechanisms and pathways that govern changes in the four QoIs
are summarized in Table 6.1. Moreover, the most dominant mechanisms and pathways
are identified in Fig. 6.2(a), which shows the linearized sensitivity of Nordic Seas upper-
ocean heat content to thermal forcing for a forcing lead time of 1 year. Nordic Seas heat
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SPNA

Relative importance of

thermal wind
Nordic Seas heat content 53% 42%
Volume transport across Iceland-Scotland ridge 13% 85%
Heat transport across OSNAP-West transect 77% 21%
Heat transport across OSNAP-East transect 56% 41%

processes

Figure 6.1: The four quantities of interest (QoIs, see legend) that were studied in Chap-
ters 2 and 4, together with the major near-surface currents (orange arrows) in the sub-
polar North Atlantic (SPNA) and the Nordic Seas. The last two columns of the table
indicate the relative importance of globally integrated thermally driven (third column)
and wind-driven (fourth column) processes for the time-means of the respective QoIs on a
five-year timescale. The relative importance of thermally (wind-) driven processes is com-
puted within the ECCOv4r3 state estimation framework, as the contribution to the total
(prior) uncertainty in the time-mean QoIs by uncertainties in thermal (wind) forcing–
equivalent to accumulating prior-weighted thermal (wind) sensitivities from around the
globe (see Chapter 4). The remaining uncertainties stem from precipitation, uncertain
initial conditions and parameters.
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content is most sensitive to one-dimensional air-sea processes ( 1 in Table 6.1). Anoma-
lies in heat transport across either of the two OSNAP transects is governed by the advec-
tion of temperature anomalies ( 2 in Table 6.1) that are forced upstream, in the vicinity
of the transects. Since the dominant thermally driven mechanisms are forced locally or
in the vicinity of the QoIs, the emerging adjustment pathways are a characteristic of
each QoI (e.g., strong local sensitivities in the Nordic Seas are characteristic for the QoI
Nordic Seas heat content, see Fig. 6.2(a)) - and to a large degree not shared among QoIs.

The wind-driven mechanisms and pathways that govern changes in the four QoIs are
summarized in Table 6.2. As for thermally driven mechanisms, locally forced wind-driven
processes play a role, via Ekman transports ( 1 in Table 6.2 and Fig. 6.2(b)). However,
also remote wind anomalies can impact the QoIs efficiently: remote wind-driven pressure
anomalies are communicated to the QoIs via coastally-trapped waves ( 2 in Table 6.2
and Fig. 6.2(b)). Pressure anomalies carried by the wave guides along the Icelandic
coastline and the eastern boundary of the Atlantic (see Fig. 6.2(b)) have a wide-reaching
effect on the North Atlantic current system and therefore impact all four QoIs. The fact
that the OSNAP observing array ( and in Fig. 6.1) sample signals that impact
unobserved QoIs (such as and in Fig. 6.1) downstream or upstream of the OS-
NAP array at a later or earlier time, gives rise to proxy potential, to be reviewed in
Section 6.2.2 and Fig. 6.4.

Chapter 2 identified another remotely forced wind-driven mechanism that impacts all
four studied QoIs, but operating on longer, namely advective, timescales. Wind stress
curl perturbations along the intergyre boundary ( 3 in Table 6.2 and Fig. 6.3) can shift
the North Atlantic surface current system, as suggested in Fig. 2.13 in Chapter 2. It is
noted that the intergyre boundary is the location where wind stress curl anomalies as-
sociated with the NAO are the strongest [e.g., Marshall et al., 2001; Häkkinen et al.,
2011]. Therefore, even though the signal that is triggered by mechanism 3 is found
to be much smaller in amplitude than signals communicated by fast coastally-trapped
waves (via 2 ), mechanism 3 deserves further investigation.

The adjoint-derived sensitivities that were used to detect the mechanisms in Ta-
bles 6.1 and 6.2 are only a linearized approximation for the non-linear responses of the
studied quantities of interest (QoIs). Furthermore, the adjoint-derived sensitivities can
be corrupted by inexact and incomplete adjoint models (see Chapter 5). Therefore, the
adjoint-derived sensitivities were tested against non-linear forward perturbation experi-
ments in Chapter 5. The perturbation experiments confirmed that the mechansism listed
in Tables 6.1 and 6.2 are drivers of variability in the QoIs, and that the timescales and
pathways detected by the adjoint are correct. Moreover, mechanisms 1 and 2 are cap-
tured with correct amplitude (i.e., the color scale in Fig. 6.2(a) is correct). The response
amplitudes driven by mechanisms along the advective pathway of the separated Gulf
Stream, such as 3 can be inexact (i.e., the amplitude of the color scale in Fig. 6.3 is in-
exact), due to inexactness of the adjoint. However, timing and sign of mechanism 3 are
captured correctly by the adjoint (i.e., light green lead time labels and red-blue shading
in Fig. 6.3 are correct). For forcing anomalies in the subpolar gyre, the adjoint esti-
mates the induced QoI anomalies accurately up to lags of about 5 years. Therefore, the
magnitude of adjoint-derived QoI reponses due to buoyancy-driven overturning changes
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Table 6.1: Thermally driven mechanisms and pathways governing the subpolar North
Atlantic QoIs in Fig. 6.1.

Mechanism Timescale Origin/Pathway

1 one-dimensional air-sea strongest: local (Fig. 6.2(a))processes <1 year

advection of
temperature anomalies

advective
timescale

upstream of QoI (Fig. 6.2(a));
2 only effective if forced nearby,

due to SST damping

advection of mean temperature advective
timescale

local & upstream of
QoI (Fig. 6.2(a))3 by anomalous geostrophic cur-

rent (“thermal wind balance”)

4 overturning changes due to > 5 years convection regionssurface buoyancy forcing

Adjustment mechanisms and pathways for the Nordic Seas
(a) thermally driven

-1 year

1

23
of local
origin

−1 −0.5 0 0.5 1

·10−6K/(W/m2)

(b) wind -driven

-1 year

1

2
of local
& remote
origin

−2 −1 0 1 2

·10−3K/(N/m2)

Figure 6.2: Linearized sensitivity of March Nordic Seas upper-ocean (0-275m) tempera-
ture to (a) upward surface heat flux Qnet ↑ and (b) meridional wind stress τy for a forcing
lead time of 1 year. Positive sensitivity indicates that heat loss to the atmosphere (in
(a)), and increased northward wind (in (b)) causes higher Nordic Seas upper-ocean tem-
perature 1 year later (see Chapter 2). While the governing thermally driven mechanism
in (a) are mostly forced locally, the governing wind-driven mechanisms in (b) are forced
both locally and remotely. The highlighted mechanisms 1 , 2 , 3 , 1 , 2 are described
in Tables 6.1 and 6.2.
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Table 6.2: Wind-driven mechanisms and pathways governing the subpolar North At-
lantic QoIs in Fig. 6.1.

Mechanism Timescale Origin/Pathway

1 Ekman transport strongest: local (Fig. 6.2(b))<1 year

pressure adjustment
mechanisms (via
coastally-trapped waves)

strongest: remote; emerging wave guides:
2 <1 year; Icelandic coastline and eastern

→ 5 years boundary of Atlantic (Fig. 6.2(b))

3 Shifting ot North Atlantic
surface current system

advective
timescale

Wind curl perturbations along
intergyre boundary (Fig. 6.3)

(mechanism 4 ) has to be interpreted carefully because the estimate could be corrupted
by strong non-linearities in the convective regions.

6.1.2 Sensitivity of ocean heat content vs. ocean transports

Anomalies in Nordic Seas heat content (OHCNS, ) that are driven by upstream forc-
ing anomalies (e.g., mechanisms 2 , 3 , 2 , 3 ) are to a large degree the integrated
consequence of anomalies in volume transport across the Iceland-Scotland ridge (TIS,

). This link has been previously shown via budget analyses [e.g., Årthun and El-
devik, 2016] and is also visible in the forward perturbation experiments in Chapter 5,
reflected by the following two facts:

(a) The peak response in OHCNS to upstream forcing anomalies is delayed as compared
to the peak respone in TIS.

(b) Upstream forcing anomlies have a longer-lasting impact on OHCNS than on TIS
because signals are “stored in memory” of OHCNS, while TIS loses memory to
signals that have traveled past the ridge.

Interestingly, in Chapter 2 it was found that the aspects (a) and (b) are reflected in the
sensitivity maps by the following characteristics. As for (a), the sensitivities of OHCNS
and TIS share many features, but these feature emerge at shorter lead times for TIS than
for OHCNS. For instance, sensitivity due to mechanism 3 emerges at about 70 ◦W at a
lead time of 2 years for heat transport across OSNAP-East (Fig. 6.3(a)), and at a lead
time of 3 years for OHCNS (Fig. 6.3(b)). (The time lag shown here, between OSNAP-
East and OHCNS, is even more pronounced than the time lag between TIS and OHCNS.)
As for (b), the sensitivity patterns that reflect adjustment processes via coastally-trapped
waves (i.e., patterns 2 in Fig. 6.2(b)) are only visible at short (daily to monthly) lead
times for TIS. For increasing lead time, TIS is characterized by a rapid loss of sensitivity
to wind forcing. In contrast, the sensitivity patterns 2 in Fig. 6.2(b) are imprinted as
a stationary feature on OHCNS, because, despite the short timescales associated with
mechanism 2 , the communicated signal can have long-lasting impacts on the OHCNS,
due to the integrative nature of the quantity. Consequently, OHCNS is characterized by
an only moderate loss of sensitivity to wind forcing with increasing lead time.
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Figure 6.3: Normalized linearized sensitivity of December (a) heat transport across
OSNAP-East (MHTOSNAP-E, ) and (b) Nordic Seas heat content (OHCNS, ) to
zonal wind stress τx for a forcing lead time of (a) 2 years and (b) 3 years. The sensi-
tivity dipole along the intergyre boundary (mechanism 3 in Table 6.2) indicates that a
positive anomaly in wind stress curl along the intergyre boundary causes increased north-
ward heat transport across OSNAP-East 2 years later (in (a)) and increased Nordic Seas
heat content 3 years later (in (b)). Normalization is by the December 2011 values of (a)
MHTOSNAP-E and (b) OHCNS.

6.2 Dynamics-based assessment of observing sytems

In Chapters 3 and 4, a novel approach to assessing ocean observing systems was pre-
sented. The innovative aspects of the approach are that it

(1) is fundamentally dynamics-based, making use of dynamical relationships in a GCM;

(2) is favorable for climate monitoring because the dynamical relationships and budgets
are respected and treated consistently over long timescales (years to decades);

(3) can assess data redundancy and complementarity in the context of other observa-
tions;

(4) can identify the constraints of observing systems on climate signals and quantities
of interest (QoIs) that

• are unobservable or unobserved, different in type from the observations,

• are not spatially collocated with the observations.

The explored approach has a rigorous mathematical foundation: Hessian-based uncer-
tainty quantification (UQ) within an oceanographic inverse modeling (or state estima-
tion) framework. UQ is a growing research topic in the computational sciences [e.g.,
Flath et al., 2011; Bui-Thanh et al., 2012; Isaac et al., 2015], but has not yet been ap-
plied to full-fledged oceanographic inverse problems on climate-relevant time windows.
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6.2.1 Key insights

Assessing the constraints of an observing system on unobserved or unobservable climate
signals, remote from the observations (aspect (4)), was rephrased as exploring the proxy
potential of the observing system. The notion ‘proxy’ calls to mind paleoceanographic
proxies, which are used to infer unobservable ocean circulation in the past. Here, proxy
potential refers to unobserved (or unobservable) modern-day oceanographic QoIs, e.g.,
Nordic Seas heat content, and is explored via dynamical relationships in a GCM, rather
than based on statistically derived transfer functions. Within the framework here, the
identification of proxy potential does not require the actual measurement values of an
observing system, only observation locations, times, types, and their uncertainties. In
Chapter 3, the mathematical concepts of UQ and proxy potential were “translated”
to dynamical concepts. In Chapter 4, the dynamical interpretation of UQ and proxy
potential was illustrated for the recently installed OSNAP array [Lozier et al., 2017,
2019] within the state-of-the-art ECCOv4 inverse modeling framework [Forget et al.,
2015; Fukumori et al., 2017]. In short, proxy potential of the OSNAP array arises

• for such QoIs that are forced by similar oceanic processes, via similar adjustment
pathways, as the OSNAP observations;

• if the information contained in the OSNAP observations is not masked too strongly
by observational noise.

The adjustment physics of observations and unobserved QoIs can be identified using the
adjoint of a GCM, exactly as discussed in Section 6.1.

The translation “UQ concepts → dynamical concepts”, as derived in Chapter 3, is
summarized in Table 6.3 and will be briefly reviewed in the following, illustrated by the
results from Chapter 4.

Information captured The information captured - and subsequently communicated - by
an observing system is described by the eigenvectors and eigenvalues {(vi, λi)} of the
(non-dimensionalized) misfit Hessian (row A in Table 6.3). The eigenvectors vi are the
data-informed directions within the control space of uncertain input variables, along
which the model-data misfit term Jmisfit in the (non-dimensionalized) cost function is
curved; the eigenvalues λi describe the corresponding curvatures. The leading eigenvec-
tors vi provide valuable insights for observing system design because they capture the
most potent data constraints on the inverse modeling framework by the considered ob-
serving system.

To establish the link between data-constrained directions vi and dynamical con-
cepts, Fig. 6.4(a) shows the information that is captured by the OSNAP-East observ-
ing system about local and remote meridional wind stress (τy) perturbations in EC-
COv4. Specifically, Fig. 6.4(a) shows the (τy-subspace of the) eigenvector v1, if the
OSNAP-East observing system consisted only of measuring long-term mean heat trans-
port across OSNAP-East (MHTOSNAP-E). In this case, v1 computes as the normalized
prior-weighted sensitivity of the observed quantity MHTOSNAP-E to all control variables,
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Table 6.3: Summary of the established translation “UQ concepts→ dynamical concepts”

UQ terminology Dynamical concept
[equation in Chapter 3]

A Information captured
by observing system

{(vi, λi)} : eigen-decom-
Fig. 6.4(b) & Fig. 6.5position of misfit Hessian

[(3.5)]

B Information required q: target direction Fig. 6.4(a)to constrain the QoI [(3.10)]

Hypothetical
proxy potential

0 ≤∑M
i=1〈q,vi〉2 ≤ 1 How similar are adjustment

physics of observations and
unobserved QoIs? (Fig. 6.4)

C rel. uncertainty reduction
in QoI for noise-free obs.

[(3.14)]

Masking of informa-
0 < λi

λi+1
< 1

D tion due to imperfect [(3.16)] Masking by noise (Fig. 6.5)
(noisy) observations

Effective
proxy potential

0 ≤∑M
i=1

λi
λi+1
〈q,vi〉2 < 1: as hypothetical proxy

potential, but masked
by noise (Fig. 6.6)

E relative uncertainty
reduction in QoI

[(3.12)]

(a) Information captured
by OSNAP observing system

∝ Γ
1/2
prior

∂MHTOSNAP-E
∂τy

(b) Information required
to constrain Nordic Seas heat content

∝ Γ
1/2
prior

∂OHCNS
∂τy

strong projection

-0.03 -0.015 0 0.015 0.03

Figure 6.4: Normalized prior-weighted sensitivities of 5-year (2007-2011) mean (a) ob-
served heat transport across the OSNAP-East section (MHTOSNAP-E) and (b) unobserved
Nordic Seas heat content (OHCNS), to 5-year (2007-2011) mean meridional wind stress
τy, computed within ECCOv4. Both quantities are strongly sensitive to changes in
τy anywhere in the coastal wave guides along the eastern boundary of the North At-
lantic and the Icelandic coastline. The shared adjustment mechanisms and pathways
imply a strong projection of (a) and (b), and, thus, strong hypothetical τy-constraints of
MHTOSNAP-E on OHCNS.
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capturing all possible dynamical adjustment mechanisms and pathways via which small-
amplitude perturbations in the control variables can change the observed OSNAP quan-
tity. Fig. 6.4(a) emphasizes that an observing system contains information on a much
larger part of the ocean state than at the local measurements itself: OSNAP-East ob-
servations are the superposition of many different signals, e.g., wind stress perturbations
in the coastal wave guides along the eastern boundary of the North Atlantic and the
Icelandic coastline that are propagated to OSNAP-East by coastally-trapped waves (see
also Section 6.1).

For adding more observations to the OSNAP-East observing system, e.g., freshwater
and volume transports across OSNAP-East or the direct hydrographic and velocity mea-
surements from the OSNAP-East moorings, the eigenvectors vi would be composed of
the prior-weighted sensitivities of all observed OSNAP-East quantities (i.e., maps as in
Fig. 6.4(a)), but modified by a formal operation which removes data redundancy, which
is described in Chapter 3.

Information required The information required to constrain a given unobserved QoI is
described by the QoI target direction q (row B in Table 6.3). For example, Fig. 6.4(b)
shows the (τy-subspace of the) target direction for unobserved long-term mean Nordic
Seas heat content (OHCNS), computed within ECCOv4. Just as the data-informed
directions are composed of prior-weighted sensitivities of the observed quantities, the
target direction is the normalized prior-weighted sensitivity of the QoI to all control
variables. The prior-weighted τy sensitivities of OHCNS in Fig. 6.4(b) elucidate that
remote wind stress perturbations in the coastal wave guides along the eastern boundary
of the North Atlantic and the Icelandic coastline affect Nordic Seas heat content, through
signals transported by wave mechanisms (as discussed in Section 6.1). The dynamical
interpretation of Fig. 6.4(b) is that these remotely driven wave mechanisms, together with
all emerging locally driven mechanisms, are required to be informed by the observations.

Hypothetical proxy potential The constraints of an observing system on an unobserved QoI
is formally assessed by how much uncertainty in the QoI gets reduced, when adding the
observing system to the inverse modeling framework. If the observations were noise-free,
the relative uncertainty reduction would be given by 0 ≤

∑M
i=1 〈q,vi〉

2 ≤ 1, which is
referred to as the hypothetical proxy potential (row C in Table 6.3). The hypothetical
proxy potential involves the projections of the target direction q onto all eigenvectors
vi. In the hypothetical case of noise-free observations, the degree of uncertainty reduc-
tion would therefore be solely determined by how well prior-weighted sensitivities of the
observed quantities (to all control variables) project onto prior-weighted sensitivities of
the unobserved QoIs (to all control variables), see Fig. 6.4. The goodness of the pro-
jections translates to the question: “How similar are adjustment mechanisms, pathways
and relative magnitudes for the observing system and the unobserved QoIs?”, on a scale
from 0% (no similarity) to 100% (identical).

The results from Chapter 4 show that, even though the degree of shared adjustment
physics for MHTOSNAP-E and OHCNS in Fig. 6.4 is high, the hypothetical proxy poten-
tial of the OSNAP observing system for the Nordic Seas within ECCOv4 is relatively
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Figure 6.5: OSNAP-West and OSNAP-East eigenvalues λ (row A in Table 6.3) and
associated information transfer factors λ/(λ+1) (row D in Table 6.3) of the hypothetical
proxy potential. The eigenvalues λ describe prior-to-noise ratios, computed as in (6.1),
using ECCOv4r3 prior standard deviations (∆ECCOv4r3, solid lines) or doubled ECCOv4r3
prior standard deviations (2x ∆ECCOv4r3, dashed lines), together with the estimates by
Lozier et al. [2019] for OSNAP data uncertainties. An observation that falls into the
green rectangle has prior-to-noise ratio <1.

small (13%). This is because wind-driven processes contribute to only about half of the
prior uncertainty in OHCNS, while the other half is due to thermally driven processes (cf.
Table 6.1). The most dominant thermally driven processes are forced locally (see Sec-
tion 6.1 and Fig. 6.2(a)), and, thus the thermal sensitivities of OSNAP heat transport
and Nordic Seas heat content project only poorly onto each other. In contrast, the hypo-
thetical proxy potential for volume transport across the Iceland-Scotland ridge (TIS) is
much higher (40%) than for OHCNS, because TIS (as well its prior uncertainty) is domi-
nated by wind-driven processes, while thermally driven processes are less important (cf.
Table 6.1).

Masking of information Since observations are noisy, the hypothetical proxy potential,
i.e., the information about shared adjustment physics between observing system and
unobserved QoIs will always be partially masked. The fraction of the hypothetical proxy
potential that is exctractable is measured by the information transfer factors 0 < λi/(λi+
1) < 1 (row D in Table 6.3). These factors are independent of the considered QoI and are
solely determined by the eigenvalues λi that characterize the observing system (row A in
Table 6.3). The eigenvalue λ corresponding to an individual observation is equal to the
prior-to-noise ratio (different from the statistical signal-to-noise ratio) of the observed
quantity, i.e., the ratio

λ =
prior uncertainty in modelled observed quantity

observational uncertainty (i.e., noise)
=̂

1/data relevance
1/data quality

. (6.1)
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Fig. 6.5 shows the eigenvalues λ and associated factors λ/(λ + 1) for the OSNAP-West
and OSNAP-East observing systems, obtained in Chapter 4, using ECCOv4r3 prior
uncertainties (for the numerator in (6.1)) and the estimates by Lozier et al. [2019] for
OSNAP data uncertainties (for the denominator in (6.1)). The following facts stand out:

• For noise-free observations, the quality of the new data would be perfect (λ↗∞
in (6.1)). The associated information transfer factors λ/(λ+ 1) would be equal to
100% and the hypothetical proxy potential could be fully retrieved.

• The prior-to-noise ratio λ for OSNAP-West (solid pink line) is much larger than
the prior-to-noise ratio λ for OSNAP-East (solid purple line). This means that
OSNAP-West exhibits a much stronger constraint on the ECCOv4r3 inverse mod-
eling framework than OSNAP-East.

• The prior-to-noise ratios λ for OSNAP-West and OSNAP-East are much smaller
than 1 (purple and pink solid lines), i.e., the ECCOv4r3 prior uncertainty for
time-mean heat transport across OSNAP-West (OSNAP-East) is smaller than the
assumed noise in the corresponding OSNAP-West (OSNAP-East) data (see (6.1)).
The small prior-to-noise ratios λ lead to small values for λ/(λ + 1), i.e., major
masking of the OSNAP hypothetical proxy potentials. The small prior-to-noise
ratios for the observed OSNAP quantities may be partly due to an underestima-
tion of the prior uncertainties in ECCOv4r3, which will be further discussed in
Section 6.3.

• If prior standard deviations are assumed to be double as large as in ECCOv4r3
(“2x ∆ECCOv4r3”), the prior-to-noise ratio of OSNAP-West is larger than 1 (dashed
pink line), i.e., OSNAP-West data would be qualitatively better than the prior
information about its simulated counterpart in the model, while this is still not the
case for OSNAP-East data (dashed purple line).

Effective proxy potential The effective proxy potential of an observing system for an un-
observed QoI is formally measured by the relative uncertainty reduction ∆̃σ2 ∈ [0, 1)
in the QoI, when adding the observing system to the inverse modeling framework. As-
sessing a change in QoI uncertainty, rather than the change in the actual QoI estimate,
explores the general capability or potential for the OSNAP observations to inform the
QoIs - therefore the chosen terminology ‘proxy potential ’. This assessment does not
require the actual measurement values of the observing system, as explained in Sec-
tion 3.4. Meanwhile, if the effective proxy potential is identified to be high, having the
actual measurement values available will allow a better contrained estimate of the QoI.
The effective proxy potential ∆̃σ2 is given by

∑M
i=1

λ
λ+1〈q,vi〉2 (row E in Table 6.3),

and combines hypothetical proxy potential (row C in Table 6.3) and masking by noise
(row D in Table 6.3), i.e., the answers to the two questions:

C) How similar are adjustment physics of observations and unobserved QoIs?

D) What is the quality-to-relevance ratio of the observations?

Fig. 6.6 shows the combined answer to C) and D), summarizing the results from Chap-
ter 4 for the effective OSNAP proxy potential. For the hypothetical case of noise-free
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Figure 6.6: Effective proxy potential (aka relative uncertainty reduction ∆̃σ2) for the
unobserved QoIs OHCNS (dashed curves) and TIS (solid curves) by the three observing
systems OSNAP-West (pink), OSNAP-East (purple), and the combination OSNAP-West
& OSNAP-East (black). Scanario (I) reflects the hypothetical case of noise-free OSNAP
observations. Scenario (II) adopts ECCOv43 prior uncertainties and the estimates in
Lozier et al. [2019] for the OSNAP data uncertainties. Scenario (III) reflects a doubling
of the ECCOv4r3 standard deviations while still using OSNAP data uncertainties as
estimated in Lozier et al. [2019]. In scenario (I), OSNAP-East is more informative than
OSNAP-West for each of the QoIs. In scenarios (II) and (III), OSNAP-West is more
informative than OSNAP-East.
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OSNAP observations, the answer to D) can be ignored and the effective proxy poten-
tials coincide with the hypothetical proxy potentials (Scenario (I) in Fig. 6.6). For each
of the QoIs, the hypothetical proxy potential of OSNAP-East is higher than of OSNAP-
West (“OSNAP-East > OSNAP-West"). However, for more realistic (noisy) scenarios
((II) and (III) in Fig. 6.6), the hypothetical proxy potentials are masked. The results of
Chapter 4 show that for such realistic scenarios, the answer to D) becomes dominant,
i.e., "OSNAP-West > OSNAP-East", caused by OSNAP-West’s much higher prior-to-
noise ratio, which indicates that OSNAP-West data exhibits a much larger constraint on
the ECCOv4r3 inverse modeling framework than OSNAP-East data. Fig. 6.6 also shows
that combining information from OSNAP-West and OSNAP-East exceeds information
from each individual transect (“OSNAP-Combined > OSNAP-West, OSNAP-East”), but
is smaller than the sum (“OSNAP-Combined < OSNAP-West + OSNAP-East”), due to
data redundancy.

6.2.2 Full-fledged frameworks

Chapter 4 explored the proxy potential of long-term (5-year) mean observed OSNAP-
West and OSNAP-East heat transports (gray elongated bars in Schematic 6.7(a)) - as
well as of their combination OSNAP-Combined - for long-term (5-year) mean unob-
served QoIs (blue elongated bars in Schematic 6.7(a)). For the sake of simplicity, the
time-variable adjustments of the ECCOv4r3 atmospheric forcing fields (hatched con-
trols in Schematic 6.7) were omitted from the control vector in Chapter 4. Instead, all
remaining ECCOv4r3 control variables, i.e., the two-dimensional fields of time-mean at-
mospheric controls and the three-dimensional fields of initial conditions and parameter
fields (collected in the first line of the legend in Fig. 6.7, cf. Table 4.2) were included. The
results for the hypothetical and effective OSNAP proxy potentials obtained in Chapter 4
were not affected by the omission of the ECCOv4r3 time-variable atmospheric control
variables (see Figs. C.2(a) vs. (b)), because long-term mean observed and unobserved
QoIs were found to be relatively insensitive to the time-variable atmospheric control vari-
ables, demonstrated by the small fraction of hatched contributions in Fig. 6.8(a).

Schematic 6.7(b) shows a more comprehensive framework to evaluate the OSNAP (or
any other) observing system, potentially in the context of other existing observations,
e.g., all Argo profiling floats. Here, one takes into account the heterogeneous data streams
of many - possibly millions of - observations (short gray bars in Schematic 6.7(b)) of dif-
ferent observation types, locations, and at different measurement frequencies, as well as
their uncertainties. For instance, for the OSNAP mooring array, one could include the di-
rect hydrographic and velocity measurements from each individual OSNAP instrument,
at a monthly or higher frequency, rather than the derived OSNAP data products of heat
transport across OSNAP-West and OSNAP-East. Long-term mean observations (gray
elongated bar in Schematic 6.7(b)) are still relevant for the general framework. Indeed,
ECCOv4r3 handles climatological data sets, e.g., the World Ocean Atlas [Antonov et al.,
2010; Locarnini et al., 2010], in this fashion [Fukumori et al., 2017]. In the general frame-
work, one could investigate the proxy potential of both long-term mean (blue elongated
bars in Schematic 6.7(b)) and monthly/daily means of unobserved QoIs (blue short bars
in Schematic 6.7(b)). When observed and unobserved quantities that are averaged over
short time intervals enter the framework, it is important to include the time-variable at-
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Figure 6.7: The architectures of the inverse modeling frameworks employed (a) in Chap-
ter 4 and (b) in its most general form (ECCOv4r3). The red arrows sketch the compu-
tation of linearized sensitivities in order to explore proxy potential (see text).
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Figure 6.8: Relative contribution of the ECCOv4r3 control variables (legend as in
Fig. 6.7) to prior uncertainty in (a) 5-year mean and (b) monthly mean QoIs, evalu-
ated within the final 5 years (2007-2011) of the ECCOv4r2 state estimate. The QoIs in
(a) are time-averaged over the full 5-year estimation period (corresponding to the blue
elongated bar in Fig. 6.7(b)) and the QoIs in (b) are time-averaged over the final month
December 2011 (corresponding to a blue short bar in Fig. 6.7(b)). The contribution
by each control variable is computed by accumulating prior-weighted sensitivities of the
respective QoI to the control variable from around the globe and, for the (hatched) time-
variable control variables, additionally, from all times. The vertical lines separate the
contributions by the different physical variables within each group, ordered according to
Table 4.2. For instance, the leftmost (rightmost) fraction within the yellow bars is due
to air temperature (shortwave downward radiation). The shown QoIs are Nordic Seas
heat content (OHCNS, upper bars) and heat transport across the OSNAP-East section
(MHTOSNAP-E, lower bars).

mospheric control variables (hatched in Schematic 6.7(b)). For instance, the lower bar in
Fig. 6.8(b) shows that the monthly mean of heat transport across OSNAP-East is most
sensitive to time-variable adjustments of wind forcing (green hatched contributions), con-
sistent with the general understanding that, on short (intra-annual) timescales, ocean
transport variability is to a large degree the response to wind forcing. In contrast, the up-
per bar in Fig. 6.8(b) indicates that Nordic Seas heat content - as an integrated quantity
(see Section 6.1.2) - is also on short timescales more sensitive to changes in the long-term
mean of atmospheric forcing, which suggests (proxy) potential for prediction. However,
other unobserved climate signals and QoIs might be strongly sensitive to time-variable
changes in atmospheric forcing. Therefore, time-variable atmospheric controls should be
included in the general framework, in order to not neglect uncertainty to time-variable
(past, present, and future) atmospheric forcing.

In Chapter 4, the information captured by the OSNAP observing system, i.e., the
eigen-decomposition {(vi, λi)} of the misfit Hessian (see row A in Table 6.3), was derived
from pre-computed adjoint sensitivities of the observed quantities, where each observa-
tion required a separate adjoint sensitivity experiment. While this technique was feasible
in Chapter 4, where only the two observations MHTOSNAP-W and MHTOSNAP-E were
included (see Fig. 6.7(a)), it becomes intractable for a general framework as depicted
in Fig. 6.7(b): the technique would require performing millions of adjoint sensitivity
experiments, where each observed quantity would be the objective function of a new
experiment. Performing millions of adjoint sensitivity experiments is replaced by ex-
tracting the leading eigenvectors {vi} of the misfit Hessian via Lanczos or randomized
SVD methods [e.g., Isaac et al., 2015; Kalmikov and Heimbach, 2014, 2018]. Never-
theless, even for the most complex observing system within Fig. 6.7(b), the method
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developed in Chapter 3 and performed in Chapter 4 still gives the correct (though in-
tractable) recipe to obtain {(vi, λi)}, i.e., the information captured by the considered
observing system. Therefore, the insights about dynamics-based assessment of observ-
ing systems and proxy potential in this thesis, summarized in Section 6.2.2, carry over
to the most general framework, i.e., the one sketched in Fig. 6.7(b). For example:

• The leading (or rather all) data-informed directions {vi}, characterizing the ob-
serving system, will be a composition, i.e., a linear combination, of prior-weighted
linearized sensitivities of the observed quantities (to all controls). The way this
composition is formed takes into account observation uncertainties, prior informa-
tion, and data redundancy, and is explained in detail in Chapter 3.

• Hypothetical proxy potential is determined by how well prior-weighted sensitivi-
ties of the observed quantities project onto prior-weighted sensitivities of the un-
observed QoIs. In Chapter 4, where long-term mean quantities were studied, the
sensitivities to changes in the long-term mean of atmospheric control variables were
the main player in the projections (cf. Fig. 6.4), sketched by the red solid arrows
in Fig. 6.7(a). In the general framework, this idea is extended by two facts. First,
control variables can be informed by observations from different times within a
data stream, indicated by multiple red solid arrows pointing to one group of con-
trol variables in Fig. 6.7(b). Second, prior-weighted sensitivities to time-variable
adjustments of the atmospheric forcing fields will be important for the projections,
too. Translated to dynamical principles, this means that not only pathways, but
also the exact timescales of shared adjustment mechanisms play a role. As part
of the projections, one would also compare prior-weighted sensitivities of observed
and unobserved quantities to changes of atmospheric forcing at different lead times,
as indicated by the two dashed red arrows in Fig. 6.7(b). In practice, the compar-
ison indicated by the two dashed red arrows could for instance be prior-weighted
Fig. 6.3(a) vs. prior-weighted Fig. 6.3(b). The good projection of the wind sensi-
tivities in Fig. 6.3, caused by OHCNS “lagging behind” MHTOSNAP-E in response
(cf. Section 6.1.2), would imply a strong constraint on the control variable that
corresponds to the (green hatched) box in Fig. 6.7(b) which is the target of the
two red dashed arrows, with implications for prediction studies.

6.2.3 Limitations

For a detailed discussion of the limitations of dynamics-based assessment of observing
systems and proxy potential via Hessian-based uncertainty quantification, the reader is
referred to Section 3.6.2. The main limitations are

(i) dependence upon assumptions on prior information and observational noise;

(ii) the Gaussian or (“linearity”) approximation;

(iii) model dependency.

(i) Prior information & observational noise Assumptions on prior information and observa-
tional uncertainties are explicit choices that are made within the inverse modeling frame-
work, in the form of covariance error matrices for prior and noise. The accurate specifi-
cations of these matrices is a difficult task [e.g., Forget et al., 2015], and often involves ad
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hoc choices. As part of this thesis, the dependency of observing system assessment and
proxy potential upon prior and noise assumptions was investigated in more detail. For
instance, in Fig. 6.6, different choices of (r/b)2 reflect different relative weighting of prior
uncertainties vs. observational uncertainties. An integral aspect of accurate assump-
tions on prior and noise is that prior uncertainties are “in harmony” with observational
uncertainties, requiring a close dialogue between the modeling and the observational com-
munities. For instance, if the prior uncertainties are specified unrealistically small, the
employed framework deems the actual observations irrelevant, because the data seems
much more uncertain than the information that is already known. The results in Chap-
ter 4 suggest that the reported ECCOv4r3 prior uncertainties are unrealistically small.
This will be further discussed in Section 6.3.2.

(ii) Gaussian/Linearity assumption Hessian-based uncertainty quantification is a Gaussian
approximation of the posterior probability function for the estimated ocean state, given
prior information, observations, and ocean physics. The accuracy of the Gaussian ap-
proximation depends on how well the linearized model about the cost function minimizer
(the most likely ocean state) can reflect the full response of the non-linear system. If the
oceanic observed quantities are dominated by strongly non-linear model dynamics on the
considered timescales, the posterior probability function may be multimodal or, equiva-
lently, the cost function may have several local minima. In this case, a global Gaussian
approximation would be inappropriate. Chapter 5 was an effort to test the entailed lin-
earity assumption in the subpolar North Atlantic. The results in Chapter 5 indicate that
for 5-year mean quantities (as considered in Chapter 4), non-linearity is not an obsta-
cle. Chapter 5 furthermore suggests that improving the exactness and completeness of
the adjoint would be a valuable advancement toward dynamics-based ocean observing
system design on longer timescales.

(iii) Model dependency Dynamics-based assessment of observing systems and proxy poten-
tial is achieved via the (linearized) model equations of the underlying GCM. Many prin-
ciples, e.g., equations of motion representing basic conservation and constitutive laws,
are robust across GCMs, but other features, such as model resolution and parametriza-
tion of sub-grid scale processes, are model-dependent. Therefore, the results may suffer
from model dependency - a problem common to all methods for model-informed ob-
serving system design. To minimize the shortcoming of a single model approach, an
intercomparison across multiple evaluation frameworks is therefore recommended.

6.3 Broader implications

Long-term and sustained ocean observations are needed to advance our understand-
ing of key mechanisms and ocean variability, to better constrain uncertain processes
in models, and to contribute to climate predictions (e.g., National Academies of Sci-
ences, Engineering, and Medicine, 2017 and Section 1.1.6). However, observing systems
are extremely expensive to build and maintain, and often rely on short-term funding
periods, including the OSNAP array. The assets (1) - (4), listed at the begining of Sec-
tion 6.2, qualify Hessian-based uncertainty quantification as a promising guiding tool for
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building and sustaining a cost-effective, long-term, and dynamics-based Atlantic observ-
ing system, while maximizing the information extracted from the observations. While
computational progress is underway for putting the tool into practice for oceanographic
applications [Kalmikov and Heimbach, 2014, 2018; Moore et al., 2011a,b, 2017a], this
thesis aimed at advancing the dynamical understanding of the tool. The implications of
the gained dynamical insights for dynamics-based observing system design are discussed
in Section 6.3.1. Moreover, given the novelty of the approach for oceanographic applica-
tions, Chapters 3 and 4 also tested aspects of the machinery within the state-of-the-art
state estimation framework ECCOv4r3. Section 6.3.2 discusses the insights on current
shortcomings that have to be overcome before ocean state estimation frameworks can
become practical tools for formal dynamics-based observing system design. Moreover,
suggestions for future avenues are made to tackle the identified challenges.

6.3.1 Towards the design of an optimized Atlantic observing system

Remotely observed signals Many of the dynamical pathways and mechanisms by which
ocean observations are influenced, have also an important impact on unobserved QoIs.
The shared adjustment physics becomes evident when comparing sensitivities of observed
and unobserved quantities. The sensitivity patterns often show basin-mode type struc-
ture or concentration along the coastal boundaries, where the latter serve as an efficient
communicator for signals via wave physics. For instance, Chapter 4 identified the eastern
boundary of the North Atlantic and the coasts of Iceland and Greenland as important
pathways and wave guides for both observed and unobserved quantities in the subpo-
lar North Atlantic (cf. Fig. 6.4). Shared dynamical pathways and mechanisms imply
that observations have (proxy) potential to inform remote and unobserved (or unobserv-
able) QoIs, upstream or downstream from the observations. The detailed mathematical
framework underlying this fact was established in this thesis.

Sensitivity information used in a more comprehensive way Acknowledging that observations
capture information about unobserved or unobservable remote QoIs, extends a previously
used method for adjoint-based observing system design. The previously used method
(“Level 1” in Table 1.1 of Section 1.3.3) also uses linearized (adjoint-derived) sensitivi-
ties, however only computed for the unobserved QoIs. The method then suggests that
instruments are most important at locations where the unobserved QoIs show high sen-
sitivity, following the motto “high sensitivity informs high priority” [e.g., Marotzke et al.,
1999; Heimbach et al., 2011]. In contrast, the novel approach via Hessian-based uncer-
tainty quantification (“Level 3” in Table 1.1 of Section 1.3.3) that was presented in this
thesis, suggests that observing systems could potentially be designed more efficiently
if the instruments are arranged in such a way that important dynamical adjustment
mechanisms are reliably captured. That is, the novel approach exploits that high sensi-
tivity regions for the unobserved QoIs might be characteristics of dynamical adjustment
mechanisms which also influence remotely or locally placed, existing or future, ocean ob-
servations. Consequently, some of the desired information about the QoI will already be
captured by existing observations, which is ignored by the previously used method. The
already captured information by existing observations can be formally assessed within
the mathematical framework, taking into account data redundancy (see Chapter 3).
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Target metrics In addition to the adjustment physics that is shared by many observations
and unobserved QoIs, each QoI exhibits characteristics that are unique to the QoI, e.g.,
sensitivity to local processes. Therefore, the efficiency of observing systems will depend
on the targeted climate QoIs. There is an ongoing discussion on which are the most
important, and potentially most predictable, climate-relevant metrics to be targeted
[e.g., Pohlmann et al., 2009; Branstator and Teng, 2014]. To list some of the prominent
candidates, target metrics could be meridional or regional transports of heat, freshwater,
or other properties, sea surface temperatures, heat or freshwater content, heat/freshwater
exchange with the atmosphere, or sea level. The presented framework in this thesis offers
a dynamics-based approach to quantifying the degree to which these target metrics can
be informed by existing and future observing systems. Further investigation is required
to identify combinations of efficient observing systems and target metrics. Integrated
quantities, such as ocean heat content, might have a larger prediction potential than
transport metrics because they are not sensitive to large transport anomalies driven by
the instantaneous wind field (cf. Fig. 6.8(b)). Argo floats, drifting through the upper
2000m of the ocean, could provide constraints on local air-sea heat fluxes that influence
ocean heat content - a constraint, which mooring arrays, such as OSNAP, cannot provide
in isolation (see Chapter 4).

Noise masking matters The results in Chapters 3 and 4 highlight that the effectiveness
of observing systems is not only determined by the degree to which they capture ad-
justment physics of unobserved QoIs. A second important factor is to what degree the
information about shared adjustment physics is masked by noise. In Chapter 4, it was
found that, despite the vicinity of the two chosen QoIs to the OSNAP-East section and
despite higher OSNAP-East hypothetical proxy potentials, the remote OSNAP-West ob-
servations are more effective in informing the QoIs. The recent study by Lozier et al.
[2019] suggests a more important role of OSNAP-East compared to OSNAP-West, due
to OSNAP-West’s minor role for setting strength and variability of the OSNAP overturn-
ing during the first 21 months of the OSNAP record. However, the results of Chapter 4
suggest that the much higher quality-to-relevance ratio of the OSNAP-West data leads
to an (overall) much stronger constraint by OSNAP-West than OSNAP-East data. The
stronger constraint by OSNAP-West can have wide-reaching implications - for climate
signals away from OSNAP-West, for instance in the Nordic Seas. These results highlight
that the combination of the two following questions is important: “What is your target
metric?” and “Where to observe in order to detect the least noise-masked signals?”.

6.3.2 Are state estimation frameworks ready for formal observing system design?

Prior uncertainties: “Lost in optimization”?

Fig. 6.9 shows the model heat transport across OSNAP-East (MHTOSNAP-E) in the EC-
COv4 solution from 1992 to 2011. The associated green, orange, and yellow error bars
represent two standard deviations of uncertainty for the respective monthly mean (green
and orange) and 5-year-mean (yellow) prior estimates for MHTOSNAP-E within the EC-
COv4r3 framework, i.e., the estimates before adding any data constraints. The prior
uncertainties are computed by projecting the ECCOv4r3 prior uncertainties from all
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Figure 6.9: Prior ECCOv4r3 uncertainties examined through the lens of the induced prior
uncertainties for heat transport across OSNAP-East (MHTOSNAP-E). The purple line
shows the ECCOv4 solution for MHTOSNAP-E from 1992 to 2011. The associated green,
orange, and yellow error bars represent two standard deviations ±2σprior of uncertainty
for the respective monthly mean (green and orange) and 5-year-mean (yellow) prior
estimates for MHTOSNAP-E within the ECCOv4r3 framework, i.e., the estimates before
adding any data constraints. The prior uncertainties are computed by projecting the
ECCOv4r3 prior uncertainties from all ECCOv4r3 control variables (but without Weaver
and Courtier [2001] smoothing) onto MHTOSNAP-E for the respective time intervals (via
(4.7) in Section 4.2.4).
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ECCOv4r3 control variables (but without Weaver and Courtier [2001] smoothing1) onto
MHTOSNAP-E for the respective time intervals (via (4.7) in Section 4.2.4). Examining the
ECCOv4r3 choice of the prior uncertainties for the control variables through the lens of
the induced prior uncertainties for MHTOSNAP-E in Fig. 6.9, leaves the impression that
the reported ECCOv4r3 prior uncertainties (in the form of weights for the control vari-
ables) are unrealistically small. In an inverse modeling framework, the specified prior
uncertainties for the control variables reflect ranges within which the control variables
are to be adjusted. The small reported ECCOv4r3 prior uncertainties stand in contra-
diction to large adjustments to the control variables, and a subsequent large adjustment
of the MHTOSNAP-E estimate, when data constraints are included (personal communi-
cation with An Nguyen).

I suggest that the reason for this contradiction is that, in practical ocean state es-
timation, one often starts with adjustments from - not necessarily documented - pre-
optimization steps. For instance, ECCOv4 performs pre-optimization of initial condi-
tions and parameter fields (see the discussion in Section 4.4). Pre-optimization steps
entail that effective adjustments of control variables are of much bigger amplitude than
the reported prior uncertainties. In particular, the ECCOv4r3 prior standard deviations
for initial conditions and parameter fields may be reported too small, due to the EC-
COv4 pre-optimization step. This is supported by the short green error bar in Fig. 6.9,
which - reflecting prior uncertainty in the initial month of the state estimate - should be
much larger due to effectively larger prior uncertainty in initial conditions. To conclude,
it is not always straight-forward to accurately translate weights from the regularization
term in the ECCOv4 (or any other state estimate) optimization problem to covariance
matrices in the probabilistic inverse problem. Uncertainties might get “lost in (pre-) op-
timization”. Within the Hessian-based observing system design framework presented in
this thesis, unrealistically small chosen (or reported) prior uncertainties imply that ob-
servations are generally deemed less relevant than they should be, which is reflected in
small prior-to-noise ratios, cf. Figs. 6.5 and 6.6. Erroneous prior uncertainties lead there-
fore to flaws when assessing observing systems and proxy potential (see Section 6.2.3).
The issue of inaccurately specified (or reported) prior uncertainties has to be resolved be-
fore state estimation frameworks can become practical tools for observing system design.

An important part of ocean state estimation, as well as an accompanying uncertainty
quantification, is to gain an understanding of how “good” the choice of the prior and
observational uncertainties within the inverse modeling framework actually was. Finding
the “right” uncertainties is therefore part of the science problem. This problem was
addressed in Chapter 4 by scaling the noise and prior covariances matrices by constant
factors, reflecting the assumptions of smaller/larger OSNAP observational uncertainties
and/or smaller/larger prior control variable uncertainties. Introducing the scaling factors
was a first approach to investigating the question “How do ECCOv4r3 prior control
variable uncertainties have to be changed so that model prior uncertainties are larger
than OSNAP data uncertainties?”, or, the related question: “How accurate does OSNAP

1 Including Weaver and Courtier [2001] smoothing, as in ECCOv4, leads to even smaller respective
prior uncertainties than the green, orange, and yellow error bars in Fig. 6.9. The loss of uncertainty is
due to the large smearing effect of Weaver and Courtier [2001] smoothing on wind stress sensitivities,
as will be discussed below.
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data have to be to exceed prior information in the model?”. The answer is provided by
Fig. 6.5. A further future direction will be to question the assumption that all control
variables follow a Gaussian prior distribution. The ECCOv4 parameter control fields,
such as diapycnal diffusivity, can vary over several orders of magnitude, with according
uncertainties, and modeling them as lognormals might be beneficial. Lognormals may
also be a better choice for some of the remaining contol variables, e.g., for positive
variables [Bocquet et al., 2010], such as precipitation, downwelling radiation, and specific
humidity.

Smoothing

The diffusion operator approach of Weaver and Courtier [2001] (WC01) is a widely em-
ployed technique in ocean state estimation and data assimilation, used to model prior
error covariance matrices [e.g., Moore et al., 2011a; Forget et al., 2015]. The applica-
tion of the WC01 diffusion (or “smoothing”) operator to a diagonal prior error covariance
matrix introduces prior cross-correlations between control variables that represent close-
by grid points in the same field. In practice, employing WC01 smoothing implies that
throughout the optimization process, control variables cannot be corrected at spatial
scales smaller than the used WC01 diffusion scale. For instance, in ECCOv4 the WC01
diffusion scale is set to 3 times the grid scale of the underlying GCM [Forget et al., 2015].
Therefore, due to WC01 smoothing, observations can only inform control variable adjust-
ments (e.g., adjustments of the atmospheric forcing fields) that are of larger scale than
the scales that are potentially informable by the observations, leading to a potential “in-
formation loss”. A potential information loss is supported by the results in Appendix C,
where information loss is caused by WC01-induced “smearing” of the constraints on wind
stress forcing. This WC01-induced smearing effect is visible in Figs. 6.10(a) vs. (b).

In particular, it is found in Appendix C that the WC01-induced information loss
on thermal forcing constraints is much less pronounced than the information loss on
wind stress constraints, due to the fact that wind sensitivities are generally character-
ized by smaller-scale features than thermal sensitivities. The dissimilar effect of WC01
smoothing on thermal vs. wind sensitivities is found to have a significant impact on the
assessment of observing systems and proxy potential within the framework presented
in Chapters 3 and 4 (see Figs. C.1 and C.2 in Appendix C). It is suggested that the
method of applying WC01 smoothing to thermal forcing fields and wind stress fields
alike, with the same diffusion scales, may have to be revisited. This is supported by
the spectral analysis performed in Appendix D, which shows that wind stress fields in
reanalyses products are characterized by features of much smaller scales than thermal
forcing fields.

Effect of computational simplifications

Hessian-based uncertainty quantification as a tool for dynamics-based ocean observing
system design is a computationally demanding undertaking, due to the high-dimensional
control space - a characteristic of oceanographic state estimation frameworks - comprised
of about O(106)−O(108) control variables. Several previous studies have overcome the
challenge of computing the high-dimensional Hessian matrix (whose dimension is the
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Figure 6.10: Information on meridional wind stress captured by the OSNAP-East ob-
serving system, expressed via v1|τy , the τy-subspace of the eigenvector v1 (cf. row A in
Table 6.3). (a),(b),(c) show v1|τy , as computed for different choices of the control space.
(a),(b) use the full ECCOv4r3 control space, but (a) without and (b) with Weaver and
Courtier [2001] (WC01) smoothing. (c) uses an a-priori-reduced control space via the
’large region approach’, where the large regions are defined according to the color cod-
ing in (d). (a) vs. (b): WC01 smoothing in (b) has a smearing effect on the sensitivity
information from (a), potentially leading to information loss. (a) vs. (c): The patterns
in (c) are the sensitivities from (a), but averaged over the large regions that are defined
by the color coding in (d).
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number of control variables squared) via two simplifications:

(a) A-priori-reductions of the control space, for instance via the ‘large region approach’.

(b) Omitting the computation of the off-diagonal terms of the Hessian.

The insights gained in this thesis elucidate that either of these two computational sim-
plifications may lead to serious flaws in the assessments of observing systems and proxy
potential.

(a) A-priori-reductions: In the ‘large region approach’, control variables are adjusted uni-
formly over large regions, rather than on a grid point basis of the underlying GCM
[Kaminski and Rayner, 2008; Kaminski et al., 2015, 2018]. For instance, for an Arctic
sea-ice prediction study, Kaminski et al. [2015, 2018] use the ‘large region approach’ to
reduce the control space of their ocean-sea-ice model to only about 150 control variables,
which makes it feasible to explicitly compute the full Hessian (1502 entries). Fig. 6.10
elucidates the potential effects of the ‘large region approach’, if not used carefully. Both
Figs. 6.10(a) and (c) show the information captured by the OSNAP-East observing sys-
tem, expressed via the eigenvector v1 of the misfit Hessian (cf. row A in Table 6.3).
Fig. 6.10(a), a replot of Fig. 6.4(a), shows (the τy-subspace of) v1 as computed in Chap-
ter 4, which used the ECCOv4r3 control space at its full spatial resolution. In contrast,
Fig. 6.10(c) is (the τy-subspace of) v1 computed via the ‘large region approach’, if the
regions were defined according to the color coding in Fig. 6.10(d): sensitivities (aka infor-
mation potential) get spatially averaged over these large regions. For instance, sensitivity
concentrated along the eastern boundary of the Atlantic, visible in Fig. 6.10(a), would
get distributed basin-wide over the North Atlantic in Fig. 6.10(c). The concentration
of sensitivity along the boundaries in Fig. 6.10(a) is as a result of the coastal bound-
aries being a key pathway for signals that are observed by OSNAP-East (see Sections 6.1
and 6.2). Fig. 6.10 clarifies that, while this dynamical pathway is captured by a “high-
resolution” control space, it may not be resolved when using the ‘large region approach’
- even if the underlying GCM is of high resolution. Unresolved dynamical pathways and
mechanisms for observed and unobserved QoIs lead to errors when assessing observing
systems and proxy potential (see Section 6.2).

Appendix D explores an alternative to the ‘large region approach’ for a-priori-
reductions of the control space. It is investigated whether a truncated series of spherical
harmonics could provide a useful basis for atmospheric adjustment in ocean state estima-
tion. While this question needs further investigation, first insights suggest that a series
of spherical harmonic basis functions, truncated at relatively low wavenumbers, may be
an option for the adjustment of some of the thermal forcing fields. Given this fact can be
confirmed by a more thorough analysis, computational and storage requirements could
be reduced for high-resolution ocean state estimates, either by implementing spherical
harmonic basis functions or performing atmospheric adjustment on a lower-resolution
grid by means of multi-scale adjoints. It should also be explored whether other (e.g.,
physics-informed) decompositions serve as a useful and efficient low-rank basis.

(b) Skipping the off-diagonal terms: The black curves in Fig. 6.11, equal to the black curves
in Fig. 6.6, show the relative uncertainty reduction (aka effective proxy potential) in the
two QoIs studied in Chapter 4 by the combined OSNAP observing system. These black
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Figure 6.11: Relative uncertainty reduction, ∆̃σ2, for the unobserved QoIs Nordic Seas
heat content (OHCNS, dashed curves) and volume transport across the Iceland-Scotland
ridge (TIS, solid curves) by the combined OSNAP observing system, cf. Fig. 6.6. The
black curves show ∆̃σ2 when taking into account the full information captured by OS-
NAP, encoded in diagonal and off-diagonal terms of the misfit Hessian, and coincide
with the ones shown in Fig. 6.6. The green curves show ∆̃σ2, computed from only the
diagonal terms of the misfit Hessian.
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Figure 6.12: Relative variance reduction in the control fields of (a) shortwave downward
radiation and (b) meridional wind stress, computed from the diagonal terms in the misfit
Hessian, under the assumption of noise-free OSNAP observations. Note the logarithmic
scale.
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curves show the result of taking into account the full information captured by the ob-
servations, encoded in diagonal and off-diagonal terms of the misfit Hessian (cf. row A
in Table 6.3). In contrast, the green curves in Fig. 6.11 show the uncertainty reduction
in the same QoIs by the same observing system, but computed from only the diagonal
terms of the misfit Hessian. If only the diagonal terms are taken into account, uncer-
tainty in the QoIs gets reduced by only less than 1%, even for the hypothetical case of
noise-free observations (green curves at r2 = 0, indicated by the yellow vertical line in
Fig. 6.11). In other words, the diagonal terms in the misfit Hessian do essentially not
contribute to uncertainty reduction and proxy potential, whereas the largest part of the
information contained in the observations is captured by the off-diagonal terms. This re-
sult is consistent with the findings by Kalmikov and Heimbach [2014, 2018], who identify
the Hessian diagonal terms to be the major player for uncertainty reduction in Drake
Passage transport by satellite altimetry data. Physically speaking, off-diagonal entries
in the misfit Hessian reflect dynamical coupling between different physical variables as
well as spatio-temporal dynamical teleconnections within the same physical field. The
dynamical coupling and teleconnections, visible in the off-diagonal terms, are introduced
by adding information on ocean dynamical principles to the observations, achieved by
the data-model synthesis within an ocean state estimate.

Neglecting off-diagonal terms in the misfit Hessian corresponds to analyzing variance
(rather than the full covariance) reduction in the control variables. Relative variance
reduction in the control fields of shortwave downward radiation and meridional wind
stress is shown in Fig. 6.12. Consistent with the negligible relative uncertainty reduction
in the QoIs achieved by the diagonal entries in Fig. 6.11, relative variance reduction in
Fig. 6.12 exceeds 1% only for few control variables, namely merdional wind stress in a few
surface grid cells between Greenland and Iceland (Fig. 6.12(b)). Comparing the maps in
Fig. 6.12 to the eigenvectors of the misfit Hessian corresponding to the combined OSNAP
observing system, clarifies that variance reduction is achieved whereever sensitivity of the
observed quantities is detectable. However variance reduction neglects information on
the spatial distribution of positive vs. negative sensitivities - information that is closely
linked to dynamical mechanisms and teleconnections among the control variables.

It is noted that analyzing only the diagonal terms of the Hessian, while ignoring its
off-diagonal terms, is a commonly used method for observing system design2 in many
fields of applications, e.g., used for parameter estimation in porous medium flow prob-
lems, magnetotelluric methods, and image processing [e.g., Haber et al., 2011, Alexande-
rian et al., 2016], but has also been suggested for regional ocean state estimation [Moore
et al., 2012, 2011b]. As suggested by Figs. 6.11 and 6.12, assessing variance reduction
only, while neglecting all off-diagonal entries of the Hessian, can potentially be an ex-
tremely poor approximation for ocean state estimation problems. These facts pose the
question what distinguishes ocean state estimation from state and parameter estima-
tion in other fields of applications. One reason could be that in ocean state estimation,
ocean observations show sensitivity to a wide range of control variables, spread through-
out space, time, and across different physical control variables. This spreading is due
to ocean dynamical coupling as well as the facts that ocean state estimation is a time-
dependent problem and makes adjustments to various control fields that have a similar

2 Targeting the minimization of the trace of the posterior covariance matrix (i.e., the inverse Hessian)
is an alternative to targeting the minimization of uncertainty in a QoI (often referred to as A-optimality
vs. C-optimality in Bayesian Experimental Design, see Chaloner and Verdinelli [1995]).
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effect on observations (e.g., downward longwave radiation, downward shortwave radi-
ation and air temperature). In other applications, the observation operator, i.e., the
dependency of observations on all control variables in the model (denoted by f(x) in
Chapters 3 and 4), might be more direct, causing the sensitivities of observations to be
more localized within the control space. An example for a potentially more direct ob-
servation operator may be the one studied by Isaac et al. [2015]: in a time-independent
problem, the basal sliding for the Antarctic ice-sheet - a single control parameter field -
is informed by satellite measurements of surface ice flow velocity.

Way forward: Low-rank approximations The examples in Figs. 6.10, 6.11, and 6.12 suggest
that the computational simplifications (a) and (b) do not seem to be a favorable ap-
proach in general, as they run the risk of substantially degrading the assessment of
observing systems and proxy potential. Therefore, the computational challenge posed
by high-dimensional control spaces may require a different solution strategy. Although
the dimension of the control space is formally of tremendous order, one can suspect that
only a low-dimensional subspace is “active” or “effective”, even if millions of observa-
tions are included in the ocean state estimate - or any other geophysical inverse problem
[Constantine, 2015; Bui-Thanh et al., 2012]. To find this active subspace, the correct
approach seems to “let the data speak through the lens of the model”, rather than mak-
ing subjective a-priori decisions via approach (a). The data-informed approach is put
into practice via low-rank approximations of the misfit Hessian, constructed by finding
the misfit Hessian’s leading eigenvectors and eigenvalues, which characterize the compo-
nents of the control space that are best determined by the data [e.g., Flath et al., 2011;
Bui-Thanh et al., 2012; Isaac et al., 2015]. The leading eigenvectors and eigenvalues of
the misfit Hessian are the components that matter the most in the assessment of ob-
serving systems and proxy potential. The leading eigenvectors can be further used for
an a-posteriori-reduction of the control space, a common tool for data-informed model
reduction [e.g., Bashir et al., 2008; Lieberman et al., 2013]. Low-rank approximations
of the misfit Hessian can be achieved via Lanczos or randomized methods. Kalmikov
and Heimbach [2014, 2018] have already employed Lanczos methods within a simplified
version of the ECCO framework, using a control space with O(105) variables, over a
3-month time window. For a tractable extension to the full ECCO control space and
over climate-relevant time windows, it will be worth investigating the applicability of the
‘incremental 4D-Var’ algorithm [Courtier et al., 1994; Trémolet, 2007]. As part of the
(lower-resolution) inner loop quadratic minimization problem, the ‘incremental 4D-Var’
algorithm computes the leading eigenvectors and eigenvalues of the Hessian, evaluated at
the current estimation point of the outer loop, via a Lanczos process. ‘Incremental 4D-
Var’ is for instance implemented within the ROMS (Regional Ocean Modeling System;
Moore et al., 2011a) and the ECMWF (European Centre for Medium-Range Weather
Forecasts; Rabier et al., 2000; Mahfouf and Rabier, 2000; Klinker et al., 2000; Trémolet,
2007] data assmilation systems, albeit in both frameworks for shorter time windows. In
the computational sciences, low-rank approximations via Lanczos or randomized SVD
methods are a rapidly growing research topic [e.g., Flath et al., 2011; Bui-Thanh et al.,
2012; Isaac et al., 2015]. Research and applications in the coming years will shed more
light on the feasibility of using low-rank approximations for oceanographic inverse prob-
lems.
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Chapter 7

Conclusions

The main conclusions of this thesis are:

• The controlling mechanisms of variability in the subpolar North Atlantic and the
Nordic Seas are a function of the timescale (Chapter 2).

• Anomalies in wind and surface buoyancy forcing generate seasonal to interannual
variability in Nordic Seas heat content and in heat transport across the recently
installed OSNAP-West and OSNAP-East transects. Both local and remote atmo-
spheric forcing anomalies are important (Chapters 2 and 4).

• Surface heat flux anomalies influence hydrographic and transport quantities most
efficiently when they occur locally (Chapters 2 and 4). For instance:

– Nordic Seas heat content is highly sensitive to local air-sea heat fluxes.

– Due to SST damping, advection of heat flux-driven temperature anomalies
across the OSNAP transects shows a strong response in the OSNAP heat
transports only if the heat flux anomalies occur in the vicinity of the array.

• Remote wind anomalies can impact Nordic Seas heat content and the OSNAP
transports more efficiently than remote buoyancy flux anomalies. Pressure anoma-
lies, forced by remote near-coastal wind perturbations, are communicated via
coastally-trapped waves to the Nordic Seas and the OSNAP sections (Chapters 2
and 4).

• Wind stress curl anomalies along the main flow line of strong currents impact
downstream hydrographic and transport metrics, via shifts in the current path.
For instance, positive wind stress curl anomalies along the North Atlantic Current
increase Nordic Seas heat content on advective timescales (Chapter 2).

• Even though Nordic Seas heat content and volume transport across the Iceland-
Scotland ridge are closely linked quantities, they show surprising differences in
their sensitivity to remote external forcing, due to different “residence capacities”
of the quantities. For instance, volume transport rapidly loses its memory to
remote wind-driven pressure anomalies that are communicated across the Iceland-
Scotland ridge via coastally-trapped waves. In contrast, temperature anomalies
carried across the ridge by this mechanism are “stored in memory” of Nordic Seas
heat content (Chapter 2).
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• The eastern boundary of the North Atlantic and the coasts of Iceland and Green-
land are important pathways for communicating wind-driven pressure anomalies
around the entire subpolar North Atlantic and the Nordic Seas. Consequently, the
OSNAP observing array shares many dynamical pathways and mechanisms with
quantities of interest (QoIs) that are remote from the array. The OSNAP array
has therefore potential to inform these unobserved - or unobservable - QoIs, for in-
stance ocean heat content in the Nordic Seas (Chapter 4) or close to Greenland’s
margins (Chapter 8). Hessian-based Uncertainty Quantification (UQ) within ocean
state estimation frameworks serves as a mathematically rigorous tool to assess this
potential (Chapter 3).

• In addition to the adjustment physics that is shared by the OSNAP observations
and remote, unobserved QoIs, each QoI exhibits important, unique sensitivity pat-
terns. For instance, Nordic Seas heat content shows strong sensitivity to local
air-sea heat fluxes - processes that are not captured by the OSNAP observations
(Chapter 4). Argo floats, however, could provide these constraints, when com-
bined with the OSNAP observations. UQ provides the mathematical framework
to quantify data redundancy and complementarity of multiple observing systems,
for instance the OSNAP mooring array and Argo profiling floats.

• The effectiveness of an observing system is determined by how well it captures
climate-relevant signals and important dynamical adjustment mechanisms. The
captured signals are characterized by the Hessian eigenvectors. A second important
factor, however, is how strongly the monitored signals are masked by noise. This
is quantitied by the Hessian eigenvalues (Chapter 3).

• Heat transport measurements across OSNAP-West impose a much stronger con-
straint on the overall ocean state estimated by ECCO version 4 than heat transport
measurements across OSNAP-East, largely due to smaller OSNAP-West data un-
certainties. As a result, even transport and hydrographic quantities in the Nordic
Seas are constrained more efficiently by OSNAP-West than OSNAP-East observa-
tions, despite their vicinity to the OSNAP-East section (Chapter 4).

• The effectiveness of an observing system depends on the targeted climate QoIs.

• UQ within ocean state estimation may be a valuable tool for building and sustain-
ing a cost-effective, long-term Atlantic observing system - while maximizing the
information extracted from the observations. Novel aspects of the tool are: it

– is fundamentally dynamics-based, making use of physical relationships in a
general circulation model;

– is favorable for climate monitoring because the dynamical relationships and
budgets are respected and treated consistently over long timescales;

– can assess data redundancy and complementarity in the context of other ob-
servations;

– can identify the constraints of observing systems on climate signals and QoIs
that are unobservable or unobserved, remote from the observations.
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• Assumptions on prior information and data uncertainties are crucial ingredients of
ocean state estimation, made explicit through the specification of error covariance
matrices. Making accurate assumptions and modeling prior information appropri-
ately is a prerequisite for state estimation frameworks to become practical tools
for observing system design (Chapter 4).

• Improving the exactness and completeness of the adjoint would be a valuable
advancement toward dynamics-based ocean observing system design on climate-
relevant timescales (Chapter 5).

• Thermal atmospheric forcing fields are characterized by a large-scale spatial struc-
ture, while wind stress fields show spatial variability on very small scales (Ap-
pendix D). This suggests that computational and storage requirements for ocean
state estimation may be reduced by adjusting the thermal atmospheric control
variables on coarser grids than currently performed.
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Chapter 8

Future Work and Applications

This chapter suggests avenues for future work and presents first results for two further
applications. Section 8.1 explores whether remote ocean observing systems, such as the
OSNAP array, can constrain subsurface temperature at Greenland’s margins. The second
application is to use adjoint models for learning more about past climates. Section 8.2
presents dynamical mechanisms that may have contributed to observed past climate
variability at marine sediment core locations. Moreover, it is investigated how good/poor
the constraints of proxy data on past ocean circulation are.

8.1 Subsurface ocean temperature at Greenland’s margins

8.1.1 Impact of warm ocean waters on Greenland melt

The interaction of warm subpolar North Atlantic ocean waters with Greenland’s marine-
terminating glaciers has been suggested as a dominant trigger for the glaciers’ recent re-
treat and acceleration, through increased submarine melting (see Fig. 1.2 in Section 1.1.3
and Holland et al., 2008; Straneo et al., 2010, 2012; Vieli and Nick, 2011; Joughin et al.,
2012; Straneo and Heimbach, 2013; Rainsley et al., 2018]. Helheim Glacier and Jakob-
shavn Isbræ are two examples of marine-terminating glaciers in Greenland that have
gained much attention recently, as they have undergone rapid changes since the 1990s
[e.g., Straneo et al., 2010; Holland et al., 2008].

Helheim Glacier is a major outlet of the ice sheet in southeast Greenland, marked by
the yellow circle in Fig. 8.1(a). The glacier terminates in Sermilik Fjord, which connects
Helheim Glacier with the Irminger Sea. In the early 2000s, the terminus of Helheim
Glacier retreated about 8 km and its flow speed almost doubled [Howat et al., 2007;
Stearns and Hamilton, 2007]. Jakobshavn Isbræ is a marine-terminating glacier located
on Greenland’s west coast, marked by the yellow circle in Fig. 8.2(a). It drains 6.5% of
the Greenland Ice Sheet [Joughin et al., 2004] into the Ilulissat Icefjord, which connects
Jakobshavn Isbræ with Disko Bay. Warm waters carried by the Irminger Current can
reach the glacial fjords of Helheim Glacier and Jakobshavn Isbræ at subsurface, and hence
the two glaciers, after crossing the continental shelf (cf. Figs. 1.1 and 1.2 in Section 1.1).
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8.1.2 Dynamical proxy potential of remote ocean observing arrays

It is logistically challenging to directly measure oceanic heat transport to the ice mar-
gin in Greenland’s glacial fjords. However, existing remote ocean observing systems
may constrain - and be able to reveal - subsurface temperature at Greenland’s mar-
gins effectively because large-scale ocean dynamics are responsible for the delivery of
warm subsurface waters to Greenland’s ice front. The constraints - or proxy poten-
tial - of remote observing systems on subsurface temperature close to Greenland, based
on dynamical principles, can be assessed by the approach described in this thesis (as
summarized in Section 6.2). This approach uses an ocean state estimation framework as
a dynamical interpolator from observed ocean quantities to unobserved ocean quantities.

In the following, OSNAP’s dynamical proxy potential for unobserved subsurface tem-
perature close to Helheim Glacier (subTHG) and Jakobshavn Isbræ (subTJI) is assessed
and first results are presented. Here, the same framework as in Chapter 4 is employed,
which assesses proxy potential of the long-term (5-year) mean of OSNAP heat transport
for the long-term (5-year) mean of the unobserved quantities, within the ECCOv4r3
ocean state estimation framework [Forget et al., 2015; Fukumori et al., 2017]. For more
details, the reader is referred to Section 4.2.

Helheim Glacier

Subsurface temperature close to Helheim glacier (subTHG) is defined as the mean tem-
perature averaged (i) over the horizontal area delineated by the yellow-black contour in
Fig. 8.1(a) and (ii) a depth range of 150-590m. Focusing on temperature below 150m is
motivated by the fact that, close to the Greenlandic coast, warm Atlantic waters flow be-
low a layer of cold and fresh waters of Arctic origin, where the latter occupies the upper
∼ 150 m of the water colum (based on evidence from observations [Straneo et al., 2011,
2012] and the ECCOv4 state estimate [Forget et al., 2015]). The lower bound of the
depth range is set based on the depth of Sermilik Fjord, which is estimated as 600-900m
deep [Schjøth et al., 2012]. The red-blue color shading in Fig. 8.1(a) shows the lin-
earized sensitivity of the 5-year mean of subTHG to the (spatially varying) 5-year mean
of meridional wind stress, where the sensitivities are prior-weighted and normalized as
explained in Section 4.3. Red (blue) colors indicate that an increase in northward wind
stress would lead to a subsequent increase (decrease) in subTHG. Positve-negative sen-
sitivity dipoles straddle the main flow lines of the near-surface currents (green arrows),
indicating that a change in wind stress over these currents can efficiently modulate the
subpolar North Atlantic current system, which subsequently impacts subTHG.

The remotely driven dynamical mechanisms that impact subTHG (e.g., driven by
wind stress anomalies throughout the subpolar North Atlantic, as visible in Fig. 8.1(a))
have potential to be informed by remote observations, if the observations are affected
by similar dynamical mechanisms and pathways as subTHG. Fig. 8.1(b) elucidates some
of the dynamical mechanisms and pathways that affect observed heat transport across
the OSNAP-East section (MHTOSNAP-E, as defined in Section 4.2.2; marked by the yel-
low section in Fig. 8.1(b)). The red-blue shading in Fig. 8.1(b) shows normalized and
prior-weighted sensitivity of MHTOSNAP-E to meridional wind stress. Red (blue) colors
indicate that an increase in northward wind stress would lead to a subsequent increase
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Figure 8.1: Normalized prior-weighted sensitivities of 5-year mean (a) unobserved subsur-
face ocean temperature (150-590m) close to Helheim Glacier (subTHG) and (b) observed
heat transport across the OSNAP-East section (MHTOSNAP-E), to 5-year mean merid-
ional wind stress, computed within ECCOv4. Red (blue) colors indicate that an increase
in northward wind stress would lead to a subsequent increase (decrease) in (a) subTHG

and (b) MHTOSNAP-E. In (a) and (b), sensitivity dipoles (red-blue shading) straddle
the main flow lines of the near-surface currents (solid and dashed green arrows). Those
surface currents that are strengthened by wind stress perturbations matching the sen-
sitivity distributions in (a) and (b) are shown as solid green arrows in the respective
maps. The yellow-black contour delinates the (a) horizontal area and (b) cross-sectional
OSNAP-East transect for the respective calculations of (a) mean temperature and (b)
heat transport.
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(decrease) in northward heat transport across OSNAP-East. As in Fig. 8.1(a), sensitiv-
ity of MHTOSNAP-E is concentrated along the major near-surface currents of the subpolar
North Atlantic, reflecting the impact of wind stress on the subpolar North Atlantic cur-
rent system, which, if shifted, can effectively alter heat transport across OSNAP-East.
Comparing the wind sensitivity maps in Figs. 8.1(a) and (b), one observes that most
of the signs of the sensitivity dipoles in (a) vs. (b) are flipped. Flipped signs are due
to the fact that subTHG can be increased efficiently by a wind-driven strengthening
of the Irminger current (indicated by the solid green arrows in Fig. 8.1(a)), whereas
MHTOSNAP-E is most efficiently increased by a wind-driven strengthening of the eastern
NAC branches (indicated by the solid green arrows in Fig. 8.1(b)). The Irminger Current
crosses the OSNAP-East transect several times but eventually flows southward around
the southern tip of Greenland, which strongly affects subTHG, but leads only to a small
net northward heat transport across OSNAP-East. In contrast, a relative strengthening
of the eastern NAC branches that flow into the Nordic Seas and Arctic, rather than a rela-
tive strengthening of the Irminger Current, leads to an efficient increase in MHTOSNAP-E.

The extremely similar structure of the sensitivity maps in Fig. 8.1(a) and (b) - of
consistently opposite sign - leads to a strong projection of the two maps. The excel-
lent projection implies that OSNAP-East has high proxy potential for subTHG, if three
further requirements are fullfilled:

1) OSNAP-East also captures dynamical mechanisms driven by other controls than
wind stress, e.g., mechanisms driven by surface heat fluxes.

2) No cancellation in information occurs, due to competing dynamical adjustments,
e.g., in response to thermally vs. wind-driven mechanisms (see Sections 4.3.4 and
4.4 for further explanations).

3) The masking by noise in the OSNAP observations is not too strong.

If requirement 3) is ignored, i.e., OSNAP observations are assumed to be noise-free, the
hypothetical proxy potential of the OSNAP array for subTHG is equal to 45% (measured
as relative uncertainty reduction, see Section 6.2). The missing 55% are mostly due to
lack of information on thermally driven mechanisms, i.e., requirement 1) is not satisfied.
Many of the thermally driven processes that affect Helheim Glacier are caused by sur-
face heat fluxes that occur locally or in the advective influence region of Helheim Glacier
(not shown). These are not unambiguously captured by the OSNAP array. Other ob-
servations, such as Argo profiling floats, may be able to constrain these thermally driven
processes to some degree, which is to be assessed in future work. It is noted that missing
information on thermally driven mechanisms means that thermally driven mechanisms
do not compete with wind-driven mechanisms in the information transfer from observed
MHTOSNAP-E to unobserved subTHG. Therefore, no information is cancelled, i.e., re-
quirement 2) is fullfilled.

Jakobshavn Isbræ

Subsurface temperature close to Jakobshavn Isbræ (subTJI) is defined as the mean tem-
perature averaged (i) over the horizontal area delineated by the yellow-black contour in
Fig. 8.2(a) and (ii) a depth range of 150-380m. The lower bound of the depth range is
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Figure 8.2: Normalized prior-weighted sensitivities of 5-year mean (a) unobserved sub-
surface ocean temperature (150-380m) close to Jakobshavn Isbræ (subTJI), (b) observed
heat transport across the OSNAP-West section (MHTOSNAP-W), and (c) observed heat
transport across the Davis Strait Array (MHTDavis), to 5-year mean meridional wind
stress, computed within ECCOv4. Red (blue) colors indicate that an increase in north-
ward wind stress would lead to a subsequent increase (decrease) in (a) subTJI, (b)
MHTOSNAP-W, and (c) MHTDavis. Those surface currents that are strengthened by wind
stress perturbations matching the sensitivity distributions in (a), (b), and (c) are shown
as solid green arrows in the respective maps. The yellow-black contour delinates the
(a) horizontal area, (b) OSNAP-East section, and (c) Davis Strait for the respective
calculations of (a) mean temperature and (b),(c) heat transport.
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chosen shallower than for Helheim Glacier because warm subsurface waters that enter
Ilulissat Icefjord must pass over a relatively shallow entrance sill, at depths between 150
and 450m [Schumann et al., 2012]. Fig. 8.2(a) shows the normalized and prior-weighted
sensitivity of the 5-year mean of subTJI to the 5-year mean of meridional wind stress.
Red (blue) colors indicate that an increase in northward wind stress would lead to a
subsequent increase (decrease) in subTJI. Compared to the spatially wide-spread wind
sensitivities of subTHG in Fig. 8.1(a), the wind sensitivities of subTJI in Fig. 8.2(a) are
concentrated in the Labrador Sea and Baffin Bay, close to Jakobshavn Isbræ. A wind
stress perturbation matching the sensitivity dipole between Baffin Island and the west
Greenlandic coast in Fig. 8.2(a) leads to a strengthening of the branch of the Irminger
Current that continues northward into Baffin Bay and toward Jakobshavn, branching
off the current that circles the Labrador Sea (solid arrow in Fig. 8.2(a)). The local
wind sensitivities of subTJI, contrasting the spatially wide-spread wind sensitivities of
subTHG, can be explained as follows: while Helheim Glacier lies right in the middle of
the subpolar North Atlantic current system, with the Irminger Current passing nearby,
Jakobshavn Isbræ is “tucked away” in Baffin Bay. Therefore, subTJI shows highest sensi-
tivity to wind-driven processes that cause warm Irminger waters to flow northward into
Baffin Bay (solid arrow in Fig. 8.2(a)), rather than recirculating around the Labrador
basin or ending up in the central Labrador Sea (dotted arrows in Fig. 8.2(a)).

The OSNAP-West transect extends from Labrador to the southwestern tip of Green-
land, shown by the yellow section in Fig. 8.2(b). Fig. 8.2(b) elucidates the wind-driven
dynamical mechanisms and pathways that can affect observed heat transport across the
OSNAP-West section (MHTOSNAP-W, as defined in Section 4.2.2). Fig. 8.2(b) shows
normalized and prior-weighted sensitivity of MHTOSNAP-W to meridional wind stress.
Red (blue) colors indicate that an increase in northward wind stress would lead to a
subsequent increase (decrease) in northward heat transport across OSNAP-West. Sim-
ilarly as for OSNAP-East (Fig. 8.1(b)), MHTOSNAP-W shows sensitivity to wind stress
spread across the entire subpolar North Atlantic surface system. Compared to OSNAP-
East (Fig. 8.1(b)), sensitivity has opposite sign, favoring wind stress directions that
strengthen the Irminger Current (solid green arrows in Fig. 8.2(b)), rather than the
eastern branches of the NAC (dotted arrows in Fig. 8.2(b)). Comparing the dynami-
cal mechanisms and pathways that impact MHTOSNAP-W (Fig. 8.2(b)) with those that
impact subTJI (Fig. 8.2(a)) elucidates that OSNAP-West can capture some of the ad-
justment physics for subTJI, but is “distracted” by too many other signals that are
triggered elsewhere: the hypothetical proxy potential for noise-free OSNAP observations
for subTJI computes to only 6%.

The Davis Strait Array is a sparse array of subsurface moorings [Curry et al., 2010],
which are placed across Davis Strait, marked by the yellow section in Fig. 8.2(c).
Fig. 8.2(c) shows normalized and prior-weighted sensitivity of heat transport across
Davis Strait (MHTDavis) to meridional wind stress. Red (blue) colors indicate that
an increase in northward wind stress would lead to a subsequent increase (decrease) in
northward heat transport across the Davis Strait. The similarity of the wind sensitiv-
ity maps in Figs. 8.2(a) and (c) demonstrates that subTJI and MHTDavis have shared
wind-driven adjustment physics. This leads to a strong projection of Figs. 8.2(a) and
(c) and 35% hypothetical proxy potential of observed MHTDavis for unobserved subTJI,
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unobserved subsurface temperature close to

observing system Helheim Glacier Jakobshavn Isbræ

OSNAP Array 45% 6%
Davis Strait Array <1% 35%

Table 8.1: Proxy potential of the OSNAP and Davis Strait Arrays for unobserved sub-
surface temperature at Greenland’s margins, in the hypothetical case of noise-free ob-
servations.

assuming noise-free observations. The missing 65% are due to differences in the adjust-
ment physics of subTJI and MHTDavis to other controlling forces, e.g., by surface heat
fluxes.

8.1.3 Outlook

The preliminary results for the dynamical proxy potential of the OSNAP and Davis
Strait Arrays for subsurface temperature close to Helheim Glacier and Jakobshavn Is-
bræ are summarized in Table 8.1. The values assume that both observing systems deliver
noise-free measurements of heat transport across the respective arrays. In reality, the ef-
fective proxy potentials will be smaller than the ones reported in Table 8.1, because the
information on shared dynamical mechanisms and pathways will be masked by noise.
Future work will account for noisy observations. Moreover, the study presented in this
section will be extended by: (i) assessing proxy potential for summer vs. winter subsur-
face temperature close to the glaciers, (ii) including the array observations at their full
spatio-temporal information, by taking into account instrument measurements from the
moorings, and (iii) employing ECCOv4 (or a regional spin-off) at a higher resolution, to
ensure better resolved dynamics close to the Greenlandic coast.

8.2 Dynamical proxy potential of paleoceanographic observations

8.2.1 Combining paleo proxy data with dynamical models

Paleoclimate archives provide information on the evolution of past climates and can im-
prove our understanding of the processes that underlie low-frequency variability in the
climate system. Furthermore, abrupt climate shifts in the past may provide analogs for
future climate change. Inference of past environmental conditions is complicated by the
fact that they can only be assessed on the basis of indirect proxy observations. The re-
lationship of proxy observations to physical variables is often tenuous, leading to large
uncertainties, and the observations are very sparse in space and time (see Section 1.1.4).

For paleoclimate reconstructions, model-data synthesis is promising since it permits
using dynamical principles to constrain interpretations of proxy observations, to quan-
tify the inferential power of proxy data, and to compute observable and unobservable
climate aspects. To this aim, many authors have undertaken efforts to combine mod-
els and data into paleoceanographic state estimates (see Huybers and Wunsch [2010]
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for a review). For instance LeGrand and Wunsch [1995], Huybers et al. [2007], Mar-
chal and Curry [2008], Gebbie and Huybers [2006, 2011a,b] use box inverse methods to
combine observational information with dynamical principles and generate estimates for
either water mass distributions or oceanic circulation and transports. By means of the
adjoint method, Winguth et al. [1999], Dail and Wunsch [2013], Kurahashi-Nakamura
et al. [2017], Amrhein et al. [2018] combine a full ocean GCM with paleocanographic
data from the Last Glacial Maximum (roughly 19,000 - 23,000 years ago), inverting for
a seasonally varying equilibrium solution. Such paleoceanographic state estimates use
the assumption that the utilized proxy data is representative of the annual or seasonal
mean from a single time-slice.

Adjoint-derived paleoceanographic state estimates, entailing a time-slice assumption,
cannot resolve abrupt climate changes, such as rapid transitions from cold Greenland
stadials to warm Greenland interstadials (see Section 1.1.4). However, adjoint models
may still be valuable to answer scientific questions in paleoceanography, as long as they
concern gradual, rather than sudden, very non-linear, changes. Note that the use of
adjoint models for paleoceanographic applications is limited by the fact that the linear-
ity assumption becomes less and less accurate over long timescales (Chapter 5). In this
section, two questions will be investigated by means of an adjoint model. Section 8.2.2
studies dynamical mechanisms that may have contributed to observed D-O variability
in the proxy records of various sediment cores, with a focus on MD99-2284 (light green
circle in Fig. 8.3) in the southern Norwegian Sea. Section 8.2.3 is an attempt to quantify
how efficient the constraints by proxy data from marine sediment cores on ocean state
estimates are. These constraints are compared to those by modern-day ocean observa-
tions.

8.2.2 Mechanisms contributing to D-O temperature variability

Marine core site MD99-2284

The marine sediment core MD99-2284 (light green circle in Fig. 8.3) is located in the
northward inflow of Atlantic waters into the southern Norwegian Sea. Based on proxy
records from this core, Dokken et al. [2013] and Sadatzki et al. [2019] suggest that the
abrupt warming of Greenland air temperature, i.e., the shifts from cold Greenland sta-
dials to warm Greenland interstadials during the last glacial (see Section 1.1.4), are
triggered by a sea-ice reduction in the Nordic Seas. The sea-ice break up, in turn, is
suggested to be preceded by a heat buildup below the sea-ice, driven by enhanced north-
ward heat transport of Atlantic waters into the Nordic Seas. However, the mechanism
that induced the enhanced northward heat transport is debated. Similarly, the mech-
anism that caused the steadily increasing sea-ice cover in the southern Norwegian Sea
during the latter half of the warm Greenland interstadials, as reconstructed by Sadatzki
et al. [2019], is unclear. The authors hypothesize that the driver is internal ocean dy-
namics, such as reduced northward advection of warm Atlantic waters or local surface
ocean freshening.

To explore origins and mechanisms that can drive variability in temperature - and
consequently sea-ice - at core site MD99-2284, adjoint sensitivities of SST in the model
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ODP-1060 ODP162-983 DSDP94-609 CH69-K09
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Figure 8.3: Map showing locations of the study sites (colored circles). The sites and the
associated names in the legend relate to marine sediment cores with SST proxy data from
marine isotope state 3 (29-60 kyr ago) during the last glacial, which shows a number of
abrupt climate change events (Section 1.1.4). The thick black dashed line delineates the
zero-line of the barotropic stream function. The thin black dashed and solid lines show
March and September sea-ice extent, respectively. The brown shading marks regions
with a March mixed layer depth greater than 1000m. Barotropic stream function, sea
ice extent and mixed layer depth are all computed for the modern reference simulation.
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(i)

(ii)

2 3 4 5 6 7 8 9 10 11 12 13
◦C

Figure 8.4: Seasonal cycle of temperature in the 500m upper ocean at core location
MD99-2284 (light green circle in Fig. 8.3) in the modern reference simulation. The 12
letters enumerate the 12 months January to December. For each month, the uppermost
depth level (0-5m) is the model grid cell with the warmest temperature throughout
the water column (indicated by the black crosses). The two depth ranges, marked on
the right, indicate the chosen depth levels for computing (i) surface and (ii) subsurface
temperature at site MD99-2284.



8.2 Dynamical proxy potential of paleoceanographic observations 225

grid cell nearest to MD99-2284 are presented. The sensitivities are computed around
the equilibrated modern reference simulation that was described in Section 2.2. This
equilibrated simulation exhibits no interannual variability, yet a seasonal cycle. As an
example, the seasonal cycle of the ocean temperature distribution throughout the upper
500m at core location MD99-2284 is shown in Fig. 8.4. In the modern reference simula-
tion, core location MD99-2284 shows the warmest temperature at the surface (indicated
by the black crosses), throughout the entire year. However, in the winter and spring
months, temperature is approximately uniform over the upper 200-300m of the water
column.

Figs. 8.5(a) and (b) show linearized sensitivities of SST (0-10m) at core location
MD99-2284 to local and remote surface buoyancy forcing. For sea-ice covered areas, the
flux is defined at the ice-ocean interface, below the sea-ice. The sensitivities in Fig. 8.5
are accumulated for forcing lead times up to 15 years. Mechanisms that operate on
longer timescales are not included in this presentation, due to the inaccuracy of the ad-
joint for longer time integrations (see Chapter 5). The sensitivities are prior-weighted
and smoothed, as described in Sections 4.2.4 and Appendix C. In Fig. 8.5, the prior
uncertainties for air-sea heat and freshwater fluxes are chosen equal to the constants
∆Qnet = 40 W/m2 and ∆(E-P-R) = 10−7 m/s. Spatially constant prior uncertainties
are a common choice in paleoceanographic state estimates [e.g., Dail and Wunsch, 2013,
Kurahashi-Nakamura et al., 2017, Amrhein et al., 2018], due to the lacking knowledge
of the statistics of air-sea fluxes.

SST at MD99-2284 shows localized sensitivity to surface heat flux (Fig. 8.5(a)), due
to the direct impact of air-sea heat fluxes on surface temperature. In contrast, sensitiv-
ity to surface freshwater flux emerges also remotely (Fig. 8.5(b)), throughout the entire
North Atlantic north of 40 ◦N, as well as in Baffin Bay, west of Greenland, and in Hudson
Bay. Positive sensitivities in the subpolar North Atlantic, Baffin Bay, and Hudson Bay
indicate that enhanced E-P-R (e.g., by less ice melt) in these regions will lead to higher
SST at MD99-2284 on the considered timescale (15 years). The sensitivity dipole across
the main flow line of the NAC indicates that freshwater flux can alter baroclinicity and,
by thermal wind balance, the associated sheared transport across the core of the sepa-
rated jet. A stronger Gulf Stream and NAC carries more warm waters to core location
MD99-2284. This highlights the possibility that melting ice-sheets may not only have
lowered temperature at MD99-2284 by inhibiting deep convection, but also by weaken-
ing the NAC.

A next step will be to investigate how the modern-day sensitivities presented in
Figs. 8.5(a),(b) change if they are instead computed for a glacial background state, e.g.,
when the Nordic Seas and a large portion of the North Atlantic are covered in sea-ice
(see Fig. 1.4(a)). Since the laws of ocean physics, i.e., equations of motions representing
basic conservation and constitutive laws, do not change over time and sensitivities in
Figs. 8.5(a),(b) are computed to fluxes at the ice-ocean interface (below the sea-ice),
glacial sensitivity patterns are expected to be similar as those for the modern ocean in
Figs. 8.5(a),(b). For instance, SST at MD99-2283 will still show strong local sensitivity
to surface heat flux (as in Fig. 8.5(a)) - even if surface heat fluxes might have come to
a halt if the core site was covered in sea-ice. Similarly, freshwater flux sensitivities are
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Figure 8.5: Linearized sensitivities of (a),(b) annual mean SST and (c),(d) winter (JFM)
subsurface temperature at core location MD99-2284 (black circle) to (a),(c) surface heat
flux Qnet and (b),(d) surface freshwater flux E-P-R. Positive sensitivity indicates that in-
creased (a),(c) heat loss to the atmosphere and (b),(d) freshwater removal causes higher
temperature at MD99-2284. Sensitivities are computed around a modern reference simu-
lation, accumulated for forcing lead times up to 15 years, prior-weighted, and smoothed.
The prior uncertainties (or weights) for the air-sea surface fluxes are chosen spatially
constant, equal to ∆Qnet = 40 W/m2 and ∆(E-P-R) = 10−7 m/s.
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(a) surface temperature (b) subsurface temperature
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Figure 8.6: Relative sensitivity of (a) annual mean surface (0-10m) and (b) winter
subsurface (150-380m) temperature at core location MD99-2284 to surface heat and
freshwater flux, integrated around the globe.

expected to show roughly the same pattern as in Fig. 8.5, with a sensitivity dipole along
the main flow line of the NAC. The center of the dipole, however, might be shifted,
depending on the position of the surface currents in past climates.

Surface vs. subsurface temperature proxies

Paleoceanographic SST reconstructions are commonly obtained from planktonic (near-
surface dwelling) foraminifera assemblages, via a transfer function approach [e.g.,
CLIMAP Project Members, 1976]. Transfer functions are trained on calibration data
sets of the same organisms in the modern ocean. Calibration techniques usually cor-
relate planktonic foraminifer counts to surface temperature. However, many species of
foraminifera can potentially live at subsurface, between 0 and 300m water depths, de-
pending on the species-specific environmental preferences and hydrographical conditions
[e.g., Table 3 in Staines-Urías et al., 2013]. For instance, Carstens et al. [1997] pro-
vide evidence that planktonic foraminifera in (modern) Arctic environments prefer the
subsurface Atlantic waters over low-salinity polar surface waters. Motivated by the un-
certainty in water depth which paleoceanographic temperature proxies are representative
of, the sensitivity analysis presented in Figs. 8.5(a),(b) is repeated for winter (JFM) sub-
surface (150-380m) temperature, at the same core location (MD99-2284). Here, winter
temperature, rather than annual mean temperature, is chosen because the winter mixed
layer depth at MD99-2284 concurs approximately with the lower bound of the stud-
ied subsurface range (380m), while the summer mixed layer depth is shallow (Fig. 8.4).
At the same time, some species of planktonic foraminifera are thought to reflect winter
(rather than annual mean) conditions [e.g., Waelbroeck et al., 2002]. The chosen depth
ranges for (i) surface and (ii) subsurface are marked in Fig. 8.4.

Figs. 8.5(c) and (d) show the sensitivity of subsurface temperature at core site MD99-
2284 to surface buoyancy fluxes. The emerging sensitivity patterns are very similar to
the respective ones for surface temperature in Figs. 8.5(a) and (b), since surface and sub-
surface tempeature are impacted by the same buoyancy-driven dynamical mechanisms
(as discussed above). However, sensitivities of surface vs. subsurface temperature show
large differences in amplitude. Subsurface temperature (Fig. 8.5(c)) is much less sen-
sitive to local air-sea heat fluxes than surface temperature (Fig. 8.5(a)), since only a
small fraction of air-sea heat fluxes entrain the subsurface. In contrast, sensitivity to
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freshwater flux is slightly higher for subsurface temperature (Fig. 8.5(d)) than for sur-
face temperature (Fig. 8.5(b)). This is explained by the fact that temperature changes,
induced by freshwater-driven circulation changes, are maintained more efficiently at sub-
surface, where they are isolated from the atmosphere, than at the surface, where SST
damping is at play.

The differences in the sensitivity amplitudes for surface vs. subsurface temperature,
identified in Fig. 8.5, is confirmed by Fig. 8.6. Fig. 8.6(a) shows the relative magnitudes of
the prior-weighted sensitivities in Figs. 8.5(a) and (b), when integrating them around the
globe (in the l2-norm, cf. equation 4.10). For the chosen weights, the relative sensitivity
of SST at MD99-2284 to surface heat flux is 56% (yellow bar in Fig. 8.6(a)). Solely local
heat flux sensitivities are responsible for this fraction (as visible in Fig. 8.5(a)), while
one would hope that proxy data at one study site provides information on larger-scale
climate forcings and states. The remaining 44% are due to freshwater flux around the
globe (purple bar in Fig. 8.6(a)). In contrast, if one integrates prior-weighted sensitivities
of subsurface temperature at MD99-2284 (Figs. 8.5(c),(d)) around the globe, the relative
sensitivity to surface heat fluxes is only 7% (yellow bar in Fig. 8.6(b)). As a result, the
relative sensitivity to freshwater flux increases to 93% (purple bar in Fig. 8.6(b)). To
conclude, subsurface temperature is overall more sensitive to remotely driven processes
than surface temperature. Remotely driven processes, in turn, may not only be of local,
but potentially of larger-scale climatic importance. Therefore, species of planktonic
foraminifera that are thought to reflect subsurface, rather than surface, conditions may
be more indicative of the large-scale, rather than local, climate in the past.

Freshwater flux sensitivity of core locations north vs. south of the ridge

In today’s climate, the regions that experience the largest variability in freshwater forcing
are the Arctic Ocean, the Greenland Sea, and parts of the supolar gyre (see Fig. A.2).
These are the regions that are characterized by high sea-ice variability. In a glacial
climate, the spatial extent and amplitude of freshwater forcing may have been very dif-
ferent, due to the presence of large continental ice-sheets and a more extensive sea-ice
cover, possibly expanding into the Nordic Seas and parts of the North Atlantic (see
Fig. 1.4(a)). Therefore, in the next few paragraphs, special attention is given to fresh-
water flux sensitivities. The following question is investigated: How does temperature
at different core sites respond to freshwater input across the North Atlantic, the Nordic
Seas, and the Arctic Ocean? Here, first results are shown for the two core sites MD99-
2283 and ODP162-983, located north and south of the Iceland-Scotland ridge.

Figs. 8.7(a) and (b) show freshwater flux sensitivity of SST (0-10m) at MD99-2284
and ODP162-983, respectively. Sensitivities are computed around the modern refer-
ence simulation and accumulated for forcing lead times up to 15 years, as in Fig. 8.5.
Fig. 8.7(a) is the same as Fig. 8.5(b), except that now sensitivities are not weighted by
forcing anomalies (such that the unit is K/(mm/day), rather than K). Moreover, due to
the logarithmic color scale in Fig. 8.7(a), sensitivities of smaller amplitude, which were
masked in Fig. 8.5(b), are now visible. As a result, one observes that the sensitivity
dipole along the main flow line of the NAC extends all the way across the Fram Strait
into the Arctic basin. This suggests that thermal wind balance can act even downstream
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Figure 8.7: Linearized sensitivity of annual mean (a),(b) surface temperature and (c),(d)
bottom temperature at core sites (a),(c) MD99-2284 and (b),(d) ODP162-983 to surface
freshwater flux. The core sites in (a)-(d) are marked by the respective green circles. Pos-
itive sensitivity indicates that increased evaporation (corresponding to increased ocean
salinification) causes higher temperature at the respective core location and water depth.
Sensitivities are computed around a modern reference simulation and accumulated for
forcing lead times up to 15 years. The black contour line bounds the regions wherein
the March mixed layer depth exceeds 1000 m. Note the logarithmic color scale.
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of the Nordic Seas, by “sucking” more Atlantic water into the Nordic Seas. Similarly
as for SST at MD99-2284, a sensitivity dipole emerges for SST at ODP162-983 in the
North Atlantic and the Nordic Seas (Fig. 8.7(b)). However, south of the Iceland-Scotland
ridge, the center of the dipole is shifted to the west such that it follows the Irminger
Current (Fig. 8.7(b)), rather than the Norwegian Atlantic Current (Fig. 8.7(a)). This is
explained as follows: a freshwater flux perturbation that matches the sensitivity dipole
in Fig. 8.7(b) strengthens the Irminger Current, which brings more warm surface waters
to core site ODP162-983. Note that the negative sensitivities in the eastern North At-
lantic extend all the way into the subtropical gyre (Fig. 8.7(b)).

Marine sediment cores provide not only proxy information about the ocean conditions
near the surface, inferred from planktonic (near-surface-dwelling) species, but also about
the ocean bottom, inferred from benthic (bottom-dwelling) species. Therefore, freshwa-
ter flux sensitivities of ocean bottom temperature at MD99-2284 and ODP162-983 are
shown in Figs. 8.7(c) and (d), respectively. Ocean bottom temperature is defined as
the mean temperature in the deepest model grid cell which contains the respective core
site. The depth ranges are 960-1030m for MD99-2284 and 2170-2220m for ODP162-
983, respectively. As before, sensitivities are accumulated for forcing lead times up to 15
years - timescales that are clearly too short to assess the full impact of surface forcing
onto temperature at the ocean bottom. This fact partly explains the weak sensitivi-
ties seen in Figs. 8.7(c),(d), with amplitudes that are about one order of magnitude less
than the ones for surface temperature in Figs. 8.7(a),(b). Nevertheless, a comparison of
Figs. 8.7(c),(d) and Figs. 8.7(a),(b) is interesting. The sensitivity patterns for bottom
temperature (Figs. 8.7(c),(d)) show a signature of changes in overturning circulation.
Strongest sensitivities are found in the deep convection regions in the Nordic Seas for
MD99-2283 (Fig. 8.7(c)) and in the deep convection regions in the subpolar North At-
lantic and the Nordic Seas for ODP162-983 (Fig. 8.7(d)). This supports the hypothesis
that the deep convection regions are the sweet spots for freshwater input to obtain a re-
sponse in the deep ocean on decadal - and likely longer - timescales. This hypothesis
does not prove true for a response in surface temperature: as discussed before, the sensi-
tivity patterns for surface temperature (Figs. 8.7(a),(b)) show a signature of horizontal
circulation changes in the subpolar North Atlantic, rather than changes in overturning.
It remains to be investigated if changes in horizontal circulation still outweigh changes
in overturning circulation if longer timescales are taken into account.

8.2.3 Constraints of proxy data on past ocean circulation

Decomposing the Hessian of the regularized model-data misfit function into its eigenvec-
tors and eigenvalues elucidates which components of ocean circulation are well/poorly
constrained by the available data (A in Table 6.3). The eigenvectors tell about which
components are constrained - in the hypothetical case of noise-free data - and are com-
posed of sensitivity maps as in Figs. 8.5 and 8.7. The eigenvalues, in turn, inform about
the strength of these constraints. This section explores how strong the constraints by
modern vs. proxy SST observations are on ocean circulation.

For a single observation, e.g., an SST data point from a single core site, the eigenvalue
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Figure 8.8: (a)-(d): Spatially constant prior uncertainties in air temperature at
2m (atemp), downward longwave radiation (lwdown), downward shortwave radiation
(swdown), specific humidity at 2m (aqh), precipitation (precip), zonal wind stress (us-
tress), and meridional wind stress (vstress), as chosen in 4 paleo state estimates in the
literature. Paleo A: Dail and Wunsch [2013] (“LGM_S3”); Paleo B: Dail and Wunsch
[2013] (“LGM_S4”); Paleo C: Amrhein et al. [2018]; Paleo D: Kurahashi-Nakamura et al.
[2017]. Prior uncertainties for ustress and vstress that are marked with ’*’ have been con-
verted from the respective original prior uncertainties for zonal and meridional wind at
10m (see text). (e): Modern prior uncertainties are adopted from ECCOv4r3 [Fukumori
et al., 2017], and are not spatially constant.
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Figure 8.9: Overall quality of SST data constraints measured by the fraction λ/(λ+ 1).
Here, λ is the largest eigenvalue of the misfit Hessian, if including SST data from the 10
core sites in Fig. 8.3 individually (colored bars) and combined (black bar). Subpanels
(a)-(f) show the data constraints for different state estimation frameworks (see text).
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λ is given by

λ =
(total sensitivity of observation to controls) · (prior uncertainty)

data uncertainty
, (8.1)

see Section 3.3. λ quantifies the strength of the constraint (on the component of ocean
circulation that is informable by the observation under consideration) and is high if

(i) the observed quantity has high sensitivity to the unknown control variables (e.g.,
to atmospheric forcing);

(ii) prior uncertainty is high;

(iii) the data uncertainty is small.

How does a “typical” λ compare in a paleoceangraphic vs. a modern-day state estimate?
Prior uncertainty is higher for past climates than for the modern-day climate. There-
fore, according to factor (ii), there is potential for high constraints by proxy data, since
potentially more new information can be gained. On the other hand, the data uncer-
tainty of proxy observations is very high. According to factor (iii), this will weaken the
constraints by proxy data on ocean circulation. As for (i), the sensitivities of observa-
tions (e.g., SST) will depend on the background state, e.g., the modern-day vs. paleo
sea-ice distribution. While differences between modern-day and paleo sensitivities are
expected, the details are likely to be subtle.

To get an estimate of the constraints of paleo vs. modern-day SST observations via
(8.1), six different state estimation frameworks are considered: four paleoceanographic
frameworks that have previously been used by Dail and Wunsch [2013], Amrhein et al.
[2018], and Kurahashi-Nakamura et al. [2017], one modern framework, and one hypo-
thetical framework with noise-free data.

Every state estimation framework has to make an assumption on factor (ii), i.e., the
prior uncertainties for the unknown control variables that are to be adjusted by means
of the data constraints. Columns (a)-(d) in Table 8.8 represent 4 different sets of choices
for spatially constant prior uncertainties in atmospheric control variables (atmospheric
temperature, downward radiation, specific humidity, precipitation, and wind stress) that
have been made in the studies by Dail and Wunsch [2013] (Paleo A+B), Amrhein et al.
[2018] (Paleo C), and Kurahashi-Nakamura et al. [2017] (Paleo D), for paleoceanographic
state estimates. Dail and Wunsch [2013] and Kurahashi-Nakamura et al. [2017] specify
prior uncertainty for wind at 10m, rather than a wind stress forcing, as considered here.
Nevertheless, for the sake of consistency, all six frameworks are assumed to use the same
set of control variables. Therefore, in this section the prior uncertainties for wind from
Dail and Wunsch [2013] and Kurahashi-Nakamura et al. [2017] are converted to prior
uncertainties for wind stress (marked with ’*’ in Table 8.8), using estimates based on the
bulk formulae of Large and Yeager [2004]. The prior uncertainties for the modern state
estimation framework (column (e) in Table 8.8) are adopted from ECCOv4r3 [Fukumori
et al., 2017], chosen equal to the uncertainties for the time-mean adjustments of the
atmospheric control variables (cf. Section 4.2.4). In contrast to the frameworks Paleo
A-D, the prior uncertainties in ECCOv4r3 are not spatially constant. As an example,
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Figs. C.3(a),(c) show the spatially varying prior uncertainties for shortwave downward
radiation and meridional wind stress.

Besides the choice of prior uncertainties for the control variables, a state estimation
framework requires the choice of factor (iii), i.e., the data uncertainties for all obser-
vations used in the state estimate. Here, in the frameworks Paleo A-D, it is assumed
that the SST proxy data uncertainties at all 10 core sites in Fig. 8.3 are 1 ◦C. This
choice is independent of the studies by Dail and Wunsch [2013], Amrhein et al. [2018],
and Kurahashi-Nakamura et al. [2017], who investigate different data points from the
ones shown in Fig. 8.3. It is noted that specifying a uniform SST uncertainty of 1 ◦C
for each of the core locations is a simplified - and optimistic - choice. While uncertain-
ties for proxy data are difficult to assess and not always provided, the MARGO project
estimates uncertainties for a global compilation of SST proxy observations from the
Last Glacial Maximum [Waelbroeck et al., 2009]. Across different sediment cores, the
MARGO-defined uncertainties range from 0.8 ◦C to 4.9 ◦C with a mean of 2.3 ◦C. For
modern-day temperature observations, the uncertainty is much smaller. For instance,
Argo profiling floats have a measurement accuracy of 0.002 ◦C [Argo, 2019]. Sensor drift
introduces additional uncertainty, where amplitudes are largest in regions of strong cur-
rents. However, the largest addition to data uncertainty in a state estimation framework
is the representation error, which arises due to sub-grid scale processes that affect the
observations but cannot be resolved in the model. The representation error depends
on model resolution and data location. Here, for simplicity, an uncertainty of 0.1 ◦C is
specified uniformly for all SST observations at each of the ten locations shown in Fig. 8.3.

As for factor (i) in equation (8.1), the sensitivity of annual mean SST at each of
the marine sediment core sites in Fig. 8.3 is computed by means of the adjoint, in the
equilibrated modern reference simulation that was described in Section 2.2. Even though
sensitivities are expected to strongly depend on the background state, as discussed above,
they are assumed to be the same in the modern-day and past ocean circulations. A next
step will be to investigate how sensitivities change for a glacial background state, e.g.,
when the Nordic Seas and a large portion of the North Atlantic are covered in sea-ice (see
Fig. 1.4(a)). In contrast to Section 8.2.2, sensitivities are accumulated much longer here,
over 50 years. This choice is an attempt to follow previous studies on paleoceanographic
state estimation and neglects the fact that the linearity assumption of the adjoint will
be broken on a 50-year timescale (Chapter 5).

Each colored bar in Fig. 8.9 shows the efficiency of the constraint by an individual
SST observation, located at one of the 10 locations shown in Fig. 8.3. Subpanels (a)-(d)
represent the four paleoceonagraphic frameworks Paleo A-D (described in the previous
paragraphs), subpanel (e) the modern framework, and subpanel (f) the hypothetical
framework of noise-free observations. All subpanels show the factor λ/(λ+1), computed
from (8.1). The factor λ/(λ + 1) is equal to the fraction of the dynamical information
that can be extracted from the SST observation under consideration, as compared to
the same observation in the noise-free case (see D in Table 6.3). The factor λ/(λ + 1)
serves therefore as a measure for the overall strength of the data constraint, while it does
not specify what part of the circulation is constrained. Assuming noise-free data, one
can extract 100% of the dynamical information that is captured by each core location
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(Fig. 8.9(f)). In all other - noisy - frameworks (Figs. 8.9(a)-(e)), the factor λ/(λ + 1)
takes values less than 100% and is large if λ in (8.1) is large. Moreover, in each subpanel
of Fig. 8.9, the black bar shows the fraction λ1/(λ1 + 1) for the largest eigenvalue λ1,
when combining all 10 SST observations. The black bar is always larger than all indi-
vidual (colored) bars and its magnitude is set by the largest individual bar.

Comparing Figs. 8.9(a)-(d) with Fig. 8.9(e) suggests that the constraints by proxy
data on past ocean circulation are much weaker than the constraints by the correspond-
ing modern data on the modern-day ocean circulation. For all SST observations, only a
small fraction of the dynamical information can be extracted in the paleoceanographic
frameworks: less than 5% in Paleo A (Fig. 8.9(a)), less than 8% in Paleo B (Fig. 8.9(a)),
less than 6% in Paleo C (Fig. 8.9(a)), and less than 1% in Paleo D (Fig. 8.9(a)). In
contrast, the extractable dynamical information from the corresponding modern SST
observations range from 33% to 76% (Fig. 8.9(e)), depending on the location.

The large difference between the data constraints in Paleo A-D (Figs. 8.9(a)-(d))
and the data constraints in the modern framework (Fig. 8.9(e)) is due to the choice
of prior uncertainties (factor (ii) in (8.1)) and data uncertainties (factor (iii) in (8.1)),
since sensitivities (factor (i) in (8.1)) only differ among core locations, but not across the
frameworks in Figs. 8.9(a)-(f). Data uncertainties are assumed to be 10 times higher for
SST proxy observations than for modern SST observations. Therefore, to obtain data
constraints in Paleo A-D that are as strong as those in the modern framework, prior
uncertainties in Paleo A-D would have to be chosen 10 times higher than in the mod-
ern framework. Such a choice is not performed in practice. For example, Fig. 4.4(a)
elucidates that in the subpolar North Atlantic and the Nordic Seas, modern prior stan-
dard deviations range from 30 to 60 W/m2 for shortwave downward radiation (swdown)
while the spatially constant values for the paleo prior standard deviations are chosen
as 20 W/m2 in Paleo A-C and as 10 W/m2 in Paleo D (Table 8.8), i.e., even smaller
than the modern prior uncertainties (rather than 10 times larger). For meridional wind
stress, modern prior standard deviations range from about 0.01 to 0.06 N/m2 in the sub-
polar North Atlantic and the Nordic Seas (Fig. 4.4(b)). The corresponding choice in the
frameworks Paleo A-D range from spatially constant values of 0.01 N/m2 (Paleo D) to
0.12 N/m2 (Paleo B). Modern prior standard deviations times a factor of 10 are there-
fore only realized in the frameworks Paleo B and C - at few locations. As a result, the
data constraints in Paleo A-D (Figs. 8.9(a)-(d)) are much weaker than in the modern
framework (Fig. 8.9(e)), as outlined in the previous paragraph. The extremely weak
data constraints in Fig. 8.9(d) are due to the assumption of very small prior uncertain-
ties in Paleo D, compared to Paleo A-C (Table 8.8). Smaller prior uncertainties in Paleo
D correspond to assuming more prior knowledge about the past climate state, compared
to Paleo A-C. If the climate and ocean state is already well-known based on prior in-
formation, as assumed in Paleo D, less information can be added by uncertain data (cf.
equation 8.1).

Within each of the paleoceanographic frameworks (Figs. 8.9(a)-(d)), prior uncertain-
ties and data uncertainties do not differ across the core locations. Therefore, within each
subpanel (a)-(d), the notable differences in λ/(λ + 1) across the 10 locations is due to
varying sensitivity of SST at the individual core sites. According to equation (8.1), the
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higher the sensitivity, the larger λ and the data constraint λ/(λ+ 1). For instance, in
each subpanel (a)-(d), MD99-2304 (green bar in Figs. 8.9(a)-(d)) and CH69-K09 (or-
ange bar Figs. 8.9(a)-(d)) impose generally larger constraints, because the sensitivity
of SST at these two locations is higher than at the remaining core locations. SST at
MD99-2304 shows high sensitivity to air-sea fluxes in the subpolar North Atlantic and
the Norwegian Sea, whereas SST at most other core sites shows only sensitivity in the
subpolar North Atlantic (not shown). This is because the Norwegian Sea is an upstream
region for MD99-2304, but a downstream region for most other core locations (Fig. 8.3).
CH69-K09 appears to show high sensitivity because the core is located at the western
junction of the subtropical and subpolar gyres, where the separated Gulf Stream, the
North Atlantic Current, and Labrador Current all interact with each other (Fig. 8.3).
Within the modern framework (Fig. 8.9(e)), prior uncertainties are spatially varying.
Therefore, sensitivity to air-sea fluxes is not weighted uniformly across the globe. For
instance, prior uncertainty in wind stress is very high east of Greenland (Fig. 4.4(b))
and, thus, wind stress sensitivity east of Greenland is weighted more strongly than wind
stress sensitivity elsewhere. As a result, core locations close to Greenland’s east coast,
e.g., SU90-24 and GS15-198-38 (light purple and dark blue bars in Fig. 8.9), impose rel-
atively large data constraints in the modern framework. Fig. 8.9 emphasizes that data
constraints in modern and paleoceanographic state estimates are not only highly depen-
dent on data uncertainties, but also on prior uncertainties - both affect the weighting of
the data.

To conclude, Figs. 8.9(a)-(d) suggest that the data constraints on past ocean and cli-
mate states are very weak, due to high data uncertainties and, potentially, too small prior
uncertainties. Note again that the constraints in Figs. 8.9(a)-(e) are measured against
the constraints of hypothetical noise-free SST data (Fig. 8.9(f)). Therefore, Fig. 8.9 does
not explain which components of ocean circulation the considered (noisy or noise-free)
SST data would constrain - this information would be captured by the eigenvectors,
rather than the eigenvalues. In fact, the bottom line of Fig. 8.9 is that even if noise-free
SST data were able to constrain certain circulation or hydrographic quantities, proxy
uncertainties are too large to extract this information. It should be noted that even
noise-free SST data would not be able to constrain ocean circulation rates, unless an as-
sumption of a reference velocity is made, such that transport rates can be inferred from
thermal wind balance. This is discussed in detail by Huybers and Wunsch [2010].

The finding that proxy data cannot provide effective constraints in paleoceanographic
state estimation is consistent with previous work [e.g., Huybers et al., 2007; Kurahashi-
Nakamura et al., 2014]. While the approach of most previous studies has been to per-
form identical twin experiments, this section supports the result by means of a different
method. Computing the eigenvalues of the Hessian, as performed here, provides a sys-
tematic and mathematically rigorous way to quantifying data constraints in ocean state
estimation. However, the approach is limited by a local Gaussian approximation of
the posterior probability distribution. As discussed in Section 3.6.2, this assumption is
problematic if the cost function has multiple minima, corresponding to multiple possible
states that are consistent with the data. Multiple minima may be expected in pale-
oceanographic frameworks, when prior uncertainties and data uncertainties are chosen
large. A second limitation is that sensitivities in Fig. 8.9 are accumulated only for 50
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years. While the results from Chapter 5 suggest that even for this time window, the lin-
earized approximation for the non-linear response of the adjoint is not accurate, 50 years
represent a short time window for paleoceanographic timescales. Under the assumption
that the linearity assumption holds, the constraints in Figs. 8.9(a)-(d) would become
more effective, if the total sensitivity increases considerably when sensitivities are ac-
cumulated over centuries and beyond (rather than 50 years). This is not guaranteed:
when accumulating sensitivities over time, cancellations occur at the locations where
sensitivities have opposite signs for different lead times. Moreover, highest sensitivities
are usually found for shorter lead times, which are already included in Figs. 8.9(a)-(d).
Therefore, the results from this section, together with those from previous studies, sug-
gest that it will remain challenging to use paleoceanographic proxy data in order to place
firm bounds on past ocean states.



Appendix A

Nordic Seas: Sensitivity vs. Response to
Atmospheric Forcing

Section 2.4 analyzes sensitivities of Nordic Seas upper-ocean heat content that are
weighted by typical forcing anomalies. Here, two aspects of the weighted sensitivities -
or responses - are investigated. The first goal is to disentangle whether a high response
to forcing anomalies in a particular region is due to (i) high sensitivity to this forcing
type in the considered region, (ii) high typical forcing anomalies in this region, or (iii) a
large region size, which integrates rather small effects to a significant contribution. The
second goal is to analyze the seasonality of the responses, i.e., the effect of local and
remote forcing anomalies on Nordic Seas upper-ocean heat content, depending on the
season in which the forcing anomalies occur. Seasonality of the responses can be caused
by seasonality of (unweighted) sensitivities, or seasonality of typical forcing anomalies,
or by a combined effect.

First, regions of high sensitivity are identified, regardless of whether the region ex-
periences high forcing anomalies or not. This is an interesting metric to look at because
typical forcing anomalies could change in the future. For example, freshwater flux anoma-
lies in the Arctic could become larger due to more sea-ice melt. The second step is an
analysis of the typical forcing anomalies which sensitivities have been weighted with.

A.1 Regions of high sensitivity

The average value of the absolute sensitivity of Nordic Seas upper-ocean heat content to
air-sea fluxes in each of the regions R defined in Section 2.4 is computed as a function
of lead time t, where t is discretized into monthly values:

∣∣∣∣
∂UOHCNS

∂F

∣∣∣∣
R

(t) =

∫
R

∣∣∣ ∂UOHCNS

∂F (x,y,−t)

∣∣∣ dx dy
∫
R
dx dy

. (A.1)

Here, F can be either surface heat flux Qnet, surface freshwater flux E-P-R, zonal wind
stress τx or meridional wind stress τy. One could also define (A.1) without taking the
absolute values in the numerator, as for example done in Czeschel et al. [2010]. However,
this would lead to cancellations of positive-negative dipoles and small-scale structure in
the sensitivity patterns that emerge within one region, e.g., the sensitivity dipoles in
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Figs. 2.4(b),(c),(d), Figs. 2.7(c),(d) and Figs. 2.8(c),(d) that straddle the main flow line
of the Gulf Stream and the NAC. Therefore the metric (A.1) is chosen, which is a mea-
sure for whether a region exhibits high or low absolute sensitivity, regardless of whether
sensitivities are positive or negative.

The four panels in the first row of Fig. A.1 show the average absolute sensitivities
(A.1) to each of the four different forcings, where contributions from the different regions
are stacked. Note that each panel has to be studied separately since average sensitivities
are measured as upper-ocean heat content anomaly per flux and area unit, and are thus
not comparable across different forcings. For each forcing type, sensitivity of Nordic
Seas upper-ocean heat content is highest to forcing anomalies that are applied locally,
on all considered timescales. For heat flux anomalies, other regions are hardly discernible
in Fig. A.1(a), due to the dominance of sensitivity to locally occurring anomalies. For
freshwater flux and wind stress anomalies, sensitivity is also visible in the NAC, the Gulf
Stream, the Subpolar Gyre, and the Greenland Sea (Figs. A.1(b)-(d)). For all forcing
fields, sensitivity in the Arctic Ocean and Subtropical Gyre is relatively small compared
to the other regions. This can partly be an artifact of their large areas, over which (A.1)
computes the average sensitivity. If sensitivity is only strong in subdomains of these
regions, average sensitivities will still remain small.

A.2 Typical forcing anomalies

Figs. A.2(a)-(d) show the forcing anomalies |∆F |, which were used as a weighting in
(2.7). The forcing anomalies are shown as the spatial average over each region R, and
for each month m:

∆F (m)
R

=

∫
R
|∆F (x, y,m)| dx dy∫

R
dx dy

. (A.2)

It is recalled that for each month m, the spatially varying ∆F (x, y,m) are the standard
deviations of the departures from the seasonal cycle, using the statistics of the 20-year
ECCOv4r2 forcing fields. In the Subpolar Gyre, the Greenland Sea and the Arctic Ocean,
a considerable portion of the forcing anomalies is due to high sea-ice variability. To see
this, 12 masks are created, where each mask identifies the area of high sea-ice variability
in the respective month. A surface grid cell is considered as one of high sea-ice variability
if the standard deviation of the sea-ice covered area fraction, seen as departure from the
seasonal cycle, exceeds 10 %. The statistics are again based on the 20-year ECCOv4r2
state estimate [Forget et al., 2015], which covers the years 1992 to 2011. As an example,
Figs. A.2(e),(f) show standard deviations of the sea-ice covered area fraction and inferred
masks for the months March and September. Part of the forcing anomalies can now be
attributed to forcing anomalies due to high sea-ice variability, which is indicated by the
dashed subareas in Figs. A.2(a)-(d). Forcing anomalies due to high sea-ice variability
are visible within the Subpolar Gyre, the Greenland Sea, and the Arctic Ocean, (and
moreover, a non-significant fraction of the Gulf Stream). As expected, sea-ice variability
impacts freshwater flux variability the most. This is due to the direct effect that melting
and freezing sea-ice has on surface freshwater flux, in addition to the effect of shielding
the surface ocean from the atmosphere, which impacts variability of all air-sea fluxes.



A.2 Typical forcing anomalies 239

0 2 4 6 8 10

0.5

1

·10−15

[K/(W/m2)/m2]

0 2 4 6 8 10

2

4

·10−15

[K/(mm/day)/m2]

0 2 4 6 8 10

2

4

6

·10−13

[K/(N/m2)/m2]

0 2 4 6 8 10

2

4

6

·10−13

[K/(N/m2)/m2]

0 2 4 6 8 10

0.02

0.04

0.06

0.08

0.10

lead time (years)

[K]

0 2 4 6 8 10

0.02

0.04

0.06

0.08

0.10

lead time (years)

[K]

0 2 4 6 8 10

0.04

0.06

0.08

0.10

lead time (years)

[K]

0 2 4 6 8 10

0.02

0.04

0.06

0.08

0.10

lead time (years)

[K]

Qnet E-P-R τx τy
(a) (b) (c) (d)

(e) (f) (g) (h)
16 Application I: Sensitivities of Nordic Seas upper-ocean heat content
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Figure 3.5: Relative importance of different regions, lead times and forcings for generat-
ing Nordic Seas upper-ocean temperature variability, computed as the total sensitivity
dJvar(month t, forcing F, basin) =

R
basin

���@UOTNS

@F (x,y,t)

��� · |�F (x, y, t)| dx dy. For every month,
the standard deviation field of the statistics of the corresponding month in the 20 year
ECCO-V4r2 estimate, serves as a value for �F (x, y, t).

contribute much in reality. We therefore weight the sensitivities by temporal-spatially
varying �F (x, y,m), which reflect typical anomalies in the corresponding forcing field
in the month m:

�UOTNS =
@UOTNS

@F
·�F (3.2)

For each grid point (x, y), 12 different values for �F are used; they are computed as the
standard deviation of the departures from the seasonal cycle, using the statistics of the
20 year ECCO-V4r2 adjusted forcing fields.

A high contribution of a region to �UOTNS can have three different causes; first,
high sensitivity in that region, second, high variability in atmospheric forcing, a big area,
over which we integrate. Figure show these three aspects, and Figure the final calculation
3.2.

The projection performed in (3.2) turned sensitivity fields into response fields; the
response fields all have the same unit (namely K, the unit of the objective function
UOTNS), regardless of the forcing type F . This allows us to compare how upper-
ocean heat content in the Nordic Seas is affected by climatological anomalies of different
atmospheric forcings and in different regions around the globe.

In this section we want to study the relative importance of atmospheric forcing
anomalies in different regions in affecting Nordic Seas UOHC variability.

Figure ?? shows such adjoint response fields @SSTNS

@F ·�F , as a function of region and
lead time.

Figure A.1: (a)-(d) Average (unweighted) absolute sensitivity
∣∣∂UOHCNS

∂F

∣∣R(t), defined in
(A.1), and (e)-(h) weighted absolute sensitivity |∆UOHCNS|R,F (t), defined in (2.7) (and
replotted from Fig. 2.12), of March Nordic Seas upper-ocean temperature to (a),(e)
surface heat flux Qnet, (b),(f) surface freshwater flux E-P-R, (c),(g) zonal wind stress τx,
and (d),(h) meridional wind stress τy.
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Figure A.2: Left: Typical forcing anomalies |∆F | that are used as weights in (2.7) and
Figs. A.1(e)-(h) (or Fig. 2.12). For each month m, the spatially varying |∆F (x, y,m)| are
the standard deviations of the departures from the seasonal cycle, using the statistics of
the 20-year ECCOv4r2 adjusted forcing fields. (a)-(d) show the region-averages ∆F (m)

R
,

defined in (A.2), for each region R in the legend. The dashed areas show forcing anomalies
due to high sea-ice variability. Right: Standard deviations of the sea-ice covered area
fraction, seen as departures from the seasonal cycle, for the months (e) March and (f)
September. High values indicate regions of high sea-ice variability in the respective
months. The black lines mark the 10 % contour lines. For each of the 12 months, the
respective 10 % contour line bounds the mask, which is applied to |∆F (x, y,m)| in (a)-(d)
to identify the dashed areas of high sea-ice variability.
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A.3 High-sensitivity regions vs. high-impact regions

While the first row of Fig. A.1 shows unweighted sensitivities and therefore identifies
“high-sensitivity regions”, the second row of Fig. A.1 replots the weighted sensitivities
from Fig. 2.12, displaying “high-impact regions”. Unweighted and weighted sensitivities
are now compared for each of the forcing components. A gain in relative importance of a
region, when shifting from “sensitivity” to “impact”, can have two different causes: first,
typical forcing anomalies being higher in that region compared to other regions, and
second, a larger region size, which can lead to an integration of rather small effects to a
significant contribution. The first aspect can be examined by means of Figs. A.2(a)-(d),
which present forcing anomalies, and the second aspect by means of Fig. 2.11(b), which
shows the geographical area of each region. Comparing the pairs (a) and (e), (b) and
(f), (c) and (g), and (d) and (h) in Fig. A.1, four characteristics highlighting the topic
“high/low sensitivity“ vs. “high/low impact” are identified and attributed to one of the
two possible causes.

• The NAC and Gulf Stream regions gain in importance relative to the local Nordic
Seas region, when moving from “sensitivity” to “impact”, a fact seen for all 4 forc-
ings. This characteristic is reflected by a “stretching” of the NAC and Gulf Stream
region contributions compared to the local Nordic Seas contribution when passing
from (a) to (e), from (b) to (f), from (c) to (g), and from (d) to (h) in Fig. A.1.
The weighted sensitivities in Figs. A.1(e),(f),(g),(h) show that contributions from
the three regions are of approximately the same magnitude (although there are ex-
ceptions, e.g., the local contribution for heat flux is still the dominating one on
short time scales). Figs. A.2(a)-(d) reveal that this is not due to larger forcing
anomalies in the Gulf Stream and NAC, but rather due to the fact that the Gulf
Stream and NAC region are more than twice as big in size as the local Nordic Seas
region (Fig. 2.11(b)). Therefore, the effect of the Nordic Seas being a high sensi-
tivity region is partially counteracted by the fact that this region is of relatively
small size.

• The Subpolar Gyre and Greenland Sea regions experience a large gain in relative
importance for freshwater flux, when shifting from “sensitivity” to “impact”, i.e.
from Fig. A.1(b) to Fig. A.1(f). This is due to much larger freshwater anomalies in
these regions compared to regions that are not affected by high sea-ice variability
(Fig. A.2(b)). For the other forcing components, a relative gain in importance
of the Subpolar Gyre and the Greenland Sea is seen as well, although of minor
magnitude, and is due to a combination of slightly larger forcing anomalies and
the relatively large size of the Subpolar Gyre.

• The Arctic region strongly gains in relative importance, when passing from “sensi-
tivity” to “impact”, for freshwater flux (from Fig. A.1(b) to Fig. A.1(f)) and wind
stresses (from Fig. A.1(c) to Fig. A.1(g) and from Fig. A.1(d) to Fig. A.1(h)). This
is due to the large size of the Arctic region (Fig. 2.11(b)), and for freshwater flux,
in addition, due to large forcing anomalies in the Arctic (Fig. A.2(b)). Note that
large freshwater flux anomalies make the Arctic a dominant player on increasingly
longer timescales (Fig. A.1(f)).
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• While sensitivities in the Subtropical Gyre are not discernible in the unweighted
sensitivities (Figs. A.1(a)-(d)), weighting gives the Subtropical Gyre some promi-
nence for zonal wind stress anomalies, visible in Fig. A.1(g). This is due to the
large size of the Subtropical Gyre, which accumulates the rather small sensitivity
to Rossby wave dynamics.

A.4 Seasonality

A.4.1 Seasonality of unweighted sensitivities

Unweighted sensitivities show a seasonal cycle (Figs. A.1(a)-(d)), which reflects the fact
that the sensitivity of Nordic Seas upper-ocean heat content to local and remote forcing
anomalies depends on the season in which the forcing anomalies occur. For heat and
freshwater fluxes, sensitivity peaks in the winter months, roughly corresponding to lead
times of integer (0, 1, 2, etc.) years, and displays minima in the summer months,
corresponding to lead times of approximately 0.5, 1.5, etc. years (Figs. A.1(a),(b)). This
shows that surface buoyancy flux anomalies are most effective when occurring in winter,
when mixed layer depths are at their deepest and buoyancy anomalies can entrain deeper
into the water column. Compared to sensitivity to buoyancy fluxes (Figs. A.1(a),(b)),
sensitivity to momentum fluxes (Figs. A.1(c),(d)) shows a much smaller seasonality,
with peaks in the summer months. A seasonal cycle with summer maxima for absolute
sensitivity to wind stress is most pronounced in the local Nordic Seas, the Greenland
Sea and the Gulf Stream regions. More analysis is required to fully understand the
mechanism that underlies this feature.

A.4.2 Seasonality of forcing anomalies

Fig. A.2 shows the seasonality of typical forcing anomalies, where the latter were com-
puted as the standard deviations of the departures from the seasonal cycle. Average
heat flux and wind stress standard deviations show a qualitatively similar picture. The
maximum is taken roughly between November and February, the northern hemisphere
winter months, and the minimum approximately between May and August, the north-
ern hemisphere summer months (Figs. A.2(a),(c),(d)). Since the defined regions are
located in the Northern Hemisphere, the observed timing of maxima and minima re-
flects the fact that forcing anomalies are more variable in the winter than in the summer
months (while the gray remainder term contains contributions from both hemispheres
and is in fact constant throughout the year). The described seasonal cycle of the forcing
standard deviations follows essentially the seasonal cycle of the (absolute) forcing mean
values (not shown). Surface heat fluxes and wind stresses are of highest magnitude in
winter when the temperature difference between the (warm) ocean and the (cold) at-
mosphere is greatest - and therefore the strongest air-sea heat fluxes are exchanged -
and when the westerlies are most intense. The seasonal cycle of freshwater flux anoma-
lies shows a different pattern. Two peaks throughout the annual cycle are visible in the
Subpolar Gyre, the Greenland Sea, and the Arctic Ocean (Fig. A.2(b)). The dashed
areas in Fig. A.2(b) demonstrate that the peak in summer is due to high sea-ice vari-
ability in summer, when melting sea-ice releases freshwater to the ocean and therefore
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creates highly variable freshwater fluxes. The regions not affected by high sea-ice vari-
ability, that is, all non-dashed contributions, display weak seasonality of freshwater flux
anomalies, with a maximum in March, similarly as seen for heat flux and wind stress
anomalies.

A.4.3 Seasonality of weighted sensitivities

Seasonality of the weighted sensitivities, shown in Figs. A.1(e)-(h) (or Fig. 2.12) can now
be explained. Weighted sensitivities to freshwater flux and wind stress display two peaks
throughout the annual cycle (Figs. A.1(f)-(h)), while weighted sensitivity to heat flux
shows only one peak, in winter time (Fig. A.1(e)). The double-peaks within the seasonal
cycle of weighted sensitivities to freshwater flux (Fig. A.1(f)) are imprinted by the double-
peaks within the seasonal cycle of freshwater flux anomalies in the Subpolar Gyre, the
Greenland Sea, and the Arctic Ocean. In fact, the winter peaks in the seasonal cycles of
unweighted sensitivities to freshwater flux (Fig. A.1(b)) and of freshwater flux anomalies
(Fig. A.2(b)) are slightly offset, which is why a minor double-peak appears even for the
regions not affected by high sea-ice variability. The double-peaks within the seasonal
cycle of weighted sensitivities to wind stress (Figs. A.1(g),(h)) are due to the half-year-
offset of summer maxima in the seasonal cycle of unweighted sensitivities to wind stress
(Figs. A.1(c),(d)) and winter maxima in the seasonal cycle of wind stress anomalies
(Figs. A.2(c),(d)). For heat flux, maxima in the seasonal cycles of unweighted sensitivities
(Fig. A.1(a)) and forcing anomalies (Fig. A.2(a)) are attained at the same time, in winter,
resulting in a single peak within the seasonal cycle of weighted sensitivities to heat flux
(Fig. A.1(e)).
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Appendix B

Uncertainty Quantification

B.1 Bayesian formulation of inverse problem

The Bayesian approach states an inverse problem as one of Bayesian inference over
the space of unknown control variables, which are to be inferred from the data and
the numerical model. The solution is given by a posterior probability density function
πpost(x|y), computed by Bayes’ theorem

πpost(x|y) ∝ πlike(y|x) πprior(x). (B.1)

The posterior probability distribution assigns to any multivariate value x of the control
space a probability πpost(x|y) that x is the true value that gave rise to the observed data
y.

The regularization term in the deterministic inverse problem (3.1) takes on the role
of the prior distribution, which is chosen as the Gaussian N(x0,Γprior), i.e.,

πprior(x) ∝ exp
(
−1

2
(x− x0)

T Γ−1prior (x− x0)
)
. (B.2)

One furthermore assumes that the noise

e = y − f(x),

which is the difference between the actual observations y and the observation counter-
parts f(x) simulated by the model, follows a Gaussian distribution N(0,Γnoise). The
weight matrix Γnoise for the model-data misfit term in the deterministic inverse prob-
lem (3.1) therefore takes on the role of the noise distribution. Here, it shall be noted
that the observational noise is not only due to measurement errors, but also due to rep-
resentation errors in the model, and model errors. Lumping measurement errors and
representation/model errors together can be misleading because they are of very differ-
ent character. For example, a model bias does not correspond to zero mean, and depends
on x, while observation errors do not share these properties [Chapter 2 of Stuart, 2010].

The likelihood can then be modeled as

πlike(y|x) = π(y − f(x)) ∝ exp
(
−1

2
(y − f(x))T Γ−1noise (y − f(x))

)
. (B.3)
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Combining (B.1), (B.2) and (B.3), the posterior density function computes as

πpost(x|y) ∝ exp
(
−1

2

[
(y − f(x))T Γ−1noise (y − f(x))

+(x− x0)
T Γ−1prior (x− x0)

] )
. (B.4)

A comparison with the deterministic formulation of the inverse problem via the least-
squares cost function (3.1) shows that πpost(x|y) ∝ e−J(x). Hence, the deterministic
cost function J is the negative log-posterior in the Bayesian formulation. Furthemore,
the deterministic solution xmin is the Maximum a Posteriori (MAP) point, i.e., the most
likely solution in the Bayesian framework. For more details, the reader is referred to the
books by Tarantola [2005], Stuart [2010], or Law et al. [2015].

B.2 Gaussian approximation of the posterior

To make the computation of the posterior probability density function (B.4) compu-
tationally tractable, it is a common approach to linearize the non-linear observation
operator f about xmin [e.g., Bui-Thanh et al., 2012]. This yields

f(x) ≈ f(xmin) + A(x− xmin),

where A = ∂f
∂x |xmin

is the Jacobian matrix. The posterior distribution (B.4) then becomes

πpost(x|y) ∝ C · exp
(
−1

2

[
(x− xmin)T (AT Γ−1noise A + Γ−1prior )−1(x− xmin)

])
, (B.5)

where C is a constant factor, given by

C = exp
(
−1

2

[
(y − f(xmin))T Γ−1noise (y − f(xmin)) + (xmin − x0)

T Γ−1prior (xmin − x0)
])

,

and can therefore be absorbed by the proportionality ∝. The right hand side of (B.5)
describes a Gaussian N(xmin,Γpost) with mean xmin and covariance matrix Γpost =
(AT Γ−1noise A + Γ−1prior)

−1.

B.3 Forward uncertainty propagation

Let QoI(x) denote the scalar function that describes how a given quantity of interest
depends on the control variables x through the model dynamics. Consistent with the
linearization of the observation operator f about xmin in (3.2), the function QoI(x) is
linearized about xmin:

QoI(x) ≈ QoI(xmin) +
∂(QoI)
∂x |xmin

(x− xmin). (B.6)

The posterior distribution of the Bayesian solution of the inverse problem, πpost(x|y), is
approximately Gaussian, given by N(xmin,Γpost). A forward propagation of the poste-
rior uncertainty (green arrow) along path (2) in Fig. 3.1 leads to a posterior Gaussian
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distribution for QoI(x), too, since (B.6) describes an affine transformation. The distri-
bution is given by N(QoI(xmin), σ2post), where σ

2
post is the (scalar) variance, given by the

projection

σ2post =

[
∂(QoI)
∂x

]T

|xmin

Γpost

[
∂(QoI)
∂x

]

|xmin

. (B.7)

Similarly, the prior distribution of QoI(x) is obtained by a forward uncertainty propaga-
tion of the Gaussian prior N(x0,Γprior) (orange arrow) along path (2) in Fig. 3.1. This
leads to a prior Gaussian distribution for QoI(x), given by N(QoI(x0), σ

2
prior) with

σ2prior =

[
∂(QoI)
∂x

]T

|x0

Γprior

[
∂(QoI)
∂x

]

|x0

(B.8)

≈
[
∂(QoI)
∂x

]T

|xmin

Γprior

[
∂(QoI)
∂x

]

|xmin

(B.9)

=

∥∥∥∥∥Γ
1/2
prior

[
∂(QoI)
∂x

]

|xmin

∥∥∥∥∥

2

. (B.10)

The approximation in (B.9) is legitimate if QoI(x) depends approximately linear on
x. Indeed, if QoI(x) was a linear function of x, the sensitivity vector ∂(QoI)

∂x would not
depend on its point of evaluation, i.e., it would be the same at x0 and xmin. Avoiding the
computation of the sensitivity of the QoI twice leads to the following compact formula
for the relative uncertianty reduction:

σ2prior − σ2post
σ2prior

=
1

σ2prior

M ′∑

i=1

λi
λi + 1

〈
Γ
1/2
prior

[
∂(QoI)
∂x

]T

|xmin

,vi

〉2

=

M ′∑

i=1

λi
λi + 1

〈q,vi〉2 ,

(B.11)

where {(vi, λi)} denote the eigenvectors and eigenvalues of the non-dimensionalized mis-
fit Hessian (3.5), q the QoI target direction (3.10), and 〈·, ·〉 the Euclidean inner product
in the control space, i.e., RN . The first equality in (B.11) makes use of (B.9), (B.7), and
(3.6), and the second equality uses (B.10).

B.4 Linearized vs. full Hessians

Denoting A = ∂f
∂x |xmin

, the matrix

AT Γ−1noise A + Γ−1prior (B.12)

is the Hessian of the cost function J (3.1), evaluated at xmin, if one uses the linearization
(3.2) of the observation operator f . Therefore, (B.12) is also referred to as the linearized
Hessian, the ‘first-order Hessian’, or the ‘Gauss-Newton Hessian’ [e.g., Chen, 2011]. The
full Hessian (or ’second-order Hessian’) of the cost function J , evaluated at xmin, is given
by

AT Γ−1noise A +
∂2f

∂x2 |xmin

Γ−1noise [f(xmin)− y] + Γ−1prior, (B.13)
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with an additional term that contains the second derivatives ∂2f
∂x2 |xmin

of the observation
operator. The first two terms in (B.13) comprise the full misfit Hessian, i.e., the full
Hessian of Jmisfit in (3.1), evaluated at xmin. Note that the linearized and the full Hes-
sian are identical if (i) the observation operator f(x) is linear, or (ii) the residual misfit
between the simulated observations f(xmin) and the actual observations y is zero.

In this thesis, the posterior probability density function πpost(x|y) ∝ e−J(x) is lo-
cally approximated by the Gaussian N(xmin,Γpost), with mean equal to the MAP point
xmin, and Γpost given by the inverse of the linearized Hessian (B.12) of J . Note that, al-
ternatively, one could use the local Gaussian approximation N(xmin, Γ̂post), where Γ̂post
is given by the inverse of the full Hessian (B.13) of J . Both versions have been used in
past UQ-related work. For instance, Thacker [1989], Losch and Wunsch [2003], Moore
et al. [2011a, 2012, 2011b], Bui-Thanh et al. [2012], and Kaminski et al. [2015, 2018] use
the linearized Hessian. On the other hand, Kalmikov and Heimbach [2014, 2018], Isaac
et al. [2015], and Alexanderian et al. [2016] use the full Hessian.

The linearized Hessian has the advantage that it is a positive-semidefinite matrix,
while the full Hessian does not always have this property in practice (e.g., when xmin is
not quite a local minimum). Positive-semidefiniteness is a desirable property not only
for optimization, but also for UQ-based observing system design because it guarantees
that adding new observations can never increase uncertainties, only decrease them (or
leave them unchanged). Another convenient property of the linearized Hessian is the
one discussed in Section 3.4, i.e., that the matrix only depends on the observation loca-
tions, times, types and uncertainties, but not the actual measurement values. This has
important implications for observing system design: future observing systems can easily
be evaluated, before the measurements are available. In contrast, the full Hessian needs
the actual measurement values (since the vector y appears in (B.13)). It is noted that,
nevertheless, there are strategies to assess future observing systems by means of the full
Hessian - but they need to be more involved [e.g., Alexanderian et al., 2016].

Seemingly, the method of using the full Hessian with second derivatives of the ob-
servation operator should provide a better approximation than the linearized Hessian.
Nevertheless, it has also been argued that the numerical noise is increased so substan-
tially by including the second derivatives of the observation operator that it outweighs
the increased sophistication in the Hessian representation, at least for pre-conditioning
purposes in the minimization process [see references in Chen, 2011]. One could also ar-
gue that forward uncertainty propagation onto a scalar quantity of interest only uses first
derivatives of the scalar function QoI(x) (see equations (B.6) - (B.10) in Appendix B.3)
- so why “bother” and use second derivatives of the observation operator f(x)? The few
studies that have compared the performance of linearized and full Hessians for practical
oceanographic applications work within idealized settings. For instance, for a small-size
shallow-water equations model, Cioaca et al. [2013] find that the linearized Hessian pro-
vides results of acceptable accuracy with respect to the full Hessian.

Until future research and applications shed more light on linearized vs. full Hessians,
I conclude that - as long as the observation operator is not too non-linear - either the
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linearized or the full Hessian should provide a good basis for a Gaussian approximation
(with covariance equal to either Γpost or Γ̂post). Whether to use the linearized or the
full Hessian may be a matter of whichever Hessian is more convenient to compute in
the model framework under consideration. Linearized Hessians may be preferred if only
first-order adjoints are available, or if one even relies on finite difference approximations
of the Hessian (as for instance done in Kaminski et al. [2018]). If one uses automatic
differentiation tools that can generate second-order adjoints, as for instance the com-
mercial tool TAF [Giering and Kaminski, 1998], the full Hessian might be the Hessian of
choice. If the system is strongly non-linear and the posterior probability distribution is
multimodal, both Gaussian approximations (no matter whether based on the linearized
or the full Hessian) will perform poorly when seen as a global approximation. However,
in the vicinity of the local minima (corresponding to the different modes of the distri-
bution), a local Gaussian approximation based on either the linearized or full Hessian
should still be useful.
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Appendix C

Prior information in ECCOv4r3

For the purpose of a simpler presentation, the choice of the control vector x and cor-
responding prior uncertainties Γprior in this work deviates in to major aspects from the
ECCOv4r3 setup: I omit (i) time-variable bi-weekly adjustments of the atmospheric con-
trol variables and (ii) Weaver and Courtier [2001] smoothing for all prior uncertainties
(cf. Table 4.2). Omitting (ii) results in a diagonal prior covariance matrix Γprior, where
the diagonal entries are adopted from ECCOv4r3. The impacts of these two departures
from the ECCOv4r3 setup are discussed in the following, by re-investigating the results
for three different choices for the inverse modeling framework. Setup (a) is equal to the
one chosen in this work. Setup (b) includes all ECCOv4r3 control variables, i.e. adds
the time-variable atmospheric controls, but still uses a diagonal prior. Setup (c) uses the
full ECCOv4r3 setup, i.e., setup (b), but with Weaver and Courtier [2001] smoothing
applied to all control variables.

C.1 Time-variable atmospheric controls

Excluding the time-variable atmospheric forcing variables from the control vector has
a very minor impact on the results in this work. For instance, the minor impact is
visible in Figs. C.1(a) and (b), which compares prior uncertainties for the setups (a)
and (b). The second column in Fig. C.1 shows the values for the prior uncertainties
σ2prior in the 5-year-mean observed and unobserved QoIs MHTOSNAP-W, MHTOSNAP-E,
OHCNS, and TIS (defined in (4.2), (4.3), (4.5), and (4.6)). The values in Fig. C.1(a)
coincide with the values in Table 4.3. Each prior uncertainty σ2prior is computed by
projecting the prior covariance matrix Γprior onto the respective QoI (see (B.8)), which,
in the case of a diagonal prior, as in the setups (a) and (b), simplifies to the projection
(4.7). For each QoI, the prior uncertainty σ2prior,(b) in setub (b) is larger than the prior
uncertainty σ2prior,(a) in setup (a), due to the additional contributions by the time-variable
atmospheric control variables:

σ2prior,(b) = σ2prior,(a) +
∑

i|xi∈ time-variable
atmospheric ctrls

(
∂(QoI)
∂xi

·∆xi
)2

.

However, for each QoI, σ2prior,(b) is only <10% higher than σ2prior,(a) (second column of
Figs. C.1(a),(b)). The underlying reason is that the 4 studied time-mean QoIs are much
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(a) Ctrls: ECCOv4r3 without time-variable atmospheric controls
Prior: Diagonal ECCOv4r3 (i.e., ECCOv4r3, but no WC01 smoothing)

Quantity σ2
prior,(a) Relative importance of controls

MHTOSNAP-W

MHTOSNAP-E

OHCNS

TIS

(0.0024)2 (PW)2

(0.0045)2 (PW)2

(1.28 · 1020)2 (J)2

(0.146)2 (Sv)2

0% 25% 50% 75% 100%

(b) Ctrls: All ECCOv4r3 controls
Prior: Diagonal ECCOv4r3 (i.e., ECCOv4r3, but no WC01 smoothing)

Quantity σ2
prior,(b) Relative importance of controls

MHTOSNAP-W

MHTOSNAP-E

OHCNS

TIS

(0.0024)2 (PW)2

(0.0047)2 (PW)2

(1.34 · 1020)2 (J)2

(0.152)2 (Sv)2

0% 25% 50% 75% 100%

(c) Ctrls: All ECCOv4r3 controls
Prior: Full ECCOv4r3 (incl. WC01 smoothing)

Quantity σ2
prior,(c) Relative importance of controls

MHTOSNAP-W

MHTOSNAP-E

OHCNS

TIS

(0.0018)2 (PW)2

(0.0032)2 (PW)2

(9.9 · 1019)2 (J)2

(0.093)2 (Sv)2

third block in Table 4.2:
first and second block in Table 4.2:
time-variable atmospheric controls:

0% 25% 50% 75% 100%

precip thermal wind
initial param

precip thermal wind

Figure C.1: (a),(b),(c) present three different choices for the control vector x and corre-
sponding prior uncertainties Γprior, examined through the lens of projected scalar prior
uncertainties σ2

prior (second column) for the four shown time-mean model quantities
(named in the first column). The third colums shows the relative importance of the
control variables in contributing to prior uncertainty σ2

prior. (a) reflects the setup cho-
sen in this work, with x and diagonal Γprior as shown in Table 4.2. (b) includes all
ECCOv4r3 control variables, i.e., adds the time-variable atmospheric control variables
(hatched in third column) to x, but still uses a diagonal prior Γprior, composed of the
ECCOv4r3 prior uncertainties. (c) uses the full ECCOv4r3 setup, i.e., setup (b), but
with Weaver and Courtier [2001] (WC01) smoothing applied to all control variables.
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more sensitive to changes in the time-mean of the atmospheric forcing variables than to
time-variable changes. The dominant role of time-mean atmospheric controls for time-
mean QoIs can also be seen in the third column of Fig. C.1, which shows the relative
importance of the control variables in contributing to the prior uncertainties σ2prior,(a)
(Fig. C.1(a)) and σ2prior,(b) (Fig. C.1(b)). The contributions by the time-variable atmo-
spheric control variables, hatched in Fig. C.1(b), are much smaller than the contributions
by the time-mean atmospheric control variables. (Fig. 6.8 in Chapter 6 shows that time-
variable atmospheric controls may play a much larger role for QoIs that are averaged
over shorter time periods than 5 years, e.g., one month.) Note that that the 4 bar charts
in Fig. C.1(a) are the same as in Figs. 4.5(e),(f) and Figs. 4.8(e),(f), respectively.

As a result of the minor importance of the time-variable atmospheric control vari-
ables in contributing to the prior uncertainties σ2prior, the effective proxy potentials (or
relative uncertainty reductions) ∆̃σ2 for the QoIs by the OSNAP observations are es-
sentially the same for setups (a) and (b) (Figs. C.2(a) vs. (b)). In Fig. C.2, the curves
for ∆̃σ2[(r/b)2] are determined by two aspects: the hypothetical proxy potentials (the
values for ∆̃σ2[0]) and the prior-to-noise ratios (the decay of the curves). Both aspects,
hypothetical proxy potentials and prior-to-noise ratios, essentially coincide for setups
(a) and (b). Consequently, the results for the effective OSNAP proxy potential obtained
in this work are not affected by the omission of ECCOv4r3 time-variable atmospheric
control variables.

C.2 Smoothing

In the ECCOv4r3 inverse modeling framework, Weaver and Courtier [2001] smoothing
is used for the prior covariance matrix to mimic prior cross-correlations between con-
trol variables that represent close-by grid points in the same field [Forget et al., 2015].
Fig. C.3 shows a subset of the prior standard deviation fields used in ECCOv4r3. Con-
structing the ECCOv4r3 prior covariance matrix consists of two steps. First, inserting
the squares of the prior standard deviations at each model grid point as diagonal entries
into an N × N matrix, where N denotes the length of the control vector, results in a
diagonal matrix Γprior. This diagonal matrix Γprior is used in setups (a) and (b) (where
setup (a) only uses standard deviations from Figs. C.3(a),(c)). To obtain the full EC-
COv4r3 prior covariance matrix Γ̂prior, a second step consists of modifying the diagonal
matrix Γprior by the Weaver and Courtier [2001] smoother (or diffusion operator), with
smoothing scale set to three grid points [Forget et al., 2015]. The smoother introduces
off-diagonal entries, which represent covariances between control variables that represent
close-by grid points in the same field.

It is noted that the high-dimensional prior matrix Γ̂prior is never constructed in prac-
tice. The prior enters both the optimization process and the identification of proxy
potential (via uncertainty quantification) only in the form of matrix-vector multipli-
cations. Left-multiplication of a sensitivity vector [

∂(QoI)
∂x ]T with the matrix Γ

1/2
prior (or

Γ̂
1/2
prior) is referred to as prior-weighting in Sections 4.3.1 and 4.3.3 (and in Section 3.3

for the general case). In practice, the two steps described above translate to the follow-
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(a)

0 0.2 0.4 0.6 0.8 1

(r/b)2

(b)

0 0.2 0.4 0.6 0.8 1

(r/b)2

(c)

OHCNS: OSNAP-West OSNAP-East OSNAP-Combined
TIS: OSNAP-West OSNAP-East OSNAP-Combined

Figure C.2: Effective proxy potential (or relative uncertainty reduction) ∆̃σ2 for the un-
observed QoIs OHCNS (dashed curves) and TIS (solid curves) by the three OSNAP ob-
serving systems, shown as a function of the ratio (r/b)2. The subpanels (a),(b),(c) present
the three different choices for x and Γprior which were also shown in Fig. C.1. Subpanel (a)
reflects the setup chosen in this work and replots all curves from Figs. 4.13(a),(c). Sub-
panel (b) includes all ECCOv4r3 control variables, i.e., adds the time-variable atmo-
spheric control variables to x, but still uses a diagonal prior Γprior, composed of the
ECCOv4r3 prior uncertainties. Subpanel (c) uses the full ECCOv4r3 setup, i.e., setup
(b), but with Weaver and Courtier [2001] smoothing applied to all control variables.
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(a) ∆RSW↓ time-mean (b) ∆RSW↓ time-variable

0 10 20 30 40 50 60 70
W/m2

(c) ∆τy time-mean (c) ∆τy time-variable

0 0.01 0.02 0.03 0.04 0.05 0.06
N/m2

Figure C.3: ECCOv4r3 prior standard deviations for the atmospheric forcing fields
(a),(b) shortwave downward radiation (RSW↓), and (c),(d) meridional wind stres (τy).
The shown prior standard deviations are for (a),(c) time-mean adjustments, and (b),(d)
time-variable adjustments of the respective atmospheric fields, and computed based upon
the spread of available atmospheric reanalysis products [Chaudhuri et al., 2012]. Maps
(a) and (c) are the global versions of Figs. 4.4(a) and (b), respectively.
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no WC01 smoothing

(σWprior,(a))
−1 · ∂MHTOSNAP-W

∂RSW↓
∆RSW↓

(a)

(σWprior,(c))
−1 · smooth

(
∂MHTOSNAP-W

∂RSW↓
∆RSW↓

)
WC01 smoothing

(b)

(σWprior,(a))
−1 · ∂MHTOSNAP-W

∂τy
∆τy

(c)
(σWprior,(c))

−1 · smooth
(
∂MHTOSNAP-W

∂τy
∆τy

)

(d)

-0.03 -0.015 0 0.015 0.03

Figure C.4: Effect of the Weaver and Courtier [2001] (WC01) smoothing. The maps show
normalized prior-weighted sensitivities of time-mean heat transport across OSNAP-West
(MHTOSNAP-W) to (a),(b) shortwave downward radiation (RSW↓) and (c),(d) meridional
wind stress (τy). Prior-weighting and normalization are performed using (a),(c) all EC-
COv4r3 controls but no WC01 smoothing and (b),(d) the full ECCOv4r3 setup including
WC01 smoothing.
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ing two steps for prior-weighting. First, the ith entry of the given vector is multiplied by
the prior standard deviation ∆xi that corresponds to the ith control variable, resulting
in the vector [

∂(QoI)
∂x ·∆x]T . This vector is the prior-weighted sensitivity vector used for

Figs. 4.5 and 4.8 in Sections 4.3.1 and 4.3.3. The second step consists in applying the
Weaver and Courtier [2001] smoother to the vector obtained after the first step, with
smoothing scale set to three grid points. The “smoothing” or “smearing” effect of the
second step is visible in Fig. C.4: shown are normalized prior-weighted sensitivities of
MHTOSNAP-W, where prior-weighting and normalization are done using setup (a) (in
Figs. 4.5(a),(c)) and setup (c) (in Figs. 4.5(b),(d)). Note that Figs. C.4(a),(c) are a re-
plot of Figs. 4.5(a),(c).

For setup (c), the projection of the prior uncertainties Γ̂prior, from the control vari-
ables onto a chosen QoI computes as

σ2prior,(c) =

N∑

i=1

[
smooth

(
∂(QoI)
∂xj

·∆xj
)

j

]2

i

. (C.1)

For the 4 time-mean QoIs studied in this work, the values for σ2prior,(c) are shown in the
second column of Fig. C.1(c). The prior uncertainties σ2prior,(c) are considerably smaller
than the respective prior uncertainties for setups (a) and (b) (Figs. C.1(a),(b)), i.e., the
setups without Weaver and Courtier [2001] smoothing. This is because smoothing elimi-
nates a significant portion of the prior-weighted wind sensitivities, supported by the third
column of Fig. C.1(c), which shows that time-mean wind stress has lost a significant por-
tion of its relative importance in contributing to σ2prior,(c) (compared to Figs. C.1(a),(b)).
Smoothing sensitivities leads to cancellations where non-smoothed sensitivities show a
sensitivity dipole. Sensitivity dipoles are a typical feature of wind sensitivities because
they characterize wind-driven Ekman pumping, e.g., in the Labrador Sea in Fig. C.4(c).
The sensitivity dipole is much weaker in Fig. C.4(d), after Weaver and Courtier [2001]
smoothing is applied, due to partial cancellation of close-by positive and negative sen-
sitivities. A second reason for the partial elimination of wind sensitivities is that wind
sensitivity patterns are often characterized by narrow sensitivity bands of strong sensi-
tivity amplitude, such as between Greenland and Iceland in Fig. C.4(c). Concentrated
sensitivity of strong amplitude contributes particularly effectively to prior uncertainty,
i.e., the (squared) Euclidean norm in (C.1). Applying the Weaver and Courtier [2001]
smoother to the left column of Fig. C.4 causes sensitivity to spread out spatially. While
the spatial spreading leads to a considerable diffusion of wind sensitivities (Fig. C.4(d))
and, thus, diffusion of prior uncertainty caused by wind stress, the diffusion of prior un-
certainties caused by thermal forcing fields is less pronounced (Fig. C.4(b)). This is be-
cause thermal sensitivities are characterized by spatially widespread patterns, such as in
the Irminger and Labrador Seas in Fig. C.4(a), such that diffusion mostly (re-)distributes
sensitivity within the sensitivity regions (rather than across the boundaries), due to the
relatively shorter boundaries of the thermal sensitivity patterns than of the wind sensi-
tivity patterns.

The relatively weaker wind stress sensitivities in setup (c) lead to smaller values for
the hypothetical proxy potentials, reflected by smaller values for ∆̃σ2[0] in Fig. C.2(c),
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compared to Figs. C.2(a),(b). Indeed, wind sensitivities were shown to be the ma-
jor player in causing effective projections of (normalized) prior-weighted sensitivities of
QoIs onto (normalized) prior-weighted sensitivities of OSNAP quantities. Moreover, the
smaller overall values for the prior uncertainties σ2prior,(c) lead to smaller prior-to-noise
ratios for setup (c), reflected in more rapidly decaying curves in Fig. C.2(c) than in
Figs. C.2(a),(b). Smaller hypothetical proxy potentials and prior-to-noise ratios cause a
less effective proxy potential (or relative uncertainty reduction) ∆̃σ2 for setup (c) than
for the setups (a) and (b) (Fig. C.2).

The findings that Weaver and Courtier [2001] smoothing affects

• proxy potential significantly,

• thermal sensitivities vs. wind sensitivities in very dissimilar ways,

are the motivation for Chapter D. In Chapter D, it is investigated whether Weaver and
Courtier [2001] smoothing in ocean state estimation is a favorable choice, and if yes,
whether it should be applied to all atmospheric forcing fields in the same fashion.



Appendix D

Spatial Scales of Atmospheric Adjustment in
Ocean State Estimation

D.1 Introduction

The diffusion operator approach of Weaver and Courtier [2001] (hereafter WC01) is
a widely employed technique in ocean state estimation and data assimilation, used to
model prior error covariance matrices [e.g., Moore et al., 2011a; Forget et al., 2015]. The
application of the WC01 diffusion (or “smoothing”) operator to a diagonal prior error
covariance matrix introduces prior cross-correlations between control variables that rep-
resent nearby grid points in the same field. At the same time, WC01 smoothing is a
type of regularization, which avoids overfitting to noisy observations. For instance, for
all ECCOv4 control variables, the scale of the WC01 spatial correlation model is set to
3 times the grid scale of the underlying GCM, where the nominal horizontal resolution
of the latter is 1◦ [Forget et al., 2015]. Appendix C provides more details on how the
WC01 smoother is implemented and used in practice.

Atmospheric forcing fields are part of the control variables in ocean state estima-
tion [e.g., Forget et al., 2015]. It shall be noted that WC01 smoothing is not used for
the first-guess of the time-varying atmospheric forcing, which is imposed at the horizon-
tal resolution of the underlying GCM (usually, after being interpolated from the grid
of an atmospheric model). Rather, ocean state estimation uses WC01 smoothing for
the atmospheric adjustments. This implies that throughout the optimization process,
atmospheric forcing cannot be corrected at spatial scales smaller than the used WC01
diffusion scale. In other words, due to WC01 smoothing, observations can only inform
atmospheric adjustments that are of larger scale than the scales that are potentially in-
formable by the observations, leading to an “information loss”. Loss of information, due
to WC01 smoothing, is supported by the results in Chapter 4, which explored the infor-
mation captured by observing systems. It was shown that the information potential is
given by prior-weighted linearized sensitivities of the observed quantities to all control
variables. Fig. C.4 shows the sensitivities of (or captured information by) an observed
OSNAP quantity, with and without WC01 smoothing. A comparison of the two columns
in Fig. C.4 highlights the potential “smearing” effect that WC01 smoothing has on in-
formation captured by observations.
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In particular, it was found in Appendix C that the WC01 smearing has a dissimilar
effect on thermal sensitivities vs. wind sensitivities, due to the fact that wind sensitivities
are generally characterized by smaller-scale features than thermal sensitivities. That is,
in Fig. C.4, WC01 smoothing diffuses (and partially eliminates) wind sensitivities more
effectively than thermal sensitivities, even though in both cases the same diffusion scale
is used. The dissimilar effect on thermal vs. wind sensitivities was found to have a
significant impact on the assessment of observing systems and proxy potential within
the framework presented in Chapters 3 and 4 (see Figs. C.1 and C.2 in Section C). The
findings in Appendix C pose the following questions:

(i) On what scales does spatial variability occur in atmospheric forcing fields?

(ii) Is WC01 smoothing a favorable choice for atmospheric adjustment in ocean state
estimation? Should it be applied to all atmospheric forcing fields with the same
diffusion scale?

This chapter is an effort to gain first insights into (i) and (ii). The approach is to per-
form a spectral analysis of the ERA-Interim [Dee et al., 2011] near-surface fields that
are adjusted during the ECCOv4 optimization process. The spectral analysis consists of
projecting the ERA-Interim near-surface fields onto the spherical harmonics, where the
latter form a frequency-space basis on the sphere.

Truncated series of spherical harmonics serve as basis functions in many atmospheric
models. The same spectral methods are usually not employed in ocean models since the
global ocean surface is not a sphere, as it is interrupted by land. Nevertheless, it is worth
investigating whether spherical harmonics are a useful alternative to the currently used
bases for atmospheric adjustment in ocean state estimation. For the currently used bases,
each basis function corresponds to one atmospheric forcing variable at one surface model
grid point. The choice of the current bases entails heavy computer resources and storage
requirements, in particular, for high-resolution ocean state estimates. Despite the fact
that the discretized model grid has a high dimensionality, the control variables usually
have an intrinsically lower-dimensional structure which could be accessed through the
spherical harmonic basis functions. Therefore, this chapter will explore a third question:

(iii) Does a truncated set of spherical harmonics provide a useful lower-dimensional
basis for atmospheric adjustment in ocean state estimation?

Section D.2 provides an introduction to spectral methods, spherical harmonics and
Gaussian grids. In Section D.3, a spectral analysis of ERA-Interim near-surface fields is
performed. In Section D.4, the results and insights into questions (i), (ii), and (iii) are
discussed.

D.2 Spectral transformations

Many atmospheric models are based on spectral methods, which respresent geophysical
fields in horizontal direction in terms of a frequency-space basis over the sphere. This
basis is formed by a truncated series of the spherical harmonic functions. The spherical
harmonics owe their name to the fact that they are the eigenfunctions of the Laplacian on



D.2 Spectral transformations 261

the sphere. In spectral models, where the spectral space representation of fields is based
on the spherical harmonic basis functions, the nature of the underlying physical latitude-
longitude transform grid, also called a Gaussian grid, is tightly coupled to the parameters
of the spherical harmonic expansion itself. This section provides a short introduction to
spherical harmonics and Gaussian grids, closely following Cushman-Roisin and Beckers
[2011], Chapter 19.7.

D.2.1 Spherical harmonics

The spherical harmonics are of the form

Ym,n(λ, sinφ) = Pm,n(sinφ) eimλ,

where λ and φ denote longitude and latitude, respectively, and Pm,n are Legendre func-
tions1. The basis functions Ym,n are indexed according to two integers, the order (or
wavenumber), n, and the degree, m. These satisfy the constraints that n ≥ 0 and
|m| ≤ n. Thus, there are 2n + 1 basis functions of order n. The spherical harmonics
{Ym,n} form a complete set of orthogonal basis functions on the sphere. Fig. D.1 shows
the real part of the spherical harmonics Ym,n, up to wavenumber n = 3. Spherical har-
monics of degree m = 0 are zonal, i.e., they do not depend upon longitude. Spherical
harmonics with n = |m| are sectoral, i.e., there are no zero crossings in latitudinal direc-
tion. For increasing n, the spherical harmonics Ym,n represent smaller and smaller scales
(or higher and higher frequencies) on the sphere.

Using the orthogonality of the spherical harmonics Ym,n, a (time-dependent) field
u(λ, φ, t) on the sphere can be expanded as

u(λ, φ, t) =

∞∑

m=−∞

∑

n≥|m|

αm,n(t)Ym,n(λ, sinφ). (D.1)

The coefficient αm,n, the “intensity” of the mode Ym,n, can be computed by using the
orthogonality property of the spherical harmonics:

αm,n(t) =

∫ 1

−1

(∫ 2π

0

u(λ, ξ, t) e−imλdλ

)
Pm,n(ξ)dξ, (D.2)

with ξ = sin(φ). In numerical schemes, the sum in (D.1) is truncated, and one obtains
an approximation of u:

ũ =

M∑

m=−M

L(m)∑

n=|m|

αm,n Ym,n. (D.3)

1 The Legendre functions Pm,n are defined in terms of Legendre polynomials Pn:

Pm,n(x) =

{√
(2n+1)(n−m)!

2(n+m)! (1− x2)m dm

dxmPn(x) m ≥ 0

(−1)mP−m,n(x) m < 0

with
Pn(x) =

1

2nn!

dn

dxn
[(x2 − 1)n].
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Figure D.1: Real part of the spherical harmonics Ym,n, shown for wavenumbers up to
n = 3. The shown integer pairs are the respective values for (m,n). The white color
marks the separation between positive and negative values. Since the real part of Ym,n
and Y−m,n are either equal (for even m) or differ by a factor of −1 (for odd m), only
spherical harmonics form ≥ 0 are shown. Spherical harmonics of degreem = 0 are zonal,
i.e., they do not depend upon longitude. Spherical harmonics with n = |m| are sectoral,
i.e., there are no zero crossings in latitudinal direction. For increasing n, the spherical
harmonics Ym,n represent smaller and smaller scales (or higher and higher frequencies)
on the sphere.
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Figure D.2: Triangular truncation of the spherical harmonics, by choosing L(m) = M
in (D.3). The single constant spectral truncation parameter M prescribes a triangular
region of spherical harmonics in the (m,n) wavenumber space, as indicated by the orange
lines and filled circles.

A common choice for the truncation is L(m) = M , which corresponds to a triangular
truncation (see Fig. D.2), leading to a uniform and isentropic resolution on the sphere.
The triangular truncation is for instance employed in the ECMWF (European Centre
for Medium-Range Weather Forecasts) model, used for producing the ERA-Interim re-
analysis product [Dee et al., 2011].

D.2.2 Gaussian grids

With discrete versions of integrals, orthogonality of the Ym,n basis functions is no longer
guaranteed. A forward transformation followed by an inverse transformation (i.e., (D.2)
followed by (D.1)) does not ensure a perfect return to the original function. In partic-
ular, given a discretized field {u(λi, φj)}i,j on an arbitrary lon-lat grid {(λi, φj)}i,j , the
computation of the coefficients αm,n via (D.2) results in numerical integration errors. A
Gaussian grid {(λi, φj)}i,j is constructed in such a way that the numerical integration
errors are minimized. Gaussian grids are therefore tightly coupled to the parameters of
the spherical harmonic expansion itself, as described in the following.

Inner integral: FFT The discrete Fourier transform maintains orthogonality. Therefore,
the inner integral of (D.2) can be evaluated through a Fast Fourier Transform (FFT)
and the corresponding inverse transform by an inverse FFT (see e.g., Appendix C.5 in
Cushman-Roisin and Beckers [2011]). That is, FFT is performed at a series of given
latitudes φj , j = 1, . . . , J , in zonal direction, which returns the Fourier coefficients

βm(ξj , t) =

∫ 2π

0

u(λ, ξj , t) e
−imλdλ, (D.4)

where ξj = sin(φj). The (exact) discrete Fourier transform operates by sampling at
equidistant points {λi}. Therefore, the only constraint on the longitudes {λi} in a
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Gaussian grid is that they are chosen as equally spaced. In contrast, the Gaussian
latitudes {φj} will be unequally spaced, since they are defined by Gaussian quadrature
used for the outer integral, as described next.

Outer integral: Numerical quadrature There exists no numerical tool similar to the FFT for
the outer integral in (D.2), which involves the Legendre functions Pm,n, and one has to
use Gaussian quadrature in meridional direction:

αm,n(t) =

J∑

j=1

wj βm(ξj , t)Pm,n(ξj). (D.5)

Here, the weights {wj} and locations {ξj} can be defined so as to reduce integration
errors. It is beneficial to choose the J Gaussian latitudes {φj} in such a way that the
corresponding locations {ξj = sin(φj)} are the zeros of the Legendre polynomial of degree
J (which are all real), i.e., PJ(ξj) = 0 for j = 1, . . . , J . The corresponding weights are
defined as

wj =
2

(1− ξ2j )
[
dPJ

dξ (ξj)
]2 .

Regular and reduced Gaussian grids A regular Gaussian grid is defined by the J Gaussian
latitudes {φj} and 2J equally spaced longitudes {λi}. In particular, the number of
gridpoints λi along the longitudes is constant across the chosen latitudes φj (namely equal
to 2J). In a reduced (or thinned) Gaussian grid, the number of gridpoints per latitude
φj decreases towards the poles, which keeps the gridpoint separation approximately
constant across the sphere [Hortal and Simmons, 1990].

D.3 Spectral analysis of ERA-Interim near-surface fields

In the ECCOv4 state estimate [Forget et al., 2015; Fukumori et al., 2017], the first-guess
atmospheric forcing is adopted from the ECMWF (European Centre for Medium-Range
Weather Forecasts) ERA-Interim reanalysis product [Dee et al., 2011]. ECCOv4 uses
6-hourly ERA-Interim near-surface fields of air temperature at 2m (atemp), downward
longwave radiation (lwdown), downward shortwave radiation (swdown), specific humid-
ity at 2m (aqh), precipitation (precip), and zonal and meridional wind stress (ustress
& vstress). The model heat and freshwater fluxes are determined by bulk formulae of
Large and Yeager [2004], computed from atemp, lwdown, swdown, aqh, and precip. The
first-guess ERA-Interim forcing fields are subsequently adjusted by the ECCOv4 opti-
mization procedure. Spatially varying adjustments to the ERA-Interim fields are made
to both the long-term mean (over the full ECCOv4r3 integration period 1992-2015) and
on a bi-weekly basis [Fukumori et al., 2017]. To explore spatial scales of importance for
the atmospheric adjustment in ocean state estimation, this section performs a spectral
analysis of the ERA-Interim near-surface fields.

D.3.1 Data and grid

The spectral analysis in this chapter uses ERA-Interim reanalysis data from January
1979 until Febrary 2016 for the near-surface fields atemp, lwdown, swdown, aqh, precip,
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ustress, and vstress. The ERA-Interim reanalysis product is archived on the reduced
Gaussian grid N128 (corresponding to a spectral T255 grid) as well as on lower-resolution
Gaussian grids. On the reduced N128 grid, modes up to the truncation parameter
M = 2 · 128 = 256 are resolved, corresponding to approx. 80 km. The analysis in this
chapter is performed for ERA-Interim data retrieved from the coarser reduced Gaussian
grid N48, which resolves modes up to M = 2 ·48 = 96, corresponding to approx. 210 km.
The spectral analysis for the coarse-resolution N48 data will be sufficient to provide first
insights to questions (i), (ii), and (iii) and set the stage for future spectral analyses
performed for higher-resolution data. (When the study was designed, the choice of
analyzing data on the coarse N48 grid was motivated by the main objective to investigate
the potential for model reduction in paleoceanographic state estimation.)

D.3.2 Methodology

Long-term means First, the long-term monthly means are computed from the ERA-
Interim near-surface fields (using data from January 1979 to February 2016). For each
of the fields atemp, lwdown, swdown, aqh, precip, ustress and vstress, this results in
12 fields, i.e., one for each month. Investigating long-term means, rather than averages
over short time intervals, is motivated by the fact that ECCOv4r3 makes (spatially vary-
ing) adjustments to the long-term means of these atmospheric forcing fields, as described
above. Since ECCOv4r3 additionally makes spatio-temporal varying adjustments to the
bi-weekly means of the fields, the analysis should be repeated for ERA-Interim fields
averaged over shorter time windows, which are expected to be characterized by smaller
scales than the long-term means.

Projection A spectral analysis expands a two-dimensional field in terms of the spherical
harmonic basis functions Ym,n, which represent different spatial scales, as explained in
Section D.2. For each of the seven atmospheric forcing fields and each of the 12 months,
a spectral analysis is performed for the long-term monthly mean field. The spectral
analyses are carried out by projecting the respective long-term monthly mean fields
onto the spherical harmonics, via (D.2). The projections return the coefficients αm,n,
which reflect the intensity of the respective modes Ym,n for the respective atmospheric
forcing fields. The projections are performed via an FFT for the inner integral in (D.2),
and Gaussian quadrature for the outer integral in (D.2), as described in Section D.2.2.
Since the ERA-Interim data was retrieved on a Gaussian grid, following the technique
in Section D.2.2 returns accurate coefficients αm,n.

D.3.3 Results

Figs. D.3(a)-(g) show the long-term January means of the seven investigated ERA-
Interim fields. Accordingly, Figs. D.4(a)-(g) present the result of the spectral analyses
of the respective long-term January mean fields, i.e., the projections of Figs. D.3(a)-(g)
onto the spherical harmonics. The projections are only shown for the long-term January
mean fields, since for each of the seven investigated fields, the projections exhibit very
similar structure across the 12 months. In Fig. D.4, the result of the spectral analyses
is shown in terms of the ratios |αm,n|/(maxm,n |αm,n|), i.e., the relative intensities of the
spectral modes Ym,n to the most intense mode. Here, for the fields of atemp, lwdown,
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Figure D.3: ERA-Interim long-term January means for the near-surface fields of (a) air
temperature at 2m, (b) downward longwave radiation, (c) downward shortwave radia-
tion, (d) specific humidity at 2m, (e) precipitation, (f) eastward zonal wind stress, and
(g) northward meridional wind stress.
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Figure D.4: Relative intensity of the spectral modes Ym,n, shown as the ratio
|αm,n|/(maxm,n |αm,n|), for the ERA-Interim long-term January means of (a) air tem-
perature at 2m, (b) downward longwave radiation, (c) downward shortwave radiation,
(d) specific humidity at 2m, (e) precipitation, (f) zonal wind stress, and (g) meridional
wind stress.
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swdown, aqh, and precip, maxm,n |αm,n| is equal to |α0,0|. That is, for these fields, the
constant spherical harmonic Y0,0 is found to have highest intensity, which is also true for
the remaining 11 months. The coefficient α0,0, corresponding to the constant spherical
harmonic Y0,0, is real and equal to the spatial mean of the respective field. For the fields
of ustress and vstress, maxm,n |αm,n| is attained by the absolute value of coefficients cor-
responding to various modes Ym,n throughout the months, namely by |α0,2|, |α0,4|, and
|α0,5|. Note that the coefficients α0,2, α0,4, α0,5 are real and correspond to either of the
zonal spherical harmonics Y0,2, Y0,4, or Y0,5 (cf. Fig. D.1).

The relative intensities shown in Figs. D.4(a)-(g) are symmetric about the axis m = 0
because for real input data (as the case here), α−m,n is equal to the positive (for even
m) or negative (for odd m) complex conjugate of αm,n (cf. equation (D.2)). The color
scale in Fig. D.4 is logarithmic, and relative intensities below 0.1% are not shown. Small
scales are important for those of the atmospheric fields that show active modes Ym,n
up to large wavenumbers n. For each of the seven atmospheric fields, Table D.1 shows
the maximal wavenumber n = nmax of the active modes Ym,n that are needed in the
spherical harmonic expansion to represent the respective field, where the maximum is
taken over all 12 months. Moreover, Table D.1 shows the corresponding smallest scale
∆x resolved by the spherical harmonics Ym,nmax of highest wavenumber nmax, computed
by ∆x = πR/nmax, where R denotes the radius of Earth, and rounded to the nearest
ten. The three columns in Table D.1 show three different cases, which, from left to right,
take modes Ym,n of increasingly smaller relative intensity |αm,n|/(maxm,n |αm,n|) into
account.

|αm,n|/(max
m,n
|αm,n|) |αm,n|/(max

m,n
|αm,n|) |αm,n|/(max

m,n
|αm,n|)

≥ 10% ≥ 1% ≥ 0.1%

nmax ∆x nmax ∆x nmax ∆x

atemp 0 ∞ 4 5 000 km 18 1 130 km
lwdown 2 10 000 km 8 2 500 km 36 560 km
swdown 6 3 340 km 18 1 130 km 66 300 km
aqh 4 5 000 km 16 1 250 km 88 230 km

precip 12 1 670 km 51 390 km 96 <210 km
ustress 19 1 050 km 96 <210 km 96 <210 km
vstress 32 630 km 96 <210 km 96 <210 km

Table D.1: Largest wavenumber n = nmax that is required when expanding the ERA-
Interim long-term monthly means of air temperature at 2m (atemp), downward longwave
radiation (lwdown), downward shortwave radiation (swdown), specific humidity at 2m
(aqh), precipitation (precip), zonal wind stress (ustress), and meridional wind stress
(vstress) in terms of the spherical harmonics Ym,n. ∆x indicates the smallest scale
(rounded to the nearest ten) resolved by the spherical harmonics Ym,nmax of highest
wavenumber nmax. The three columns show three different cases, which, from left to
right, take modes Ym,n of increasingly smaller relative intensity |αm,n|/(maxm,n |αm,n|)
into account. Including increasingly more, and less intense, modes (from left to right)
corresponds to taking into account modes that are shaded by (first column),
(second column), and (third column) in Fig. D.4.
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Thermal forcing fields

In ECCOv4, the fields of air temperature, downwelling radiation, and specific humidity,
shown in subpanels (a)-(d) of Figs. D.3 and D.4, alter the surface heat flux through ra-
diative, sensible, and latent heat fluxes, and are therefore referred to as thermal forcing
fields. It is noted that specific humidity does not only affect the net heat flux (via latent
heat), but also the net freshwater flux (via evaporation), through the air-sea flux formu-
lation from Large and Yeager [2004].

The most notable feature in the thermal forcing fields shown in Figs. D.3(a)-(d) is a
large-scale structure, composed of broad zonal bands. The large-scale structure of the
fields is confirmed by Figs. D.4(a)-(d), where modes of relative intensity ≥ 10% ( ) are
only visible for modes up to wavenumber nmax = 0 for atemp (Fig. D.4(a)), nmax = 2
for lwdown and swdown (Figs. D.4(b),(c)), and nmax = 4 for aqh (Fig. D.4(d)), cf. the
first column of Table D.1 for the respective maximal wavenumbers nmax over all months.
The broad zonal bands visible in Figs. D.3(a)-(d) translate to the fact that all modes of
dark green shading ( ) in Figs. D.4(a)-(d) are zonal spherical harmonics, i.e., of de-
gree m = 0 (cf. D.1).

If one takes into account modes of relative intensity ≥ 1% ( in Fig. D.4 and
second column of Table D.1), the maximal wavenumbers nmax for the thermal forcing
fields are still very low. If maximized over all 12 months, the maximal required wavenum-
ber is nmax = 4 for atemp, which corresponds to resolved scales ∆x > 5000 km (second
column in Table D.1). For lwdown, the maximal required wavenumber is nmax = 8
and swdown and aqh show maximal wavenumbers still below nmax < 20, correspond-
ing to resolved scales ∆x > 1000 km. For relative intensity ≥ 1%, lwdown, swdown,
and aqh, show active modes that are not zonal ( shading for modes of degree m 6= 0
in Figs. D.4(b),(c),(d)). This corresponds to a deviation from a zonal structure in the
physical long-term mean fields, still plainly visible in Figs. D.3(b)-(d), and is due to the
non-zonal structure of cloud coverage.

Modes of high frequency n are absent in the thermal forcing fields, even if account-
ing for modes of relative intensity ≥ 0.1% ( in Fig. D.4 and third column
of Table D.1). Modes of the highest wavenumbers are mostly zonal for air temperature
(spherical harmonics of shading are concentrated around m = 0 in Fig. D.4(a)). In
contrast, modes of the highest wavenumbers for specific humidity tend to be rather sec-
toral, reflected by the populated diagonals (of shading) toward nmax in Fig. D.4(d).

Precipitation

In the long-term January mean field of precipitation (Fig. D.3(e)), the narrow zonal
band over the ITCZ stands out. The narrow zonal band translates to zonal spherical
harmonics (m = 0) in Fig. D.4(e) being active at high intensity (≥ 10%, shading)
and up to wavenumber nmax = 12 (cf. first column of Table D.1). For slightly weaker
modes, with relative intensity ≥ 1% ( ), spherical harmonics up to wavenumber
nmax = 51 are active (second column of Table D.1). Here, the emerging modes of the
highest wavenumbers (n ∈ [35, 50]) are characterized by a zonal-type structure, and for
slightly smaller wavenumbers (n < 35) also by a sectoral-type structure, reflected by the
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shading being mostly concentrated around m = 0 and the diagonals in Fig. D.4(e).
The maximal wavenumber nmax = 51 corresponds to resolved scales ∆x > 390 km. If
one accounts for modes of relative intensity ≥ 0.1% ( ), spherical harmonics
up to the highest wavenumbers resolved in the investigated data are active, i.e., up to
nmax = 96, corresponding to ∆x = 210 km. To identify the smallest scales of relative
intensity ≥ 0.1%, data on a finer grid than the considered N48 grid would have to be
analyzed.

Wind stress

The long-term January mean wind stress fields in Figs. D.3(f) and (g) show the ma-
jor well-known large-scale features, such as the subtropical anticyclonic gyres in Pacific
and Atlantic Oceans in the Northern and Southern hemispheres, and the strong westerly
winds over the Southern Ocean. Inspecting the corresponding spectral decompositions in
Figs. D.4(f) and (g) elucidates that besides the visible large-scale structure in Figs. D.3(f)
and (g), many small-scale features seem to play a role, too. The most intense modes,
of relative intensity ≥ 10% ( shading), populate wavenumbers up to nmax = 19 for
ustress and up to nmax = 32 for vstress (first column in Table D.1), i.e., much higher
wavenumbers than needed for the remaining atmospheric fields. For slightly less intense
modes of relative intensity ≥ 1% ( shading), the active modes already comprise
all modes up to the highest wavenumbers resolved in the investigated ERA-Interim data,
corresponding to scales ∆x = 210 km (second column in Table D.1).

In summary, Fig. D.4 and Table D.1 suggest that wind stress fields are composed
of much smaller spatial scales than the thermal forcing fields, and even of considerably
smaller spatial scales than precipitation. Reviewing the physical wind stress fields in
Figs. D.3(f) and (g) leads to the impression that small-scale features emerge mainly over
land, especially over steep orography as the Andes in South America, the Rocky Moun-
tains in North America, or the Himalayas in Asia. In a spectral analysis, there is no
natural way to “mask out” spatial variability over land because the spherical harmon-
ics are global basis functions on the sphere. Therefore, the spectral analysis does not
distinguish whether the identified small-scale structure in the wind stress fields arises
mostly from high-frequency spatial variability over land, e.g., due to orography, or also
from high-frequency spatial variability over the ocean. This question needs to be inves-
tigated further. Meanwhile, it is noted that the literature reveals many examples for
topographically induced features in the wind stress fields along land-ocean boundaries
that are important for ocean dynamical processes, such as the Greenland tip jet, caus-
ing deep convection events in the Irminger Sea [Doyle and Shapiro, 1999; Moore, 2003;
Pickart et al., 2003], or other island corner accelerations and gap wind features [Bourassa
et al., 1999; Chelton et al., 2000a,b, 2004; Xie et al., 2001, 2005]. Steep gradients in the
wind stress fields across several land-ocean boundaries are visible in Figs. D.3(f) and (g),
e.g., across the Greenlandic coastline, or the west coasts of South America and South
Africa (Fig. D.3(g)). Gradients in the wind stress fields at the boundaries of ocean basins
are of particular dynamical importance for ocean models, as will be discussed further in
Section D.4.2.
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FIG. 6. (top) Global SCOW and (bottom) NCEP99 wind stress curl maps for (left) January and (right) July. The SCOW fields are plotted on a 0.25° ! 0.25° grid. The
NCEP99 fields are plotted on a grid that has a zonally uniform spacing of 1.875° and a meridionally nonuniform spacing that varies from 1.89° at the poles to 2.1° near the
equator. The wavelike variations that appear throughout the NCEP99 fields are artifacts of spectral truncation of mountain topography in the spherical harmonic NCEP–
NCAR reanalysis model (Milliff and Morzel 2001).
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FIG. 6. (top) Global SCOW and (bottom) NCEP99 wind stress curl maps for (left) January and (right) July. The SCOW fields are plotted on a 0.25° ! 0.25° grid. The
NCEP99 fields are plotted on a grid that has a zonally uniform spacing of 1.875° and a meridionally nonuniform spacing that varies from 1.89° at the poles to 2.1° near the
equator. The wavelike variations that appear throughout the NCEP99 fields are artifacts of spectral truncation of mountain topography in the spherical harmonic NCEP–
NCAR reanalysis model (Milliff and Morzel 2001).
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Figure D.5: January mean wind stress curl, as estimated by the Scatterometer Clima-
tology of Ocean Winds (SCOW, [Risien and Chelton, 2008]), plotted on a 0.25 ◦× 0.25 ◦

grid. SCOW is estimated from the 8-year record (1999-2007) of wind measurements by
the NASA Quick Scatterometer (QuikSCAT). Figure from Risien and Chelton [2008].
©American Meteorological Society. Used with permission.

D.4 Discussion

This chapter explored spatial scales of atmospheric forcing fields that are adjusted as
part of the control vector in ocean state estimation. To this aim, the ERA-Interim long-
term monthly mean fields of air temperature, downward longwave radiation, downward
shortwave radiation, specific humidity, precipitation, zonal wind stress, and meridional
wind stress were expanded into the spherical harmonic basis functions, which form a
frequency-space basis on the sphere. The spectral analysis was performed for ERA-
Interim data retrieved on the relatively coarse grid N48, which truncates the spherical
harmonics at wavenumber M = 96 and therefore resolves only length scales larger than
appprox. 210 km. While a future avenue will be to extend this study to data archived on
finer grids (e.g., ERA-Interim data on the N128 grid, corresponding to resolved length
scales that are larger than 80 km) and averaged over shorter time intervals, the results
in this chapter provided initial insights into the questions (i), (ii), and (iii) that were
formulated in Section D.1. These first insights will be discussed in the following.

D.4.1 Spatial scales of ocean surface forcing

Question (i), posed in Section D.1, inquires about the scales of spatial variability in
atmospheric forcing fields. Table D.1 provides the answer that was obtained for the
long-term monthly ERA-Interim fields investigated in this chapter. To summarize, Ta-
ble D.1 suggests that the seven investigated atmospheric forcing fields can be divided
into three groups. The fields in the first group, comprised of the thermal forcing fields
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of air temperature, specific humidity, and downward shortwave and longwave radiation,
are characterized by a large-scale spatial structure. Indeed, if one neglects modes of rel-
ative intensity < 1%, all spatial variability in the investigated monthly long-term mean
thermal forcing fields occurs on scales ∆x > 1100 km, or even ∆x > 5000 km for air
temperature. Precipitation, constituting the second group, shows smaller-scale features
than the thermal forcing fields. Still, all spatial variability in the investigated monthly
long-term mean precipitation fields occurs on scales ∆x > 400 km, if modes of relative
intensity < 1% are neglected. Here, the spectral analysis revealed that the smallest
scales ∆x ≈ 400 km are induced by narrow zonal bands, linked to the tropical rain belt
in the ITCZ. The third group is composed of zonal and meridional wind stress fields. All
modes considered in this study, including the highest wavenumbers (or smallest spatial
scales), are necessary to expand the wind stress fields in terms of the spherical harmon-
ics. As a result, spatial variability in the investigated wind stress fields occurs on scales
∆x < 210 km. Therefore, the ERA-Interim data on the coarse N48 grid utilized in this
study was sufficient to provide an answer to question (i) for the first and second group,
but not for the third group.

To obtain further insights into the scales of spatial variability for the third group,
comprised of wind stress fields, Fig. D.5 presents a plot from Risien and Chelton [2008].
The plot shows the January mean wind stress curl, as estimated by the Scatterometer
Climatology of Ocean Winds (SCOW, [Risien and Chelton, 2008]), which is provided
on a 0.25 ◦ × 0.25 ◦ grid. SCOW is estimated from the 8-year record (1999-2007) of
wind measurements by the NASA Quick Scatterometer (QuikSCAT). The wind stress
curl field in Fig. D.5 unravels gradients in wind stress more efficiently than the plain
wind stress fields, and shows that SCOW wind stress is characterized by features of very
small spatial scale. The small-scale structure in Fig. D.5 offers the suggestion that, in
order to answer question (i), the spectral analysis performed in this chapter should be
repeated for wind stress data on a much finer grid than the utilized N48 ERA-Interim
data. Moreover, results from previous studies suggest that spectral analyses performed
for (1) reanalysis products such as ERA-Interim or NCEP-NCAR and (2) products di-
rectly derived from satellite scatterometer measurements such as SCOW, may give two
very different answers. Indeed, Milliff et al. [2004], Chelton [2005]; Chelton et al. [2006,
2004], Maloney and Chelton [2006], and Risien and Chelton [2008] show that reanalysis
products from ECMWF (European Centre for Medium-Range Weather Forecasts) and
NCEP (National Centers for Environmental Prediction) suffer from an overly smooth
structure in the global wind stress fields, when compared to QuikSCAT observations,
despite the fact that QuikSCAT observations are assimilated in the reanalysis products.
Chelton [2005], Chelton and Wentz [2005], and Maloney and Chelton [2006] argue that
the underestimation of the small-scale structure in the reanalysis wind and wind stress
fields, even in relatively high-resolution reanalysis products, is to a large degree due to
the low-resolution SST boundary condition that is employed in the reanalysis data as-
similation frameworks. As a result of poorly resolved SST, the influence of SST gradients
on the stability of the marine atmospheric boundary layer and, thus, the surface wind
stress fields is not well represented in reanalysis products.



D.4 Discussion 273

D.4.2 Regularization in ocean state estimation

Question (ii), formulated in Section D.1, concerns WC01 smoothing for atmospheric
adjustments in ocean state estimation. WC01 smoothing is a form of regularization
and, at the same time, a technique to model prior assumptions on cross-correlations be-
tween control variables that represent nearby grid points in the same physical field. In
practice, WC01 smoothing implies that throughout the optimization process, first-guess
atmospheric forcing cannot be corrected at spatial scales smaller than the chosen WC01
diffusion scale. As an example, ECCOv4 uses ERA-Interim atmospheric forcing fields
as a first guess and sets the WC01 diffusion scale to 3 times the underlying LLC90 grid
scale, where the latter corresponds to a nominal horizontal resolution of 1◦, with refine-
ments at the equator.

The results in this thesis, combined with the insights from previous studies discussed
in Section D.4.1, challenge the strategy to apply smoothing to adjustments of wind
stress forcing, as performed in global ocean state estimation such as ECCOv4. For in-
stance, Chelton et al. [2006] find that the global operational ECMWF and NCEP models
considerably underestimate the spatial variability of wind fields on scales smaller than
about 1000 km (see their Fig. 1), even though the horizontal grid resolution of the tested
operational models is about 40-50 km. At the same time, small-scale features in the
wind stress fields are of dynamical importance for ocean processes, supported by the
small-scale structure in the wind sensitivities of various oceanic quantities identified in
Chapters 2 and 4. Here, particularly high sensitivity to small-scale features in the wind
stress fields was found (a) along the boundaries of the ocean basins, due to wind-driven
onshore/offshore Ekman transport and subsequent coastally-trapped waves, and (b) in
strong currents such as the Gulf Stream, the NAC, and the various NAC branches, which
can be effectively shifted by wind stress curl perturbations. The two facts combined, (1)
observed small-scale spatial variability in wind stress fields and (2) high sensitivity of
ocean processes to small-scale features in wind stress, suggest that it may be favorable
for ECCOv4 to abandon WC01 smoothing for wind stress adjustments and resort to
alternative forms of regularization. A promising alternative may be total variation regu-
larization [Rudin et al., 1992], often used for image processing. While WC01 smoothing
and Tikhonov regularization are isotropic operators, penalizing sharp features in all di-
rections, total variation regularization is implemented as an anisotropic operator which
only penalizes adjustments in directions tangent to the interface. Therefore, total vari-
ation regularization would preserve sharp boundaries in the wind stress fields that are
informed by the data.

While being a debatable choice for wind stress adjustments, WC01 smoothing may
be a suitable strategy for handling adjustments in the thermal forcing fields and precipi-
tation in global ocean state estimation. This is supported by two facts. First, Chapters 2
and 4 showed that, in contrast to wind sensitivities, thermal and precipitation sensitiv-
ities (on weekly to decadal timescales) are generally characterized by a smoother struc-
ture, due to advective processes. Second, the larger-scale structure is visible not only
in the thermal and precipitation sensitivity fields, but also in the associated observed
forcing fields. Indeed, the second column in Table D.1 shows that spatial variability in
thermal forcing and precipitation fields occurs on scales ∆x > 400 km, i.e., on scales
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larger than the WC01 diffusion scale employed in ECCOv4. Table D.1 also suggests
that one may define different WC01 diffusion scales for different atmospheric fields. For
instance, the diffusion scale for air temperature can be chosen larger than the diffusion
scales for downwelling radiation and specific humidity. Moreover, precipitation requires
a smaller diffusion scale than the thermal forcing fields. The spatial scales in Table D.1
were derived from ERA-Interim long-term monthly mean fields and may therefore pro-
vide insights for how to choose the diffusion scales for the long-term mean adjustments in
ECCOv4. For the ECCOv4 time-variable adjustments, smaller scales than the ones re-
ported in Table D.1 are expected to be important, too. Further investigation is required
to determine accurate diffusion scales for time-mean and time-variable atmospheric ad-
justments. The investigation should involve atmospheric forcing data from various re-
analysis products as well as satellite-derived observations, due to different biases in the
single products. For instance, reanalysis products typically exhibit biases in the cloud
cover [e.g., Free et al., 2016] or in certain regions as the Arctic [Jakobson et al., 2012].

D.4.3 Control space reduction

The spectral analysis performed in this chapter also provides first insights into ques-
tion (iii), i.e., whether a truncated series of spherical harmonics is a useful alternative
basis for atmospheric adjustment in ocean state estimation. This question is motivated
by the computational challenges related to the tremendous dimension of the control
space, as a result of atmospheric adjustments being made on a grid-point basis. For in-
stance, ECCOv4 operates on the Lat-Lon-Cap (LLC) 90 grid, where the grid spacing
varies as a function of latitude (and towards the poles, also as a function of longitude,
see Figs. 2 and 3 in Forget et al. [2015]). With its grid spacing ranging between ap-
prox. 10 and 100 km, the LLC90 grid has about 60,600 surface grid cells. This results
in about 60,600 basis functions per atmospheric forcing field for each long-term mean
and bi-weekly adjustment in the ECCOv4 state estimate. Moreover, adjusting atmo-
spheric control variables on a grid-point basis entails a control space dimension that
depends quadratically on the chosen horizontal model resolution. Due to limitations
in computational and storage resources, the quadratic dependence poses a challenge to
high-resolution state estimates, such as ECCO’s regional Arctic spin-off ASTE (Arctic
and Subpolar gyre sTate Estimate release 1, [Nguyen et al., 2011]) at nominal horizon-
tal resolution 1/3 ◦.

In contrast to the physical grids that are used by ocean models, many atmospheric
models use spectral methods which allocate the grid in the wavenumber space on the
sphere, as shown in Fig. D.2. In order to generate fields of real numbers, with imaginary
part equal to zero, the coefficients α−m,n have to satisfy the constraint of being equal
to the positive (for even m) or negative (for odd m) complex conjugate of αm,n. There-
fore, if ocean state estimation were to calculate atmospheric adjustments on a grid as
in Fig. D.2, i.e., by adjusting coefficients in a spherical harmonic expansion with a tri-
angular truncation, only the coefficients αm,n for m ≥ 0 would have to be computed.
For truncation parameter M (cf. Fig. D.2), this would result in computing a total of
(M + 1)2/2 coefficients per atmospheric forcing field and adjustment time interval. For
instance, choosing a Gaussian N128 grid, as utilized for the ERA-Interim reanalysis,
would result in computing (2 · 128 + 1)2/2 ≈ 33 000 coefficients, about half the num-
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ber of coefficients currently computed by ECCOv4. It is noted that the Gaussian N128
grid resolves scales larger than 80 km, which at most locations is coarser than ECCOv4’s
LLC90 grid.

The spectral analysis in this chapter provides first insights into the question whether
for atmospheric adjustment in ocean state estimation it would be sufficient to compute
even fewer coefficients than in the spectral N128 grid - corresponding to choosing a
smaller truncation parameter M . Based on the results in this chapter, one could trun-
cate at relatively low wavenumbers for the adjustments of the thermal forcing fields.
Indeed, if modes of relative intensity < 1% are neglected (second column in Table D.1),
the maximal required wavenumber nmax is smaller than 19 for all thermal forcing fields.
Choosing the truncation parameter M = 19 would result in having to compute only
(19+1)2/2 = 200 coefficients, rather than the 60,600 coefficients that are currently com-
puted by ECCOv4. For precipitation, one could truncate at M = 51, which results in
the computation of about 1350 coefficients - still less than 3% of the number of coeffi-
cients computed by ECCOv4. For the wind stress fields, the investigated N48 data in
this chapter is too coarse to determine an appropriate truncation parameter. All that
can be inferred from the results in this chapter is that more than (96 + 1)2/2 ≈ 4700
coefficients will be needed for the wind stress fields. It is noted that the truncation
parameters as suggested by Table D.1 can be seen as a legitimate first guidance regard-
ing the adjustments of the long-term mean of the atmospheric control variables. For
the time-variable atmospheric adjustments, further insights will be gained by repeating
the spectral analysis for atmospheric forcing data averaged over shorter time windows.
Moreover, atmospheric forcing data from various reanalysis and satellite-derived prod-
ucts should be considered, due to different biases in the products, as already discussed
in Section D.4.2. At the same time, one should keep in mind that the adjustments to the
control variables not only represent physics-based corrections, as assumed in this chap-
ter, but also account for model biases. This is due to the fact that model biases are not
explicitly taken into account in the cost function but lumped together with the observa-
tional errors (see Section B.1).

To conclude, the spectral analysis in this chapter suggests that one might be able to
reduce computational and storage requirements for ocean state estimation, by making
atmospheric adjustments on coarser grids than the underlying model grid. This could be
put into practice by (1) implementing a truncated series of spherical harmonics as new
basis functions or (2) using multi-scale adjoints that perform atmospheric adjustment
on a lower-resolution grid. A shortcoming of (1) is that ocean models are usually not
defined on Gaussian grids, and orthogonality of the spherical harmonic basis functions
is no longer ensured. However, option (1) seems an attractive approach, when compared
to other techniques that reduce the control space a-priori. The choice of the truncation
parameter, corresponding to the choice of the finest resolved scale, is the only assump-
tion that is made a-priori about the unknown adjustments. In contrast, defining the
basis functions as a set of EOFs that are derived from a certain data set, e.g., model
output, predetermines atmospheric adjustments to mirror characteristic patterns in the
analyzed data set. Another method to reduce the control space a-priori is the ‘large re-
gion approach’ [Kaminski and Rayner, 2008; Kaminski et al., 2015, 2018], which does
not seem a favorable approach in general, as elucidated by Fig. 6.10 in Section 6.3.2.
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D.5 Conclusions

The main conclusions of this chapter are:

• The scales of observed spatial variability differ across various atmospheric forcing
types. Thermal forcing fields (air temperature, specific humidity, and downward
shortwave and longwave radiation) are characterized by a large-scale spatial struc-
ture. Precipitation shows smaller-scale features than thermal forcing fields. Wind
stress fields are characterized by spatial variability on the smallest scales.

• Ocean hydrographic and transport quantities show high sensitivity to small-scale
features in the wind stress fields (i) along the boundaries of the ocean basins, due to
wind-driven onshore/offshore Ekman transport and subsequent coastally-trapped
waves, and (ii) in strong currents such as the Gulf Stream and the North Atlantic
Current, which can be effectively shifted by wind stress curl perturbations. In
contrast, sensitivity to thermal forcing fields (on weekly to decadal timescales) is
generally characterized by a smoother structure, due to advective processes.

• Weaver and Courtier [2001] (WC01) regularization is a widely employed technique
in ocean state estimation, mimicking cross-correlations between nearby model grid
points at the chosen diffusion scale. For instance, in ECCOv4, the WC01 diffusion
scale is set to 3 times the grid scale of the underlying GCM, for all control variables
alike. The fact that thermal forcing and wind stress show contrary behavior in
spatial variability in both forcing and sensitivity fields (see previous two bullet
points) suggests that WC01 diffusion scales should be customized.

• Computational and storage requirements for ocean state estimation may be re-
duced, by making atmospheric adjustments on coarser grids than the underlying
model grid, at least for thermal forcing fields. This could be put into practice
by (i) implementing a truncated series of spherical harmonics as new basis func-
tions or (ii) using multi-scale adjoints that perform atmospheric adjustment on a
lower-resolution grid.
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