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#### Abstract

When injected in deep saline aquifers, $\mathrm{CO}_{2}$ moves radially away from the injection well and progressively higher in the formation because of buoyancy forces. Analyzes have shown that after the injection period, $\mathrm{CO}_{2}$ will potentially migrate over several kilometers in the horizontal direction but only tens of meters in the vertical direction, limited by the aquifer caprock [1, 2]. Because of the large horizontal plume dimensions, three-dimensional numerical simulations of the plume migration over long periods of time are computationally intensive. Thus, to get results within a reasonable time frame, one is typically forced to use coarse meshes and long time steps which result in inaccurate results because of numerical errors in resolving the plume tip.

Given the large aspect ratio between the vertical and horizontal plume dimensions, it is reasonable to approximate the $\mathrm{CO}_{2}$ migration using vertically averaged models. Such models can, in many cases, be more accurate than coarse three-dimensional computations. In particular, models based on vertical equilibrium (VE) [3] are attractive to simulate the long-term fate of $\mathrm{CO}_{2}$ sequestered into deep saline aquifers. The reduced spatial dimensionality resulting from the vertical integration ensures that the computational performance of VE models exceeds the performance of standard three-dimensional models. Thus, VE models are suitable to study the long-time and large-scale behavior of plumes in real large-scale $\mathrm{CO}_{2}$-injection projects $[4,1,2,5]$. We investigate the use of VE models to simulate $\mathrm{CO}_{2}$ migration in a real large-scale field case based on data from the Sleipner site in the North Sea. We discuss the potential and limitations of VE models and show how VE models can be used to give reliable estimates of long-term $\mathrm{CO}_{2}$ migration. In particular, we focus on a VE formulation that incorporates the aquifer geometry and heterogeneity, and that considers the effects of hydrodynamic and residual trapping. We compare the results of VE simulations with standard reservoir simulation tools on test cases and discuss their advantages and limitations and show how, provided that certain conditions are met, they can be used to give reliable estimates of long-term $\mathrm{CO}_{2}$ migration.


(c) 2011 Published by Elsevier Ltd. Open access under CC BY-NC-ND license.

## 1. Introduction

Carbon capture and storage (CCS) is a promising technology for reducing $\mathrm{CO}_{2}$ emissions to the atmosphere. To become an effective part of the solution to the climate problem, CCS technology will have to be applied at a very large scale to store a significant part of the increasing $\mathrm{CO}_{2}$ emissions [6]. $\mathrm{CO}_{2}$ injection into deep saline aquifers would provide large volumes to store $\mathrm{CO}_{2}$. Investigations of the risk of $\mathrm{CO}_{2}$ leakage from the aquifers will require simulations that consider large temporal and spatial scales and because of the inherent uncertainty of geological characterizations, simulation of multiple realizations of a given storage scenario will be required for risk analysis. This is the main motivation for the development of fast simulation tools.

The $\mathrm{CO}_{2}$-brine system is simpler than the fluid system used in the oil industry, where black-oil or componentbased formulations are standard. In particular, it is expected that at typical injection conditions, strong gravity segregation will occur over relatively short time-scales because of the large density differences between the resident brine and the injected supercritical $\mathrm{CO}_{2}$. This feature of the flow system can be used to develop fast simulation tools particularly tuned for simulating the long-term migration of the injected $\mathrm{CO}_{2}$.

Models based on a vertical equilibrium (VE) assumption have been used for long time to describe flow in porous media. Dupuit's approximation, which is commonly used in groundwater hydrology, is an example of this kind of models. In the oil industry, VE models were extended during the 50 's and 60 's to simulate two-phase and

[^0]three-phase vertically segregated flows [7, 8, 9]. The interest in VE models diminished as computational resources increased. However, interface models for scenarios with strong gravity segregation (like steam injection) were also an active research area in the 80's and 90 's [10, 11].

In recent years, there has been a renewed interest in VE methods as a means to simulate large-scale $\mathrm{CO}_{2}$ migration, for which a sharp-interface assumption with vertical equilibrium may be reasonable. Many authors have developed analytical solutions to study different aspects of $\mathrm{CO}_{2}$ injection, assuming rapid vertical segregation and vertical equilibrium $[12,4,1,13,14,15,16]$. In particular Gasda et al. [17], extended a VE formulation with sub-scale analytic functions and demonstrated the potential of using a VE formulation to speed up simulations of $\mathrm{CO}_{2}$ migration. Numerical calculations using a VE formulation compared well with full 3D simulations in a recent benchmark study [18].

Herein, we investigate the use of VE models for a realistic large-field case based on data from the Sleipner site. Our calculations consider the effects of hydrodynamic and residual trapping. We discuss the potential and limitations of VE models and show how VE models can be combined with standard methods to give reliable results both for the plume development (injection stage) and plume migration (post injection). Particularly, we focus on a model that incorporates the aquifer geometry and heterogeneity in a flexible way that enables us to utilize 3D simulations whenever needed, for example, for the injection period in heterogeneous reservoirs. To investigate large-scale $\mathrm{CO}_{2}$-injection projects with realistic rock properties over long time periods, it is crucial to reduce the computational cost. VE models enables this by using analytical solutions to capture the vertical features in the flow system, thereby reducing the dimensionality of the problem. Achieving the same in a three dimensional simulation requires prohibitively high vertical resolution.

The main objective of this paper is to compare simulations of $\mathrm{CO}_{2}$ migration in the Utsira formation in the North Sea using a standard three-dimensional reservoir simulator and two-dimensional VE formulations. To our knowledge, this is one of the first comparisons between full-3D and VE calculations for a real $\mathrm{CO}_{2}$ injection site. Our aims are to demonstrate the benefits of using a VE model to simulate $\mathrm{CO}_{2}$ migration in a realistic setting and to discuss how VE models can be used to develop fast techniques to simulate $\mathrm{CO}_{2}$ injection at the basin scale.

## 2. Mathematical formulation

In this section we present a brief summary of the derivation of a vertical equilibrium formulation. A more thourough derivation can be found in [19]. First, we assume that $\mathrm{CO}_{2}$ migration in saline aquifers can be modeled as a two-phase problem with brine and $\mathrm{CO}_{2}$ as the wetting $(w)$ and non-wetting $(n)$ fluids, respectively. Furthermore, we consider the evolution of a $\mathrm{CO}_{2}$ plume in an aquifer whose mean direction makes a constant dip angle $\theta$ with the horizontal plane as shown in Figure 1. We start the derivation by writing a mass conservation


Figure 1: Schematic of the $\mathrm{CO}_{2}$ plume and aquifer considered to derive a vertical equilibrium formulation for $\mathrm{CO}_{2}$ migration.
equation for each fluid phase inside control volume $\Omega=\Delta x \Delta y H$ to obtain

$$
\begin{equation*}
\frac{\partial}{\partial t} \int_{\Omega} \phi s_{\alpha}+\int_{\partial \Omega} \mathbf{f}_{\alpha}=\int_{\Omega} q_{\alpha} \tag{1}
\end{equation*}
$$

where $s_{\alpha}$ is the core-scale saturation of phase $\alpha, \phi$ is the rock porosity, $\mathbf{f}_{\alpha}$ are the fluid fluxes that pass through the control volume boundaries and $q_{\alpha}$ represents source and/or sink terms. Taking the limit $\Delta x, \Delta y \rightarrow 0$ and
assuming no flow perpendicular to the top and bottom of the aquifer, we obtain

$$
\begin{equation*}
\frac{\partial}{\partial t} \int_{0}^{H} \phi s_{\alpha} \mathrm{d} z+\nabla_{\|} \cdot \int_{0}^{H} \mathbf{u}_{\alpha}^{H} \mathrm{~d} z=\int_{0}^{H} q_{\alpha} \mathrm{d} z \tag{2}
\end{equation*}
$$

where $\mathbf{u}_{\alpha}^{H}=\left(u_{\alpha}^{x}, u_{\alpha}^{y}\right)$ and $\nabla_{\|}=(\partial / \partial x, \partial / \partial y)$ are two-dimensional vectors in the aquifer plane. The second term on the left hand side includes the vertical integral of the horizontal velocity of the fluid. Applying the generalized Darcy's law we have that $\mathbf{u}_{\alpha}^{H}=-k \lambda_{\alpha}\left(\nabla_{\|} p_{\alpha}-\rho_{\alpha} \mathbf{g}^{H}\right)$, so that,

$$
\begin{equation*}
\int_{0}^{H} \mathbf{u}_{\alpha}^{H} \mathrm{~d} z=-\int_{0}^{H} k \lambda_{\alpha}\left(\nabla_{\|} p_{\alpha}-\rho_{\alpha} \mathbf{g}^{H}\right) \mathrm{d} z \tag{3}
\end{equation*}
$$

Here $k$ is the permeability of the medium, $\lambda_{\alpha}$ and $\rho_{\alpha}$ are the mobility and density of phase $\alpha$, respectively; and $\mathbf{g}^{H}$ is the projection of gravity onto the aquifer plane. To evaluate (3), we assume that [3]: i) the velocity component perpendicular to the aquifer plane is very small, and ii) the fluid density in each phase is constant. Hence the fluids are in hydrostatic equilibrium in the vertical direction. Then, pressure in each fluid phase can be written in terms of the fluid pressure at the top of the aquifer and the elevation of the of the top of the aquifer $\left(z_{T}\right)$, i.e. we take the caprock surface as a datum level to measure fluid pressures. Then, the pressure gradient in the aquifer plane can be evaluated as,

$$
\begin{equation*}
\nabla_{\|} p_{\alpha}=\nabla_{\|} P_{\alpha}-g_{z} \rho_{\alpha} \nabla_{\|} z_{T} \tag{4}
\end{equation*}
$$

Next, we define the set of vertically integrated variables and parameters listed in Table 2. Substituting (4)
Table 1: Vertically-averaged variables and parameters.

| Parameter | Expression | Parameter | Expression |
| :--- | :--- | :--- | :--- |
| Gravity | $\mathbf{G}=g_{z} \nabla_{\\|} z_{T}+\mathbf{g}^{H}$ | Velocities | $\mathbf{U}_{\alpha}=\frac{1}{H} \int_{0}^{H} \mathbf{u}_{\alpha}^{H} \mathrm{~d} z$ |
| Porosity | $\Phi=\frac{1}{H} \int_{0}^{H} \phi \mathrm{~d} z$ | Saturations | $S_{\alpha}=\frac{1}{\Phi H} \int_{0}^{H} \phi s_{\alpha} \mathrm{d} z$ |
| Permeability | $K=\frac{1}{H} \int_{0}^{H} k \mathrm{~d} z$ | Pressures | $P_{\alpha}=p_{\alpha}\left(z_{T}\right)$ |
| Mobilities | $\Lambda_{\alpha}=\frac{1}{K H} \int_{0}^{H} k \lambda_{\alpha} \mathrm{d} z$ | Sources/Sinks | $Q_{\alpha}=\frac{1}{H} \int_{0}^{H} q_{\alpha} \mathrm{d} z$ |

into (3) and the vertically integrated parameters into (2), we obtain a mass conservation equation for the vertically integrated fluid saturations $S_{\alpha}$. Table 2 shows a comparison between the original 3D equations and their vertically integrated equivalents.

Table 2: Equations that define the full 3D and 2D vertical equilibrium (VE) models.

$$
\begin{array}{cc}
\hline \mathbf{3 D} & \mathbf{2 D} \\
\hline \frac{\partial\left(\phi s_{\alpha}\right)}{\partial t}+\nabla \cdot \mathbf{u}_{\alpha}=q_{\alpha} & \Phi \frac{\partial S_{\alpha}}{\partial t}+\nabla_{\|} \cdot \mathbf{U}_{\alpha}=Q_{\alpha} \\
\mathbf{u}_{\alpha}=-k \lambda_{\alpha}\left(\nabla p_{\alpha}-\rho_{\alpha} \mathbf{g}\right) & \mathbf{U}_{\alpha}=-K \Lambda_{\alpha}\left(\nabla_{\|} P_{\alpha}-\rho_{\alpha} \mathbf{G}\right) \\
s_{w}+s_{n}=1 & S_{w}+S_{n}=1 \\
\lambda_{\alpha}=\lambda_{\alpha}\left(s_{w}\right) & \Lambda_{\alpha}=\Lambda_{\alpha}\left(S_{w}\right) \\
p_{c}=p_{n}-p_{w}=p_{c}\left(s_{w}\right) & P_{c}=P_{n}-P_{w}=P_{c}\left(S_{w}\right)
\end{array}
$$

The last step in the derivation of the vertically integrated model is to evaluate the vertically integrated mobilities $\left(\Lambda_{\alpha}\right)$ and capillary pressure $\left(P_{c}\right)$ as function of the vertically integrated saturations ( $S_{\alpha}$ ). Assuming hydrostatic pressure distribution, so that $p_{n}(z)=P_{n}-\rho_{n} g_{z}\left(z_{T}-z\right)$ and $p_{w}(z)=P_{w}-\rho_{w} g_{z}\left(z_{T}-z\right)$, we have that by definition capillary pressure as function of elevation can be computed as [3],

$$
\begin{equation*}
p_{c}(z)=p_{n}(z)-p_{w}(z)=P_{n}-P_{w}-\Delta \rho g_{z}\left(z_{T}-z\right) \tag{5}
\end{equation*}
$$

where the capillary pressure at the top of the aquifer is a function of the wetting saturation at $z_{T}, P_{c}=$ $P_{n}-P_{w}=p_{c}\left(s_{w}\left(z_{T}\right)\right)$. Then, given the wetting saturation at the top of the aquifer, $s_{w}^{T}=s_{w}\left(z_{T}\right)$, we can get a reconstruction of the fine scale saturation as function of $z$ evaluation the inverse function of $p_{c}(z)$, to obtain,

$$
\begin{equation*}
\hat{s}_{\alpha}(z)=p_{c}^{-1}\left(p_{c}\left(z ; s_{w}^{T}\right)\right) \tag{6}
\end{equation*}
$$

Notice that $\hat{s}_{w}(z)$ is not the true fine scale saturation but the one by assuming hydrostatic fluid pressure distribution in the vertical direction. Now, the vertically integrated constitutive relations can be directly computed by evaluating, $S_{\alpha}=S_{\alpha}\left(\hat{s}_{\alpha}(s)\right), \Lambda_{\alpha}=\frac{1}{K H} \int_{0}^{H} k \lambda_{\alpha}\left(\hat{s}_{w}\right) \mathrm{d} z$ and $P_{c}=p_{c}\left(s_{w}^{T}\right)$.

## 3. Numerical simulations

In this section we compare a 3D and a VE model to simulate $\mathrm{CO}_{2}$ migration in the Utsira Sand aquifer, which is a major saline aquifer in the North Sea, into which $\mathrm{CO}_{2}$ separated from gas extracted from the overlying Sleipner field has been injected at a rate of approximately $1 \mathrm{Mt} /$ year since 1996 [20, 21]. The Utsira Sand extends for more than 400 km in north-south direction and between 50 and 100 km in the east-west axis, covering an area of approximately $2.6 \cdot 10^{4} \mathrm{~km}^{2}$ [21]. The geometry of the aquifer is irregular and complex. While the top surface is undulatory and varies smoothly in the depth range of $550-1500 \mathrm{~m}$, the bottom is more complex with multiple domes of up to 100 m high and $1-2 \mathrm{~km}$ wide. The aquifer thickness ranges from 300 m near the $\mathrm{CO}_{2}$ injection site to 200 m farther north ( 200 km from the injection site). The reservoir caprock is several hundred meters thick and comprises several units of low permeability materials (shales, glacio-marine clay, and glacial till) [21]. Geophysical logs indicate that the main reservoir has a proportion of clean sand between 0.7 and 1.0 with a small shale fraction composed by multiple thin $(\sim 1 \mathrm{~m})$ layers that constitute vertical flow barriers. The interpretation of seismic surveys, performed periodically since the $\mathrm{CO}_{2}$ injection started, indicate that such shale layers have a major impact on the $\mathrm{CO}_{2}$ migration because an significant part of the rising $\mathrm{CO}_{2}$ has been trapped underneath these low permeability layers forming multiple quasi-independent plumes [20, 22]. Analyses of core samples of the Utsira formation sand have estimated porosity values between $35 \%$ and $40 \%$ and permeability in the range $1000-3000 \mathrm{mD}$ [21].

## Model setup

Numerical simulations were performed using a preliminary numerical model setup by the Statoil R\&D group [23] to study how $\mathrm{CO}_{2}$ migrates once it reaches the upper-most sand layer. Thus, the model includes the section of the aquifer immediately underneath the caprock and above the upper most shale layer as shown in Figure 2. The domain covers an area of approximately $60 \mathrm{~km}^{2}$ and has an average thickness of 25 m . The numerical grid includes 120,000 hexahedral cells with constant 50 m spacing in the horizontal directions and average 5 m spacing in the vertical direction. Estimated permeability values for the top sand layer and caprock are shown in Figure 2.In the model the horizontal components of the permeability tensor are assumed isotropic and vary between 1789 and 2018 mD , while the vertical component is assigned as equal to $1 / 10$ th of the horizontal value. Because of the relative low permeability of the caprock and the underlying shale relative to the main sand aquifer, they are modeled as impermeable boundaries. The porosity of the aquifer sand was set according to a linear correlation with the permeability and has a mean value equal to 0.36 . The amount of $\mathrm{CO}_{2}$ that reaches the top of the aquifer was simulated as a point source with specified injection rates that increase from 0 to $5 \cdot 10^{6} \mathrm{~m}^{3}$ /year during the first 32 years and then set to zero until the end of the simulation ( 132 years). The total amount of $\mathrm{CO}_{2}$ injected is $5.3 \cdot 10^{6} \mathrm{~m}^{3}$ at reservoir conditions.


Figure 2: Estimated horizontal permeability for the upper 25 m of the Utsira Sand aquifer and lower 10 m of the caprock. There are large contrasts in permeability between the main aquifer and the caprock (left), but only moderated differences within the aquifer itself (right).

## Simulation results

We present results of 3D and VE simulations carried out with the commercial ECLIPSE Reservoir simulator [24] and the VE module of the open-source Matlab Reservoir Simulation Toolbox (MRST) developed at SINTEF ICT and available at http://www.sintef.no/Projectweb/MRST/. In the following discussion we will refer to the different numerical solutions as ECLIPSE-3D, ECLIPSE-VE and MRST-VE. To test the sensitive of the 3D solution with respect to the vertical discretization, we run the ECLIPSE-3D simulations using the original grid (coarse) and a refined grid (fine) that has five times more horizontal layers than the original one. Capillary forces were not included in the simulations presented below, however, as explained above, they can be easily included in the VE formulation without introducing additional computational complexity [9, 25]. The 3D simulations



Figure 4: $\mathrm{CO}_{2}$ saturation along vertical cross-section parallel to the x -axis that passes though injection point. Saturation profiles at the end of the injection period (left column) and at the end of simulation (right column). Saturations were computed with ECLIPSE-3D with coarse grid (first row), ECLIPSE-3D with fine grid (second row), ECLIPSE-VE (third row) and MRST-VE (fourth row) simulators. Blue and red lines in the last two rows show contours of trapped and mobile $\mathrm{CO}_{2}$, respectively; black lines show the position of the bottom and top of the aquifer at the center of the cell.
were performed using both a fully implicit and an implicit-pressure, explicit-saturation (IMPES) formulation. For the coarse grid, the implicit simulation took 14 hours while the IMPES simulation took 36 minutes. The fine-grid 3D simulation took 14 hours using the IMPES option. For ECLIPSE-VE, the fully implicit option was fastest and used 19 minutes, while the IMPES time-stepping scheme used 2 hours. MRST-VE is based on a sequential splitting approach and took 12 minutes.

Figure 3 shows $\mathrm{CO}_{2}$ saturation in the top cells of the model at the end of injection ( 32 years) and end of the simulation (132 years). Overall there is a very good agreement between the solution computed with the ECLIPSE-3D simulator in a fine grid and the two VE solutions. The difference between the two ECLIPSE-3D simulations are due to numerical errors that diminish as the grid is refined in the vertical direction. In particular, the $\mathrm{CO}_{2}$ plume simulated with the coarse grid moves slower than the one simulated with the fine grid. This observation is confirmed by Figure 4, which shows simulated $\mathrm{CO}_{2}$ saturations in a vertical cross-section that passes though the injection point and is parallel to the x-axis. The difference in plume speed between the coarse and fine grids is caused by $\mathrm{CO}_{2}$ moving more rapidly for higher saturation values. The large cell size of the coarse grid results in a large difference between the average of the nonlinear relative permeability functions and the relative permeability functions evaluated in the average saturation. The smaller size of the cells in the refined grid reduce this effect and the $\mathrm{CO}_{2}$ plume expands faster. As the $\mathrm{CO}_{2}$ plume moves away from the injection area following the top of the numerical domain, it becomes thinner and the numerical errors due to poor vertical discretization become more important. This source of error is absent in the VE models because the vertical geometry of the plume is implicitly accounted for.

Figure 4 also confirms that vertical segregation of $\mathrm{CO}_{2}$ and brine occurs in relatively short time and that the system reaches vertical equilibrium even before the end of the injection period. Similar patterns were observed in several other cross-sections that are not shown here. If capillary forces were included, they would not change the time required to reach vertical equilibrium, but would introduce a capillary fringe. If the capillary fringe is smaller than the vertical resolution, the vertically-averaged model will still give a better description of the system than the 3D model. Introducing capillary forces in the vertically-averaged model for our homogeneous system, however introduces very little extra computational complexity. If capillary forces were included in the simulations discussed here, the thickness of the capillary fringe would be smaller than the vertical cell spacing, hence the VE models would also give a better representation of the system than the full 3D models.

## 4. Conclusions

We have presented results of full 3 D and 2 D vertical-equilibrium simulations of the migration of $\mathrm{CO}_{2}$ in a realistic model of a site where $\mathrm{CO}_{2}$ has been stored for more than a decade. The analysis of these results demonstrates that for the specific case of $\mathrm{CO}_{2}$ migration in the Utsira Sand aquifer, VE models provide solutions that are more accurate. The VE model is much faster than corresponding 3D simulations that resolve the same dynamics. VE models are also more accurate than 3D models when full local segregation is achieved, because the vertical extension of the $\mathrm{CO}_{2}$ plume is implicitly included in the model so that the VE results are independent of the vertical resolution. This is particularly important for simulations of long-term migration of $\mathrm{CO}_{2}$, where the plume thins out as it moves farther from the injection site. The VE models have reduced dimensionality compared with full 3D models and also avoid thin cells, thereby gaining a computational advantage. In addition, VE models perform better because of the weaker coupling between the pressure and transport equations [26] which make them more suitable for sequential splitting approaches. Such splitting approaches can be troublesome in three-dimensional simulations of $\mathrm{CO}_{2}$ migration because of the strong coupling between the pressure and saturation equations caused by gravity.

Based on the results discussed above, we recommend that more effort should go into developing more accurate and faster VE models for simulating $\mathrm{CO}_{2}$ migration. Moreover, we anticipate that the renewed interest in vertical equilibrium models will result in the development of new simulators that would be able to represent more complex physical mechanisms that affect $\mathrm{CO}_{2}$ migration such as capillary pressure and $\mathrm{CO}_{2}$ dissolution into brine.

## References

[1] M. A. Hesse, F. M. Orr, H. A. Tchelepi, Gravity currents with residual trapping, J. Fluid Mech. 611 (2008) 35-60.
[2] R. Juanes, C. W. MacMinn, M. L. Szulczewski, The footprint of the $\mathrm{CO}_{2}$ plume during carbon dioxide storage in saline aquifers: storage efficiency for capillary trapping at the basin scale, Tran. Porous Media 82 (1) (2010) 19-30.
[3] L. W. Lake, Enhanced oil recovery, Prentice-Hall, 1989.
[4] M. A. Hesse, H. A. Tchelepi, B. J. Cantwell, F. M. Orr, Gravity currents in horizontal porous layers: transition from early to late self-similarity, J. Fluid. Mech. 577 (2007) 363-383.
[5] J. M. Nordbotten, M. A. Celia, D. Kavetski, S. Bachu, A semi-analytical model estimating leakage associated with $\mathrm{CO}_{2}$ storage in large-scale multi-layered geological systems with multiple leaky wells, Environmental Science and Technology 43 (3) (2009) 743-749.
[6] B. Metz, O. Davidson, H. de Coninck, M. Loos, L. Meyer, Special Report on Carbon Capture and Storage, Cambridge University Press, UK, 2005.
[7] J. C. Martin, Some mathematical aspects of two phase flow with application to flooding and gravity segregation, Prod. Monthly 22 (6) (1958) 22-35.
[8] K. H. Coats, R. L. Nielsen, M. H. Terune, A. G.Weber, Simulation of three-dimensional, two-phase flow in oil and gas reservoirs, Soc. Pet. Eng. J. Dec (1967) 377-388.
[9] J. C. Martin, Partial integration of equation of multiphase flow, Soc. Pet. Eng. J. Dec (1968) 370-380.
[10] R. Godderij, J. Bruining, J. Molenaar, A fast 3d interface simulator for steamdrives, SPE Journal 4 (4) (1999) 400-408.
[11] C. H. Neuman, A gravity override model of steamdrive, J. Petrol. Tech. 37 (1) (1985) 163-189.
[12] M. A. Celia, S. Bachu, J. M. Nordbotten, D. Kavetski, S. Gasda, A risk assessment tool to quantify $\mathrm{CO}_{2}$ leakage potential through wells in mature sedimentary basins, in: Proceedings of the 8th Conference on Greenhouse Gas Technologies, 2006.
[13] C. W. MacMinn, R. Juanes, Post-injection spreading and trapping of $\mathrm{CO}_{2}$ in saline aquifers: Impact of the plume shape at the end of injection, Comput. Geosci. 13 (2009) 483-491.
[14] H. E. Huppert, A. E. Woods, Gravity-driven flows in porous layers, J. Fluid Mech. 292 (1995) 55-69.
[15] S. Lyle, H. E. Huppert, M. Hallworth, M. Bickle, A. Chadwick, Axisymmetric gravity currents in a porous media, J. Fluid. Mech. 543 (2005) 293-302. doi:10.1017/S0022112005006713.
[16] D. Vella, H. E. Huppert, Gravity currents in a pourous medium at an inclined plane, J. Fluid Mech. 292 (1995) 59-65.
[17] S. E. Gasda, J. M. Nordbotten, M. A. Celia, Vertical equilibrium with sub-scale analytical methods for geological $\mathrm{CO}_{2}$ sequestration, S. of Comput. Geosci. 13 (4) (2009) 469-481.
[18] H. Class, A. Ebigbo, R. Helmig, H. K. Dahle, J. M. Nordbotten, M. A. Celia, P. Audigane, M. Darcis, J. Ennis-King, Y. Fan, B. Flemisch, S. E. Gasda, M. Jin, S. Krug, D. Labregere, A. N. Beni, R. J. Pawar, A. Sbai, S. G. Thomas, L. Trenty, L. Wei, A benchmark study on problems related to $\mathrm{CO}_{2}$ storage in geologic formations, Comput. Geosci. 13 (4) (2009) 409-434. doi:10.1007/s10596-009-9146-x.
[19] J. M. Nordbotten, M. A. Celia, Geological Storage of $\mathrm{CO}_{2}$ : Modeling Approaches for Large-Scale Simulation, for publication with John Wiley, 2010.
[20] M. Bickle, A. Chadwick, H. E. Huppert, M. Hallworth, S. Lyle, Modelling carbon dioxide accumulation at Sleipner: Implications for underground carbon storage, Earth Planet. Sci. Lett. 255 (1-2) (2007) 164-176.
[21] R. A. Chadwick, P. Zweigel, U. Gregersen, G. A. Kirby, S. Holloway, P. N. Johannessen, Geological reservoir characterization of a $\mathrm{CO}_{2}$ storage site: The Utsira Sand, Sleipner, Northern North Sea, Energy 29 (9-10) (2004) 1371-1381.
[22] R. Arts, O. Eiken, A. Chadwick, P. Zweigel, L. van der Meer, B. Zinszner, Monitoring of $\mathrm{CO}_{2}$ injected at Sleipner using time-lapse seismic data, Energy 29 (9-10) (2004) 1383-1392.
[23] V. Singh, A. Cavanagh, H. Hansen, B. Nazarian, M. Iding, P. Ringrose, Reservoir modeling of $\mathrm{CO}_{2}$ plume behavior calibrated against monitoring data from Sleipner, Norway (2010).
[24] Schlumberger Information Systems, Eclipse technical descrition,Report Houston, TX (2007).
[25] J. Nordbotten, H. Dahle, Impact of the capillary fringe in vertically integrated models for $\mathrm{CO}_{2}$ storage, Under review.
[26] I. Ligaarden, H. M. Nilsen, Numerical aspects of using vertical equilibrium models for simulating $\mathrm{CO}_{2}$ sequestration, in: Proceedings of ECMOR XII-12th European Conference on the Mathematics of Oil Recovery, EAGE, Oxford, UK, 2010.


[^0]:    * Corresponding author

    Email addresses: Halvor.M.Nilsen@sintef.no (Halvor Møll Nilsen), paulo.herrera@uni.no (Paulo A. Herrera), jan.nordbotten@math.uib.no (Jan M. Nordbotten), helge.dahle@math.uib.no (Helge K. Dahle)

