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ABSTRACT   

In this paper proposed new model of Density Peak Clustering algorithm to enhance clustering of intrusion attacks. The 
Anomaly Intrusion Detection System (AIDS) by using original density peak clustering algorithm shows the stable in 
result to be applied to data-mining module of the intrusion detection system. The proposed system depends on two 
objectives; the first objective is to analyzing the disadvantage of DPC; however, we propose a novel improvement of 
DPC algorithm by modifying the calculation of local density method based on cosine similarity instead of the cat off 
distance parameter to improve the operation of selecting the peak points. The second objective is using the Gaussian 
kernel measure as a distance metric instead of Euclidean distance to improve clustering of high-dimensional complex 
nonlinear inseparable network traffic data and reduce the noise. The experimentations evaluated with NSL-KDD 
dataset. 
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1. Introduction  

The techniques of Intrusion detection grouped into two major types are signature-based and anomaly-based 

intrusion detection. Signature-based detection work to discover threats based on manner obtained from known 

threats [1][2]. Anomaly-based detection identifies threats based on the most important perversion from the 

normal activates [3][4]. 

AIDS

 

Figure 1. The Anomaly Intrusion Detection System (AIDS)  

The Supervised Anomaly Intrusion Detection is work on training the normal activities of data from historical 

normal behavior patterns, which mostly use machine-learning methods. The problem with this approach is the 
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new activities are not discoverer, therefore, is usually lakes capability for detecting new intrusion. To handle 

these limitations of supervised anomaly intrusion detection approaches by using unsupervised learning. 

Unsupervised anomaly detection approaches do not require labelled training data. The clustering algorithms are 

one of unsupervised learning has been a focus recently. Clustering methods are grouping the data points based 

on distance or local density to the nearest centroid of the cluster [5]. Clustering algorithms divide data set into 

groups of subsets (cluster). Each subset has the highest similarity within data in the same subset, and the data 

between any subset is most dissimilar to that of other subset. Clustering identifies natural structures in data  and 

cluster appear in various shapes, sizes, sparseness, and degrees of separation. Cluster technique can classify to 

five types as Model-based, Grid-based, Hierarchal based, Partition based and Density-based techniques [6]. The 

Partitioning and hierarchical based models perform well in the case of finding spherically shaped clusters, but 

they has limitation on arbitrary clusters[7]. However, the Density-based model can use to handle this limitation; 

however, the methods work based on two major parts are dense area and boundary area[8]. In 2014, Rodriguez 

and Laio present novel Density-based clustering algorithm called density peaks clustering (DPC). The core idea 

of DPC is based on compute the local density and separation distance of data [9] [10]. 

1.1. Problem statement  

       Until this moment, the IDS still has many limitations such as below: 

1. The real network environment has imbalanced network traffic, which means that threats records show 

less frequently occurring than normal records. The classification algorithms are biased towards the more 

frequently occurring records in the dataset. The imbalanced network traffic strongly reduce the 

detection performance of most traditional classification algorithms, and this case will impact the small 

attacker records by strongly decrease the accuracy of these small attacks (such as u2r and r2l attacks).  

2. Data mining model must detect the non-spherical shape for network IDS classes. The conventional Data 

mining such as k-means is not able to detect these classes. Thus, this problem plays a major role to 

choose the right a proactive model to classify these attacks. 

3. The core process of clustering of original DPC based on calculate the distance for all data samples using 

Euclidean distance metric, however the Euclidean distance is cause misclassifications when the dataset 

is complex and has high dimensional features. 

4. In the real word network, the structure and operating environment are changing continually which show 

unknown attacks, which are, not appear in the training dataset. Moreover, for this reason most of 

supervised IDS algorithms usually perform poorly. 
 

1.2. Contribution 

The major contributions of this proposal are: 

• We enhance the density peak clustering algorithm (DPC) by replacing the Euclidean distance 

calculation method with the Gaussian kernel function to project the data attributes into the high-

dimensional kernel space for improving the process of cluster the complex nonlinear inseparable 

network traffic data. 

• Modified the calculation method of local density based on the average of cosine similarity for all the 

data points to work as threshold instead of cutoff distance.   

2. Enhanced density peak clustering (EDPC) 

The Enhanced Density Peak Clustering (EDPC) is an improved algorithm based on original density peak 
clustering algorithm. It is one of the Density-based methods, which work to discover clusters based on high 
local density of data points [8], [9] . The DPC deal with continuous regions. The core idea of DPC to calculate 
cluster centers depend on measure both the local Density and the separation distance [12]. Those methods 
depend on computing the distance between all samples in the given dataset. The original DPC uses the Euclidean 
distance measure to calculate the distance of all samples in given dataset. The Euclidean distance is cause 
misclassifications when the dataset is complex and has high dimensional features. Therefore, we use the 
Gaussian kernel function to measure the kernel function between two data points; here the Gaussian kernel 
compute as equation below: 
 

𝑲( 𝑥𝑖⃗⃗  ⃗, 𝑥𝑗⃗⃗  ⃗ ) = 𝑒𝑥𝑝(−
||𝑥𝑖⃗⃗  ⃗ − 𝑥𝑗⃗⃗  ⃗ ||

2(𝜎2)

2

)  𝑤ℎ𝑒𝑟𝑒 𝜎 > 0                            (1) 
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Where 𝛔 is the scale parameter [13]. Then the kernel distance between two samples, 𝑥𝑖⃗⃗  ⃗ and 𝑥𝑗⃗⃗ ⃗⃗  , is calculate as 

equation below: 

𝒅𝑖, 𝑗 = √2(1 − 𝑘( 𝑥𝑖⃗⃗  ⃗, 𝑥𝑗⃗⃗  ⃗ ))                                                                   (2) 

 

Then the algorithm starts to calculate the local density for each data point in the given dataset. The given dataset 

S that formed as real multi-dimensional vectors. Local density will be Pi for the data point 𝑖 ∈ 𝑆, which is a 

number of points, can be a neighbor of i. We will use the exponential kernel method to calculate the local density 

of data point that equation is [14]: 

𝑷𝑖 = ∑ 𝑒𝑥𝑝 (−
𝒅𝑖,𝑗2

𝐶𝑑2 )  𝑖,𝑗∈𝑆                                                            (3) 

 

Where the Cd refers to the cutoff distance, which is the initial specified parameter that works as the threshold 

to control the weight degradation rate. The determination of Cd is the assignment of a neighbor of 𝑖 in S dataset 

who have less distance than cutoff distance [6]. In [15-18] the authors suggest to determine the neighborhood 

radius Cd to include 1% to 2% of the data in the neighborhood and this will influence on the clustering results. 

In real application, there is a hard issue to determine the best value of CD parameter initially before starting 

with clustering process. In the figure (2) shows the distances from point 1 to other points except 2, 3, 5 and 6 

are used to be less distance than cutoff distance. In addition, similarities between point 1 and 8, 9, 11, 12, 13, 

14 are used to be less distance than the cutoff distance also. 

 
Figure 2. Cutoff distances from point to others 

 

For that reason, we modified the calculation method of local density based on the average of cosine similarity 

for all the data points to work as threshold instead of cutoff distance.  The modification in the equations below: 

𝐶𝑠 =  
∑ 𝑋𝑖 ∗ 𝑋𝑗𝑛

𝑖=1

√∑ (𝑥𝑖)2 ∗ √∑ (𝑥𝑗)2𝑛
𝑖=1

𝑛
𝑖=1

                                                      (4) 

Where Cs means the cosine similarity for two points. 

𝐴_𝑠 =  
1

𝑁
 ∑𝐶𝑠(𝑖)                                                                                   (5)

𝑁

𝑖=1

 

Where A_s is the average of all cosine similarity points, which will be the threshold to assign of neighbors of 𝑖 
in the dataset whose have less distance than A_s. 

𝑷𝑖 = ∑ 𝑒𝑥𝑝 (−
𝒅𝑖, 𝑗2

𝐴_𝑠
)

𝑖,𝑗∈𝑆

                                                                         (6) 

After calculating local density, we have to compute the separation distance by select minimum distance from xi 

to xj if the local density of xi is bigger than local density of xi. The other way by selecting maximum distance 

from xi to any other point if that point has no local density. The first step to calculate separation distance is to 

represent the local density set index in descending order index set then calculate the equation below: 

℘(𝑥𝑖) =  {
 𝑚𝑖𝑛(ԃ𝑖𝑗) ,   𝑖𝑓  𝑖 >  𝑗 

𝑜𝑟
𝑚𝑎𝑥(ԃ𝑖𝑗),                    

                                                         (7) 
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The peak points determined manually based on sorting from highest to lowest for both local density and high 

separation distance and select these highest points to be the clusters center, however this process done with help 

of decision graph by drawing the vector of local density in horizontal axes and the vector of separation distance 

in vertical axes.  

𝛾𝑖 = 𝑃𝑖 ∗ 𝛿𝑖                                                                                                  (8) 

The result of 𝛾𝑖 will be sorted for all data points to select data points with  higher 𝛾𝑖  be the density peaks. After 

select density peaks, they will be the center of each cluster that means the peak number equals to cluster number. 

The rest of the non-peak data point will be assign to nearest distance cluster center (peak point). 

 

Algorithm1: Enhanced Density Peak Clustering  

1: Compute distance ԃi,j between data point’s xi and xj using Gaussian kernel distance 

. 

2: compute cosine similarity Cs between data point’s xi and xj then calculate average of 

cosine similarity for all the data point 

3: Compute the modified local density Ꝓi of each data point xi using exponential kernel 

method based average of cosine similarity as cutoff threshold. 

4: Compute the separation distance ℘i of each data point xi. 

5: Compute ϒi, ϒi is production parameter. 

6: sort ϒi  in  descending order index set to select highest ϒi  to be the peak 

(centroid)point  

7: finally, compute the remaining (nonpeak) points and assign each point of them to 

cluster as its nearest neighbour, which has nearest distance. 

8: return the groups of subsets which is each subset called cluster 

 

3. Preparatory work 

3.1. Dataset description 

The NSL-KDD dataset is not the newest dataset, but is a new version that removes the disadvantage of the 
KDDCup 1999 dataset. This data set proposed in 2015 as modified KDD-CUP99 dataset. The advantage of this 
dataset is the training dataset doesn’t has redundant records and the testing set doesn’t has duplicate records, 
this will help the classifiers to escape frequent records and not be biased [19-21]. Until now, Most of research 
in the techniques of Intrusion Detection, the researcher use this NSL-KDD dataset as benchmark dataset[22]. In 
this paper, KDDTrain+_20Percent data sets that used as 70% training sets and 30% testing sets of our system. 
The KDDTrain+_20Percent dataset contains 25,192 instances that each record of this dataset represents a 
connection of network is composed by the 41-dimensional feature vector[11] [23]. The samples of  dataset 
labelled as normal or threats . the threats are subdivided into four main classes: ‘probe’, ‘dos’,’u2r’, and ‘r2l’, a 
total of 22 types of attacks. The figure (3) below describes the KDDTrain+_20Percent data set attributes with 
class labels. 
 

 

 

 

 

 

 

 

 
 
 

Figure 3. Class distribution of KDDTrain+_20precent 
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4. The proposed system 

The proposed system has two main phases: preprocess and clustering phases. The figure (4) shows the working 

steps of our proposed system.  

Dataset

Preprocessing:
-Encoding          

        -Normalization 

Select (k) Peack  points as cluster 
centeroid

 ( high Pi associated with high Si )

Ci

C2

Cn

Test data Preprocessing:
-Encoding          

        -Normalization 

Select 
nearest 
cluster  

Predict cluster 

Train phase

Test phase

Ck

 
Figure 4. The proposed system 

4.1. Pre-processing phases 

The main operations in this phase are: 

4.1.1.  Encoding dataset (transformation) 

In the most of intrusion detection data set, some non-numeric attributes. The non-numeric data not detectable 

by most of machine learning algorithms, however, the one-hot encoding method is the most well encoding 

schema to convert the non-numeric attributes to numeric data. In short, this method produces a vector with 

length equal to the number of categories in the data set [24-26]., there are three numeric data should be encode 

in the NSL-kdd dataset as described in figure below. 

 

Figure 5. The numerical data of NSL-kdd dataset 

 

4.1.2. Normalization 

Most of mining algorithms involving clustering techniques produce a good accuracy result if data normalized 

in the preprocessing phase [27]. It standardizes the data by transforming within a given range. Min-max scaler 

https://deepai.org/machine-learning-glossary-and-terms/vector
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scales each of the features individually between (0 ,1). This is good scaling options when you want to preserve 

the zero’s in a sparse dataset. Equation (9) calculates the normalization features (Min_Max):  

𝑀𝑖𝑛_𝑀𝑎𝑥(𝑥𝑖′) =
𝑥𝑖 − 𝑚𝑖𝑛(𝑥𝑖)

𝑚𝑎𝑥(𝑥𝑖) − 𝑚𝑖𝑛(𝑥𝑖)
                                   (9) 

Where: xi is the current value of the variable in the data, min(xi) is the smaller value in the given data record, 

max(xi) is bigger value in the same given data record. 

4.2. Clustering phase 

In summary, the steps of EDPC algorithm process is declare as follows: 

1. The first step Calculate the kernel function based on scaler a parameter (𝛔) that specify initially, then 

calculate Gaussian function as the distance measure based on kernel functions to find the distance between any 

two points of the training data. 

2. Compute the average of cosine similarity for all the data points to work as threshold instead of a cutoff 

distance parameter.   

3. Compute the modified local density based on the average of cosine similarity then calculate the 

separation distance to find the peak points with the help of decision graph.  

4. Calculate ϒi, ϒi is the production of highest local density and separation distance respectively to 

produce peak points. Then compute the remaining (nonpeak) points and assign each point of them to cluster as 

its nearest neighbor. 

 

 

Figure 6. Decision Graph of NSL-kddTrain+_20Percent dataset 

5. Experimentation 

The model in this paper build in pycharm-2019.3.5(community edition), open JDK 64-bit server VM. The 

programing language is python on 2.20 GHz Core i7 CPU, RAM16 GB.  

5.1. Metrics of evaluation  

5.1.1. Silhouette index 

It’s the main criteria used to evaluate the performance of cluster analysis. In a very simple way, it used to show 

if the object is in the right cluster or if it takes place in another cluster [28]. Its worth to mention that silhouette 

index has three different values: -1 show value that object in the wrong cluster. 0 show the object in another 

cluster. +1 show objects in the right cluster Silhouette Index is calculated in the below equation as [29-33]: 

𝑆𝑖𝑙ℎ𝑜𝑢𝑡𝑒 𝑖𝑛𝑑𝑒𝑥 =
𝑥(𝑖) − 𝑦(𝑖)

𝑚𝑎𝑥{(𝑥(𝑖), 𝑦(𝑖)}
                                  (10) 

x(i) is a lower distance among cluster and object and y(i) is the higher distance between object and clusters.  

5.1.2. Cohesion measurement 

Cohesion measurement is a new measurement used to evaluate cluster analysis. The goals of the cohesion 

measurement are to determine the distance between cluster groups. In another word, it measures the distance 

between objects within the same cluster, the high value of cohesion measurement refers to the cluster high 

quality. It simply applied as a measurement metric of diversity of a cluster as shown in below formula [34].  
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𝐶𝑜ℎ𝑒𝑠𝑖𝑜𝑛 = ∑𝑚𝑖 𝑑(𝑐𝑖 , 𝑐)2
𝐾

𝑖=1

                                               (11) 

When  𝑐𝑖 is mean of ith cluster, 𝑐 is total clusters, 𝑚𝑖 is the total samples in the cluster 𝑐𝑖, 𝑘 is number of     all 

clusters. 

5.1.3. Rand index 

Rand Index It simply applied as a measurement metric used to evaluate cluster analysis and used for cluster 

validation. The Rand Index metric which calculated using the formula below [35]: 

𝑅𝐼 =
𝑎 + 𝑑

𝑎 + 𝑑 + 𝑐 + 𝑏
                                                            (12) 

Where:  

a - objects in a pair that put up in the same subset in cluster (1) and in the same subset in cluster (2). 

b - Objects in a pair that put up in the same subset in cluster (1) and in different subsets in cluster (2). 

c - Objects in a pair that put up in the same subset in cluster (2) and in different subsets in cluster (1). 

d - Objects in a pair that put up in different subsets in cluster (1) and in different subsets in cluster (2). 

 

5.2. Discussion and evaluation of results 

The DPC is a very good clustering method, but it has some limitations in the structure are: the first issue is 

regarding to computing the local density of all data points depending on cutoff distance (Cd) parameter which 

is working to determine the neighborhood radius. The Cd parameter influence of this percentage of the clustering 

results. 

We investigate Cd with 2% and with less than 2% of the data in the neighborhood, in case of original DPC the 

Cd parameter has an influence on accuracy results but not sensitive to peak numbers. With an assist to choose 

the peak points, plot all data samples based on both high local density and high separation distance to select as 

the peak points, which called a cluster center. However, the results show only one peak point and this case will 

lead to a dramatic bad clustering quality. This declare by the table (1) DPC results of peak numbers.  

 

                                            Table 1. DPC results of peak numbers 

method Train set Distance metric Cutoff distance No. of peaks 

Original DPC 17634 Euclidean %2 Only one peak 

Original DPC 17634 Euclidean %1 Only one peak 

Original DPC 17634 Euclidean %1.5 Only one peak 

 

The figure below describe plotting samples of data with both high local density and high separation distance 

using decision graph(DG) and sorting graph(SG) for the original DPC algorithm. 

 

Figure 7. the DG and SG for original DPC using NSL-kdd dataset 

0

1

2

3

4

17632 17632.5 17633 17633.5SE
P

ER
A

TI
O

N
 D

IS
TA

N
C

E

LOCAL DENSITY

Decision Graph using oreginal DPC 

0

10000

20000

30000

40000

50000

60000

70000

0 10000 20000 30000 40000

ℽ sorting graph using oreginal DPC  



 PEN Vol. 9, No. 2, June 2021, pp.965- 975 

972 

 

However, we modified the local density function based on the average of cosine similarity to be a dynamic 

value parameter to determine the neighborhood radius instead of a static cutoff distance parameter. This 

modification gives excellent enhancement of the quality of clustering. The experiment shows that EDPC 

algorithm based on the modified local density function gives two peak points. The figure (8) shows the EDPC 

decision graphs. 

 

 

Figure 8. EDPC decision graph and sorting graph based on Euclidean distance 

 

The environment of training data clusters shows grouping two subsets. The figure (9) describes the size and 

class size of each subset. 

 

 

Figure 9. description of the size and class size of each subset (Euclidean based) 

 

The second issue regarding with data dimensionality, DPC shows good performance only when the 

dimensionality of data is very low in this reason we used the Gaussian function instead of Euclidean function 

as the distance measure to find the distance between any two points of the train dataset to solve this limitation. 

The Gaussian function gives improved with the clustering result by reducing the imbalance of network data and 

enhance the accuracy of small attacker’s classes. The experiment shows that EDPC algorithm based on modified 

local density function and Gaussian kernel distance in Figure (10).  
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Figure 10. EDPC decision graph and sorting graph based on Gaussian distance 

 

The description of the size and class size of each training subset shows that minority classes like R2l and U2r 

attacks grouped with one subset, and divide the high occurs classes in two clusters (normal, dos, probe). The 

Figure (11) shows the size and class size of each subset. 

 

Figure 11. Description of the size and class size of each subset (Gaussian based) 

 

Our model based on novel enhance density peak clustering based on modified local density and Gaussian kernel 

show excellent evaluation on Rand Index metric with 0.86, Cohesion 92005 and Silhouette Index 0.39 compared 

to an original DPC algorithm.  

Table 2. Comparison of result 

Metho

d 

Cluster No. Cd Pi Distance 

measure 

Evaluation metrics 

Silhouette Index Cohesion Rand Index 

DPC 1 %2 original Euclidean 0.25 89985 0.56 

EDPC 2 A_s modified Euclidean 0.13 82124 0.61 

EDPC 2 A_s modified Gaussian 0.39 92005 0.86 

6. Conclusion 

Anomaly-based Intrusion detection system is a significantly important technique for the security of the network, 

But the problem with this approach is the new activities that not discoverer, therefore, is usually lakes capability 

for detecting new intrusion. To handle these limitations of supervised anomaly intrusion detection approaches 

by using unsupervised learning. Unsupervised anomaly detection approaches do not require labelled training 

data. The clustering algorithms are one of unsupervised learning has been a focus recently. In this paper, we 

proposed a new model with novel modification of the clustering algorithm called EDPCA. This model shows a 

high-performance in intrusion detection. The result of our Experimental demonstrates that the model is operative 

and give higher accuracy than the existing general clustering algorithm. 
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