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Featured Application: This paper aims at proposing a machine learning methodology for creating
a parametric transfer function of unitary operations, to be applied in the real-time evaluation of
sequenced operations. This methodology will be applied to the real-time evaluation of induced
structural distortions when printing stiffeners, for any chosen printing operation sequencing.

Abstract: For better designing manufacturing processes, surrogate models were widely considered
in the past, where the effect of different material and process parameters was considered from the
use of a parametric solution. The last contains the solution of the model describing the system
under study, for any choice of the selected parameters. These surrogate models, also known as
meta-models, virtual charts or computational vademecum, in the context of model order reduction,
were successfully employed in a variety of industrial applications. However, they remain confronted
to a major difficulty when the number of parameters grows exponentially. Thus, processes involving
trajectories or sequencing entail a combinatorial exposition (curse of dimensionality) not only due
to the number of possible combinations, but due to the number of parameters needed to describe
the process. The present paper proposes a promising route for circumventing, or at least alleviating
that difficulty. The proposed technique consists of a parametric transfer function that, as soon as it
is learned, allows for, from a given state, inferring the new state after the application of a unitary
operation, defined as a step in the sequenced process. Thus, any sequencing can be evaluated almost
in real time by chaining that unitary transfer function, whose output becomes the input of the next
operation. The benefits and potential of such a technique are illustrated on a problem of industrial
relevance, the one concerning the induced deformation on a structural part when printing on it a
series of stiffeners.

Keywords: surrogate model; additive manufacturing; sequenced process; dynamic mode decompo-
sition; parametric transfer function; model order reduction; artificial neural network

1. Introduction

When joining one flexible part to another with several screw holes, it is not uncommon
to end with some screws that do not enter in their hole. This can be due to some tolerance
issue, but it can also be due to the deformation of the part induced by the residual stresses
due to the stresses applied by the previous operations. In this case, the parts can not
be successfully joined because of the order chosen in the joining unitary operations, as
illustrated with the red screw in Figure 1.
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Figure 1. The red screw cannot join the two parts because of the screwing order.

In the industry, this example from everyday life is often met when welding [1–3],
screwing, or joining two flexible parts: if the operations of fixation are not executed in a well
designed order, these parts may not be well assembled considering the project requirements.
Additive manufacturing of stiffeners on metal sheets produces the same kind of issues [4,5].
It generates some deflections on these parts. This results in an impossibility to assemble
them on the whole structure.

To design this kind of sequential processes, one possible solution is to test some specific
sequences which seem suitable in high fidelity simulations. Indeed, for sequences involving
a lot of unitary operations, it is not an option to compute each of them: computational
time for only one sequence of operations may take several hours. Thus, teams designing
these processes explore a very small area of the space of possible sequences. Thus, the
quite poor exploration of the design space results in a non optimal choice of the process
sequencing. Some sequences may have improved significantly the quality of the final
product, but they were not tested because of the unaffordable computational time to test
all possible combinations (often in the order of millions).

To overcome the computational cost issue, a valuable route consists of using a reduced
order model [6–8]. The main purpose of model order reduction is to identify a statistical
approximation function f that transforms the inputs X into outputs Y

Y ≈ f (X). (1)

Nowadays, these approaches are very common in the industry: aerodynamics, thermal
comfort, Noise–Vibrations–Harshness (NVH), nonlinear transient dynamics. For a given
loading, the studied system is simulated for several choices of the design parameters.
Then, inputs and outputs are extracted. Finally, the Reduced Order Model –ROM– is
built by computing the approximation function f . The learned model enables simulation,
optimization, inverse analysis, uncertainty propagation, and simulation-based control, in
almost real time, with the expected positive impact in the design and validation processes.

The use of reduced basis in support of machine learning of parametric models or
dynamical systems is attracting the interest of the scientific community [9,10]. Building
reduced order models –ROMs– of a series of unitary operations remains a challenging
issue for the state-of-the-art methodologies because of the combinatorial explosion induced
by all the possible sequences of applying those unitary operations. In this work, we
propose a methodology that allows for alleviating that difficulty, where, more than looking
for representing the effect of any possible sequence, we look for describing the effect of
a unitary operation on the thermomechanical state resulting from the previous unitary
operation. The efficient implementation is based on the fact that the thermomechanical
state all along the whole process can be efficiently expressed (parametrized) in a reduced
basis, extracted by invoking the Singular Values Decomposition –SVD–.

This methodology concerns both data preparation and regression. Concerning the
data, a reduced basis able to represent any possible state of the system will be extracted. Its
coefficients, describing the projection of any state on that basis, is assumed as features of
the learned model. The other features are the ones related to the sequencing. Concerning
the regression able to transform the input features (present state) into the output describing
the state of the system after a unitary operation, according to the sequencing plan, two
different techniques will be employed and compared: the Neural Network –NN– [11] and
the Dynamic Mode Decomposition –DMD– [12].



A dictionary of unitary operations will be constructed with all the corresponding
unitary transfer functions. It will then be used in order to evaluate any sequencing almost
in real time, by chaining these unitary transfer functions, whose output becomes the input
of the next operation.

The benefits and potential of such a technique will be illustrated on a problem of
industrial relevance: the one concerning the induced deformation on a structural part when
printing on it a series of stiffeners, as presented in Section 2.

2. Materials and Methods

The methodology presented in this paper has been developed on a representative case
of study. In this section, we briefly revisit the techniques that will be employed. Then, we
describe the case of study we used in this work. Finally, we present the whole methodology,
from the model construction to the surrogate model use. In what follows, all the high
fidelity simulations have been performed offline by using the commercial software VPS
(Virtual Performance Solution) by ESI Group. The whole reduction process is then made
by using a standard laptop (6 cores, 3 GHz, 16 GB RAM).

2.1. Data Reduction and Model Learners

For the sake of completeness, this subsection revisits the main techniques that will be
employed later: the Singular Values Decomposition –SVD–, the Dynamic Mode Decompo-
sition –DMD–, and the Multi-Layer Perceptron –MLP–.

2.1.1. Singular Values Decomposition

The purpose of the SVD [13] is to decompose any rectangular matrix A of dimensions
N × T as the product of three matrices: U, Σ, and VT

A = UΣVT, (2)

where U is an orthogonal matrix of dimension N × N, Σ a diagonal matrix and V an
orthogonal matrix of dimensions T × T (here, it is assumed that all the matrices are
real valued).

Columns of U are the principal components of A, also called modes. Non-zero
components of Σ, σ1 ≥ σ2 ≥ · · · , are called singular values. Columns of V are the principal
components of size T instead of N: if N is the number of degrees of freedom and T the
number of time instants in the dataset, columns of U are the space principal components
and columns of V are the time principal components.

With this decomposition, one can easily approximate ai, the ith column of A, by
projecting it on the principal components, to compute its reduced coordinates (αi1, · · · , αir)

[αi,1 · · · αi,r] = aTi Ũ, (3)

where Ũ contains the first r columns of U.
The columns ai can be approximated in the reduced basis composed by the columns

of Ũ

ai ≈
r

∑
j=1

αijuj. (4)

Thus, the SVD allows for approximating any rectangular matrix A by projecting its
columns in a reduced basis consisting of r dimensions instead of N, with in general N � r.
More details on this technique can be found in [14–16].



2.1.2. Dynamic Mode Decomposition

When working on the approximation of a dynamical system, one can try to reduce its
complexity. One can also be tempted in approximating the state X at time ti+1 from the
one existing at time ti, ∀i

X(ti+1) = f (X(ti)), i ∈ {1, . . . , T − 1}. (5)

This is the rationale employed in the DMD [17–20]. Equation (5) can be rewritten as

X(ti+1) = A X(ti), i ∈ {1, . . . , T − 1}, (6)

with A a square matrix of size N. Writing Equation (6) for each state of the system leads to
the following matrix equation:

X = AX̃, (7)

with X = [XT XT−1 · · · X2], X̃ = [XT−1 XT−2 · · · X1]. The DMD model, i.e., the matrix A,
can be computed by applying different techniques, one of them described and used later.
By replacing the linear operator A with a nonlinear function f , stronger nonlinearities can
be efficiently addressed as reported in [21] by using neural networks.

2.1.3. Multi-Layer Perceptron

Neural Networks are a class of nonlinear regressors. Given a set of inputs X and a set of
outputs Y, one can easily use a Neural Network to compute a nonlinear function f such as

Y ≈ f (X). (8)

When an NN contains more than one hidden layer of neurons, it is called Multi-
Layer Perceptron. Figure 2 schematizes the architecture of a MLP with one hidden layer
consisting of p neurons. The MLP takes as inputs vectors of size n and transforms them
into output vectors of size m.

Figure 2. Example of a multi-layer perceptron.

In the MLP illustrated in Figure 2, coefficients ωi,j and hi,j are the weights of the
neurons connectors, and k refers to the kth data in the Design of Experiments –DoE–.
The function that generates the ith component of an output Yk from the input Xk reads

Yk,i = fi(Xk) = φ

(
p

∑
l=1

hl,i φ

(
n

∑
j=1

ωl,j Xk,j + b1

)
+ b2

)
, (9)



with b1 and b2 the bias introduced at each connection and φ the activation function.
The weights of fi are obtained by minimizing the difference between the output prediction
and the known output that is ‖Yk,i − fi(Xk)‖, for all i, k.

The trickiest concern when using the MLP is the choice of the so-called hyper-
parameters, e.g., number of layers, number of neurons in the hidden layers, etc. For
additional information, the interested reader can refer to [22–25].

2.2. Case of Study

In complex metallic structures, it is often required to weld some parts or to print
stiffeners by using additive manufacturing to enhance mechanical performances. These
kinds of operations induce structural distortions, due to the installed residual stresses.

Predicting those induced distortions allows for finding the optimal operations sequenc-
ing to minimize them, or to design a modified structure such that the induced distortions
will produce the wished final structure geometry fulfilling the requested tolerances.

In the case study addressed here, we consider the metallic shell structure whose ge-
ometry and dimensions are shown in Figure 3, constituted of steel (E = 210 GPa, assumed
described from an adequate elastoplastic behavior). The structure is being rigidified by
printing two stiffeners on it. Each stiffener consists of four printed layers, and, conse-
quently, a sequence of eight unitary operations will define the global process. As it can be
noticed, many possibilities exist of sequencing these eight unitary operations, and the final
accumulated structure distortion depends on the sequencing choice made. The final state
for a particular sequencing choice is shown in Figure 4.

Figure 3. Metallic structure considered in the present case study.

The structure model consists of a quadrilateral elements mesh of 1.76 mm thickness.
The mesh contains about 42,000 nodes. The printed stiffeners are modeled by using solid
elements, and are applied at two different locations (left and right stiffeners), four layers in
each stiffener (eight unitary operations), using a predefined sequencing. The high-fidelity
simulations are carried out by using the commercial software VPS that considers the right
material behavior (needing a fine-tuning material calibration) and its integration by using
an experienced finite element discretization taking into account the irreversible inelastic
(plastic) behavior. For additional details on the considered model and its finite element
discretization, the interested reader can refer to the VPS user manual [26].



Figure 4. Final state related to an 8-unitary operations sequence (displacements ×3).

In this quite simplistic case study, there are many possible sequences. This number
grows exponentially when considering more stiffeners, and/or much more layers in each.
The simulation of all the possibilities is out of reach in most of industrial applications
because each calculation can be computationally expensive (several hours calculation).
Each printed layer in each stiffener will modify the structure state (deformation), and
the final deformation will strongly depend (due to the nonlinear behavior) on the chosen
sequence of unitary operations. Figure 5 shows the states after each of the eight unitary
operations when considering the sequence {1, 2, 1, 2, 1, 1, 2, 2}, where 1 refers to a layer
applied in the left stiffener and 2 when it is applied on the right stiffener. Because of the
software employed, seams are all present in the model, even if they have still not been
mechanically activated.

2.3. Proposed Methodology

In this section, we present the methodology which we developed to build a surrogate
model of a sequenced process. First, we present how we prepare the data for the model
computation. Then, we solve the regression problem with the MLP and with the DMD to
finally explain how to use the resulting models.

2.3.1. Data Preparation

The extracted data from the finite elements model are the initial nodes coordinates
and their displacements after each operation.

In our case, we want to use the surrogate model to generate all the intermediate
structure states for a new sequence Sk (k is the sequence number in the DoE) of size T and
initial state Xk(t0) = X0. T is the number of unit operations, T = 8 for all sequences. Thus,
for all i ∈ {1, . . . , T}, we need to predict the state Xk(ti) taking as input the previous state
Xk(ti−1) when applying the unitary operation sk(ti−1).

Thus, the regression reads as:

Xk(ti) = f (Xk(ti−1), sk(ti−1)), ∀i ∈ {1, . . . , T}. (10)

Because the function we search must be the same for all states of the system, we can
write Equation (10) by grouping all states of the system in the same matrix, as it is done
when applying the DMD

Xk = f
(
X̃k, Sk

)
, (11)

with X̃k = [Xk(tT−1) · · · X0] and Xk = [Xk(tT) · · · Xk(t1)] respectively the input and the
output state matrices (of size N × T) of the system subjected to the sequence Sk.



Figure 5. High-fidelity simulation of the sequence {1, 2, 1, 2, 1, 1, 2, 2} (displacements ×3 for visualization). Both stiffeners
are placed from the beginning on the sheet, and each layer of them is sequentially mechanically activated.

Once again, because the function f must be the same for all tested sequences, i.e.,
the whole DoE, constituted of NC simulations, we can concatenate all the input matrices
together and all the output matrices together into bigger matrices that we simply note X̃
and X, both of size N × (T × NC). Thus, the regression problem reads

X = f
(
X̃, S

)
, (12)

where S is the vector concatenating all the sequences, of size T × NC and f the generic
function. This function is constructed (learned from the data) by using the procedures
described in Section 2.3.2.



In order to reduce the complexity, we compute the SVD of matrix X, built for each
coordinate axis. The normalized singular values related to the three nodal displacements
are plotted in Figure 6.

Figure 6. Normalized singular values related to the three nodal displacements.

As we can see in these graphs, the singular values decrease very fast, and three
modes suffice to reduce the singular values of two orders of magnitude. Thus, we expect
approximating reasonably well the structure state (nodal displacements) with a very
limited number of vectors of the reduced basis. In addition, 95% of accuracy is attained by
employing only the first three modes that will constitute the reduced basis. This reduction
is quite impressive: moving from a space of dimension N (the number of nodes) to one
involving only three degrees of freedom (the size of the reduced basis) only introduced a 5%
loss of accuracy. In what follows, we consider richer bases for obtaining higher accuracy.

Figure 7 plots the approximation error of all the states concerned in the DoE projected
into a 5D reduced basis. Even if, as noticed, 5 modes offer excellent performances, errors in
the prediction are amplified in posterior operations, and, consequently, it is important to
retain a reduced basis that is accurate enough.

Figure 7. Graph: Maximum modal approximation error with respect to the maximum displacement
when using five modes. Picture: Reduced approximation of the deformed structure (displace-
ments ×3).



Approximation errors when using 5 and 10 modes’ reduced bases are compared in
Figure 8. As we can see in this figure, the 5 modes approximation produces a maximum
approximation error around 0.025 mm. To minimize the error growth during the inte-
gration (error accumulation), the use of 10 modes seems a better option, and it provides
excellent accuracy.

Figure 8. Approximation error when using 5 and 10 modes in the reduced basis.

With this choice, each state of the evolving structure can be expressed by a vector with
10 components. In order to address the potential nonlinearities induced by the sequencing
and the increase of the structure stiffness, we include in the regression the sequencing as
well as the index that identifies the operation within the sequence, as described below:

Xk =


α1,1 · · · α1,T−1

...
. . .

...
α10,1 · · · α10,T−1

s1 · · · sT−1
1 · · · T − 1


k

and Yk =

 α1,2 · · · α1,T
...

. . .
...

α10,2 · · · α10,T


k

(13)

2.3.2. Regression

In order to compute the regression, a valuable route consists of separating the opera-
tions performed in the left and the right stiffeners. To improve the predictability capacity
even more, one could also cluster the model depending on the existence or not of at least
a printed layer in one of the stiffeners as illustrated in Figure 9. It is named the topology
clustering in what follows.

• DMD-based regression.

The DMD-based regression reads

Y r/l,c = Ac
r,lX

r/l,c, (14)

where Y (resp. X ) concatenates the matrices Yk (resp. Xk) related to the right or left
stiffeners (r/l) and associated with cluster c (in reference to Figure 9).

The problem is solved by using the Tikhonov regularization [27,28] and proceeds
by enforcing Equation (14) while adding a penalty related to the norm of the searched
matrix A, except for the last two columns afecting the sequencing information contained
in the state matrix X . The problem is solved using the Ridge algorithm in the scikit-learn
package in Python.



Figure 9. Cases with at least one layer was printed (red) or no layer printed (white).

• MLP-based regression.

To set the MLP hyper-parameters, we iterate until obtaining results good enough in
the approximation function. This results with:

- An input and an output layers, respectively constituted of 12 and 10 neurons;
- 2 hidden layers, with 12 neurons per layer;
- relu the activation function, which is relu(x) = max(0, x);
- Adam algorithm [25] to compute weights;
- the optimization process stops when the score is not improving anymore, according to

the scikit-learn documentation [29]

As for the DMD, to solve this problem, we use the class MLPRegressor available in the
scikit-learn package in Python.

When building this MLP on the whole training dataset, we obtain very unsatisfying
results, with an accuracy that degrades when the process advances. To improve it, we build
the MLP as a self controlled system: instead of learning with the whole dataset, it learns
with 70% of it. Thus, it learns with 70% of 80% of a total of 70 data points, thus 39 data points.
Then, we use the resulting MLP to predict the whole training dataset. These predictions
are then used as inputs, with the reference inputs, to train a new MLP, whose outputs are
the reference states. Thus, the MLP trains with 56 data points and 56 predictions, built with
the first MLP trained with only 39 data points. Figure 10 schematizes this training process.

Figure 10. Learning process for the self controlled MLP.



• Dictionary model use.

As different models have been learned, when integrating, after each unitary operation,
one must identify the model to be employed (right/left and the cluster with respect to
Figure 9). The procedure is illustrated in Figure 11.

Figure 11. Prediction process for the dictionary model.

3. Results

To evaluate the methodology presented in the previous section, we applied all the
possible sequences (70 in this case) to the system to constitute the dataset. It has then been
divided into two groups: train and test. We performed that selection randomly. In what
follows, we only use the training dataset to build the ROMs and the testing dataset to
validate them. Whether we applied the regression with the DMD or the MLP, the presented
results have been produced with the same methodology, sketched in Figure 12. Section 3.1
presents the results we obtained with the MLP regression and Section 3.2 the results we
obtained when using the DMD.

Figure 12. ROM generation workflow.

To avoid the impact of very small solutions in the calculation of relative errors, the
absolute error in L2-norm is considered. Sometimes, we will give a percentage to discuss
the error. It is defined as the maximum error divided by the maximum displacement at
each state.

3.1. MLP Results

Figures 13 and 14 show the results we obtained when using the MLP regression,
respectively, without and with the topology clustering. These figures plot the maximum
error of the approximation obtained by using the ROM and the maximum displacement of
the reference solution, at each state. Clustering does not introduce significant advantages
when combined with the MLP regression.

Furthermore, as we can see in these graphs, some states are approximated with more
than 50% of error. It is too much even for a ROM that aims at keeping and ensuring
good accuracy.



Figure 13. Maximum prediction error and maximum displacement for the MLP regression without topology clustering.

Figure 14. Maximum prediction error and maximum displacement for the MLP regression with topology clustering.

Figure 15 shows a 3D view of one of the worst approximations we obtained with
the MLP regression. As it can be seen in this picture, maximum errors are essentially
concentrated at the corners of the metal sheet for the first five states. The prediction quality
should be improved to fulfill standard tolerances.

For that purpose, we searched for better neural network hyper-parameters. Results
are reported in Table 1. According to this table, the choice for the neural network hyper-
parameters, for this type of architecture and data, seems quite optimal.



Figure 15. MLP approximation of sequence {2, 2, 2, 1, 2, 1, 1, 1} compared with the reference solution
(displacements ×10 for visualization).

Table 1. Results for different choices of hyper-parameters for the neural network.

Number of
Hidden Layers

Number of
Neurons

Activation
Function

Maximum
Error

2 (12, 12) relu 2.5 mm
2 (20, 20) relu 5.5 mm
2 (40, 40) relu 3 mm
2 (20, 12) relu 3 mm
2 (40, 20) relu 2.5 mm
2 (40, 20) logistic 4.5 mm
2 (40, 20) tanh 6.5 mm
2 (40, 20) identity 2.9 mm
3 (12, 12, 12) relu 4 mm
3 (40, 40, 40) relu 4 mm
4 (12, 12, 12, 12) relu 2.8 mm
4 (40, 40, 40, 40) relu 2.8 mm



3.2. DMD Results

Figures 16 and 17 show the results we obtained using the DMD respectively without
and with topology-based clustering. They plot the maximum error of the approximation
provided by the ROM and the maximum displacement of the reference solution at each
state. This maximum absolute error remains smaller than the one obtained with the
MLP regression.

Furthermore, as we can see comparing these two figures, the topology clustering leads to
a better approximation, justifying its consideration when using the DMD-based regression.

Figure 16. Maximum prediction error and maximum displacement for the DMD approximation without topology clustering.

Figure 17. Maximum prediction error and maximum displacement for the DMD approximation with topology clustering.



In Figure 17, the maximum error does not exceed 10% of the maximum displacement.
Furthermore, the absolute error is always less than 0.7 mm. For a metal sheet of around
300 mm in size, this error could be acceptable in certain applications.

In addition to this quite reduced absolute error, we can see that the maximum error during
the whole sequence seems to stay globally stable, without exhibiting net accumulation.

Figure 18 shows a 3D view of the worst approximation we obtained with the DMD
model. As we can see in this picture, maximum errors are again essentially concentrated at
the corners of the metal sheet.

Figure 18. DMD approximation of sequence {2, 2, 2, 1, 2, 1, 1, 1}with its reference (displacements ×10
for visualization).

4. Conclusions

The presented paper addressed the recurrent issue of creating reduced order models of
processes involving sequencing. Evaluating the effect of all the possible processing sequences
represents an unattainable objective because of the associated curse of dimensionality.



Thus, in general, processing designs are based on simplified models, the use of existing
heuristics and knowledge, or the exploration of small regions of the design space, all of
them underperforming.

On the other hand, the possibility of having a real-time accurate predictor of the effect
of any sequence on the final properties and performances could represent an impressive
opportunity in engineering.

In the present paper, we succeeded to accomplish that challenge by combining differ-
ent ideas and methodologies, whose performances were proven in a case study of industrial
relevance, in particular:

• Global solutions can be represented in a reduced basis, that is, the dimensionality of
the thermomechanical fields remains much smaller than the number of processing
sequences. We proved that a quite reduced number of modes allows for representing
the states of the distorted structure.

• More than trying to link the sequencing with the final state of the structure, facing the
sequencing parametrization issue, here we proposed the construction of a parametric
transfer function related to a unitary operation. From a given state, it can predict the
next state after the unitary operation.

• We proposed employing different regressions for accomplishing that modeling, in
particular the DMD and the MLP, both working quite well, with the performances of
the former improved by using clustering, and the ones of the last improved by using
a self-controlling procedure.

• The models were successfully learned and they performed very well in the data
reserved for validation purposes.

Future works will address more complex scenarios, propose an improved clustering,
better address nonlinear behaviors, and improve the DoEs, as well as the approximation of
other processes involving sequencing, as for example spot-welding.
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