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The widescale importance and rich phenomenology of water continue to motivate the development of computational
models. ReaxFF force fields incorporate many characteristics desirable for modelling aqueous systems: molecular flex-
ibility, polarization and chemical reactivity (bond formation and breaking). However, their ability to model the general
properties of water has not been evaluated in detail. We present comprehensive benchmarks of the thermophysical
properties of water for two ReaxFF models, the water-2017 and CHON-2017_weak force fields. These include struc-
tural, electrostatic, vibrational, thermodynamic, coexistence, and transport properties at ambient conditions (300 K
and 0.997 g cm−3) and along the standard pressure (1 bar) isobar. Overall, CHON-2017_weak predicts more accurate
thermophysical properties than the water-2017 force field. Based on our results we recommend potential avenues for
improvement: the dipole moment to quadrupole moment ratio, the self-diffusion coefficient especially for water-2017,
and the gas phase vibrational frequencies with the aim to improve the vibrational properties of liquid water.

I. INTRODUCTION

Water plays a central role in our lives: it is ubiquitous in
nature and industry, and by definition hosts the entirety of
aqueous chemistry. It is therefore unsurprising that an accu-
rate description of water is a long-standing goal of computa-
tional chemistry and physics. To this end a vast number of
water models have been developed, each with its own set of
strengths, limitations and scope.

Despite their simplicity, empirical force fields have
achieved great success in reproducing the structural, ther-
modynamic and transport properties of liquid water over a
broad range of temperatures and pressures. Arguably the
most successful general purpose water model for thermody-
namic properties,1 TIP4P/20052 reproduces the phase dia-
gram and anomalous properties of water fairly accurately.1

Another rigid force field, SPC/E3 remains one of the most
popular models for liquid water, and predicts a dielectric con-
stant in better agreement with experiment. Flexible models
such as TIP4P/2005f, SPCFw4 and mSPCFw5 incorporate in-
tramolecular degrees of freedom through O-H bond and H-O-
H angle potentials. Early central force models of water in-
corporated for the first time self-dissociation effects and flex-
ibility in an empirical force field. These force fields predict
thermophysical properties that are in general, in good agree-
ment with experiments.6,7 Explicitly including polarization
in water simulations remains an open challenge, with clas-
sical approaches either modelling charge redistribution within
each atom (e.g. induced dipole and Drude oscillator meth-
ods), or charge flow between atoms (e.g. fluctuating charge
models).8–11. A key motivation for incorporating polariza-
tion effects is the accurate description of water’s dipole mo-
ment in both the vapour and liquid phases using a single force
field. Many-body potentials go beyond the pairwise approx-
imation, explicitly considering higher-order terms in the in-
teraction energy.12 The mW model is a widely used coarse
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grained model of water that explicitly incorporates three body
terms13. The majority of the empirical water models devel-
oped to date, with the exception of central force models, are
non-dissociative; they are unable to describe the formation
and breaking of chemical bonds.

Ab initio methods are able to model bond dissociation, but
remain prohibitively expensive for many applications. Even
so, the accurate description of water by DFT is a work in
progress, with the Jacob’s ladder of approximations provid-
ing more accurate but costly descriptions at each progres-
sive rung.14 Many popular GGAs underestimate the bulk den-
sity of water,14 and predict that the density of ice is higher
than water (ice sinks in water).14–16 When modelling wa-
ter at the experimental density of 1 g cm−3, GGA function-
als typically predict an overstructured liquid with a low self-
diffusion coefficient.14 These problems persist even for hy-
brid functionals and when accounting for nuclear quantum ef-
fects (NQEs).14,15,17 Dispersion corrections help ameliorate
these deficiencies because semi-local functionals do not de-
scribe the long-range electron correlations that gives rise to
the asymptotic r−6 decay in interaction energy.14 meta-GGA
functionals can offer an improved description of structure and
dynamics,16,18,19 and the SCAN functional notably predicts
the correct order of water and ice densities.16 A proportion of
exact exchange (i.e. hybrid functionals) together with a well-
chosen treatment of dispersion may provide an accurate de-
scription of liquid water at ambient conditions, but this level
of theory is limited to simulations of around 100s of atoms for
10s of picoseconds, even with today’s state-of-the-art super-
computers.

Semi-empirical methods (e.g. DFTB and MOPAC) and
reactive force fields (RFFs) (also called dissociative force
fields) offer more computationally feasible routes to mod-
elling chemical reactivity. Of the latter, ReaxFF models
can accommodate simulations of many (10s of) thousands
of atoms on the nanosecond timescale using (state-of-the-art)
high-performance computing facilities. The first-generation
ReaxFF water force field was parameterized against DFT
(X3LYP/6-311G**) data, primarily fitting to energetic bench-
marks (such as dissociation curves, binding energies and re-
action barriers) for single molecules, dimers, clusters and
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ice, while also targetting properties of the bulk liquid when
deciding on the final parameter set.20 The first-generation
ReaxFF force field describes water dissociation and the struc-
tural migration of solvated protons (the Grotthus mechanism),
but underestimates the bulk density of liquid water by ∼8%
at 298 K and ambient pressure,21 and predicts the incor-
rect order of H2O/H3O+/OH− diffusion coefficients.20 The
second-generation ReaxFF force field (water-2017) remedied
these deficiencies by including the experimental density and
H2O/H3O+/OH− diffusion coefficients as training data in the
reparameterization of the first-generation force field.21 Addi-
tional DFT reference data was also included to improve the
structure of the hydrated OH− ion. Another ReaxFF force
field designed to model water, CHON-2017_weak is a repa-
rameterization of the protein-201322 RFF (and thus indirectly
of the first-generation water RFF) that improves the descrip-
tion of weak interactions in condensed phase functionalized
hydrocarbon/water systems.23

The water-2017 and CHON-2017_weak force fields have
been used to model a wide range of phenomena in water
and water-containing systems, for example: hydrogen bond-
ing in supercritical water24; water isotope dynamics25; water-
graphene/graphene oxide interfaces26–29; anion exchange
membranes30,31; and polymer biodegradation32. Benchmarks
of CHON-2017_weak water at higher than ambient tempera-
tures and pressures (sub- and supercritical) have already been
performed.33 However, many important thermodynamic and
transport properties have not been calculated at “ambient"
(300 K) conditions, or along the standard pressure 1 bar iso-
bar. Additionally, there have been recent efforts to refine the
predicted thermodynamic properties of ReaxFF water through
the improved description of electrostatics and long-range dis-
persion interactions.34,35 More comprehensive benchmarks
may help direct these efforts. Hence, we report herein a com-
prehensive analysis of the thermophysical properties of state-
of-the-art ReaxFFs force fields for water. We target ambient
(300 K and 0.997 g cm−3) conditions as well as the standard
pressure (1 bar), and analyze the performance of these force
fields against non-dissociative and non-polarizable empirical
force fields that are widely used in the literature.

The structure of this article is as follows. In the next section,
we briefly describe the relevant theoretical background of the
ReaxFF force field, as well as the simulation details. The sim-
ulation results are then presented and analyzed in section III.
(1) Standard benchmarks for structure and dynamics: radial
distribution functions, atomic charge and dipole moment dis-
tributions, vibrational power spectra, and potential energy
curves of the water monomer and dimer. (2) Thermodynamic
properties: density and thermal expansion coefficient, com-
pressibility, enthalpy of vaporization, surface tension, heat
capacity, and the speed of sound. (3) Transport properties:
self-diffusion coefficients, shear viscosity and thermal con-
ductivity. Finally, we close the article with a discussion of
the overall performance of the ReaxFF models against experi-
ments and compared to state-of-the-art empirical force fields;
we provide recommendations on the use of specific ReaxFF
force fields based on our benchmarks.

II. METHODOLOGY

This work focuses on structural, dynamic and thermody-
namic properties of two ReaxFF water models: water-201721

and CHON-2017_weak23. ReaxFF employs a bond-order for-
malism in conjunction with a fluctuating charge description of
polarization.36 A fundamental assumption of ReaxFF is that
the bond-order BOi j between atom pairs (i, j) is a function of
their interatomic distance ri j, and distinguishes between con-
tributions

BOi j = BOσ
i j +BOπ

i j +BOππ
i j (1)

from σ -, π-, and double π-bonds. The ReaxFF potential en-
ergy E total

P is given by the additive terms

E total
P = Ebond

P +Eval
P +E tor

P +Eover
P +Eunder

P

+EvdW
P +ECoulomb

P +Especific
P (2)

which are the bond-order dependent energies associated with
two-body bonds Ebond

P , three-body valence angle strain Eval
P ,

four-body torsional angle strain E tor
P , overcoordination Eover

P ,
and undercoordination Eunder

P . Especific
P encompasses system-

specific contributions. For water these are the lone-pair E lp
P

and hydrogen-bonding EHB
P energies, which are also bond-

order dependent. The van der Waals, EvdW
P , and Coulomb,

ECoulomb
P , energies are given by bond-order independent

shielded and tapered pair potentials. Atomic partial charges
are assigned on-the-fly using a charge equilibration method,
traditionally (and for the RFFs considered in this work) the
electronegativity equalization method37 (EEM),36,38 although
methods such as ACKS2 and eReaxFF have been developed
in order to address some of the deficiencies of EEM and ex-
tend its range of application.39 Thus, ReaxFF accounts for
polarizability through atomic charge fluctuations. Variations
in molecular geometry and interactions with the environment
translate into changes in the electrostatic moments.

ReaxFF force fields can be categorised as three-centre, flex-
ible, polarizable, and dissociative within the typical classi-
fications of water models. We additionally benchmark the
mSPCFw force field5 (see Appendix A for details), which
models water as a three-site molecule with flexible bonds
and H-O-H angle. Hence, it provides a more direct connec-
tion with the geometry of the ReaxFF water molecules, while
mSPCFw does not explicitly include electronic polarization or
bond dissociation. We will also compare the ReaxFF bench-
marks with data from the literature for state-of-the-art rigid
models, specifically TIP4P/2005.

All statistical uncertainties reported for quantities calcu-
lated in this work refer to the standard error of the mean, un-
less stated otherwise.

A. Simulation Details

We performed both equilibrium and non-equilibrium
molecular dynamics (MD) simulations. All simulations were
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carried out using the open-source software package LAMMPS
(v. 7Aug2019).38,40 The equations of motion were integrated
using the velocity Verlet algorithm and a timestep of δ t =
0.2 fs (unless stated otherwise). 3D periodic boundary con-
ditions were applied in all simulations, except for those of
a single molecule in vacuum for which finite (non-periodic)
boundary conditions were used. In the ReaxFF charge equili-
bration procedure, a relative residual norm tolerance of 10−6

was used for the employed Preconditioned Conjugate Gradi-
ent method.38

We note in passing that due to poor energy conservation,
it is difficult to perform sufficiently long simulations using
ReaxFF force fields in the NV E ensemble. For CHON-
2017_weak and water-2017 we observed temperature drifts
of (15.1± 0.2) K ns−1 and (17.2± 0.2) K ns−1, correspond-
ing to 0.997 g cm−3 and the temperature windows 304-
313 K and 297-307 K respectively. The reasons behind this
have recently been addressed.41,42 We therefore relied on
the mSPCFw force field to assess the extent to which the
employed temperature-control algorithms affected dynamic
properties, as compared to the NV E results.

1. Simulations of Bulk Liquid Water

Equilibrium simulations of bulk liquid water were per-
formed in the NV T and NPT ensembles. NV T simulations
were carried out at 300 K and the corresponding experimental
density of 0.997 g cm−3, while NPT simulations were per-
formed at 1 bar and temperatures ranging from 180-370 K.
Temperature was controlled by the Nosé-Hoover chain ther-
mostat, with 3 chains, and a time constant of 0.5 ps. Pressure
was controlled with a Nosé-Hoover chain barostat, also with
3 chains, and a time constant of 2 ps. Unless stated otherwise
(e.g. for the finite-size analyses) a cubic simulation box con-
taining 521 water molecules was used. For the 521-molecule
NV T systems, sampling consisted of 7-10 statistically inde-
pendent replicas, each equilibrated for 200 ps followed by a
2 ns production run. For the NPT simulations, a single replica
was performed for each temperature, with at least 200 ps of
equilibration followed by a 10-15 ns production run for the
ReaxFF force fields, and 10-20 ns for mSPCFw. Additional
details are reported in section III.

For mSPCFw, the electrostatic interactions were handled
using the P3M implementation43 of the Ewald summation
method, with a root mean square (RMS) error in per-atom
forces of 10−6 relative to the force two point charges of ele-
mentary charge exert on each other at a distance of 1 Å. A cut-
off of 9.8 Å was used for the oxygen-oxygen Lennard-Jones
potential, and tail corrections44 were applied to the total po-
tential energy and pressure.

2. Simulations of the Liquid-Vapour Interface

Direct coexistence simulations of the liquid-vapour inter-
face were carried out in order to calculate the surface ten-
sion. An elongated (tetragonal) simulation cell with dimen-

sions (Lx,Ly,Lz) = (30,30,200) Å and containing 1024 wa-
ter molecules stabilised a liquid slab surrounded by vacuum,
with two symmetrical interfaces perpendicular to Lz. Simu-
lations were performed in the NV T ensemble at 300 K using
the Nosé-Hoover chain thermostat, with 3 chains, and a time
constant of 0.5 ps. A single replica was run for each force
field, consisting of 200 ps of equilibration followed by 3 ns of
production from which data was collected.

For mSPCFw, both electrostatic and dispersion interac-
tions were calculated using the standard 3D Ewald summation
method, with a relative RMS per-atom force error of 10−6.
The long-range dispersion interactions are required to obtain
coexistence densities consistent with the densities obtained
using NPT simulations that include tail corrections for the
Lennard-Jones potential.

3. Non-Equilibrium Molecular Dynamics Simulations

Boundary-driven non-equilibrium molecular dynamics
(NEMD) simulations were used to model water in the sta-
tionary state, and thereby calculate the thermal conductiv-
ity. An elongated (tetragonal) simulation cell of dimensions
Lx = Ly = 25 Å was used, while Lz was varied to investigate
finite-size effects (see section III M). In all cases the num-
ber of molecules was chosen to give an average density of
ρbox = 0.997 g cm−3. Two thermostatting regions, hot and
cold, of width 5 Å were located in the centre and edges of the
box, respectively (see Fig. 15). The thermostatting regions ex-
tended in the (x,y) plane such that the temperature gradients
were generated along the z-direction. A Langevin thermostat
with a damping parameter of 20 fs was applied to all atoms
within these regions, while the trajectories of all other atoms
were evolved using standard Newtonian dynamics. The sys-
tem’s centre-of-mass velocity was subtracted from each atom
at every timestep in order to ensure good linear momentum
conservation. In the stationary state, this setup results in two
equal but opposite temperature gradients, such that the sys-
tem is completely periodic. The heat flux across the system,
Jq = (0,0,±Jq), can be obtained from the continuity equation

Jq =
|〈∆U〉|
2δ tA

(3)

where A = Lx× Ly is the cross-sectional area of the simula-
tion box, δ t is the timestep, and ∆U is the internal energy ex-
changed at each timestep, between each thermostatting region
and its thermal reservoir. The factor of 2 in the denominator
accounts for the two heat fluxes (equal magnitude and oppo-
site direction) generated in this setup.

To ensure adequate sampling, 10 statistically independent
replicas were run for each set of simulation conditions. Each
replica consisted of at least an initial 200 ps to establish the
stationary state, followed by trajectories spanning 1-2 ns for
data collection.

For mSPCFw, the electrostatic interactions were handled
using the P3M method43, again with a relative RMS per-atom
force error of 10−6. A cutoff of 9.8 Å was used for the oxygen-
oxygen Lennard-Jones potential.
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III. RESULTS & DISCUSSION

A. Radial Distribution Functions

Radial distribution functions (RDFs), g(r), were calculated
using a bin width of 0.01 Å. Coordination numbers n were
calculated based on the g(r) definition according to

n(Rc) = 4πρN

∫ Rc

0
r2g(r)dr (4)

where r is the radial distance, ρN is the number density of
the coordinating species, and Rc is the radial cutoff distance.
Oxygen-oxygen gOO(rOO), oxygen-hydrogen gOH(rOH) and
hydrogen-hydrogen gHH(rHH) RDFs are shown in Fig. 1, and
numerical values for the first maxima/minima are reported in
Table. I. The O-O RDF is a primary figure of merit for the
structure of water models. While nuclear quantum effects
(NQEs) soften the first peaks of gOO, gOH and gHH,60,61 the
gOO is much less affected by NQEs, and therefore provides
a fairer comparison for simulations with classical nuclear dy-
namics.

Regarding the experimental reference, there has been con-
troversy about the height of the first peak (see literature
cited in Ref. 46), but the high-energy x-ray diffraction mea-
surements46 we compare to are generally accepted to su-
persede earlier work. Compared to our simulations these
measurements correspond to slightly different thermodynamic
conditions, 295 K and ambient pressure, while the experi-
mental reference for gOH and gHH from neutron diffraction
measurements62 correspond to 298 K and 1 bar. We addi-
tionally show the gOO from Ref. 62, noting that the qualitative
comparisons to the shape of the first peak do not change. More
recent x-ray measurements63–65 extend the temperature range
examined, and report ambient condition O-O RDFs in very
good agreement with Ref. 46.

The CHON-2017_weak O-O RDF features a broader peak
and underestimated first maximum gmax,1

OO . In contrast, the
water-2017 O-O RDF possesses a narrower peak, and an over-
estimated gmax,1

OO . Although slightly overestimated, CHON-
2017_weak has a peak position rmax,1

OO = (2.85± 0.03) Å
in better agreement with the experimental value of (2.80 ±
0.01) Å than water-2017, which underestimates the position
of the first maximum with rmax,1

OO = (2.68± 0.01) Å. Like-
wise, CHON-2017_weak better predicts the position of the
first minimum rmin,1

OO , but the depth of the minimum is exag-
gerated. water-2017 better reproduces the first minimum, but
slightly overestimates rmin,1

OO . Both RFFs accurately reproduce
the second peak, which is characteristic of tetrahedral order.

Classical force fields, including TIP4P/2005, SPC/E and
mSPCFw (this work), typically underestimate rmax,1

OO and over-
estimate gmax,1

OO , while the longer range structure is more accu-
rately reproduced (although TIP4P/2005 underestimates the
position of the second peak rmax,2

OO by ∼ 0.6 Å at 300 K and
1 bar).66 However, with gmax,1

OO = (3.62± 0.02) Å, the over-
structuring of the first maximum exhibited by water-2017 is
more severe. DFT descriptions beyond GGA functionals (e.g.
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FIG. 1. Radial distribution functions (RDFs) of liquid water at
300 K and 0.997 g cm−3 as predicted by the CHON-2017_weak
and water-2017 ReaxFF models, as well as the mSPCFw force field.
(a) Oxygen-oxygen RDFs gOO and coordination numbers nOO. (b)
Oxygen-hydrogen RDFs gOH and coordination numbers nOH. (c)
Hydrogen-hydrogen RDFs gHH and coordination numbers nHH. rαβ

is the radial distance between species α and β . In all cases, the
solid lines denote the RDFs (left axes), while the dashed lines denote
the coordination numbers (right axes). Experimental RDFs are taken
from Refs. 46,62

meta-GGAs, hybrid functionals, possibly with dispersion cor-
rections and accounting for NQEs)14,16,18,67 and many-body
potentials, for example MB-pol66,68, can offer more accurate
predictions of the first O-O RDF peak at ambient temperatures
than the RFFs and classical models.

Both RFFs are in relatively good agreement with the ex-
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TABLE I. Thermphysical properties of water at 300 K and 0.997 g cm−3, as predicted by ReaxFF and mSPCFw force fields. Symbol meanings
are given in the main text. Parentheses contain the statistical uncertainties or estimated errors in the least significant figure.

CHON-2017_weak water-2017 mSPCFw Experiment
P [bar] 138(3) −178(3) −214(2) 11 a

〈rbond
OH 〉 [Å] 0.981(1) 0.989(1) 1.034(1) -
〈θ angle

HOH 〉 [◦] 105.2(1) 105.7(1) 109.1(1) -
rmax,1

OO [Å], gmax,1
OO , nmax,1

OO 2.85(3), 2.33(1), 1.8(2) 2.68(1), 3.62(2), 0.9(1) 2.73(1), 3.20(2), 1.26(8) 2.80(1), 2.57(5), 1.48(7) b

rmin,1
OO [Å], gmin,1

OO , nmin,1
OO 3.39(1), 0.681(3), 4.7(1) 3.49(2), 0.813(2), 5.1(1) 3.27(2), 0.738(2), 4.2(1) 3.45(4), 0.84(2), 5.0(2) b

nOO(rOO = 3.30 Å) 4.44(1) 4.36(1) 4.30(1) 4.3(1) b

(〈qO〉, σ(qO)) [e] −0.7122(2), 0.0210(4) −0.7435(2), 0.0250(8) −0.82, 0 -
(〈qH〉, σ(qH)) [e] 0.3561(1), 0.0203(3) 0.3718(1), 0.0246(5) 0.41, 0 -

(〈µCOM〉, σ(µCOM)) [D] 2.0382(6), 0.1153(9) 2.1322(6), 0.1305(9) 2.3602(6), 0.1382(9) 2.9(6) c and 2.95(10) d

(〈µGC〉, σ(µGC)) [D] 2.0386(6), 0.1055(9) 2.1329(6), 0.1165(9) 2.3602(6), 0.1382(9) -
µrigid [D] 2.038(3) 2.133(3) 2.361(4) -

QT,rigid [D Å] 1.559(4) 1.667(4) 2.097(5) -
µrigid/QT,rigid [Å−1] 1.307(4) 1.280(3) 1.126(3) -

∆
g
l µ [D] −0.370(1) e(i), −0.371(1) e(ii) −0.387(1) e(i), −0.388(1) e(ii) −0.155(2) −1.1(1) f

O-H stretch, ν̃ [cm−1] 3000(20), 3260(40) 3170(20), 3390(40) 3420(20) 3404 g

H-O-H bend, ν̃ [cm−1] 1900(20) 1840(20) 1650(10) 1644 g

Librations (A2, B2, B1), ν̃ [cm−1] 440(10) 490(30) 520(30) 400-800 h (430, 650, 794) i

Intermolecular stretch, ν̃ [cm−1] ∼120-240 j - ∼140-280 j 162 i, 172-175 k

Cage vibrations, ν̃ [cm−1] 40(10) 40(10) 50(10) 65 i, 60 k

(CV , Cqc
V ) [J K−1 mol−1] 104.5(9), 68(1) 98(1), 61(1) 111.1(6), 73.8(8) 74.41(7) l

C∆
V [J K−1 mol−1], C∆,intra

V [%] −36.1(4), 68(1) −37.5(5), 66(1) −37.3(5), 66(1) -
D0 [10−5 cm2 s−1] 2.93(5) 3.64(5) 2.40(3) 2.41(2) m

(ηGK, ηYH) [mPa s] 0.70(7), 0.60(9) 0.54(2), 0.50(7) 0.85(1), 0.9(1) 0.854(9) n

λ [W K−1 m−1] 0.826(4) o 0.839(7) o 0.873(1) o 0.609(4) p

a IAPWS-95 formulation45 from the NIST database for 0.99700 g cm−3. Note that the experimental density corresponding to 300 K and 1 bar is
0.997 g cm−3 to 3 decimal places.
b From Ref. 46, or calculated from the RDF (and associated error) if not provided in text. Corresponds to 295 K and ambient pressure.
c From Ref. 47. Corresponds to (297.60 ± 0.05) K and ambient pressure.
d From Ref. 48. Corresponds to 300 K. Extracted from experimental refractive index data with the support of classical and ab initio simulations.
e Using (i) 〈µCOM〉 and (ii) 〈µCG〉 for the dipole moment of liquid water.
f Using the liquid and gas phase dipole moments from Ref. 15 and Refs. 49,50 respectively.
g From Refs. 51,52. Corresponds to room temperature and ambient pressure, with measurements in Ref. 52 being carried out at 298 K.
h From Refs. 51,53,54 corresponding to room temperature and ambient pressure.
i From Ref. 53 corresponding to 297 K and 128 bar.
j Shoulder in the oxygen atom power spectrum (see section III C)
k From Ref. 54 and works cited therein. Corresponds to room temperature and ambient pressure conditions.
l IAPWS-95 formulation45 from the NIST database. The uncertainties in CP are±0.1%. Usually the CV uncertainties in the liquid region follow from
those given for CP, so uncertainties of ±0.1% have also been assumed. However, owing to the unclear data situation, a more conservative estimate of
±0.75% has also been given in Ref. 45.
m From Ref. 55. The stated absolute error limit of ≤ 1% is given in parentheses.
n From Ref. 56. Corresponds to 300 K and 1 bar.
o The linear response (LR) values corresponding to 300 K and 1.00 g cm−3 (see section III M).
p From Ref. 57. Corresponds to 300 K and 1 bar. The uncertainty corresponds to the maximum deviation of 0.7% from primary experimental data.

perimental value46 of nOO(Rc/Å = 3.30) = 4.3± 0.1, which
corresponds to the first minimum in r2

OOgOO(rOO); water-
2017 agrees within the associated uncertainties, while CHON-
2017_weak slightly overestimates nOO(Rc/Å = 3.30). These
are inline with popular empirical models which typically give
nOO(Rc/Å = 3.30) values of 4.3-4.4.4 The agreement in the
coordination numbers shows the local structure is well repro-
duced by the classical force fields, the main deficiency being
the lack of delocalization of water molecules in the hydrogen
bonding network, as reflected in the over-structured gOO first
maximum. This deficiency can, at least in part,61 be attributed
to NQEs, which are not explicitly accounted for.

The O-H RDF is instructive because its maximum at rOH '
1.75-1.80 Å directly probes the hydrogen bond between donor
H and acceptor O. For CHON-2017_weak the height of this

peak is in good agreement with experiment62, while water-
2017 and mSPCFw overestimate the height of the peak by
∼50-60%. The coordination numbers for these three models,
the two RFFs and mSPCFw, are very similar (see Fig. 1b),
showing that the key difference between CHON-2017_weak
and water-2017 is the delocalization of the hydrogen bond
structure, reflected in the lower and wider first maximum of
CHON-2017_weak. The position of the first intermolecu-
lar maximum is slightly overestimated (underestimated) by
CHON-2017_weak (water-2017 and SPCFw) with rOH '
1.94 Å (rOH ' 1.70-1.72 Å), indicative of a longer (shorter)
and therefore weaker (stronger) hydrogen bond. Overall these
results indicate that CHON-2017_weak predicts weaker hy-
drogen bonding. Advancing the discussion below, we will see
that this is reflected in the enthalpy of vaporization, which is
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TABLE II. Thermodynamic properties of water at standard pressure, as predicted by ReaxFF water and mSPCFw force fields. All properties
correspond to 300 K and/or 1 bar, except for coexistence properties (∆Hvap and γ) which correspond to the vapour pressure at 300 K. Symbol
meanings are given in the main text. Parentheses contain the statistical uncertainties or estimated errors in the least significant figure.

CHON-2017_weak water-2017 mSPCFw Experiment
ρ [g cm−3] 0.9921(2) 1.0032(1) 1.0067(1) 0.9966 a

αP [10−4 K−1] 2.0(2) 3.3(2) 4.4(1) 2.7 b

TMD [K] 255(3) 205(6) 252(3) 277 b

∆Hvap [kJ mol−1] 49.27(5) 52.09(6) 52.49(6) 43.908(7) c

γ [mN m−1] 67(2) 59(1) 63(1) 71.7(4) d

βT [Mbar−1] 38.2(3) 31.8(1) 42.5(2) 45.1 b

TβT ,min [K] 260(40) None None 319 b

(CP, Cqc
P ) [J K−1 mol−1] 106(1), 70(2) 100.9(6), 63(1) 115(1), 78(2) 75.32(8) e

(CV , Cqc
V ) [J K−1 mol−1] 105(1), 69(2) 99.0(7), 62(1) 113(1), 75(2) 74.41(7) e

C∆
V [J K−1 mol−1], C∆,intra

V [%] −36.0(5), 68(1) −37.4(5), 66(1) −37.3(4), 66(1) -
γ0, γ

qc
0 1.006(1), 1.008(2) 1.019(2), 1.031(3) 1.022(1), 1.032(1) 1.012(1) e

(TCP,min, TCqc
P ,min ) [K] None, None 270(30), None f None, None 310(10) e

(cS, cqc
S ) [m s−1] 1629(7), 1632(7) 1789(4), 1799(4) 1551(4), 1559(4) 1501.5 g

(TcS,max, Tcqc
S ,max) [K] 260(40), 260(40) None, None None 347 b

a IAPWS-95 formulation45 from the NIST database. Uncertainty of ±0.0001%.
b Determined from the IAPWS-95 formulation from the NIST database. The associated uncertainty
is less than the stated level of precision.
c IAPWS-95 formulation45 from the NIST database. Uncertainty from Ref. 58.
d From Ref. 59. Uncertainties are estimated based on the reliability of the experimental data.
e IAPWS-95 formulation45 from the NIST database. The uncertainties in CP are ±0.1%. Usually the
CV uncertainties in the liquid region follow from those given for CP, so uncertainties of ±0.1% have
also been assumed. However, owing to the unclear data situation, a more conservative estimate of
±0.75% has also been given in Ref. 45.
f Or moved to a lower temperature: TCP,min > TCqc

P ,min.
g IAPWS-95 formulation45 from the NIST database. Uncertainty of ±0.005%.

also lower for CHON-2017_weak.
The H-H RDFs show different trends. In this instance,

the position of the first maximum is very similar for both
RFFs, and lower than the mSPCFw prediction since the RFFs
have shorter average bond lengths 〈rbond

OH 〉 and smaller average
bond angles 〈θ angle

HOH 〉 (see Table I). Beyond the intramolec-
ular peak (rHH ' 1.5-1.7 Å) the intermolecular long-range
structure (rHH > 2 Å) agrees reasonably well with the experi-
ments for all the models, both in phase and height of the max-
ima/minima.

We note that the water-2017 RDFs reported herein are con-
sistent with Ref. 34, while those in Ref. 21 are in better agree-
ment with experiment. We are able to reproduce the RDFs in
Ref. 21 using a bin width of 0.1 Å, and therefore attribute this
discrepancy to the different bin width employed in our work
(0.01 Å), which results in the better resolution of the RDF
maxima.

B. Atomic Charges and Electrostatic Moments

In EEM, atomic partial charges are assigned on-the-fly
with the view of minimizing the total electrostatic energy of
the system under constraints of net system charge.37,38 The
atomic charge distributions of the ReaxFF water models at
300 K and 0.997 g cm−3 are shown in Fig. 2; averages and

standard deviations are given in Table I. Both RFFs pre-
dict atomic charges with smaller magnitudes compared to the
classical mSPCFw model, and indeed all models in the SPC
family (SPC, SPCE, SPCFw, SPCFd), which are arguably the
most successful (certainly the most popular) 3-site models of
water. In 3-site models, partial charges are assigned to each
atom, making them the most suitable for comparison to the
RFFs.

In our simulations, the global charge neutrality constraint in
EEM ensures that the whole system has a net-zero charge,38

but no such condition is imposed on individual molecules.
Consequently, we observe molecule charge distributions cen-
tred on zero, but with non-zero standard deviations of (0.0378
± 0.0008) e and (0.0452 ± 0.0008) e for CHON-2017_weak
and water-2017 respectively. Only the lowest-order non-zero
electric multipole moment of a charge distribution is transla-
tionally invariant. For ReaxFF water molecules this is the total
charge, and dipole moments are therefore origin dependent. In
order to gauge the sensitivity of molecular dipole moment on
the choice of origin, we compare the dipole moments defined
relative to the centre of mass µCOM and centre of geometry
µGC. These dipole distributions are shown in Fig. 2c, and are
characterised by means that differ by only ∼ 10−3− 10−4 D
due to the choice of origin. However, standard deviations dif-
fer more appreciably, by ∼ 10−2 D. The instantaneous dif-
ferences µCOM− µGC (Fig. 2d) are slightly more significant,
with 〈|µCOM− µGC|〉 = (0.0479± 0.0008) D and 〈|µCOM−
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FIG. 2. Atomic charge and molecular multipole moment probabil-
ity density functions fX (where X is the variable) for liquid water
at 300 K and 0.997 g cm−3 as predicted by the CHON-2017_weak
and water-2017 ReaxFF models, as well as the mSPCFw force field:
(a) oxygen (left) and hydrogen (right) atomic charges qO and qH
respectively; (b) total molecular charge qmol; (c) molecular dipole
moment µ as measured relative to the centre of mass, µCOM, and
centre of geometry, µGC; and (d) the instantaneous difference ∆µ =
µCOM−µGC.

µGC|〉 = (0.0578 ± 0.0008) D for CHON-2017_weak and
water-2017 respectively.

For both RFFs, the smaller atomic charges translate into
smaller average dipole moments of ∼2.04 D and ∼2.13 D
for CHON-2017_weak and water-2017 respectively, which
are underestimated compared to the experimental value47,48 of
∼2.95 D, but of the same order as the dipole moment of cen-

tral force models7. The mSPCFw dipole moment of ∼2.36 D
is also underestimated compared to experiment, and is sim-
ilar to the dipole of state-of-the-art 4-site models, namely
TIP4P/2005 and OPC (see Table III). The atomic charges and
dipole moments along the 1 bar isobar are shown in Fig. 3. For
the dipole (atomic charge) distributions, average magnitudes
increase (decrease) with temperature. The standard deviations
increase with temperature, with σ(µCOM) > σ(µGC) for the
dipole moment.

The multipole moments of water are crucial for building
accurate water models. For non-polarizable rigid models
2.4≤ µ/D≤ 2.6 and 2.2≤QT/(D Å)≤ 2.4 have been shown
to produce the highest quality models for liquid water,70 and
a µ/QT ∼ 1.0 Å−1 ratio is particularly important for repro-
ducing the phase diagram of water, specifically the right order
of stability for the phases of ice.71,72 QT = (Qxx−Qyy)/2 is
a convenient measurement of the quadrupole moment; it is
an origin-independent scalar in the frame of reference where
the z-axis bisects the H-O-H angle and the x-axis is parallel
to the line joining the two hydrogen atoms. The reduction of
the quadrupole moment tensor to QT relies on the C2v sym-
metry imposed at all times by rigid models, but not by flexible
and/or polarizable models. For the flexible models at finite
temperature, we therefore calculate QT,rigid, and additionally
µrigid, as if the molecules were rigid, using the average bond
length, bond angle and atomic partial charges obtained from
the MD simulations. This approach assumes that the charge
and geometry contributions to the multipole moments are de-
coupled, and that fluctuations from the average values do not
have a significant impact. In the liquid phase (Table I) µrigid
agrees with the MD estimates to within their associated un-
certainties, while differences∼ 10−2-10−3 D are observed for
the RFF water molecules in vacuum (Table III), indicating that
these are good approximations. At 300 K and 0.997 g cm−3,
the RFFs have much lower quadrupole moments of QT ≈ 1.5-
1.6 D Å, and greater ratios µ/QT ≈ 1.3 Å−1, while mSPCFw
has values inline with popular rigid force fields.

The RFFs and mSPCFw are able to model the shift in dipole
moment ∆

g
l µ when going from the liquid to vapour phase.

At 300 K, and approximating the vapour phase by a water
molecule in vacuum, we obtain ∆

g
l µ values between −0.37 D

and −0.39 D for the RFFs, and a smaller ∆
g
l µ ≈−0.16 D for

mSPCFw. In the latter case the change is solely due to the
modification of molecular geometry, while for the RFFs we
decompose ∆

g
l µ into contributions from the change in atomic

charge and the change in molecular geometry, again using the
average charges and geometries given in Table I and Table III.
For both RFFs, the majority of ∆

g
l µ originates from the charge

contribution: 88-90% for CHON-2017_weak and 92-93% for
water-2017. The dipole moment of a water molecule in vac-
uum has been experimentally determined to be 1.855 D.49,50

CHON-2017_weak and water-2017 underestimate this value
by 10% and 6% respectively, while in contrast mSPCFw over-
estimates it by 18%. All three force fields greatly underesti-
mate the shift in dipole moment of ∆

g
l µ ∼ −1.1 D expected

from experiment47–50.
Comparing to DFT, many functionals of varying levels of

theory (semi-local, van der Waals and hybrid functionals) are
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FIG. 3. (a) Molecular dipole moments µ , (b) oxygen atomic charges, and (c) hydrogen atomic charges of liquid water at temperatures T along
the 1 bar isobar, as predicted by the CHON-2017_weak and water-2017 ReaxFF models, as well as the mSPCFw force field. In all cases the
error bars represent the standard deviation σ . In (a), both σ(µCOM) and σ(µGC) are shown with σ(µCOM)> σ(µGC), while 〈µGC〉 and 〈µGC〉
cannot be distinguished on the scale of the plot.

TABLE III. Molecular geometry and multipole moments of a water molecule in vacuum for selected force fields. rbond
OH and θ

angle
HOH are the

O-H bond length and H-O-H bond angle respectively; qH is the atomic partial charge for hydrogen; µ and QT are the dipole and quadrupole
moment respectively. Statistical uncertainties in the least significant figure are given in parentheses.

Model rbond
OH [Å] θ

angle
HOH [◦] qH [e] µ [D] QT [D Å] µ/QT [Å−1]

CHON-2017_weak 0.953a, 0.956(1)b 104.14a, 104.8(1)b 0.2989a, 0.2986(1)b 1.6824a, 1.668(1)b, 1.674(3)c 1.2170a, 1.233(3)c 1.3824a, 1.357(4)c

water-2017 0.950a, 0.954(1)b 103.16a, 103.8(1)b 0.3108a, 0.3102(1)b 1.7631a, 1.745(1)b, 1.754(3)c 1.2413a, 1.261(3)c 1.4203a, 1.391(4)c

mSPCFw 1.012a, 1.015(1)b 113.24a, 113.1(1)a 0.41 2.1930a, 2.205(2)b, 2.201(4)c 2.1095a, 2.118(5)c 1.0396a, 1.039(3)c

SPC/E 1.0 109.47 0.4238 2.3505 2.0356 1.1547
TIP4P/2005 0.9572, 0.1546d 104.52 0.5564 2.3052 2.2969 1.0036

OPC 0.8724, 0.1594d 103.6 0.6791 2.4797 2.2997 1.0782
Experiment49,50,69 - - - 1.855 2.56(1) 0.723(4)

a Geometrically optimised molecules (0 K).
b Average (mean) at 300 K. The canonical distribution was sampled using the Nosé-Hoover chain thermostat, with 3 chains, and a time constant of
0.5 ps.
c Calculated using the average molecular geometry and atomic partial charges at 300 K.
d The distance rOM between the oxygen atom and the massless M site that carries the negative charge in these 4-site models. M is coplanar with the
O and H sites and bisects the H-O-H angle.

able to reproduce the experimental dipole moment of a wa-
ter molecule in vacuum to within 3%.73 Estimates of the liq-
uid phase dipole moment, using maximally localized Wan-
nier functions to spatially partition electron density, typically
range from 2.8-3.3 D depending on the functional,73,74 with
the SCAN functional giving74 (2.94±0.28) D at 330 K (an el-
evated temperature was used to crudely18 approximate NQEs)
in good agreement with experimental47,48 values. Thus, de-
spite being parameterized primarily using DFT data, the
RFFs predict dipole moments much less accurately. Indeed,
the first generation ReaxFF water model (on which CHON-
2017_weak and water-2017 are based) used Mulliken charges
as target parameters, although a relatively low weight was
placed on these. Although still widely used, the Mulliken
population analysis is (among other problems) extremely sen-
sitive to basis set choice, and care must be taken to ensure

the obtained partial charges are chemically meaningful. For
this reason, Mulliken charges for a single water molecule
have been shown to be unreliable, irrespective of the elec-
tronic structure method used.75,76 Recent benchmarks have
shown that the Mulliken population analysis performs rela-
tively poorly compared to other charge partitioning schemes
for the assignment of atomic partial charges and dipole mo-
ments in water systems including the isolated water molecule,
dimer, and clusters.76

C. Vibrational Power Spectrum

The unambiguous assignment of spectral features to the
molecular-scale dynamics of liquid water remains a challenge
due to the fluctuating nature of the hydrogen bonding net-
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TABLE IV. Normal mode frequencies of a water molecule in vacuum
for selected force fields. ν̃1, ν̃2 and ν̃3 denote the wavenumbers of
the symmetric stretch, bend and asymmetric stretch respectively.

Model ν̃1 [cm−1] ν̃2 [cm−1] ν̃3 [cm−1] (ν̃3− ν̃1) [cm−1]
CHON-2017_weak 3128 1783 3356 228

water-2017 3331 1576 3487 156
mSPCFw 3649 1584 3734 85

Experiment83 3657 1594 3756 99

work in which hydrogen bonds are continually broken and
reformed, and the presence of both intra- and intermolec-
ular couplings between vibrational modes.77–80 In order to
probe key dynamics, we calculate the vibrational power spec-
trum from the Fourier transform of the velocity autocorrela-
tion function (VACF) of all atoms,

I(ν) ∝ lim
τ→∞

∫
τ

−τ

〈v j(t0 + t) ·v j(t0)〉e−i2πνtdt (5)

where I is the intensity, ν is the vibrational frequency, v j is
the velocity of atom j, and t is the elapsed time from arbitrary
starting time t0. The power spectrum allows an investigation
of vibrational frequencies independently of infrared (IR) and
Raman selection rules, while the calculation of these spectra
would be required for direct comparisons with experiment.81

We additionally calculate the vibrational frequencies of a sin-
gle water molecule in vacuum (Table IV) from the eigenval-
ues of the dynamical matrix. The dynamical matrices (mass-
weighted Hessians) of the geometrically optimised molecules
were calculated using the finite-difference method, using a
displacement of 10−4 Å.

The power spectra at 300 K and 0.997 g cm−3 are shown
in Fig. 4, and the peak positions are given in Table I. The
IR spectrum of liquid water at ambient conditions features a
broad and asymmetric O-H stretching peak at ∼3400 cm−1.
The RFFs possess red-shifted stretching regions, and do not
reproduce the single peak: CHON-2017_weak predicts two
distinct maxima, while water-2017 predicts two maxima and
a shoulder. This peak splitting has previously been observed
for CHON-2017_weak, and was attributed to the large dif-
ference between gas phase symmetric ν1 and asymmetric ν3
stretching frequencies.25 We also find this to be the case, with
CHON-2017_weak and water-2017 yielding differences of
228 cm−1 and 156 cm−1 respectively, compared to 99 cm−1

from experiment. mSPCFw predicts ν̃1− ν̃3 = 85 cm−1 in bet-
ter agreement with experiment, and reproduces the single O-H
stretching peak in its liquid power spectrum. Indeed, classical
force fields that employ Morse potentials for the O-H bond,
such as mSPCFw and TIP4P/2005f, feature this single peak,
while harmonic potentials neglect bond anharmonicity and of-
ten lead to peak splitting. This peak splitting has been also
observed in central force type models.7. The introduction of
anharmonicity results in an additional red-shift in the stretch-
ing modes, and eventually a single stretching peak82. Addi-
tionally, both RFFs possess a H-O-H bending frequency blue-
shifted relative to experiment: by ∼ 260 cm−1 for CHON-
2017_weak and ∼ 200 cm−1 for water-2017.

Red-shifts in the O-H stretching frequency and blue-shifts

in the H-O-H bending frequency are positively correlated with
the strength of the H2O-HOH hydrogen bond.77,80,84–86 Com-
paring the frequency shifts moving from vacuum to the liquid
phase for CHON-2017_weak, water-2017 and mSPCFw, the
O-H stretching (H-O-H bending) frequencies are red-shifted
(blue-shifted) upon hydration by ∼110 cm−1 (∼120 cm−1),
∼130 cm−1 (∼260 cm−1) and ∼270 cm−1 (∼70 cm−1) re-
spectively. The experimental red-shift (blue-shift) in stretch-
ing (bending) frequency is ∼ 300 cm−1 (∼ 50 cm−1). Both
RFFs underestimate (overestimate) the shift in stretching
(bending) frequency, while mSPCFw predicts shifts in good
agreement with experiment. The RFFs predict gas phase
stretching frequencies ∼270-530 cm−1 lower than experi-
ment, and the CHON-2017_weak ν2 bend is additionally
blue-shifted by ∼ 190 cm−1. It is therefore impossible for the
RFFs investigated here to predict both accurate liquid phase
frequencies and shifts from the gas phase.

The vibrational spectra of liquid water feature a broad band
spanning 400-800 cm−1 corresponding to the three libration
modes;51,53,54 this is reproduced by the RFFs, as well as
mSPCFw and TIP4P/2005f87, which all predict a maximum
located between the experimental A2 and B2 mode peaks53,54

(as determined53 by Guassian deconvolution). Intermolecu-
lar stretching is not observed as a peak in the power spec-
trum for both the RFFs and mSPCFw. However, a shoulder
centred around 200 cm−1 is observed in the oxygen atom
power spectrum IO(ν) (Fig. 5) for CHON-2017_weak and
mSPCFw, but not for water-2017, indicating88 the presence
of this O-O stretch along the H-bond direction. Interestingly,
TIP4P/2005f does display this peak in the power spectrum
of hydrogen velocities relative to oxygen velocities, albeit
at a slightly higher frequency of 230 cm−1.87 Both RFFs,
as well as mSPCFw and TIP4P/2005f87, have a peak ∼40-
50 cm−1 corresponding to cage vibrations88, close to the Ra-
man peak53,54 near 60 cm−1.

D. Potential Energy Curves of the Water Monomer & Dimer

The ReaxFF force field parameterization procedure in-
cluded fitting various potential energy curves (PECs) to those
predicted by quantum-mechanical methods.20,21,23 In Fig. 6
we compare the PECs predicted by the RFFs and mSPCFw,
for bond dissociation and angle strain in the isolated water
molecule, and hydrogen bonding in the water dimer.

For the intramolecular PECs, only the single oxygen-
hydrogen distance rOH or H-O-H angle θ

angle
HOH parameter was

varied; all other degrees of freedom were constrained to the
values of the minimum-energy geometry, which has poten-
tial energy Emin

P . The O-H bond dissociation energy Dbond
0

of both RFFs are in good agreement with the experimen-
tal value89 of 492.21 kJ mol−1 for H2O16 (which includes
NQEs); with values (percent errors) of 465.60 kJ mol−1

(−5%) and 497.52 kJ mol−1 (1%) for CHON-2017_weak and
water-2017 respectively, CHON-2017_weak slightly underes-
timates Dbond

0 . mSPCFw reproduces the experimental Dbond
0

because it was parameterized to do so (see Appendix A).
The insets in Fig. 6 show the intramolecular PECs close
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FIG. 5. Oxygen atom power spectra of liquid water at 300 K and
0.997 g cm−3 as predicted by the CHON-2017_weak and water-2017
ReaxFF water models, as well as the mSPCFw force field. IO is the
intensity at wavenumber ν̃ . Power spectra share the same normaliza-
tion condition

∫
∞

0 IO(ν̃)dν̃ =C, where C is a constant. Experimental
lines are from Refs. 53,54.

to their minima, where the harmonic approximation is valid.
Fitting harmonic potentials of the form EP(rOH)− Emin

P =

kb(rOH − r0)
2/2 to the region r0 ± 0.01 Å gives O-H bond

force constants kb/(kJ mol−1 Å−2) of 3472, 3807 and 4585 for
CHON-2017_weak, water-2017 and mSPCFw, respectively.
The RFF force constants are smaller the ∼ 4400 kJ mol−1

Å−2 typically employed in classical models with harmonic
bonds,4,90,91 and the fitted kb for mSPCFw. Similarly, fitting
harmonic potentials EP(θ

angle
HOH )− Emin

P = ka(θ
angle
HOH − θ0)

2/2
to the region θ0 ± 0.5 ◦ gives ka/(kJ mol−1 rad−2) of 480
and 367 for CHON-2017_weak and water-2017, respectively.
These RFF force constants ka are comparable to the ∼300-
400 kJ mol−1 rad−2 typically4,5,87 used in classical models
(ka ≈ 424 kJ mol−1 rad−2 for mSPCFw – see Appendix A).
Further reductions in the regions used to fit the force constants
may lead to changes on the order of 100-101 kJ mol−1 Å−2 for
kb and 100 kJ mol−1 rad−2 for ka. The force constants are con-
sistent with the order of stretching ( ν̃(mSPCFw) > ν̃(water-
2017) > ν̃(CHON-2017_weak)) and bending ( ν̃2(CHON-
2017_weak) > ν̃2(mSPCFw) > ν̃2(water-2017)) normal mode
frequencies, as given in table IV.

The water dimer interaction energy E int
P = Emin

P ((H2O)2)−
2Emin

P (H2O) as a function of oxygen-oxygen distance rOO,
for each force field, is shown in Fig. 6(c). Only the distance
rOO was constrained, and each configuration was geometri-
cally optimized. This cut through the potential energy surface
corresponds to a hydrogen-bonded structure of Cs symmetry,
and passes through the global minimum. mSPCFw, CHON-
2017_weak and water-2017 predict water dimer binding ener-
gies of 28.60 kJ mol−1, 26.32 kJ mol−1 and 27.66 kJ mol−1

respectively. These values are around double the experimental
value92 of Ddim

0 = (13.2± 0.1) kJ mol−1 (including NQEs),
or if comparing the potential energy surface without NQEs,
∼30-50% higher than the Ddim

e ∼ 20 kJ mol−1 predicted by
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FIG. 6. Potential energy curves (PECs) of the water monomer and dimer as predicted by the CHON-2017_weak and water-2017 ReaxFF water
models, as well as the mSPCFw force field. (a) The water monomer bond dissociation PEC: the potential energy EP as a function of rOH− r0,
where rOH is the oxygen-hydrogen distance and r0 is the distance at the minimum-energy geometry; EP is shifted relative to its value at infinite
separation EP(rOH→ ∞). The inset shows EP relative to that of the minimum-energy geometry Emin

P , close to r0. (b) The angle-strain PEC:
EP−Emin

P as a function of θ
angle
HOH −θ0, where θ

angle
HOH is the H-O-H angle, and θ0 is θ

angle
HOH at the minimum-energy geometry. (c) The interaction

energy E int
P = Emin

P ((H2O)2)−2Emin
P (H2O) of the Cs water dimer as a function of oxygen-oxygen distance rOO.

high-level ab initio calculations93–95. The RFF training data
included DFT (X3LYP/6-311++G**) water dimer PECs that
also give Ddim

e ∼ 20 kJ mol−1.20,21 The order of dimer hy-
drogen bonding strength conveyed by the binding energies,
mSPCFw > water-2017 > CHON-2017_weak, is consistent
with the predicted enthalpies of vaporization of bulk water
(see section III I). The dimer PEC for CHON-2017_weak fea-
tures a broader and shallower minimum, similar to the first
intermolecular maximum of the O-O RDF of liquid water,
which reflects the strength of the hydrogen bonds. However,
the RDFs include n-body terms arising from interactions of
several molecules with a central one and between themselves
(see section III A). Indeed, care must be taken when relating
the properties of the (single Cs) water dimer to the structure
and thermodynamics of bulk water, as many-body effects and
configurations other than the optimal hydrogen bonding ar-
rangement contribute to the sampled potential energy surface
of bulk water at finite temperature.

E. Density and Thermal Expansion

The equation of state at 1 bar is shown in Fig. 7. The
CHON-2017_weak and water-2017 RFFs give average den-
sities of (0.9921 ± 0.0002) g cm−3 and (1.0032 ± 0.0001) g
cm−3 at 300 K respectively; these are in good agreement with

the experimental value45 of 0.9966 g cm−3 at the same tem-
perature and pressure. Our results are consistent with those
previously reported at 298.15 K: 0.99 g cm−3 for CHON-
2017_weak23 and 1.01 g cm−3 for water-201721. mSPCFw
predicts a water density of (1.0067 ± 0.0001) g cm−3 at
300 K, this is ∼ 2% higher than the value of 0.991 g cm−3

at 298 K and 1 atm reported5 by Smirnov, and is closer to the
(1.012 ± 0.016) g cm−3 of the original SPCFw model (which
shares the same intermolecular potentials) at 298.15 K and
1 atm.4 SPC/E predicts a density of 0.994 g cm−3 at 298.15 K
and 1 atm;96 the experimental value45 is 0.9971 g cm−3. Thus,
the RFFs are of comparable accuracy to these three-point,
non-polarizable force fields. Additionally, the RFFs are only
marginally less accurate than the TIP4P/2005 model, which
predicts 0.9972 g cm−3 (0.9979 g cm−3) at 300 K (298 K)
and 1 bar,2,97 within 0.1% of the experimental values.

We additionally compute the volumetric thermal expansion
coefficient αP = (1/V )(∂V/∂T )P using the fluctuation rela-
tion 〈δV δH〉NPT = kBT 2V αP, where T is temperature, V is
volume, H is enthalpy, and kB is the Boltzmann constant.
δA = A − 〈A 〉ens where 〈A 〉ens is the ensemble average
of variable A . At 300 K we obtain αP/(10−4 K−1) values
of 2.0 ± 0.2, 3.3 ± 0.2 and 4.4 ± 0.1 for CHON-2017_weak,
water-2017 and mSPCFw respectively; these can be compared
to the experimental value of 2.7·10−4 K−1 calculated from
the numerical derivative of the ρ(T ) curve45 shown in Fig. 7.
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FIG. 7. Density ρ (a) and thermal expansion coefficient αP (b) of
liquid water at temperatures T along the 1 bar isobar, as predicted by
the CHON-2017_weak and water-2017 ReaxFF models, as well as
the mSPCFw force field. In (a), uncertainties associated with ρ are
smaller than the size of the symbols. Experimental values are from
Ref. 45.

TIP4P/2005 predicts αP = 2.8 ·10−4 K−1 at 298 K and 1 atm,
within 10% of the experimental value of 2.56·10−4 K−1.2

The competition between hydrogen bond formation and
thermal expansion leads to liquid water’s anomalous den-
sity maximum, which at 1 bar occurs at 277 K.45 Work by
Paschek98 highlighted the importance of ρ(T ) and αP(T ) for
describing the hydrophobic effect in water, and in part moti-
vated the emphasis placed on TMD as a target parameter when
fitting TIP4P/2005.2 Both RFFs underestimate the tempera-
ture of maximum density TMD, which were estimated by inter-
polating ρ and αP: CHON-2017_weak and water-2017 pre-
dict (255 ± 3) K and (205 ± 6) K respectively. mSPCFw
also underestimates TMD giving (252± 3) K, similar to SPC/E
with TMD = 240-241 K.1,66 TIP4P/2005 was fit to closely re-
produce TMD, even at the expense of a more accurate melt-
ing temperature;2 it therefore unsurprisingly achieves TMD =
(277±3) K in agreement with the experimental value.1,2,66,97

F. Enthalpy of Vaporization

The enthalpy of vaporization ∆Hvap is the change in en-
thalpy required to transform n mols of substance from liq-
uid to gas phase, where each phase is under the coexistence
pressure (i.e. the vapour pressure of the liquid). ∆Hvap =
Hg(P,T )−Hl(P,T ) can be written as ∆Hvap = (Ug −Ul) +
P(Vg−Vl) where U = K +EP is the internal energy, K is the
kinetic energy and EP is the potential energy. Noting that
Vg � Vl and assuming that the gas is ideal (PVg = nRT and
E inter

P,g = 0), one obtains ∆Hvap ≈ (EP,g − EP,l) + nRT where
R is the gas constant. Using experimental data, corrections
to ∆Hvap accounting for the non-ideality of the gas phase have
been estimated to be approximately−0.02 kJ mol−1 at 298 K,
increasing in magnitude with temperature to −0.22 kJ mol−1

at 370 K, which is the highest temperature investigated in this
work.99 These corrections have not been taken into account in
our ∆Hvap values. From our MD simulations we calculate:

∆Hvap ≈ 〈E intra
P,g 〉−〈EP,l〉+nRT (6)

Simulations of liquid water were carried out at an external
pressure of 1 bar, rather than the vapour pressure. This should
introduce a minor change in EP,l compared to the potential en-
ergy at the state corresponding to the vapour pressure. The
difference is expected to be within the uncertainty of the sim-
ulation results, . 2 ·10−3 kJ mol−1 using Ref. 99 as a guide-
line. The gas-phase intramolecular potential energies E intra

P,g
were from simulations of a molecule in vacuum in the NV T
ensemble. We do not include a correction for NQEs, as these
have been estimated to be small.99 Nevertheless, the increase
of ∆Hvap for isotopologues D2O (45.48 kJ mol−1) and T2O
(45.73 kJ mol−1) observed experimentally indicate that NQEs
are appreciable.2 NQEs are implicitly included in classical
models fit to experimental data (especially since ∆Hvap is of-
ten used as a target parameter), while this is not the case for
RFFs if they are parameterized using only ab initio data.

Our results for the enthalpy of vaporization are shown
in Fig. 8. All three force fields overestimate ∆Hvap com-
pared to the experimental values, water-2017 more severely
than CHON-2017_weak for the RFFs. At 300 K CHON-
2017_weak, water-2017 and mSPCFw predict ∆Hvap/(kJ
mol−1) values of 49.27 ± 0.05, 52.09 ± 0.06 and 52.49 ±
0.06, while the experimental value45,58 is 43.908± 0.007. We
also compare ∆Hvap/(kJ mol−1) at 300 K and 0.997 g cm−3,
which is the corresponding experimental density at saturation
pressure: 49.30 ± 0.05, 52.05 ± 0.06 and 52.44 ± 0.06 for
CHON-2017_weak, water-2017 and mSPCFw respectively.
Unsurprisingly, these constant-volume values are similar to
their constant-pressure counterparts as all three force fields
reproduce the experimental density at 300 K and 1 bar fairly
well (see section III E).

Popular rigid non-polarizable models perform much bet-
ter than the ReaxFF (and mSPCFw) models investigated in
this work. Models such as TIP3P, TIP4P and TIP5P re-
produce ∆Hvap (without a polarization correction) by design
and do so to within 5% at 298 K.1,2 TIP4P/2005 includes
the dipole-corrected3 enthalpy of vaporization ∆H ′vap as a
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FIG. 8. Enthalpy of vaporization ∆Hvap at temperatures T predicted
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as the mSPCFw force field. Uncertainties are smaller than the size of
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target parameter, but its reproduction is a compromise with
other target parameters, primarily TMD.2 Similarly, SPC/E is
a reparameterization of SPC accounting for this dipole cor-
rection term.3 Thus at 298 K, TIP4P/2005 and SPC/E pre-
dict higher ∆Hvap/(kJ mol−1) values, 50.17 and 49.33, but
∆H ′vap/(kJ mol−1) values, 45.56 and 44.12, in better agree-
ment with experimental value45,58 of ∆Hvap = (43.994 ±
0.007) kJ mol−1.1–3 The dipole correction3 used in these mod-
els amounts to ∼ −5 kJ mol−1, and accounts for the in-
tramolecular rearrangement energy required to give the cor-
rect gas phase dipole moment. However, recent work has
shown that taking into account both multipole distortion and
purely electronic polarization effects, up to the quadrupole
moment, results in a smaller total correction close to zero.100

We decided not to include additional corrections since the ref-
erence systems in the vapour phase are well defined for each
force field. By construction, all three force fields incorporate
changes in molecular multipole moments between the liquid
and vapour phases: mSPCFw through changes in molecular
geometry, and the ReaxFF models through changes in geom-
etry and atomic partial charges.

G. Surface Tension

The surface tension γ is defined as the work required to
create one unit area of the interface. In the NV T ensemble,
this is given by γ = (∂F/∂A)NV T where F is the Helmholtz
free energy and A is the surface area. We calculate γ based on
the mechanical definition for a planar interface perpendicular

to the z-axis:

γ =
∫

∞

−∞

[PN(z)−PT (z)]dz (7)

where PN(z) and PT (z) are the normal and tangential (local)
components of the pressure tensor respectively. For a pla-
nar interface, PN is equal to the vapour pressure and is in-
dependent of position z. From our MD simulations (see sec-
tion II A 2), which stabalize two liquid-vapour interfaces, γ

can be calculated as

γ =
Lz

2

(
〈Pzz〉+

〈Pxx〉+ 〈Pyy〉
2

)
(8)

where Pαα , with α = x,y,z, are the diagonal components of
the pressure tensor.

Density profiles of the interfacial systems and the conver-
gence of γ are shown in Fig. 9. At 300 K, CHON-2017_weak,
water-2017 and mSPCFw predict γ/(mN m−1) values (per-
cent errors) of 67±2 (−4-9%), 59±1 (−17-20%) and 63±1
(−9-14%) compared to the experimental value59 of 71.7±0.4.
TIP4P/2005 predicts γ = 68-69 mN m−1 (−4-5%) at 300 K,
with simulation uncertainties of ±1 mN m−1 typically be-
ing reported.1,101–103 Thus, while water-2017 substantially
underestimates the surface tension, CHON-2017_weak pre-
dicts γ in relatively good agreement with experiment: only
∼3% lower than TIP4P/2005, and more accurately than many
other1,102–105 classical force fields.

Since the liquid-vapour interface simulations were carried
out using a single box with dimensions (30,30,200) Å, it
is not possible to perform a finite-size analysis for the sur-
face tension values. However, the lateral dimensions Lx =
Ly = 30 Å≈ 9.5σ were chosen to ensure finite-size effects
are small if not insignificant; for TIP4P/2005, γ values cal-
culated with lateral dimensions of 7σ , 9.5σ and 11.3σ were
found to agree with each other to within their associated un-
certainties of ≤ 1.3 mN m−1. Regarding the finite slab thick-
ness, all three systems possess Gibbs dividing surfaces sepa-
rated by 33-34 Å of liquid, as determined fitting hyperbolic
tangent functions to the density profiles. Negative vapour
pressures Pvap = Pzz were obtained for all three force fields:
(−0.64±0.02) bar, (−0.67±0.05) bar and (−0.71±0.02) bar
for CHON-2017_weak, water-2017 and mSPCFw respec-
tively. This has previously101,102 been observed for temper-
atures as low as 300 K, and is presumably due to the dis-
joining pressure that arises from the attractive forces between
the two surfaces. The measured surface tensions are therefore
systematically underestimated by 0.6-0.8 mN m−1 (assuming
Pvap ∼ 10−2 bar), which is within their associated statistical
uncertainties.

H. Isothermal Compressibility

Water is generally approximated as an in-compressible
fluid at ambient temperature and pressure conditions. The
isothermal compressiblity βT = −(1/V )(∂V/∂P)T was cal-
culated from our MD simulations using the fluctuation rela-
tion 〈δV 2〉NPT = V kBT βT . Our results for βT are shown in
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FIG. 9. (a) Density ρ profiles of the liquid-vapour interface systems
along the z-axis perpendicular to the interface. For clarity, the density
profiles of water-2017 and CHON-2017_weak have been shifted ver-
tically by 0.2 g cm−3 and 0.4 g cm−3 respectively. (b) Convergence
of the the surface tension γ with simulation time t.

Fig. 10 and Table II. The RFFs both underestimate βT for
the temperature range investigated. At 300 K, this underes-
timation is by ∼15% for CHON-2017_weak (βT /Mbar−1 =
38.2 ± 0.3) and ∼29% for water-2017 (βT /Mbar−1 = 31.8 ±
0.1), compared to the experimental value45 of 45.1 Mbar−1.
For mSPCFw, βT values coincide with experiment at∼315 K,
with departing agreement at both higher and lower tempera-
tures. At 300 K, mSPCFw predicts βT =(42.5±0.2) Mbar−1,
in good agreement with experiment. Indeed, popular classical
models seem to offer more accurate βT predictions compared
to the RFFs, with TIP4P/2005 and SPC/E giving 46.5 Mbar−1

and 46.1 Mbar−1 respectively at 298 K and 1 bar,2,97 which
can be compared to the experimental value45 of 45.3 Mbar−1.

The decrease in isothermal compressibility with increasing
temperature until a minimum at TβT,min

, and the minimum it-
self, are considered two of the anomalous properties of water.
At 1 bar, this βT minimum occurs at 319 K.45 Some classi-
cal models of water are able to reproduce this minimum, such
as TIP4P/2005 and SPC/E, while others such as TIP5P are
not.66,97 TIP4P/2005 predicts TβT,min

around 310-320 K,66,97

while SPC/E predicts a value of ∼280 K.66 Fitting a cubic
function to the βT (T ) data for CHON-2017_weak suggests
that a minimum exists at TβT,min

= (260±40) K, in close prox-
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FIG. 10. Isothermal compressibility βT of liquid water at tempera-
tures T along the 1 bar isobar, as predicted by the CHON-2017_weak
and water-2017 Reaxff models, as well as the mSPCFw force field.
Experimental values are calculated from Ref. 45.

imity to its temperature of maximum density. However, ow-
ing to the statistical uncertainty associated with βT values for
T ≤ 250 K, we do not discount the possibility that the mini-
mum disappears upon more exhaustive sampling. As shown in
Fig. 10, water-2017 features a monotonic increase in βT with
temperature, and thus does not capture the minimum, nor the
decreasing βT for T < TβT,min

. Likewise, a minimum is not
observed for mSPCFw; as temperature is decreased along the
isobar, βT decreases then plateaus near TMD.

High energy x-ray diffraction experiments show a con-
tinuous structural transition associated with the second gOO
peak position concomitant with the compressibility mini-
mum, with greater tetrahedral order being observed at and
below TβT,min

.63 The increase from near-zero intensity at

gOO(rOO/Å ' 11) peak from 340-320 K upon cooling fur-
ther suggests that tetrahedral structures start to appear as
well-defined regions around the compressibility minimum.106

Longer range correlations also indicate a restructuring of
the liquid, favouring tetrahedral H-bonding, upon cooling.107

Two-state models108–111 (which have garnered increasing sup-
port from experimental data) rationalize the anomalous prop-
erties of water, including the compressibility minimum, in
terms of structural fluctuations between low-density liquid
(enthalpy favoured through tetrahedral H-bonding) and high-
density liquid (entropy favoured with a more close-packed
structure, possessing a fifth neighbour in the interstitial posi-
tion between the first and second coordination shells).112 Wa-
ter models that do not possess a compressibility minimum fail
to capture these structural properties of water. The lack of
a compressibility minimum for water-2017 indicates that this
RFF is missing crucial aspects of the orientational correlations
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in liquid water, since these are linked to the tetrahedral order
of the liquid.

I. Isobaric and Isochoric Heat Capacity

An unusually high heat capacity is considered one of the
anomalous properties of water, and is rationalised in terms of
water’s strong hydrogen bonding. Under thermodynamic con-
straints of constant pressure and constant volume, the isobaric
CP = (∂H/∂T )P and isochoric CV = (∂U/∂T )V heat capac-
ities can be written in terms of thermodynamic potentials H
and U . We compute these heat capacities from MD simula-
tions using the fluctuation relations 〈δH2〉NPT = kBT 2CP and
〈δU2〉NV T = kBT 2CV . CV values corresponding to 300 K and
0.997 g cm−3 were calculated from NV T simulations (see Ta-
ble I), while CP values at 1 bar were calculated from NPT
simulations. Additionally, CV values along the 1 bar isobar
were calculated using the relation

CP =CV +V T
α2

P
βT

(9)

where all variables in Eq. III I can be measured from our NPT
simulations. We obtain consistent values of CV at 300 K (cor-
responding to slightly different average densities) via Eq. III I
and the 〈δU2〉NV T fluctuation relation.

As evident in Fig. 11 values of CP and CV are overesti-
mated by ∼30-60%, primarily due to the exclusion of NQEs.
At 298 K, D2O (CV =84.42 kJ mol−1)113 has a heat capac-
ity 13% greater than H2O (CV =74.55 kJ mol−1)45, indicating
that the overall impact of NQEs is to reduce the heat capac-
ity. Path-integral simulations incorporate NQEs by treating
nuclei quantum mechanically, and when paired with a suit-
able potential energy surface, are able to accurately reproduce
the heat capacities of H2O and D2O.114 Extracting "quan-
tum" heat capacities from classical simulations requires fur-
ther approximations. The most widely adopted approach is
to quantum-correct the vibrational density of states S(ν), as
in the 1PT model115, the 2PT model116–118 and the correction
of Berens115. Similar corrections can be applied directly to
the VACF and trajectories.119 These methods have previously
been applied to liquid water.115,119–122 The main advantage of
the 2PT model is that only S(ν) and therefore short MD tra-
jectories are required, while the correction of Berens has been
shown to better account for NQEs in liquid water.119 Addi-
tionally, the original 2PT method is not equipped to deal with
bond breaking and formation.123

In this work we employ the method115 of Berens,
and quantum-correct CV within a harmonic oscillator
approximation.115

Cqc
V =CV +C∆

V (10)

This involves integrating S(ν) with a weighting function W ∆
CV

,
which is the difference between the quantum and classical
weighting functions for a set of harmonic oscillators:

C∆
V = kB

∫
∞

0
S(ν)W ∆

CV
dν (11)

W ∆
CV

=
u2eu

(1− eu)2 −1 (12)

where u = hν/(kBT ) and h is Planck’s constant. S(ν) was
obtained from the Fourier transform of the total VACF C(t),
defined as the mass-weighted sum of atomic VACFs,

C(t) =
N

∑
j=1

m j〈v j(t0 + t) ·v j(t0)〉 (13)

S(ν) =
2

kBT
lim
τ→∞

∫
τ

−τ

C(t)e−i2πνtdt (14)

where m j and v j are the mass and velocity of atom j respec-
tively, and t is the elapsed time from arbitrary starting time t0.
S(ν) has the normalization

∫
∞

0 S(ν)dv= 3N where N is the to-
tal number of degrees of freedom (9 per molecule for flexible
water models).

This approach satisfies the correspondence principle
lim
h̄→0

Cqc
V =CV . While C∆

V does not incorporate anharmonic ef-

fects, they are included through the classical CV . The quan-
tum correction C∆

V is based on the division of dynamics in
frequency space. The low-frequency region features major
anharmonic effects but behaves nearly classically, so while
the correction is less accurate, it is small. At higher frequen-
cies, atomic motions are better approximated as harmonic and
quantum effects are more significant, so while the correction
is large, it is also reasonably accurate. Thus, the quantum cor-
rection can be applied over the entire frequency domain.

C∆
V values were calculated from MD simulations in the

NV T ensemble with production runs spanning 500 ps. For
simulations corresponding to the 1 bar isobar, the average den-
sities from the NPT simulations were used. We show in Ta-
ble V that the thermostat and reducing the timestep do not
have an appreciable effect on Cqc

V (see Table V for numerical
values).

At 1 bar the quantum-corrected heat capacities Cqc
P (Cqc

V )
of the RFFs are systematically underestimated: for example,
by ∼7% (∼7%) for CHON-2017_weak and ∼16% (∼17%)
for water-2017 at 300 K. Similarly Cqc

V at 300 K and 0.997 g
cm−3 is underestimated by ∼9% and ∼18% for CHON-
2017_weak and water-2017 respectively. Once quantum-
corrected, mSPCFw predicts heat capacities that are in rel-
atively good agreement with experiment in the temperature
range corresponding to liquid water. Cqc

P deviates from ex-
periment by just ∼3% at 300 K and 1 bar, and the Cqc

V val-
ues corresponding to 300 K (both at 1 bar and 0.997 g cm−3)
agree with experiment withing their associated uncertainties.
The Cqc

P values agree with experiment considering their asso-
ciated uncertainties for 310 ≤ T/K ≤ 370. With CP = 88.3 J
K−1 mol−1 at 298 K and 1 bar, TIP4P/2005 overestimates
CP by ∼7%;2 quantum-corrections bring Cqc

V to within ∼3%
of the experimental value.121 Rigid models are expected to
have smaller heat capacities and quantum corrections than
their flexible counterparts, as intramolecular modes are frozen
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FIG. 11. Heat capacities and related quantities of liquid water at temperature T along the 1 bar isobar, as predicted by the CHON-2017_weak
and water-2017 Reaxff models, as well as the mSPCFw force field: (a) isobaric heat capacity CP, the solid line is a cubic function fit to
the water-2017 data; (b) quantum-corrected isobaric heat capacity Cqc

P ; (c) isochoric heat capacity CV ; (d) quantum-corrected isochoric heat
capacity Cqc

V ; (e) heat capacity ratio γ0 =CP/CV ; (f) quantum-corrected ratio γ
qc
0 =Cqc

P /Cqc
V ; (g) quantum correction C∆

V ; and (h) intramolecular
contribution C∆,intra

V to the quantum-correction. Experimental values are from or calculated from Ref. 45.

out. Path-integral simulations with TIP4PQ/2005 underesti-
mate CP by ∼6% at 300 K.114

At 1 bar, the isobaric heat capacity of water has a mini-
mum at ∼310 K.45 Interestingly, water-2017 features a shal-
low minimum in CP at (270 ± 30) K as determined by fitting
a cubic function. This minimum is either lost or moved to
a lower temperature, upon applying the quantum correction.
mSPCFw and CHON-2017_weak do not possess a discernible

minimum in either CP or Cqc
P in the temperature interval con-

sidered here.
|C∆

V | increases with decreasing temperature primarily
through W ∆

CV
(Eq. III I); the temperature dependence of S(ν)

also serves to decrease |C∆
V |, but to a much lesser extent.

The quantum corrections C∆
V differ by at most ∼2 J K−1

mol−1 between the RFFs and mSPCFw, while corrections
for rigid models are substantially smaller.121 We partition C∆

V
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into intramolecular and intermolecular contributions by di-
viding S(ν) at frequency νcut corresponding to the minimum
between the libration peak and bending peak of a smoothed
S(ν). The value of νcut therefore depends on the force field
and thermodynamic conditions, and falls in the range 1200-
1600 cm−1 for the thermodynamic states considered in this
work. This partitioning method incurs some systematic error
since intermolecular (intramolecular) interactions contribute
to S(ν > νcut) (S(ν < νcut)). However, this systematic error
is likely small since S(νcut) ≈ 0, and owing to the expected
cancellation of errors. The intramolecular contribution C∆,intra

V
constitutes ∼66-68% of C∆

V at 300 K, and increases with tem-
perature, again primarily due to the kBT terms in W ∆

CV
.

We additionally show the ratios γ0 = CP/CV = 1 +
V T α2

P/βT and γ
qc
0 = Cqc

P /Cqc
V , which show qualitatively the

same temperature dependence as experiment. γ
qc
0 > γ0 as ex-

pected from C∆
V < 0.

J. Speed of Sound

In classical mechanics, the speed of sound c is given by
c2 = dP/dρ . The isentropic (adiabatic) speed of sound can
therefore be written in terms of the isentropic compressibility
βS as

c2
S =

1
ρβS

, (15)

which we calculate in turn from our NPT simulations at 1 bar
using the relation

βS = βT −
α2

PT
ρCP

. (16)

We further calculate cqc
s using the quantum-corrected isobaric

heat capacity Cqc
P in Eq.III J. The results are shown in Fig. 12.

The inability of all three force fields to reproduce the experi-
mental trend in cS can be attributed primarily to their βT val-
ues, with ρ being fairly well reproduced (see section III E),
and the α2

PT/(ρCP) term contributing between 0-8% of βT
(0-12% using Cqc

P ) across the temperature range (e.g. 1-2% at
300 K). This is also evidenced by the γ =CP/CV = βT/βS ≈ 1
values shown in Fig. 11, and the relatively minor impact
quantum-correcting CP has on cS. Nevertheless, mSPCFw
predicts cS = (1551±4) m s−1 at 300 K, just 3-4% from the
experimental value of 1501.5 m s−1. mSPCFw and CHON-
2017_weak predictions coincide with experiment at ∼316 K
(in line with βT , see section III H) and ∼370 K respectively.
At 300 K, CHON-2017_weak and water-2017 predict cS/(m
s−1) values (percent errors) of 1629±7 (8-9%) and 1789±4
(19%) respectively.

At 1 bar, cS has a maximum at 347 K, in close proximity to
the compressibility minimum. Fitting a cubic functions to the
cS(T ) and cqc

S (T ) data for CHON-2017_weak suggests that
a maximum exists at TcS,max = (260± 40) K for both sets of
data, coincident with the compressibility minimum. water-
2017 predicts monotonically decreasing cS values with in-
creasing temperature, and a maximum at T > TMD is also not
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FIG. 12. Isentropic speed of sound of liquid water at temperatures
T along the 1 bar isobar, as predicted by the CHON-2017_weak and
water-2017 Reaxff models, as well as the mSPCFw force field. cS
and cqc

S are the classical and quantum-corrected speed of sound re-
spectively. For CHON-2017_weak, the solid and dotted lines show
cubic functions fit to the cS and cqc

S data respectively. Experimental
values are from Ref. 45

observed for mSPCFw, similar to the βT minimum. Classical
force fields that are better able reproduce βT along the 1 bar
isobar, will presumably also more accurately predict cS. For
example, TIP4P/2005 predicts cS in excellent agreement with
experiment at 1 bar and temperatures close to 300 K.124,125

K. Self-Diffusion Coefficient

We calculate the self-diffusion coefficients D from the av-
erage mean square displacement (MSD) using the Einstein re-
lation

D =
1

2d
lim
t→∞

〈|r(t + t0)−r(t0)|2〉
t

(17)

where t is the elapsed time from arbitrary starting time t0, and
d = 3 is the number of spatial dimensions. D was therefore
calculated by fitting to the equation 〈|r(t)− r(0)|2〉 = 6Dt,
excluding the first 10 ps of data to ensure only the diffu-
sive regime was sampled (as opposed to the ballistic regime).
In order to account for finite-size effects, we calculate the
"infinite-size" diffusion coefficient D0 by extrapolation to
L−1 = 0, where L is the length of the cubic simulation box.
This finite-size analysis is shown in Fig. 13, and follows from
the equation derived by Yeh and Hummer126 using a simple
hydrodynamic model of a particle surrounded by a solvent of
viscosity ηYH in a periodically replicated simulation box,

DPBC =− ξ kBT
6πηYH

L−1 +D0 (18)
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where DPBC are the finite-size diffusion coefficients calculated
from our MD simulations, and ξ is a dimensionless constant
equal to 2.837297 for a cubic simulation box with 3D peri-
odic boundary conditions.126 The same expression was ob-
tained earlier127 by Dünweg and Kremer using a closely re-
lated derivation. Equation 18 also provides a route to estimate
the shear viscosity η . From the fitted gradients and intercepts
in Fig. 13, it is evident that force fields that predict higher
diffusion coefficients also predict lower viscosities, consistent
with D ∝ η−1 implied by the Stokes-Einstein relation.

Values for the diffusion coefficients D0 are shown in Ta-
ble. I. We compare our results to a reference value55 of
(2.41± 0.02) · 10−5 cm2 s−1 at 300 K, as determined from
a Speedy-Angell power-law fit to experimental data. Both
RFFs overestimate the self-diffusion coefficient: by 22% for
CHON-2017_weak and 51% for water-2017. This is partic-
ularly unfortunate for the water-2017 force field, which was
designed in part to predict more accurate OH−/H3O+/H2O
diffusion compared to its predecessor.20,21 Fitting to Eq. 18,
our value of DPBC = (3.0±0.1) ·10−5 cm2 s−1 for N = 216
water molecules (L≈ 18.64 Å) is consistent with the value of
2.7 ·10−5 cm2 s−1 reported by Ref. 21 – a slightly lower diffu-
sion coefficient is expected at 298.15 K and 1.01 g cm−3. For
CHON-2017_weak, a diffusion coefficient of 2.5 · 10−5 cm2

s−1 has previously been calculated23 at 298.15 K and 0.99 g
cm−3, but system sizes were not reported alongside this value,
so a fair comparison to our results cannot be made. These
literature values21,23 can be compared to the experimental
value55,128 of (2.299±0.005) ·10−5 cm2 s−1 at 298.15 K, but
these simulation results do not account for finite-size effects.
However, as demonstrated in this and other126,129 work, finite-
size effects can lead to strong underestimations for small sys-
tem sizes. The latter are commonly used in ab initio MD sim-
ulations of liquid water,14 and care should therefore be exer-
cised when comparing these results with experimental data.
For the PBE functional (not accounting for NQEs), D0 was
estimated130 to be 0.789 · 10−5 cm2 s−1 at 300 K, which is
greatly underestimated compared to experiment.

The size-independent D0 values vary appreciably between
traditional classical force fields, but popular models typi-
cally outperform the RFFs, or perform similarly to CHON-
2017_weak. In this work, we find mSPCFw predicts D0 =
(2.40± 0.03) · 10−5 cm2 s−1 in good agreement with the ex-
perimental value. At 300 K and 0.998 g cm−3, TIP4P/2005,
SPC/E and the polarizable Dang-Chang model predict (2.49±
0.05) · 10−5 cm2 s−1, (2.97 ± 0.05) · 10−5 cm2 s−1 and
(2.72±0.09) ·10−5 cm2 s−1 respectively, slightly higher than
experiment.129 TIP3P predicts (6.10±0.03) ·10−5 cm2 s−1 at
298 K and the lower density of 0.987 g cm−3.126

In order to target a specific thermodynamic state, the NV T
ensemble was sampled using a temperature control algorithm
that alters dynamics compared to the Newtonian dynamics
of the NV E ensemble. It is therefore necessary to check
whether the employed global Nosé-Hoover (3-chains) ther-
mostat affects the computed self-diffusion coefficients. We
demonstrate in Table V, using mSPCFw, that it does not: all
DMD values calculated at the same temperature (304 K) agree
within their associated uncertainty. This is consistent with
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FIG. 13. Finite-size analysis for the self-diffusion coefficients of liq-
uid water at 300 K and 0.997 g cm−3, as predicted by the CHON-
2017_weak and water-2017 Reaxff models, as well as the mSPCFw
force field. Extrapolation of size-dependent diffusion coefficients
DPBC to L−1 = 0, where L is the length of the cubic simulation box.

previous work that shows that "global" velocity scaling ther-
mostats, including the Nosé-Hoover thermostat, do not sig-
nificantly alter diffusion coefficients or viscosity.131 We addi-
tionally show in Table V that reducing the timestep to 0.1 fs
does not affect the dynamical properties, D and η .

The scope of this work is limited to pure water. How-
ever, both the water-2017 and CHON-2017_weak force fields
have been used to study the transport of H+ and OH−

ions.21,25,27,28,30,31 At room temperature and pressures close
to 1 bar, the diffusion coefficient of H3O+

(aq) (OH−
(aq)) were

estimated to be 10.4 · 10−5 cm2 s−1 (7.8 · 10−5 cm2 s−1)
and 10.9 · 10−5 cm2 s−1 for water-201721 (at 298.15 K) and
CHON-2017_weak25 respectively. Based on the number of
molecules and average densities reported in refs. 21,25, we es-
timate that the diffusion coefficients correspond to box lengths
of L ≈ 18.6 Å and L ≈ 24.7 Å for water-2017 and CHON-
2017_weak, respectively. These diffusion coefficients appear
to be in good agreement with the experimentally determined
diffusion coefficients132 of 9.3 ·10−5 cm2 s−1 for H3O+

(aq) and

5.6 ·10−5 cm2 s−1 for OH−
(aq), corresponding to 298.15 K and

infinite dilution. However, the simulated values do not ac-
count for finite-size effects and correspond to finite concentra-
tions, but with no direct solute-solute interactions. Based on
the finite-size analysis presented in Fig. 13, the absolute dif-
ference in the self-diffusion coefficient of water when going
from L ≈ 18.6 Å for water-2017 and L ≈ 24.7 Å for CHON-
2017_weak, to L → ∞, amount to ∼18% and ∼14% (rela-
tive to D0), respectively. While we do not necessarily expect
the same system size dependence for H3O+

(aq) and OH−
(aq), the

changes in bulk water are large enough to warrant further in-
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TABLE V. The effect of thermostat and timestep δ t on the dynamics of mSPCFw water. Results correspond to a 521-molecule water-box with
a density of 0.997 g cm−3 and average simulation temperature T . DN=521, ηGK and C∆

V are the self-diffusion coefficient, Green-Kubo shear
viscosity (Eq. 19) and quantum-correction to the isochoric heat capacity (Eq. III I) respectively. Statistical uncertainties in the least significant
figure are given in parentheses.

Ensemble δ t [fs] T [K] DN=521 [10−5 cm2 s−1] ηGK [mPa s] C∆
V [J K−1 mol−1] a

NV E 0.1 304 2.28(5) 0.76(6) −37.3(3)
NV E 0.2 304 2.31(3) 0.73(4) −37.3(4)
NV T b 0.2 304 2.30(7) 0.79(6) −37.2(4)
NV T b 0.2 300 2.11(4) 0.85(1) −37.3(5)

a C∆
V is a thermodynamic property. However, it is calculated from the vibrational

density of states, and is consequently determined by the dynamics of the system.
b Nosé-Hoover chain thermostat with 3 chains (see section II).

vestigation; an extrapolation to infinite system size and infi-
nite dilution would be required to assess the importance of
finite-size effects for the diffusion coefficients of these ions.

L. Shear Viscosity

We calculate the shear viscosity η using two methods: the
Green-Kubo relation and Eq. 18 (see section III K). The for-
mer calculates η using the integral formula

ηGK =
V

kBT

∫
∞

0
CPαβ

(t)dt (19)

CPαβ
(t) = 〈Pαβ (t0)Pαβ (t0 + t)〉 (20)

where V is the volume of the simulation box, t is the elapsed
time from arbitrary start time t0, and CPαβ

(t) is the auto-
correlation function of off-diagonal components of the pres-
sure tensor Pαβ , where α 6= β . Results were averaged over
(α,β ) = (x,y), (x,z) and (y,z). A correlation time of tc =
10 ps was used for the upper limit in the integral given above.
Selecting this integration limit is a compromise between sam-
pling efficiency and minimising the resulting truncation error.
We show in Fig. 14 that 10 ps is sufficiently long to achieve
a well-converged integral, while the exhaustive extent of our
sampling is reflected in the associated statistical uncertainty.

Our calculated values for shear viscosity are shown in Ta-
ble. I. For all three force fields, the viscosities evaluated using
Eq. 18 and Eq. 19, ηYH and ηGK respectively, agree with each
other given their associated uncertainties. Both RFFs under-
estimate the viscosity compared to the experimental value56

of (0.854 ± 0.009) mPa s at 300 K and 1 bar: by ∼19-26%
for CHON-2017_weak and ∼34-39% for water-2017, while
the mSPCFw values agree with experiment considering their
associated uncertainties. Traditional classical force fields typ-
ically underestimate η near standard conditions, for example
at 298 K and 1 bar with η /(mPa s) values (percent errors)
of 0.321 (−64%) for TIP3P, 0.494 (−45%) for TIP4P, 0.699
(−22%) for TIP5P, 0.855 (−4%) for TIP4P/2005, and 0.729
(−18%) for SPC/E133, compared to the experimental value55

of 0.893 ± 0.009. Closer to the thermodynamic conditions
used in this work, at 300 K and 0.9965 g cm−3, TIP4P/2005
and SPC/E predict (0.83 ± 0.01) mPa s (−3%) and (0.722 ±
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FIG. 14. Convergence tests for the calculation of viscosity us-
ing the Green-Kubo integral formula. (a) The normalised auto-
correlation function CPαβ

(t)/CPαβ
(0), where t is the elapsed time.

(b) The convergence of the integral IPαβ
(tc) =

∫ tc
0 CPαβ

(t)dt where
tc is the correlation time used as the upper limit of the integral;
(IPαβ

(tc)− If
Pαβ

)/If
Pαβ

is the relative deviation of IPαβ
(tc) from the fi-

nal value If
Pαβ

= IPαβ
(tc/ps = 10) used to calculate the viscosity.

0.005) mPa s (−15%) respectively.134 The underestimation by
the RFFs is comparable to this range.

We demonstrate in Table V, using mSPCFw, that the em-
ployed thermostatting procedure does not significantly alter
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ηGK values. Additionally, since the thermostat does not signif-
icantly affect the self-diffusion coefficients (see section III K),
it is not expected to affect ηYH.

M. Thermal Conductivity

We calculate the thermal conductivity λ from boundary-
driven NEMD simulations using Fourier’s Law:

Jq =−λ∇T (21)

where Jq is the heat flux and ∇T is the local temperature gra-
dient. The computation of thermal conductivity via NEMD
includes all possible coupling effects; in the case polar flu-
ids such as water this includes the coupling between heat and
polarization fluxes.135,136

The simulation details and results are summarised in Ta-
ble VI, and representative temperature profiles are shown in
Fig. 15. Local densities ρ and temperatures T were de-
termined from a 5 Å bin close to the centre of each NV E
compartment. The position of the bin was chosen such that
T = 300 K. The local temperature gradient was determined
by fitting a straight line to the temperature profile within a
range of ±8 Å around the selected state point; exceptions to
this are noted in Table VI.
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FIG. 15. Representative temperature T profiles for the NEMD sim-
ulations. The coordinate z is in the direction parallel to the heat
flux. Data corresponds to the CHON-2017_weak ReaxFF model and
Lz = 75 Å. The blue (cold) and red (hot) shaded areas indicate the
location of the thermostatting regions in the simulation box, which
were set to temperatures Tc and Th respectively.

All the NEMD thermal conductivity values calculated in
this work, for both ReaxFF and mSPCFw, range from 0.80-
0.88 W K−1 m−1, and are therefore overestimated by 31-44%
relative to the experimental value57 of (0.609±0.004) W K−1

m−1 at 300 K and 1 bar. CHON-2017_weak, water-2017
and mSPCFw overestimate λ by 31-36%, 35-39% and 41-
44% respectively. This is consistent with many other tradi-
tional classical force fields, which typically overestimate the

thermal conductivity by ∼10-50% at temperatures/pressures
close to 300 K and 1 bar.7,134,137–150 Thermal conductivities
at 1.00 g cm−3 and within 2 K of 300 K have ranged be-
tween 0.65-0.91 W K−1 m−1 for SPC/E134,139,143,144,148–150

and 0.56-0.91 W K−1 m−1 for TIP4P/2005134,148, while ex-
tensive NEMD simulations147 set the thermal conductivities
of SPC/E and TIP4P/2005 at temperatures close to 300 K in
the range 0.8-0.9 W K−1 m−1. Comparing to a dissociative
force field, the central force model predicts ∼0.63 W K−1

m−1 at 300 K and 1.00 g cm−3,7 in good agreement with ex-
periment.
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FIG. 16. Thermal conductivity λ at 300 K and 1.00 g cm−3, as
predicted by the CHON-2017_weak and water-2017 ReaxFF models,
as well as the mSPCFw force field. (a) The linear response of heat
flux Jq with local temperature gradient ∇T . Results correspond to
Lz = 75 Å. Statistical uncertainties (standard error of the mean) are
smaller than the symbols. (b) Finite-size analysis: Lz is the length
of the simulation cell parallel to the direction of heat flux. For Lz =
75 Å, the results corresponding to the linear response fitted in (a)
have been plotted.

The largest temperature gradients used in this work ap-
proach magnitudes of . 20 K nm−1. This magnitude of ther-
mal gradient is widely used in computer simulations because
larger gradients reduce the noise to signal ratio in T , and the
statistical uncertainty associated with λ . While experimental
setups at the micro and nanoscale are approaching gradients
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TABLE VI. Non-equilibrium molecular dynamics simulation parameters and results for the calculation of thermal conductivity λ . Lz is the
length of the simulation box parallel to the direction of heat flux. ρbox, Tbox and Pzz are the average density, temperature and pressure parallel
to the direction of heat flux, respectively. Th and Tc are the temperatures of the hot and cold thermostats; ∇T is the resulting temperature
gradient. All local properties (columns 8-11) were computed at thermodynamic conditions specified by density ρ and temperature T . Statistical
uncertainties in the least significant figure are given in parentheses.

Lz [Å] ρbox [g cm−3] Tc [K] Th [K] Tbox [K] Pzz [bar] ρ [g cm−3] T [K] ∇T [K nm−1] λ [W K−1 m−1]
CHON-2017_weak 50 0.997 287 313 300 152(2) 0.998 300 11.2(2)a 0.80(1)

75 0.997 290 310 300 149(3) 0.998 300 5.6(1) 0.81(2)
75 0.997 280 320 300 156(2) 0.998 300 11.1(1) 0.82(1)
75 0.997 270 330 300 164(3) 0.998 300 16.5(1) 0.829(7)
75 - - - - - 0.998 300 LRc 0.826(4)

100 0.997 274 326 300 150(2) 0.998 300 10.8(1) 0.82(1)
150 0.997 280 320 300 153(1) 0.998 300 5.43(6) 0.817(9)

water-2017 50 0.997 287 313 300 −173(2) 0.998 300 11.0(1)a 0.85(1)
75 0.997 290 310 300 −172(2) 0.998 300 5.5(1) 0.85(2)
75 0.997 280 320 300 −168(3) 0.998 300 11.09(7) 0.847(6)
75 0.997 270 330 300 −160(3) 0.998 300 16.9(1) 0.826(7)
75 - - - - - 0.998 300 LRc 0.839(7)

100 0.997 274 326 300 −176(3) 0.998 300 10.8(1) 0.84(1)
150 0.997 260 340 300 −141(2) 0.998 300 10.7(1) 0.848(9)

mSPCFw 50 0.997 287 313 300 9(2) 0.998 300 10.6(1)a 0.86(1)
75 0.997 290 310 300 9(3) 0.998 300 5.5(2) 0.87(3)
75 0.997 280 320 300 14(1) 0.998 300 10.77(8) 0.874(9)
75 0.997 270 330 300 31(4) 0.999 300 16.2(1) 0.875(9)
75 - - - - - 1.00 300 LRc 0.873(1)

100 0.997 285 315 300 0(1) 0.998 300 6.02(8) 0.88(1)
150 0.997 285 315 300 7(1) 0.998 300 3.98(6)b 0.88(1)

a A range of ±5 Å was used when fitting to the temperature profile.
b A range of ±16 Å was used when fitting to the temperature profile.
c Linear response (see in text).

of this magnitude151,152, they are large by macroscopic stan-
dards. We show in Fig. 16(a) that all the our results are within
the linear regime, and additionally calculate λLR by fitting the
(∇T , Jq) data to Fourier’s Law.

Finite-size effects are not expected to be significant for the
calculated thermal conductivity values, because the thermal
transport mechanism in liquid water is dominated by col-
lisions between nearest neighbours, setting a characteristic
length scale for heat transport at around one molecular diam-
eter (≈ 3 Å for water). We show in Fig. 16(b) that increasing
Lz past 75 Å does not make an appreciable difference; the λ

values agree to within their statistical uncertainties.

We note that the thermal conductivities reported in Table VI
for the same force field are not expected to be in perfect agree-
ment. This is because they correspond to slightly different
thermodynamic conditions, as indicated by the different Pzz
values. Using the experimental pressure dependence of the
thermal conductivity of liquid water along the 300 K isotherm
as a guideline, we expect differences ∼ 10−3 W K−1 m−1 or
less, due to the Pzz differences < 40 bar obtained for the same
force field. Deviations in λ values are therefore expected to
be within their associated uncertainties.

IV. CONCLUSIONS

The rich phenomenology and widescale importance of wa-
ter continue to motivate the development of computational
models that are more accurate, cheaper and/or transferable.
ReaxFF models are bond-order based reactive force fields that
explicitly include polarization effects through a charge equili-
bration scheme. They offer an intermediate step between the
capabilities of quantum-based electronic structure methods
and the computational efficiency of traditional (non-reactive)
empirical force fields. One of the key motivations for the
development of ReaxFF force fields is the ability to model
chemical reactions. Nevertheless, ReaxFF force fields should
strive to accurately model both chemical reactivity and ther-
mophysical properties. In this work, we have investigated the
performance of two ReaxFF models, CHON-2017_weak and
water-2017, in predicting the general thermophysical proper-
ties of water. Figure 17 summarizes some of our key results,
presenting the deviation of 15 different properties from their
experimental values. We close this article with a brief assess-
ment of the ReaxFF models based on our results, and where
possible, recommend potential avenues for improvement.

Structure of liquid water. The RFFs reproduce the RDFs
of liquid water at near standard conditions reasonably well.
They accurately predict the nearest O-O neighbour distance.
water-2017 overestimates the height of the first gOO maxi-
mum in line with classical force fields such as mSPCFw and
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force fields as well as the classical empirical mSPCFw and TIP4P/2005 force fields. All values correspond to 300 K (where appropriate)
and either 1 bar, the vapour pressure for coexistence properties (∆Hvap and γ), or 1.00 g cm−3 (see the main text for details). Symbol
meanings are given in the main text. Experimental values are from Refs. 45,46,48,51,52,55–57,59 and values for TIP4P/2005 are from
Refs. 1,2,66,97,101,121,129,134,147.

TIP4P/2005, while the CHON-2017_weak prediction is in
better agreement with the RDFs extracted from neutron and
x-ray diffraction experiments. CHON-2017_weak exhibits
weaker hydrogen bonding than water-2017, as reflected in a
longer hydrogen bonding distance and slightly lower enthalpy
of vaporization. Both RFFs possess coordination numbers
corresponding to the first (intermolecular) maxima of gOO and
gOH in good agreement with experiment.

Vibrational modes and frequencies. The RFF power
spectra show good agreement with experiment and empir-
ical flexible force fields in the low frequency region (<
1000 cm−1), with the exception that water-2017 does not pos-
sess a shoulder in the oxygen atom power spectrum corre-

sponding to intermolecular stretching vibrations. However,
significant deviations from experiment are observed for the
intramolecular modes: the O-H stretching frequencies are red-
shifted by ∼100-300 cm−1 and the H-O-H bending frequen-
cies are blue-shifted by ∼200-300 cm−1. Furthermore, the
RFFs exhibit peak-splitting in the stretching region instead
of the single broad peak observed in IR and Raman spectra.
This is, at least in part, due to the large differences between
gas phase symmetric and asymmetric stretching frequencies.
Improving the gas phase frequencies would therefore be the
first step in improving the vibrational properties in the liquid
phase. Indeed, both RFFs predict gas phase stretching fre-
quencies red-shifted by ∼300-500 cm−1, and the water-2017
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bending frequency is blue-shifted by ∼200 cm−1. It is there-
fore impossible for the RFFs to predict both accurate liquid
phase frequencies and shifts from the gas phase, the latter be-
ing indicative of hydrogen bonding strength.

Electrostatic moments. Capturing the electrostatic multi-
pole moments of water is essential for building high quality
water models, with work71,72 by Abascal and Vega bringing
to light the importance of the quadrupole moment QT and
ratio µ/QT , on top of the dipole moment µ . In the liquid
phase, the RFFs predict µ = 2.0-2.2 D which is substantially
lower than the µ ∼ 2.95 D expected from experiments47,48,
but only marginally lower than the dipole moments, µ =2.3-
2.5 D of most classical force fields. However, the RFFs have
a ratio µ/QT ≈1.3 Å−1, which is significantly higher than the
µ/QT ∼1.0 Å−1 shown to produce high-quality water models
for empirical force fields.70–72 Improving the µ/QT ratio may
result in RFFs that predict overall more accurate thermophys-
ical properties. The RFFs predict a shift in dipole moment
when going from the liquid to vapour phase of ∆

g
l µ =−0.37-

0.39 D, which is greatly underestimated relative to the ∆
g
l µ ∼

−1.1 D expected from experiments47–50.
Equation of state and thermodynamic response func-

tions. Both RFFs reproduce the density of liquid water at 1 bar
fairly accurately. At 300 K, they predict densities to within
1% of the experimental value, and more accurate thermal ex-
pansion coefficients than some classical force fields such as
mSPCFw (but not TIP4P/2005). Both RFFs feature a density
maximum, but greatly underestimate the temperature TMD at
which it occurs: CHON-2017_weak and water-2017 predict
(255± 3) K and (205± 6) K respectively, compared to the
277 K observed experimentally. The isothermal compress-
ibility predicted by the RFFs are systematically lower than
experiment, with a more severe underestimation by water-
2017. Crucially, our results suggest that CHON-2017_weak
possesses a compressibility minimum, albeit at lower temper-
ature of (260± 40) K near its TMD (compared to the exper-
imental 319 K), while water-2017 does not. This suggests
that water-2017 is missing aspects of the orientational corre-
lations that are linked to the tetrahedral order of liquid water.
The speed of sound predictions are underestimated and largely
limited by the RFF’s (in)ability to accurately model the com-
pressibility; CHON-2017_weak possesses a maximum while
water-2017 does not. Once quantum-corrected, the isobaric
and isochoric heat capacities are systematically underesti-
mated, but nonetheless show relatively good agreement with
experiment with deviations comparable to many119–121 classi-
cal force fields.

Liquid-vapour coexistence properties. Both RFFs pre-
dict orthobaric liquid densities at 300 K in good agreement
with experiment, consistent with the density predictions at
300 K and 1 bar. CHON-2017_weak and water-2017 un-
derestimate the surface tension at 300 K by 4-9% and 17-
20% respectively. CHON-2017_weak therefore predicts γ

in good agreement with experiment: only ∼ 3% lower than
TIP4P/2005 and more accurately than many other classical
force fields. CHON-2017_weak also predicts more accu-
rate enthalpies of vaporization than water-2017, although both
RFFs overestimate ∆Hvap: by 12% and 19% at 300 K for

CHON-2017_weak and water-2017 respectively. These devi-
ations from experiment are in line with TIP4P/2005, SPC/E
and mSPCFw, which also overestimate (the uncorrected)
∆Hvap by 10-20%. The greater ∆Hvap of water-2017 sug-
gests that it predicts stronger hydrogen bonding than CHON-
2017_weak.

Transport properties. The RFFs overestimate the self-
diffusion coefficients and underestimate the viscosity of liquid
water at near standard conditions, water-2017 more severely
than CHON-2017_weak. This is particularly unfortunate for
the water-2017 force field, which was parameterized to model
the diffusion of H2O/H3O+/OH−, and included the diffusion
coefficients of these species as target parameters for fitting.
Presumably, the overestimated self-diffusion coefficient is an
artefact that arose from not accounting for finite-size effects
in the force field parameterization process. This could be
remedied by refitting the force field with the "infinite-size"
diffusion coefficients D0. Likewise, previous estimates21,25 of
the H3O+

(aq)/OH−
(aq) diffusion coefficients for both RFFs have

not accounted for finite-size effects. Our results for bulk sys-
tems indicate that finite-size effects are significant, with the
CHON-2017_weak and water-2017 self-diffusion coefficients
increasing by ∼30% when going from a box length of 12.5 Å
to a system of infinite size. These finite-size effects motivate
further investigations of the dynamic properties of the RFFs.
The thermal conductivity predicted by the RFFs are∼30-40%
higher than the experimental value, in line with popular empir-
ical force fields including TIP4P/2005, SPC/E and mSPCFw.

In conclusion, we have performed comprehensive bench-
marks of two state-of-the-art ReaxFF force fields designed
to model water, CHON-2017_weak and water-2017, encom-
passing structural, electrostatic, vibrational, thermodynamic,
coexistence, and transport properties. Our results suggest
that overall, CHON-2017_weak more accurately predicts the
thermophysical properties of water than water-2017. The
CHON-2017_weak oxygen and hydrogen atom parameters
are used for both water and functionalized hydrocarbons,
while water-2017 is a dedicated water force field param-
eterized to model H2O/H3O+/OH− diffusion. Comparing
to its predecessors20,22, the description of water by CHON-
2017_weak appears to have benefited greatly from the focus
on weak interactions in its reparameterization of the protein-
2013 force field22, which included additional training data
ranging from the binding energies of water clusters to the
chemical reactions of nitrogen containing systems.23 How-
ever, ReaxFF parameters are highly correlated, and dedi-
cated water force fields such as water-2017 should be able
to sacrifice transferability for accuracy. Our results sug-
gest that improving the µ/QT ratio, self-diffusion coefficients
and gas phase frequencies are first steps towards building
ReaxFF models that more accurately describe the thermo-
physical properties of liquid water. This could be achieved
by including these quantities as target parameters in the force
field optimization procedure.
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TABLE VII. mSPCFw force field parameters. Ep is the potential
energy.

Partial atomic charges: ECoulomb
P (ri j) = qiq j/(4πε0ri j)

qO [e] −0.82
qH [e] 0.41

Lennard-Jones potential: ELJ
P (r) = 4ε[(σ/r)12− (σ/r)6]

εOO [kcal mol−1] 0.1554253
σOO [Å] 3.165492

Morse potential (O-H bond): Ebond
P (r) = Dbond

0 (e−2a(r−r0)−2e−a(r−r0))
Dbond

0 [kcal mol−1] 117.6549
r0 [Å] 1.012

a [Å−1] 2.1578
Harmonic potential (H-O-H angle): Ebend

P (θ) = ka(θ −θ0)
2/2

ka [kcal mol−1 rad−2] 101.3742
θ0 [◦] 113.24
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Appendix A: The mSPCFw force field for water

The modified SPC flexible (mSPCFw) model5 is a three-
centre, flexible and non-polarizable force field based on the
flexible SPC (SPCFw) water model4 of Wu et al.. It shares
the same intermolecular potentials but replaces the harmonic
O-H bond potential with a Morse potential, and adjusts the
bending potential to mimic the vibrational frequencies of an
isolated H2O molecule.5

The force field parameters used in this work are shown in
Table VII. The intermolecular potentials were taken directly
from Ref. 4, while the new intramolecular parameters were
taken from Ref. 5. Where units have been converted, they
have been stated to 7 significant figures, as is consistent with
the level of precision given in Ref. 4 for the Lennard-Jones
parameters.
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129S. Tazi, A. Boţan, M. Salanne, V. Marry, P. Turq, and B. Rotenberg, “Dif-
fusion coefficient and shear viscosity of rigid water models,” J. Phys.: Con-
dens. Matter 24, 284117 (2012).

130T. D. Kühne, M. Krack, and M. Parrinello, “Static and dynamical prop-
erties of liquid water from first principles by a novel carparrinello-like ap-
proach,” J. Chem. Theory Comput. 5, 235–241 (2009).

131J. E. Basconi and M. R. Shirts, “Effects of temperature control algorithms
on transport properties and kinetics in molecular dynamics simulations,”
J. Chem. Theory Comput. 9, 2887–2899 (2013).

132T. S. Light, S. Licht, A. C. Bevilacqua, and K. R. Morash, “The fundamen-
tal conductivity and resistivity of water,” Electrochemical and Solid-State
Letters 8, E16 (2005).

133M. A. González and J. L. F. Abascal, “The shear viscosity of rigid water
models,” J. Chem. Phys. 132, 096101 (2010).

134S. H. Lee and J. Kim, “Transport properties of bulk water at 243–550 k: a
comparative molecular dynamics simulation study using spc/e, tip4p, and
tip4p/2005 water models,” Mol. Phys. 117, 1926–1933 (2019).

135F. Bresme, A. Lervik, D. Bedeaux, and S. Kjelstrup, “Water polarization
under thermal gradients,” Phys. Rev. Lett. 101, 020602 (2008).

136O. R. Gittus, P. Albella, and F. Bresme, “Polarization of acetonitrile un-
der thermal fields via non-equilibrium molecular dynamics simulations,”
J. Chem. Phys. 153, 204503 (2020).

137T. Ohara, “Intermolecular energy transfer in liquid water and its contribu-
tion to heat conduction: A molecular dynamics study,” J. Chem. Phys. 111,
6492–6500 (1999).

138D. Bedrov and G. D. Smith, “Thermal conductivity of molecular fluids
from molecular dynamics simulations: Application of a new imposed-flux
method,” J. Chem. Phys. 113, 8080–8084 (2000).

139M. Zhang, E. Lussetti, L. E. S. de Souza, and F. Müller-Plathe, “Thermal
conductivities of molecular liquids by reverse nonequilibrium molecular
dynamics,” J. Phys. Chem. B 109, 15060–15067 (2005).

140T. Terao and F. Müller-Plathe, “A nonequilibrium molecular dynamics
method for thermal conductivities based on thermal noise,” J. Chem. Phys.
122, 081103 (2005).

141W. Evans, J. Fish, and P. Keblinski, “Thermal conductivity of ordered
molecular water,” J. Chem. Phys. 126, 154504 (2007).

142E. J. Rosenbaum, N. J. English, J. K. Johnson, D. W. Shaw, and R. P.
Warzinski, “Thermal conductivity of methane hydrate from experiment
and molecular simulation,” J. Phys. Chem. B 111, 13194–13205 (2007).

143H. Jiang, E. M. Myshakin, K. D. Jordan, and R. P. Warzinski, “Molecular
dynamics simulations of the thermal conductivity of methane hydrate,” J.
Phys. Chem. B 112, 10207–10216 (2008).

144S. Kuang and J. D. Gezelter, “A gentler approach to rnemd: Nonisotropic
velocity scaling for computing thermal conductivity and shear viscosity,”
J. Chem. Phys. 133, 164101 (2010).

145J. Muscatello and F. Bresme, “A comparison of coulombic interaction
methods in non-equilibrium studies of heat transfer in water,” J. Chem.
Phys. 135, 234111 (2011).

146J. Muscatello, F. Römer, J. Sala, and F. Bresme, “Water under tempera-
ture gradients: polarization effects and microscopic mechanisms of heat
transfer,” Phys. Chem. Chem. Phys. 13, 19970–19978 (2011).

147F. Römer, A. Lervik, and F. Bresme, “Nonequilibrium molecular dynam-
ics simulations of the thermal conductivity of water: A systematic inves-
tigation of the spc/e and tip4p/2005 models,” J. Chem. Phys. 137, 074503
(2012).

148Y. Mao and Y. Zhang, “Thermal conductivity, shear viscosity and specific
heat of rigid water models,” Chem. Phys. Lett. 542, 37–41 (2012).

149T. W. Sirk, S. Moore, and E. F. Brown, “Characteristics of thermal con-
ductivity in classical water models,” J. Chem. Phys. 138, 064505 (2013).

150S. H. Lee, “Temperature dependence of the thermal conductivity of water:
a molecular dynamics simulation study using the spc/e model,” Mol. Phys.
112, 2155–2159 (2014).

151A. O. Govorov, W. Zhang, T. Skeini, H. Richardson, J. Lee, and N. A.
Kotov, “Gold nanoparticle ensembles as heaters and actuators: melting
and collective plasmon resonances,” Nanoscale Res. Lett. 1, 84 (2006).

152C. R. Crick, P. Albella, B. Ng, A. P. Ivanov, T. Roschuk, M. P. Cecchini,
F. Bresme, S. A. Maier, and J. B. Edel, “Precise attoliter temperature
control of nanopore sensors using a nanoplasmonic bullseye,” Nano Lett.
15, 553–559 (2015).


