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Abstract—The Industrial Internet of Things (IIoT) plays an
important role in digital transformation of traditional indus-
tries towards Industry 4.0. By connecting sensors, instruments
and other industry devices to the Internet, IIoT facilitates the
data collection, data analysis, and automated control, thereby
improving the productivity and efficiency of the business as
well as the resulting economic benefits. Due to the complex
IIoT infrastructure, anomaly detection becomes an important
tool to ensure the success of IIoT. Due to the nature of IIoT,
graph-level anomaly detection has been a promising means to
detect and predict anomalies in many different domains such as
transportation, energy and factory, as well as for dynamically
evolving networks. This paper provides a useful investigation on
graph neural networks (GNN) for anomaly detection in IIoT-
enabled smart transportation, smart energy and smart factory.
In addition to the GNN-empowered anomaly detection solutions
on point, contextual, and collective types of anomalies, useful
datasets, challenges and open issues for each type of anomalies
in the three identified industry sectors (i.e., smart transportation,
smart energy and smart factory) are also provided and discussed,
which will be useful for future research in this area. To demon-
strate the use of GNN in concrete scenarios, we show three case
studies in smart transportation, smart energy, and smart factory,
respectively.

Index Terms—Industrial internet of things, Graph neural
networks, Anomaly detection, Industry 4.0

I. INTRODUCTION

Many traditional industries that were isolated from the
public access, have started their digital transformation under
the umbrella of Industry 4.0 [1]–[3]. Such industries include
energy, health, manufacturing, water, just to name a few. The
Industrial Internet of Things (IIoT) is an emerging paradigm
that facilitates the process of industry digital transformation
[4], [5]. It allows the networked interconnection of sensors,
instruments, and other Internet of Things (IoT) devices to
enable data collection, data analytics and automated control
in an industry environment [6]–[9]. IIoT can in turn improve
the productivity and efficiency of the business in the industry,
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as well as the resulting economic benefits. A recent report of
“Bringing Smart Water Networks Into Focus” mentioned that
up to 12.5 billion USD in annual savings can be achieved from
a combination of actions ranging from improved leakage and
pressure management to streamlined water quality monitor-
ing1. These actions can attribute to the development of smart
water systems that can be implemented by IIoT.

Anomaly detection is of paramount importance in IIoT
[10]–[15]. On the one hand, traditional isolated industry
systems are now exposed to the public access due to the
introduction of IIoT [16]–[19]. The sensors, instruments, and
other IoT devices that were originally designed with little
security mechanisms can be easily compromised by malicious
users like attackers [4], [16], [20]. Efficient detection of such
anomalies is crucial to the security of IIoT and the success of
related businesses. On the other hand, one of the benefits of
digital transformation of many industries is to use the collected
data to detect abnormal situations in a timely manner or even
in advance of the actual happening of anomalies [21], [22].
The absence of appropriate anomaly detection may result in
significant economic loss. For example, British Airways IT
systems failure resulted in 58 million GBP in lost business and
follow-up compensation claims2. Across England and Wales,
nearly 3 billion litres of water is lost to leaks every day,
resulting in considerable economic loss of water companies3.

IIoT, depending on the type of devices and working con-
ditions, may generate and collect a wide variety and large
volume of data that can be used for anomaly detection [10],
[23]. These data may include value, image, text, audio and
video, and each device may generate and/or collect a combina-
tion of different types of data [24]–[26]. Artificial intelligence
(AI), especially machine learning and deep learning, has
been widely adopted for anomaly detection in a wide range
of anomaly detection tasks [27]–[35]. Given the nature of
IIoT, where devices are interconnected and the interconnection
evolves as shown in Fig. 1, graph-level anomaly detection
has been a promising means to detect anomalies in many
different domains such as transportation and energy as well
as for dynamically evolving networks.

Graph neural networks (GNN) [36]–[39] have recently been
fast developed to model complex patterns in graph-structured
data, and is a promising graph-level paradigm to carry out
anomaly detection. In general, the state of a node is influenced

1https://www.actu-environnement.com/media/pdf/dossiers/
831-sensus-smart-water.pdf

2https://www.computerweekly.com/news/252468002/
BA-IT-systems-failure-results-in-cancelled-flights-and-delays-at-London-airports

3https://www.bbc.co.uk/news/business-53274914
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Fig. 1. The evolving interconnection of graph data in IIoT

by the states of its neighbors. Specifically, each node in GNN
essentially aggregates the features of its neighboring nodes
and works out its own feature representation. According to
different variants of GNN, their neighboring nodes that are
considered in the process of feature aggregation are different.
Graph convolutional networks (GCN) consider the one-step
neighbors of a node when calculating its aggregated features
[40], [41]. Graph attention networks (GAN) adopt an attention
function so that neighboring nodes can be assigned with
different weights when being aggregated [42]. In order to
maximize the effects of GNN on anomaly detection in different
IIoT application areas, the unique characteristics of the IIoT
applications need to be considered in the GNN model.

There are few existing studies investigating GNN-
empowered anomaly detection solutions, and most of them are
designed for a general scenario without an explicit considera-
tion of specific industrial applications, such as [43]. The main
contributions of this paper can be summarized as follows:

• We provide a deeper understanding of the three types of
anomalies, i.e., point, contextual, and collective anoma-
lies, in the context of specific IIoT applications.

• We explicitly bring the suitable GNN-based solutions to
the context of IIoT applications, in terms of smart trans-
portation, smart energy, and smart factory. The discussion
and analysis can be treated as the basis for the further
investigation and research in this area.

• We provide the useful public datasets for each type of
anomalies in each of the above IIoT applications, thereby
facilitating the future research.

• The research challenges and open issues of GNN-
empowered anomaly detection for IIoT-enabled smart
transportation, smart energy, and smart factory have been
identified. This can be hopefully useful for the future
research in advancing anomaly detection in IIoT.

• To demonstrate the use of GNN in concrete scenarios,
we show three case studies in IIoT-enabled smart trans-
portation, smart energy, and smart factory, respectively.

The remaining of this paper is organized as follows. Section
II illustrates IIoT and the potential types of anomalies in IIoT.
Section III summarizes some of the important GNN models.
Sections IV – VI provide the useful public datasets, the GNN-
based anomaly detection solutions, and research challenges
and open issues for IIoT-enabled smart transportation, smart
energy and smart factory, respectively. Section VII shows

case studies of using GNN in the above three industry areas.
Finally, Section VIII concludes this paper.

II. INDUSTRIAL INTERNET OF THINGS

In this section, IIoT will be first introduced, followed by
the explanation of three types of anomalies in IIoT.

A. Industrial Internet of Things

IIoT is a similar term to IoT but has different focus.
Different from IoT that focuses on consumer devices, IIoT
has its focus on industrial purpose with more sophisticated
and critical devices that are usually used in high-stakes
industries such as water, health, energy and defence [44]–
[46]. Essentially, IIoT provides an infrastructure that connects
the industrial sensors, instruments and other industry devices
through wired and/or wireless networks (e.g., industrial Ether-
net, WiFi, 5G [47], and the future networks like 6G [48]), and
enables data generation and collection through these connected
devices [49]. More importantly, IIoT uses the generated and
collected data to carry out effective data analytics (e.g., using
AI techniques) and make useful decisions that can automate
business operations and increase industry profits [50]. Among
these, data analytics is of paramount importance [51]. The CBI
Ministry of Foreign Affairs indicated in its recent report that
the new 5G technology will allow more than 350,000 devices
to be connected per square kilometre - 500 times more than
comparable existing technologies4. This in turn significantly
challenges the techniques of data analytics for IIoT.

IIoT has empowered multiple industrial applications, as
shown in Fig. 2. Take smart energy as an example. Smart
energy systems consist of energy generation, distribution,
and energy consumption. Various energy sources include fuel
power plants, nuclear power stations, hydro, wind, and solar
energies. Energy has typically been transmitted in electricity
via power lines from energy sources to substations, which
then transmit and distribute electricity to various electricity
customers, including commercial, industrial, and residential
customers. It is challenging to assure the reliability of the
complex energy systems. The proliferation of IIoT nodes and
wireless/wired communication technologies brings opportuni-
ties to address this challenge, since IoT nodes, sensors, and
smart meters can sense ambience and send the data to the
control center. However, the sensory data can be tampered or
wiretapped during the transmission. In addition, faults/errors
that occur at the energy systems need to be detected and
reported to the control center, which then takes immediate
actions. Similarly, faults and anomalies should be detected
at IIoT-enabled smart transportation and IIoT-enabled smart
factory/manufacturing, as shown in Fig. 2.

B. Types of anomalies in IIoT

Efficient anomaly detection is a crucial factor to ensure the
success of IIoT. In this section, the possible types of anomalies
in IIoT will be presented [52].

4https://www.cbi.eu/market-information/outsourcing-itobpo/
industrial-internet-things/market-potential
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Fig. 2. Industrial Internet of Things with its applications

1) Point: Point anomalies often refer to an irregularity that
happens randomly and may have no particular reason. For
instance, an egress port of a router/switch in an industrial
network with an instantaneous high volume of traffic seems a
point anomaly since it significantly deviates from the normal
volume of traffic of this port.

2) Contextual: A contextual anomaly (a.k.a conditional
anomaly) represents an abnormal behavior happening within
some specific context. This type of anomalies can be identified
by considering both contextual and behavioural features. Time
and space are usually used as the contextual features. The
behavioral features may be a pattern of network traffic, e.g.,
the network traffic of an industry office at weekdays is usually
much higher than that at weekends.

3) Collective: A collection of individual data points show-
ing anomalies can be treated as collective anomalies. In this
type of anomalies, each individual data point in isolation
appears as normal data instances while observed in a group
exhibit unusual behaviors. For example, the past five days
at 1 am the network traffic of an industry production line
is slightly higher than normal; this seems to be a potential
case for collective anomalies. In addition, collective anoma-
lies may also happen when the program of IIoT devices
are patched/upgraded, but the controller that manages the
behaviour of these devices is not upgraded.

III. GRAPH NEURAL NETWORKS

GNN is a more generalized CNN. CNN can only handle the
data with regular (Euclidean) structures such as 2-dimensional
images and 1-dimensional text data, while GNN can pro-
cess non-Euclidean data such as social media networks, 3-
dimensional images, telecom networks, and the data in many
industry settings [53], [54]. GNN propagates the node states
in an iterative manner until reaching equilibrium, using a
neural network. It outputs the state representation for each
node. Similar to the basic graph theory, one of the important
questions in GNN is to identify which parts of the data are
nodes and which parts are edges. Then, the graph needs to be

translated into the features for neural networks. Essentially,
each node in GNN aggregates the features of its neighboring
nodes and works out its own feature representation. In recent
years, different variants of GNNs are being developed. Readers
can refer to some survey papers that are dedicated for GNN
for more details [53], [55]–[58]. As the main contribution of
our paper focuses on the application of GNN on the anomaly
detection in different industry sectors, the specific details of
GNN models will not be included. In this section, we will
briefly review some important variants of GNN that would
be useful for facilitating the understanding of the rest of this
paper.

A. Graph Convolutional Networks

GCN is considered as one of the basic variants of GNN,
and thus it shares some key features of GNN such as working
with non-Euclidean data. The way of how convolution works
in GCN is the same as that in CNN, where input neurons are
multiplied by a set of weights (kernels). There are basically
two types of GCN: spectral GCN and spatial GCN. The
spectral GCN can be treated as a message passing along the
nodes within the graph. The convolutional operation calculates
the eigen-decomposition of the graph Laplacian that helps to
understand the graph structure [40]. It considers both node
features and nodes connectivity as input features so that the
model can learn the features of neighboring nodes.

As GCN does not consider the ordering of node neighbors,
it cannot handle the graph data with such features, e.g.,
some IIoT datasets like smart factory data have geometric
interpretation of the graph that shows an order according
to their spatial positions. To address this issue, the spatial
GCN was developed [59]. It uses the spatial features of
nodes to aggregate information from the neighboring nodes.
Graph SAmple and aggreGatE (GraphSAGE) [60] worked
out the feature representation of a node by aggregating the
features over a fixed-size neighboring nodes in an inductive
manner. It works well on large-scale inductive benchmarks. In
addition to Spatial GCN, Spatial-Temporal GCN (STGCN) can
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TABLE I
TYPES OF GNNS AND THEIR APPLICATIONS IN ANOMALY DETECTION

Types of GNNs Key features Application domains Types of anomalies

Spectral GCN The basic variant of GNN; work with non-Euclidean
data; consider both node features and node connec-
tivity; learn the features of neighboring nodes

Applicable to all IIoT applications
including smart transportation,
smart energy, and smart factory

Point, contextual and
collective anomalies

Spatial GCN In addition to the features of spectral GCN, consider
the ordering of node neighbors

STGCN Can capture correlations of spatial and temporal
features

GAN Each neighboring nodes can contribute differently
(different weights) when calculating the aggregated
features of the central node

GGNN/GGSNN Can produce a sequence of outputs

GRNN Can analyze dynamic graphs

Jump Knowledge
Networks

Can leverage different neighborhood ranges (differ-
ent number of neighboring nodes) when calculating
the aggregated features of a central node

Self-enhanced GNN Considering and improving the quality of input data

characterize correlations of both spatial and temporal features,
thereby being used in smart transportation, smart energy and
smart factory.

B. Graph Attention Networks
GCN works for the situation where a node has the same

weights to all its neighboring nodes, i.e., each neighboring
node contributes equally to the calculation of the feature
representation of the central node. However, there are certain
cases, where assigning different importance to each neighbor’s
contribution is needed when calculating the aggregated fea-
tures of the central node. Such cases include smart grid, IoT
and some biological networks. GAN [42] was then developed
to address this limitation of GCN. In this work, the model can
be applicable to inductive learning problems where the model
can generalize to unseen graphs.

C. Gated Graph (Sequence) Neural Networks
GCN and GAN focus on models that produce a single output

such as classification. However, many real-world problems
require outputting a sequence, such as network planning [61]
and virtual network embedding [62]. To address this issue,
gate mechanisms like gated recurrent unit (GRU) [63] and long
short-term memory (LSTM) [64] are used in the propagation
step to improve the long-term propagation of information in
the graph. Li et al. [37] developed gated graph neural networks
(GGNN) where they used GRU and unrolled the recurrence
for a fixed number of steps T , and used backpropagation
through time to compute gradients. Gated graph sequence
neural networks (GGSNN) used several GGNNs operating
in sequence to produce an output sequence. Besides GGNN,
Graph Recurrent Neural Networks (GRNN) [65] was also
developed to analyze dynamic graphs.

D. Jump Knowledge Networks
Many GNN models like GCN, GAN and GraphSAGE

use the fixed number of neighboring nodes to aggregate the

representation of a central node, either in one-hop neighbor-
hood or multiple hops. This may not work well in certain
circumstances depending on the graph structure. Xu et al.
[66] explored the jumping knowledge networks to develop
a representation learning on graphs, where each node can
flexibly leverage different neighborhood ranges (i.e., different
number of neighboring nodes) to enable better structure-aware
representation.

E. Self-Enhanced GNN

Most of GNN models focus on developing effective models
without considering the quality of the input data. To this end,
Yang et al. [67] proposed a self-enhanced GNN model to
improve the quality of the input data using the outputs of
existing GNN models for enhanced performance on semi-
supervised classification problems, hence being named self-
enhanced.

In summary, Table I summarizes major types of GNNs and
their IIoT-applications in anomaly detection. It is worth men-
tioning that GNNs can be used for the three types anomalies,
namely point, contextual, and collective anomalies.

IV. IIOT-ENABLED SMART TRANSPORTATION

We are experiencing the urbanization and the proliferation
of various vehicles. It has been a hot topic to implement
highly-efficient intelligent transportation systems (ITS) and
develop autonomous vehicles (AVs), consequently realizing
smart transportation [68]–[72]. Meanwhile, diverse traffic sen-
sors, Global Navigation Satellite System (GNSS), radar, loop
detectors, light detection and ranging (LIDAR), and Infrared
(IR) cameras deployed at ITS and AVS also generate/collect
massive diverse types of traffic data, which can be used to
analyze the traffic status and identify possible faults in trans-
portation systems. As shown in Fig. 3, the traffic anomalies
include abnormal traffic congestion, traffic accident, damaged
traffic infrastructure (e.g., a road).



JOURNAL OF LATEX CLASS FILES, VOL. XX, NO. X, XXX 5

TABLE II
A SUMMARY OF THE GNN-BASED ANOMALY DETECTION SOLUTIONS IN IIOT-ENABLED SMART TRANSPORTATION.

Type of anomalies Public datasets/software GNN-based solutions

Point anomaly UCSD datase, U-turn dataset [73] [74]

Contextual anomaly NYC taxi dataset, Uber movement dataset, Chicago taxi dataset [75] [76] [77]

Collective anomaly Dataset based on NYC taxi dataset and NYC Bike dataset, UMN daset [78] [79] [74] [80] [81]
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road 

This Photo by 
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Fig. 3. Anomalies in IIoT-enabled smart transportation

Traffic anomaly detection plays a critical role in fostering
the urban ITS [82]. In particular, traffic anomalies are often
indicators of traffic accidents, traffic congestion, traffic viola-
tions, and damaged traffic infrastructure [83]. The detection of
traffic anomalies can help to rescue casualties, restore traffic,
and make an urgent repair on damaged roads [84]. Table II
summarizes the GNN-based solutions for smart transportation.
We next present a detailed investigation on traffic anomaly
detection based on GNNs in smart transportation.

A. Point

Point anomalies correspond to abnormal events which de-
viate from normal distribution. For example, a broken-down
vehicle in a highway can be regarded as a point anomaly.

1) Public datasets: There are some recent studies on col-
lecting point-anomaly datasets and conducting analysis on
these datasets. In particular, the work [85] presents a frame-
work to detection anomalies in crowds and also releases a
crowd dataset collected from University of California San
Diego (UCSD) campus5. The UCSD dataset consists of 98
videos, each of which has 200 frames. Besides the abnormal
behaviours of crowds, there is another study [86] conducting
an anomaly detection on abnormal vehicle-moving patterns
on top of the U-turn dataset6. The work [87] also summarizes
other datasets for anomaly detection based on visual analysis.

2) GNN solutions to anomaly detection: There are some
recent studies in addressing anomaly detection in traffic and
crowds. In particular, the work [73] presents a GCN-based

5http://www.svcl.ucsd.edu/projects/anomaly/dataset.html
6https://sites.google.com/view/ybenezeth/cvpr2009

method for anomaly detection based on noisy labels. Specif-
ically, GCN was used to remove noises from the labelled
data. The training process of this model is composed of
cleaning and classification. The cleaning phase mainly aims to
clean the noisy labels while the classification is to retrain the
classifier based on the corrected labels. Experimental results
on UCSD dataset [85] as well as other datasets demonstrate
the effectiveness of the proposed method. Meanwhile, Yu et
al. [74] propose a Deep STGCN to predict traffic accidents.
The proposed STGCN consists of a spatial GCN layer and
a combined GCN-CNN spatial-temporal layer to extract the
correlated spatial features and the spatial-temporal features,
respectively. In addition, an embedding layer is also adopted
to give a semantic representation of external features. They
also conducted experiments on traffic datasets consisting of
vehicle traffic, weather conditions, and accident reports. The
experimental results further confirm the effectiveness of the
proposed STGCN.

B. Contextual

Contextual anomalies depend on the available context at-
tributes [88] in traffic data. For example, the event that a car
is driving in a high speed in a highway can be regarded as
a normal event while it can be regarded as an anomaly in a
dense road.

1) Public datasets: There are a number of public traf-
fic datasets including taxi datasets and ride-sharing ser-
vices datasets. For example, the New York City (NYC) taxi
dataset [89] contains records of time and locations of pick-
up and drop-off of a taxi in NYC. The Uber Movement
dataset7 includes data samples, each of which contains the
travelling time, a source, and a destination of Uber ride-
sharing services across multiple cities in USA. In addition,
Chicago taxi dataset8 offers a similar dataset for taxi services
in Chicago; this dataset consists of taxi trip records from
Jan. 1 to April 30, 2019 in the City of Chicago. However,
most of these datasets do not contain anomalies. Thus, many
recent studies like [75] manually inject some anomalies into
the datasets such as Uber Movement dataset, NYC taxi dataset,
and Chicago taxi dataset after following a similar approach
to [90]. Moreover, some studies such as [76] integrate events
(e.g., accidents) into traffic datasets by crawling Microblog
data9.

7https://movement.uber.com/
8https://data.cityofchicago.org/Transportation/TaxiTrips/wrvz-psew
9These datasets are available at https://github.com/zzyy0929/

AAAI2020-RiskOracle/.

http://www.svcl.ucsd.edu/projects/anomaly/dataset.html
https://sites.google.com/view/ybenezeth/cvpr2009
https://movement.uber.com/
https://data.cityofchicago.org/Transportation/TaxiTrips/wrvz-psew
https://github.com/zzyy0929/AAAI2020-RiskOracle/
https://github.com/zzyy0929/AAAI2020-RiskOracle/
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2) GNN solutions to anomaly detection: It is a challenging
task to conduct anomaly detection in multi-dimensional traffic
data. There are recent advances in addressing this issue. The
work [75] presents a Context-augmented Graph Autoencoder
(namely Con-GAE) for anomaly detection in city traffic.
This framework exploits graph embedding as well as context
embedding so as to extract spatial features from traffic data.
Extensive experiments on several representative datasets, such
as Uber Movement dataset, NYC taxi dataset, and Chicago taxi
dataset demonstrate the superior performance of the proposed
method over other baseline methods. As a type of traffic
anomalies, accidents have also received extensive attention.
The work [76] presents a Differential Time-varying Graph
neural network (DTGN) to analyze traffic data and achieve
a minute-level accident forecasting. The DTGN is essentially
an extension from GCN by incorporating time-varying overall
affinity and differential GCN. Experimental results validate the
effectiveness of the proposed framework. Moreover, in [77],
Zhou et al. propose a framework to predict traffic accidents
after considering both spatial-temporal features of traffic data
and context factors.

C. Collective

Collective anomaly refers to a situation that a collection
of data samples is anomalous to normal values while each
individual sample may be within a normal range. For example,
the event that a fleet of vehicles is moving slowly in a high
way can be regarded as a collective anomaly.

1) Public datasets: There are several public traffic datasets
available for collective anomalies. In [78], the authors obtain a
new anomaly dataset based on NYC taxi dataset [89] and NYC
Bike dataset10 after inserting a number of anomalies based on
anomaly reports of NYC. In addition, the work [91] presents
a study on detecting collective anomalies in crowds based on
the University of Minnesota (UMN) dataset, which contains
videos of escaping scenarios11. Moreover, the work [79] also
conducts anomaly detection on a dataset obtained from social
networks (e.g., traffic accident reports at Twitter), remote
sensing dataset and vehicle accidents.

2) GNN solutions to anomaly detection: There are several
studies toward addressing anomaly detection in traffic data. In
particular, the work [78] presents a spatiotemporal multi-modal
fusion model (ST-MFM) to extract features from multiple
crowd-flow datasets and predict anomalies. In the proposed
ST-MFM, a GCN was adopted to extract spatial features. It
is worth mentioning that the authors also construct a new
anomaly dataset based on anomaly reports, bicycle traffic,
and taxi traffic. Extensive experiments also validate the ef-
fectiveness of the proposed model. Moreover, the work [79]
presents a multi-modal graph neural network to forecast traffic
risks. In this framework, GANs were leveraged to further
improve the forecasting accuracy. Extensive experiments on
a real-world dataset constructed from traffic accidents, social

10https://github.com/toddwschneider/nyc-citibike-data
11The UMN dataset is available through https://www.crcv.ucf.edu/projects/

Abnormal Crowd/

networks, and remote sensing imagery also demonstrate the
superior performance of the proposed model.

Besides traffic accidents, extreme weather events also affect
the traffic. In [80], Wang et al. investigate the transporta-
tion resilience under extreme weather events based GNNs.
In particular, they propose a graph convolutional recurrent
neural network (GCRNN) to predict the traffic patterns under
extreme weather events. Moreover, the authors also conduct
experiments on DiDi Chuxing, i.e., an on-demand riding
service in China. The experimental results also demonstrate
the effectiveness of the proposed method.

In addition to vehicular transportation, the railway delay
analysis based on STGCN was also conducted in [81]. In
particular, the authors in this paper adopt STGCN to predict
cascading delays in the British railway, where cascading delays
are also regarded as anomalies since they are often deviated
from normal operations of railways. Although the authors do
not provide the dataset for their experiments, they explicitly
describe the data collection approach to crawling the railway
data from National Rail Enquiries Data Feeds12. Experimental
results also demonstrate the superior performance than other
statistical methods.

D. Challenges and Open Issues
Although GNNs have shown their strengths in anomaly de-

tection in smart transportation, there are still some challenges
that need to be well addressed before the formal adoption
of GNNs in smart transportation. We next present several
representative open issues as follows.

• Data heterogeneity. In urban transportation systems, there
are multiple types of traffic data, such as videos (from
surveillance cameras), traffic speeds, crowd flows, trav-
elling time, etc. Moreover, external factors such as road
structures and weather conditions can also influence traf-
fic flows [92]. It is challenging to train GNNs to learn
from heterogeneous traffic data.

• Imbalance of traffic anomaly data. Most of public traffic
datasets only contain normal traffic data samples while
few of them provide traffic anomalies. Many studies
either manually inject traffic anomalies [75] or insert
traffic anomalies through external sources from accident
reports or social networks [78]. Compared with normal
traffic data samples, traffic anomalies only occupy a small
portion of the entire dataset. The imbalanced dataset often
leads to poor performance [93]. It is a future direction to
address the imbalanced traffic-anomaly data.

• Dynamics of traffic data. Both the road structure and
transportation infrastructure are suffering from dynamics
due to multiple factors, such as removal, relocation,
and adding of road segments, intersections, and links.
As a result, the well-trained GNN models based on
massive historical traffic data cannot well handle these
new scenarios. Meanwhile, it also takes a long time to
re-train the entire GNN model. Thus, it is expected to
address this emerging issue in the future, especially for
anomaly detection in smart transportation.

12https://www.nationalrail.co.uk/46391.aspx

https://github.com/toddwschneider/nyc-citibike-data
https://www.crcv.ucf.edu/projects/Abnormal_Crowd/
https://www.crcv.ucf.edu/projects/Abnormal_Crowd/
https://www.nationalrail.co.uk/46391.aspx
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Fig. 4. IIoT for an energy industry

V. IIOT-ENABLED SMART ENERGY

The ever growing global population drives the huge demand
on energy. However, the current energy supplies heavily de-
pend on fossil fuels, consequently bringing huge Carbon diox-
ide (CO2) emissions to the atmosphere. The recent renewable
energies (REs) such as wind power, photovoltaic (PV) energy,
and hydroelectric power can provide alternative energy sources
to reduce the dependence on fossil fuels [94]. The new REs
sources also promote the revolutionary upgrading of smart
energy systems, which consist of distributed energy generation
components, energy transmission, and energy consumption
networks. However, both decentralization and complexity of
the system also pose challenges of maintaining the reliability,
safety, and security of smart energy systems.

The recent advances of IIoT bring opportunities to address
the challenges of smart energy systems. Firstly, the wide adop-
tion of IIoT can establish the advanced metering infrastructure
(AMI) for energy systems. AMI equipped with sensors, smart
meters, and controllers can measure the energy data from
energy generation to energy consumption so as to provide
better services [95]. Secondly, REs sources often suffer from
unstable energy supply due to the fluctuated weather condition
(e.g., wind, and drought). Thus, the auxiliary energy storage
devices are often accompanied by REs sources to balance the
supply while IoT devices deployed at both energy storage
devices and REs sources can measure the voltage level to
balance the entire system [96].

Fig. 4 shows an IIoT-enabled smart energy industry. The
energy comes from a wide range of sources, including coal,
hydro, wind, natural gas, nuclear, solar, and so on, forming
a complex infrastructure for the energy industry. The data
generated and/or collected by IIoT devices at each source site

can be first processed by edge AI (i.e., edge computing and
AI processing models) [97] and the results can be uploaded
to the cloud AI (i.e., cloud computing and AI models) for
further processing [98]. Alternatively, local IIoT data at each
site can be partitioned and uploaded to both edge AI and
cloud AI for processing, according to the application needs
and the computing capacity at the edge. Data analysis in
such an energy industry can benefit many aspects of business
operations, e.g., balancing the energy requirement between
energy sources, adjusting energy demands of a source site in
the event of an anomaly happening at another source site, and
facilitating the strategic policy changes such as reducing the
nuclear energy demands. However, if the collected/generated
data is tampered, the resulting decision from the data analysis
may harm the business operation. In addition, if certain faults
would happen in this complex energy infrastructure, efficient
detection or prediction would save significant loss and even
human lives. Since the integration of IIoT with smart energy
systems becomes an inevitable trend, it is a necessity to assure
the reliability and security of IIoT. Anomaly detection is a
prerequisite to assure reliable and secure IIoT systems, as
faults, errors, abnormal behaviors, and malicious activities
can be identified to offer early warnings [99]. Table III
summarizes the GNN-based solutions for anomaly detection
in smart energy. We next enumerate the solutions for detecting
anomalies in energy systems as follows.

A. Point

Faults can happen at every stage from power generation
to power consumption. The point anomaly in smart energy
system is often the event that diverges from normal measure-
ments.
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TABLE III
A SUMMARY OF THE GNN-BASED ANOMALY DETECTION SOLUTIONS IN IIOT-ENABLED SMART ENERGY.

Type of anomalies Public datasets/software GNN-based solutions

Point anomaly Dissolved-gas dataset of power transformers [100] [101]

Contextual anomaly SGCC electricity theft dataset, US Energy Information Administration
(EIA) dataset, energy consumption dataset of Ireland

[102] [103] [104] [105]

Collective anomaly IEEE 123 bus, IEEE 39 bus, IEEE 14 bus, IEEE 118 bus, the 68-bus
16-machine 5-area system, distribution grid of LBNL

[106] [107] [108] [109]

1) Public datasets: There are several public datasets for
point anomalies. In particular, the insulation at electricity
transformers is a necessity to guarantee the safety of electricity
systems. As one of widely-used insulation methods, the oil-
paper insulation often suffers from aging and dissolving. The
discharge faults or thermal faults at the transformers can
fasten the dissolving process of oil-paper insulators. Since the
dissolved process of oil-paper insulators also emits chemical
gas like C2H2, C2H4, and C2H6, the analysis of dissolved
gas can be used to detect insulation faults at transformers.
Ref. [110] presents a dissolved-gas dataset offered by SGCC.
This dataset contains a number of point anomalies, which
deviate from normal values.

2) GNN solutions to anomaly detection: There are several
studies toward solving anomaly detection. In particular, as
shown in [111], there are strong correlations between the
emitted gases and the fault types of transformers. However,
it is challenging for traditional machine learning models to
characterize the complex nonlinear relationship between the
types of dissolved gases and the types of transformer faults.
The recent study [100] proposes using GCNs for analyzing
the nonlinear relationship mapping from the types of dissolved
gases to the types of transformer faults. Extensive experiments
on the above dissolved-gas dataset demonstrate a much higher
diagnostic accuracy than other conventional machine learning
methods.

Besides the fault-detection of transformers, GNN can also
be used for fault classification in PV arrays as in [101]. As
one of the main renewable energy sources, PV panels have
been widely deployed in harsh environments causing faults of
PV arrays. However, it is challenging to achieve automatic
detection of the faults of PV arrays. Specifically, a spatial
GCN is adopted in [101] for detecting PV faults with a limited
number of labelled samples.

B. Contextual

Smart energy systems often consist of sensors, smart meters,
and Phasor Measurement Units (PMUs) [112], which are
interconnected through Power Line Communications (PLCs)
and wireless communications. These IIoT devices can collect
and generate massive smart energy data, which can be used
to analyze faults, errors, and abnormal customer behaviours.
Contextual anomalies in smart energy refer to data samples,
which are anomalous to the remaining data samples in a
certain context. For example, an extremely high temperature
of a power line in winter can be regarded as an anomaly
but be regarded as a normal value in summer. For another

example, some malicious activities on energy consumption
may be regarded as normal while the given reference elec-
tricity consumption can help to detect the abnormal energy
consumption behaviours [113].

1) Public datasets: There are some public datasets avail-
able for contextual anomalies. In particular, the work [114]
presents a study on investigating electricity thefts, whose
electricity consumption is essentially anomalous to other
normal electricity customers. The abnormal behaviours of
electricity thefts include no obvious periodicity of electricity
consumption in contrast to normal customers. The electricity-
theft dataset13 was adopted in this study that was released
by State Grid Corporation of China (SGCC), contains the
electricity consumption data of 42,372 electricity customers
within more than two years (from Jan. 1, 2014 to Oct. 31,
2016). Meanwhile, the work [102] presents a study on power
outages in New York City influenced by weather conditions. In
particular, this study collects the Energy Information Admin-
istration (EIA) energy disturbance events (containing outages)
occurred from January 2011 to December 2013 among 26,304
data samples14 as well as weather measurement data according
to historical observations15 at the same period and weather
stations at the same region. Moreover, the work [113] presents
a labeled energy-consumption dataset from 500 energy cus-
tomers in Ireland16 though the labelled dataset is not officially
released (available upon request to the authors).

2) GNN solutions to anomaly detection: There are several
attempts in applying GNNs in contextual anomaly detection.
In particular, the work [102] leverages GCN [103] to learn
from weather measurement data to predict the power outages
at a given region. The power-outage problem is converted into
a contextual-anomaly detection problem, which is modeled by
a graph, in which weather stations are nodes and an edge rep-
resents the correlation of the measurements between the two
weather stations. The authors also manually label the power
outage event at each weather station (i.e., occurred or not).
Three variants of GCNs, clustering, selection GCN, and ag-
gregation GCN that are considered in this paper, demonstrate
the superior performance than conventional neural networks.
Moreover, the work [104] proposes a GCN-based method
for context anomaly detection (fault detection). In particular,
a structural analysis was first used to convert pre-diagnose

13https://github.com/henryRDlab/ElectricityTheftDetection/
14From January 2011 to December 2013 https://www.eia.gov/electricity/

monthly/
15http://wcai.wharton.upenn.edu/earth-networks-data-portal/
16https://www.ucd.ie/issda/data/commissionforenergyregulationcer/

https://github.com/henryRDlab/ElectricityTheftDetection/
https://www.eia.gov/electricity/monthly/
https://www.eia.gov/electricity/monthly/
 http://wcai.wharton.upenn.edu/earth-networks-data-portal/
https://www.ucd.ie/issda/data/commissionforenergyregulationcer/
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Fig. 5. GNN for fault location (reproduced from [106]).

results into graphs. Both graphs and measured datasets are
fed into the GCN for the fault detection. Experiments were
conducted on open-circuit fault datasets to evaluate the per-
formance of the proposed method. Furthermore, a STGCN-
based approach was proposed in [105] to investigate the short-
term voltage stability with consideration faults (i.e., context
anomalies). Realistic experiments on Guangdong Power Grid
were conducted to evaluate the proposed method.

C. Collective

Collective anomalies are a collection of data samples, which
are anomalous to the entire dataset. Regarding smart energy
systems, collective anomalies can happen at energy generation,
energy transmission, and energy consumption.

1) Public datasets: There are several public datasets avail-
able for collective-anomaly detection in smart energy systems.
The IEEE 123 bus is a typical benchmark system for node test
feeders in power systems [115]. In addition to the IEEE 123
bus system, IEEE 39 bus system [116]–[118], the IEEE 14 bus
system [119], the IEEE 118 bus system, and the 68-bus 16-
machine 5-area system [120] are alternative bus systems for
power grid though there are few studies on applying GNNs for
anomaly detection on them. Most of the above studies need
to conduct simulations to obtain measured data. In addition to
the above power grid systems, the work [121] also presents
a measurement study on micro-PMU sensors deployed in
smart grid. In particular, the dataset adopted for this study
is collected from a distribution grid of the Lawrence Berkeley
National Laboratory (LBNL)17.

2) GNN solutions to anomaly detection: There are several
recent advances in exploring GNNs for collective anomaly
detection. The work [106] adopts a GCN to localize faults in
power distribution networks. This fault-location problem is es-
sentially collective-anomaly detection, in which multiple faults
can be regarded as collective anomalies. Conventional CNN
methods cannot be applied to solve this problem because the
spatial-fault data in power distribution networks is no longer
falling into Euclidean domain. Therefore, this paper applies
a GCN framework to address this problem. In particular, the
load (i.e., voltage and current) of each node (i.e., a bus) in the
IEEE 123 bus system is measured. The measured data is then
converted to a weighted undirected graph, which is then fed
into GCN for further training, as shown in Fig. 5. Experimental
results demonstrate the effectiveness of the GCN model in

17LBNL open power data: https://powerdata.lbl.gov/

localizing faults. The GCN model adopted in this paper is
essentially obtained from [107]. Another similar work [108]
investigates the adoption of GCNs for power flow calculation
based on IEEE Case 69 data. Although this study mainly
focuses on deriving distribution characteristics of power flows,
the main methodology can be further used for anomaly detec-
tion in the future. Moreover, the work [109] integrates GCN
with long short-term memory (LSTM) network to construct the
recurrent graph convolutional network (RGCN). Experiments
on both IEEE 39 Bus and IEEE 300 Bus system verify the
effectiveness of the proposed RGCN model for collective
anomaly detection so as to ensure the stability of power grids.

D. Challenges and Open Issues

Despite the advances in applying GNNs in IIoT-enabled
energy systems, there are a number of challenges and open
issues to be solved in the future study. We enumerate several
major research problems as follows.

• Highly-reliable GNNs for smart energy systems. Smart
energy systems have a critical requirement on the relia-
bility of power systems. However, most of existing GNN
models cannot reach a quite high accuracy to ensure the
high reliability for the entire system though they can
assist incumbent systems to identify anomalies and faults.

• Explainable GNNs for smart energy systems. Like other
deep neural networks, the explainability of GNNs is
still not well explored, consequently limiting the wide
adoption of GNNs in industrial systems, especially for
smart energy systems, which have critical requirements
on the explainability of models. It is worth investigating
explainability of GNNs in the future [122].

• Integration of multiple GNNs for smart energy systems.
There are diverse types of energy data in smart energy
systems. For example, historical electricity consumption
data often have the temporal correlation across data
samples while fault-location data in smart grid have the
spatial correlation. To process and analyze the diverse
types of energy data (having both temporal and spatial
features), the integration of multiple GNNs, such as
GCNs with GRNN is a necessity in the future.

• Deployment of GNNs in smart energy systems. It takes
extensive computational power to train complex GNN
models. Since smart meters and IIoT nodes have limited
computing capability, they may not be suitable for train-
ing GNN models. Thus, it is a necessity to train GNN
models at remote cloud servers while the trained models
can be downloaded to local edge computing nodes or IIoT
nodes for consequent anomaly-detection tasks.

VI. IIOT-ENABLED SMART FACTORY

In recent years, with the fast development and deploy-
ment of 5G and IoT/IIoT [132]–[134], traditional factory
and manufacturing environment is carrying out its digital
transformation. While such a transformation brings benefits
for economics, the security of the industry systems is being
challenged [135]–[137]. This is largely due to the weakness
and the lack of security considerations of traditional industry

https://powerdata.lbl.gov/
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TABLE IV
A SUMMARY OF THE GNN-BASED ANOMALY DETECTION SOLUTIONS IN IIOT-ENABLED SMART FACTORY.

Type of anomalies Public datasets/software GNN-based solutions

Point anomaly Secure water treatment (SWaT), water distribution system (WADI),
and critical infrastructure security showdown (CISS) datasets

[123], [124], [125]

Contextual anomaly SWaT, WADI and BATADAL datasets, as well as the Xcos software
and epanetCPA toolbox

[124], [125], [126], [127], [128]

Collective anomaly LITNET-2020, M2M Using OPC UA, WUSTL-IIoT-2018 and KDD
1999 datasets, as well as the Xcos software and the epanetCPA tool

[129], [130], [131]

fault flaw

overheat

defect

Fig. 6. Anomaly detection in smart factory

systems. Anomaly detection is an important tool to ensure
an effective identification of anomalous system behaviours
in smart factories [138], [139]. Fig. 6 shows several typical
anomalies such as an overheated lathe, defected products,
flaws with the package, and other faults. Follow-up mainte-
nance actions can be performed in time to ensure the healthy
of the operation and production systems. In this section, the
three types of anomalies, i.e., point, contextual, and collective
anomalies, in the context of IIoT-enabled smart factory and
manufacturing will be illustrated and how GNN can enable an
effective anomaly detection in this context will be elaborated.
The challenges and open issues will be provided and discussed
for guiding the future research in this field. A summary of this
section is provided in Table IV.

A. Point

Point anomalies are the ones that are observed anomalous
with respect to the rest of the data in the factory/manufacturing
system without any prior indication. Such anomalies may be
manifested in a single variable of a factory component, e.g., a
meter reading. For example, in a time-series temperature data
for a manufacturing machine, a point anomaly may refer to
an anomalous reading returning to its previous normal state
within a very short period. They may also be observed in
multiple variables of a component where all the related vari-
ables are out of bounds at the same time, e.g., temperature and
CPU usage, as the behaviors of some variables are interrelated

in nature. In addition, point anomalies may also be the ones
that are immediately observed without taking into account the
temporal behavior. Such anomalies may not be detected in real
time but would need to be detected effectively so as to avoid
the “butterfly effect” to slow down or malfunction the whole
manufacturing system.

1) Public datasets: Most of the available public datasets
can be used for the detection of point anomalies although
they are mainly used for detecting other types of anomalies.
Singapore’s Centre for Research in Cyber Security published
a set of datasets for the research of anomaly detection
in secure water treatment and water distribution systems18.
They are maintaining four testbeds: electric power intelligent
control (EPIC), internet of things automatic security testbed
(IoTAS), secure water treatment (SWaT), and water distribu-
tion (WADI). SWaT is the dataset collected from continuous
operations in the testbed in 11 days, where 7 days were under
normal operations and 4 days were under attack scenarios.
There were 41 attacks launched and the associated abnormal
behaviors were labeled. WADI is a similar dataset collected
from a different testbed, with 16 days of continuous operations
(2 days were under attack scenarios with 15 types of attacks,
the rest days were with normal operations). The data were col-
lected from 123 sensors and actuators. There is another dataset
named Critical Infrastructure Security Showdown (CISS) that
is aimed at detecting cyber attacks launched in real-time on
SWaT.

2) GNN solutions to anomaly detection: Point anomalies
in smart factory and manufacturing environment can be de-
tected using many techniques, such as bound/limit checking,
rule-based, clustering and classification [140]. Many machine
learning and deep learning techniques have been used to ex-
tract anomaly detection rules and then detect point anomalies,
including traditional convolutional neural network (CNN) and
LSTM. Due to the incapability of capturing the non-Euclidean
data in many real-world manufacturing scenarios, GNN-based
solutions have been proposed.

Due to the popularity of one class support vector machine
in detecting outliers, Wang et al. [123] generalized it to graph
data and proposed one class graph neural network (OCGNN)
that is a one class classification framework for detecting
anomalies in graph data. OCGNN can achieve the well-known
one class objective using the powerful representation ability of
GNN.

18https://itrust.sutd.edu.sg/itrust-labs datasets/dataset info/

https://itrust.sutd.edu.sg/itrust-labs_datasets/dataset_info/


JOURNAL OF LATEX CLASS FILES, VOL. XX, NO. X, XXX 11

For the concern of multiple variables in a time series data,
Deng and Hooi [124] proposed a structure learning approach
in combination of GNN and used attention weights to provide
explainability for the detected anomalies. The proposed solu-
tion can handle high-dimensional time series data. Especially,
it is able to capture the complex inter-variable relationships,
and detects the deviation from the normal relationships.

In addition, Zhao et al. [125] also addressed the anomaly
detection on multivariate time-series. They proposed a self-
supervised approach where each univariate time-series was
treated as an individual feature, and two graph-attention layers
were used in parallel to learn the dependencies of multivariate
time-series in both feature and temporal dimensions.

B. Contextual

The smart factory and manufacturing system usually con-
sists of a considerable number of sensors, instruments, and
other IoT devices interconnected to achieve many production
purposes. Certain components may also connect with other
systems in the factory, across factories or even a third-
party system. With such a distributed environment, accurate
anomaly detection shall consider contextual information. Such
information may include temporal context, spatial context, and
external context [141]. The temporal context is the one that
is usually shown in the time-series data where the temporal
correlation exists between observations. The spatial context
usually refers to the position information of the devices where
the spatial correlation exists when the devices are working
together to carry out one task in the production environment.
The external context explains how the externally connected
systems affect the internal monitoring system. For example,
temperature control of a production system might be related
to the weather condition outside the factory. The weather con-
dition could be measured by additional sensors from outside
of the building.

1) Public datasets: Both SWaT and WADI datasets men-
tioned in Section VI-A1 contain the contextual data as well.
Supervisory control and data acquisition (SCADA) is an
important control and data collection mechanism in the indus-
trial system. BATADAL data is the data on hourly historical
SCADA operations19. It contains three datasets, where the first
one contains the data for one-year-long normal operations, and
the second and the third ones contain the data with 14 attacks.
The Xcos software20 developed by SciLab is an open source
software that can design hybrid dynamical system models with
the functionalities for modeling of mechanical systems (e.g.,
automotive and aeronautics), hydraulic circuits (e.g., dam and
pipe modeling), control systems, etc. This software can be
used to general industrial operational contextual data [142].
Meanwhile, epanetCPA21 is an open-source MATLAB toolbox
for modelling the hydraulic response of water distribution
systems to cyber-physical attacks. It can be used to generate
contextual dataset for anomaly detection.

19http://www.batadal.net/data.html
20https://www.scilab.org/software/xcos
21https://github.com/rtaormina/epanetCPA

2) GNN solutions to anomaly detection: Some of the
methods mentioned in Section VI-A2 for anomaly detection
on multivariate time-series data can also be adopted here for
detecting contextual anomalies, e.g., [124], [125]. To achieve
this purpose, the modeling purpose shall shift to finding the
relationship among multiple variables.

To comprehensively consider all possible structural, context,
and temporal features in anomaly detection, Zheng et al. [126]
proposed an end-to-end anomalous edge detection framework,
called AddGraph, based on an extended temporal GCN with
the attention mechanism. The proposed model can capture both
short-term and long-term patterns in dynamic graphs.

Statistical features of the data, such as network traffic are
very important for detecting contextual anomalies, but they
were usually carried out manually using expert knowledge.
To avoid manual extraction of statistical features, Xiao et al.
[127] developed an approach with two graphs: first-order graph
and second-order graph. The former learns the latent features
from a single entity such as a host or a variable, and the latter
learns the latent features from a global point of view. The
automatically extracted features can be used to train machine
learning models for classifying network anomalies.

A graph based method was proposed in [128] to learn
dependencies between variables in time-series data. Nodes in
the graph represent individual observations or sequences of
observations, where the weighting of the link between nodes
represents the degree of dependencies on other nodes. Low
weighting shows that node is flagged as anomalous.

C. Collective

Different from the contextual anomalies which focus on
a data instance, collective anomalies essentially is a collec-
tion of related data instances where they are anomalous as
a group with respect to the entire dataset. Note that the
individual data instance in a collective anomaly may not show
abnormal behaviors but their occurrence as a group exhibits
the anomalous bahavior. For example, in an industry setting,
the memory usage of a server may be normal individually
compared with the historical records. But if the pattern of the
memory consumption, as time goes, meets certain criteria, it
could show a memory leak as result of a collective anomaly.
In addition, on the way towards Industry 4.0, many industry
devices/sensors will adopt machine learning models to make
autonomous decisions. Some potential ethical issues may
surface, resulting from a collection of sensors collectively
behaving some anomalous actions e.g. making bias decisions.
This can also be treated as collective anomalies.

1) Public datasets: The Xcos software and the epanetCPA
tool mentioned in Section VI-B1 can be used to generate
collective datasets for anomaly detection. In addition, Denial
of Service/Distributed Denial of Service (DoS/DDoS) attack
is a good example of collective anomalies. LITNET-2020 is an
annotated network benchmark dataset obtained from the real-
world academic network. It contains 85 network flow features
of the dataset and 12 attack types. “M2M Using OPC UA”
[143] is a dataset generated by injecting various attacks on
a OPC UA based Cyber-Physical Production Systems testbed.

http://www.batadal.net/data.html
https://www.scilab.org/software/xcos
https://github.com/rtaormina/epanetCPA
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The attacks include DoS, eavesdropping or Man-in-the-middle
attacks, and impersonation or spoofing attacks22. “WUSTL-
IIoT-2018” is a dataset used for the SCADA cybersecurity
research, where the attacks include port scanner, address scan,
device identification, device identification (aggressive mode),
and exploit23. It is also a useful dataset for carrying out the
research of the detection on collective anomalies. In addition,
the KDD 1999 dataset24 has also been widely used to validate
the effectiveness of collective anomaly detection algorithms.

2) GNN solutions to anomaly detection: Jiang et al. [129]
devised a GCN-based anomaly detection model that can cap-
ture the entities’ properties and structural information between
them into graphs. With the proposed model, both abnormal
behaviors of individuals and the associated anomalous groups
can be detected.

Botnets are a major source for DoS/DDoS attacks which
can result in collective anomalies. Zhou et al. [130] developed
a GNN-based approach to detect the hierarchical structure of
centralized botnets and the fast-mixing structure for decen-
tralized botnets. The outcome will then be used for learning
policies for automatic botnet detection.

Protogerou et al. [131] developed a multi-agent system to
exploit the collaborative and cooperative nature of intelligent
agents for anomaly detection. Each agent will be implemented
using a GNN that can learn the representation of physical
networks. This distributed detection approach can carry out
the efficient monitoring of the entire network infrastructure and
can be treated as a potential candidate solution for detecting
collective anomalies.

D. Challenges and Open Issues

Although GNN has been used for enhancing the perfor-
mance of anomaly detection in smart factory and manufactur-
ing systems, there are still several challenges and open issues
that need to investigate in future studies.

• The effectiveness of GNN modeling. Some data has a clear
indication of node and link representation in GNN, while
some may be not that straightforward. For example, the
node in GNN can directly model the node in an industrial
device/sensor, and the edge is the relationship between
devices. In addition, the node in GNN could model a
variable in a dataset, and the edge is the relationship
between variables. It is still an important issue that which
part of the data is the node in GNN and which part is
the edge.

• A combination of point, collective and contextual anoma-
lies. It is more challenging for anomaly detection if
a combination of types of anomalies shows, such as
detecting collective contextual anomalies. Dou, Yang and
Poor [144] proposed a framework for discovering this
type of anomalies in multiple time-series based on a com-
bination of several techniques including deep learning,
time-series modeling, and graph analysis. In addition, a
recent study used graph autoencoders for group anomaly

22https://ieee-dataport.org/open-access/m2m-using-opc-ua
23https://www.cse.wustl.edu/∼jain/iiot/index.html
24http://kdd.ics.uci.edu/databases/kddcup99/kddcup99.html

detection, where graph representation learning is achieved
to detect collective anomalies by exploiting their graph
structures25. The research in this horizon is still in its
infancy especially in the field of anomaly detection in
the smart factory and manufacturing.

• Working with other machine learning techniques. GNN
is a model to effectively learn the node representation.
This representation can then be used to work with other
machine learning and deep learning techniques for car-
rying out anomaly detection. Factory and manufacturing
environment is complex. It is important to carefully con-
sider the output of GNN and the input of other machine
learning models for more effective and accurate anomaly
detection.

VII. CASE STUDIES

In this section, we present several representative case stud-
ies to illustrate how GNN-based models work for anomaly
detection.

A. STGNN-based model for detecting collective anomalies in
a public transportation system

The collective anomalies in public transportation systems
are often the root cause of traffic jams. It is a necessity to
detect traffic anomalies in public transportation systems though
it is often a challenging task since traffic anomalies are affected
by multiple factors, such as accidents, gathering, criminals,
and public events. However, existing deep learning models
can either capture spatial features (e.g., road structures) or
temporal features (e.g., number of vehicles across a road per
hour), but not both. Thus, GNN-based models have potential
to address this challenge since they have strong capability to
learn from spatial-temporal features together.

We will next demonstrate that an STGNN-based model
can be used for detecting collective anomalies in a public
transportation system. Fig. 7 depicts the proposed STGNN for
traffic anomaly detection. The proposed method works in the
following three steps.

In Step 1, we need to obtain historical traffic-flow data
from the public transportation system. The traffic-flow data
includes station ID, station location, and historical crowd flows
at a certain station and a certain time. The crowd flows can
be essentially obtained by check-in/out records (i.e., recorded
by NFC-based tokens or cards) of the public transportation
system. In particular, we denote the incoming crowd flows
at a station Ti by Cin,Ti

and the outgoing crowd flows at
Ti by Cout,Ti . In addition, we can obtain traffic anomalies
from historical records of accidents, gathering events, criminal
reports, and other public events. The anomaly data needs to
be associated with the crow-flow data according the spatial-
temporal correlations. In Step 2, we need to convert traffic-flow
data into graphs (e.g., incidence graphs), which can be further
processed by our STGNN. Meanwhile, historical anomalies
need to integrated with the traffic flows. In Step 3, we then
construct the STGNN, which consists of multiple layers. The

25https://grlearning.github.io/papers/85.pdf

https://ieee-dataport.org/open-access/m2m-using-opc-ua
https://www.cse.wustl.edu/~jain/iiot/index.html
http://kdd.ics.uci.edu/databases/kddcup99/kddcup99.html
https://grlearning.github.io/papers/85.pdf
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first GNN layer is used to capture the spatial features while the
second LSTM layer is used to extract temporal features from
the historical traffic flows. We next adopt another GNN layer
to further explore the spatial-temporal dependencies obtained
by the first two layers. We finally predict (i.e., classify the
anomalies from normal traffic flows) after passing the spatial-
temporal features by a CNN layer.

It is worth mentioning that this general framework can be
further extended by replacing neural modules by other variants
to further improve the performance. For example, we can
replace the LSTM module by a GRU. Meanwhile, the attention
mechanism can be also leveraged to improve the learning
effectiveness.

B. GCN for detecting point anomalies in power transformers

Since power transformers play an important role between
power transmission and power distribution, the reliability
of power transforms is crucial for the safety assurance of
electricity systems. The faulty transformers emit huge amount
of dissolved gases such as C2H6, C2H2, and C2H4, which
are indicators for transformer faults. The dissolved gases can
be regarded as point anomalies for analysing faults of power
transformers.

We therefore design a GCN-based model for detecting
point anomalies in power transformers. Fig. 8 depicts the
working flow of this model for anomaly detection of power
transformers. Firstly, we can obtain historical DGA data from
public datasets such as [110]. After applying the Siamese
network and k-nearest neighbor (kNN) approaches, we can
generate the well-formed input datasets, which consist of
(S,A), where S represents the feature matrix of dissolve gases
and A denotes the adjacency matrix (i.e., characterizing the
similarity between historical samples and current samples).

We then feed the input datasets into a GCN, as shown in
Fig. 8. The benefits of using the GCN instead of conventional
CNNs or other machine learning methods lie in the strong
learning capability of GCNs in characterizing the nonlinear
correlations between the types of dissolved gases and the types
of transformer faults. Our GCN consists of three layers of
graph convolution layers (each of which is denoted by Graph
Conv). In particular, we have

Conv(i) = g
(
Conv(i− 1),A

)
, (1)

where g(·, ·) denotes a non-linear function, i ∈ {1, · · · , N},
and N denotes the number of graph convolution layers. When
i = 1, Conv(1) = g(S,A).

Meanwhile, we also add a dropout-based hidden layer and
a rectified linear activation unit (ReLU) between two adjacent
graph convolution layers so as to avoid overfitting and improve
learning effect. Finally, we apply a softmax function to finalize
the classification results O after passing through a fully-
connected layer (i.e., Full Conn).

We will explore the usage of GCN and other GNN models
in anomaly detection in other smart energy systems, such as
REs since GNN models have the strengths in capturing spatial
correlations whereas there may existing spatial correlations
amount multiple REs.

C. GCN-based model for detecting collective anomalies in the
smart factory

Collective anomalies in a smart factory are usually not easy
to detect. That is because, first, there are massive industrial
internet of things (IIoT) devices, and second, individual de-
vices seem to function as normal but the behaviour of many
IIoT devices as a whole is abnormal. In this section, we will
elaborate a concrete example of how GNN can be used to
detect collective anomalies in the smart factory.

In a smart factory as shown in Fig. 9, PLC is an in-
dustrial digital computer that is designed for the control of
manufacturing processes. Each PLC is associated with several
IIoT devices, and a PLC is often networked to other PLC.
IIoT devices usually need to be patched due to e.g. security
reasons. Collective anomalies may happen when the program
of several IIoT devices like environmental control devices and
robot control devices is changed/patched but the corresponding
programmable logic controller (PLC) is not upgraded.

Many traditional anomaly detection methods only consider
the features of IIoT devices or PLC. However, in order to
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Fig. 9. GCN for anomaly detection in smart factory

detect collective anomalies, the relationships between IIoT
devices or PLC is also important. GNN is a good candidate
to capture such relationships, and thus it has the potential to
effectively detect collective anomalies.

In this case study, we resort to a typical example of
GNN, GCN for the detection of collective anomalies. First,
we transform the industrial communication network and the
behaviours of IIoT devices and PLC into a graph. The nodes
of the graph denote the IIoT devices and PLC as well as other
possible factory devices, and the edges between nodes are the
structural information of these devices.

Then, we can design a GCN based anomaly detection
model. It can be an n-layers GCN model with a softmax
layer to train a binary classification model for “normal” and
“abnormal”. A softmax activation function, shown in Eq. (2)
can be used to calculate the classification of each node.

σ(~zi) =
ezi∑2
i=1 e

zk
, (2)

where σ denotes the softmax, ~zi represents the input vector,
ezi is the standard exponential function for the input vector,
and ezk is the standard exponential function for the output
vector. The input of the GCN model is the graph containing
the IIoT devices and PLC as the nodes with features, and the
connections between nodes as edges of the graph. In practice,
the inputs are two matrices, one is the node feature matrix
and the other is the node adjacency matrix. Batch gradient
descent can be used to train the weights of the GCN model.
The GCN model can output the binary classification of normal
and abnormal for each node.

VIII. CONCLUSION

This paper provided a useful investigation for GNN-
empowered anomaly detection solutions for IIoT-enabled
smart transportation, smart energy, and smart factory. In partic-
ular, a deeper understanding of three types of anomalies, i.e.,
point, contextual, and collective anomalies, in the context of
above IIoT applications was provided. In addition, the useful
public datasets were provided for each type of anomalies in the
corresponding IIoT applications. Further, important research
challenges and open issues of GNN-based anomaly detection
solutions for the three investigated IIoT applications were
provided and discussed. Finally, we show three case studies
of the use of GNN in addressing anomaly detection problems
in IIoT-enabled smart transportation, smart energy, and smart

factory. We hope that this paper provides useful guidance for
the future research in this area.
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