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Abstract: Let 1 ≤ r < n be integers. We give a proof that the group Aut(XN
n ,σn) of

automorphisms of the one-sided shift on n letters embeds naturally as a subgroup Hn of the
outer automorphism group Out(Gn,r) of the Higman–Thompson group Gn,r. From this, we
can represent the elements of Aut(XN

n ,σn) by finite state non-initial transducers admitting a
very strong synchronizing condition.

Let H ∈Hn and write |H| for the number of states of the minimal transducer representing
H. We show that H can be written as a product of at most |H| torsion elements. This result
strengthens a similar result of Boyle, Franks and Kitchens, where the decomposition involves
more complex torsion elements and also does not support practical a priori estimates of the
length of the resulting product.

We also explore the number of foldings of de Bruijn graphs and give a counting result
for these for word length 2 and alphabet size n.

Finally, we offer new proofs of some known results about Aut(XN
n ,σn).
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1 Introduction

Let 1 ≤ r < n be integers. In this article, we prove that the group Aut(XN
n ,σn) of automorphisms of

the one-sided full shift is isomorphic to a subgroup Hn of the group of outer automorphisms of the
Higman–Thompson groups Gn,r. Using this embedding we are able to study Aut(XN

n ,σn) from a new
perspective.

Fix an alphabet Xn := {0,1,2 . . . ,n−1} of size n. The shift map σn on the Cantor space of infinite
sequences XN

n is the map which shifts a sequence to the left; i.e., a point that was formerly at index i+1
now occupies the index i. An automorphism of the dynamical system (XN

n ,σn), is a homeomorphism of
XN

n that commutes with the map σn. The collection of all such automorphisms forms a group Aut(XN
n ,σn).

We refer to this group as the group of automorphisms of the shift dynamical system.
The group Aut(XN

n ,σn) has been well studied (although many questions about it remain). For instance,
the seminal paper of Hedlund [14] shows that elements of this group can be represented by sliding block
codes requiring no future information. In the same paper, as mentioned above, it is shown that if n = 2,
this group is isomorphic to the cyclic group of order 2; in the paper [8] the finite subgroups of Aut(XN

n ,σn)
are characterized, and a full description of the numbers which arise as the order of some torsion element
is also given.

The paper [5] gives a description of Out(Gn,r) as a particular group of non-initial transducers. Note
that here a transducer is a finite state machine where each state reads an element from an input alphabet,
possibly changes state, and writes a string from an output alphabet. Let T be such a transducer. We call
the number of states of T the size of T and denote this by |T |.

While realizing elements of Aut(XN
n ,σn) by transducers has been seen before (see [8, 13]), our

realization takes advantage of extra structure arising from a small category of “folded” de Bruijn graphs.
These are a special set of labeled directed graphs each admitting a synchronizing condition stronger than
that appearing in the literature around the Road Colouring Problem and the C̆erný Conjecture. We refer
to these as strongly synchronizing automata, below. Using this structure, we give a combinatorial proof
of the following theorem (see Theorem 5.4 for the more detailed statement).

Theorem 1.1. Let n > 1 be an integer. An element T ∈Hn ∼= Aut(XN
n ,σn) can be written as a product of

at most |T | elements of Hn arising from automorphisms of directed graphs which are quotients of the
underlying graph of T .

This result is an improvement on a similar result in [8]. There, in order to decompose an element T
of Aut(XN

n ,σn) as a product of torsion elements, one first needs to construct, in the best case, a graph
with vertex size of the order of n|T |, and it is unclear at the end how many torsion elements one ends up
with in the decomposition. Our decomposition on the other hand begins with the transducer T and at
each step i, produces a torsion factor Hi of T with strictly fewer states than T .

We also give new combinatorial arguments for the following two results (see Section 4).

• Any finite subgroup of Aut(XN
n ,σn) is isomorphic to a subgroup of automorphisms of a folded

de Bruijn graph. For any such strongly synchronizing automaton the group of label ignoring
automorphisms embeds as a subgroup of Aut(XZ

n ,σn). For the full one-sided shift, the directed
graphs arising from state splitting as described in [8] and [3] are actually unlabeled directed graphs
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of strongly synchronizing automata when the directions of the arrows are reversed. Thus, this
embedding result is implicit in [8, 3].

• When n = 2, the unlabeled directed graph corresponding to a strongly synchronizing automaton
over a 2 letter alphabet either has trivial automorphism group or its automorphism group is
isomorphic to the cyclic group of order 2. This gives a new proof of a classic result of Hedlund
[14] that Aut(XN

2 ,σ2)∼=C2. (Note that in [8] it is shown that when n > 2 that Aut(XN
n ,σn) contains

a non-abelian free group.)

Our next result is the promised embedding of Aut(XN
n ,σn) in Out(Gn,r) (given in Section 3). Recall

that the Higman–Thompson groups Gn,r, for 1≤ r < n, are among the first examples of finitely presented
infinite simple groups (when n is even Gn,r is simple, and otherwise its derived subgroup is simple, see
[15]).

Theorem 1.2. Let 1≤ r < n be integers, then Aut(XN
n ,σn) embeds as a subgroup of Out(Gn,r).

We briefly discuss the strategy of the proof.
A synchronous transducer that satisfies the strong synchronizing condition induces in a natural way

a shift commuting map on XN
n . The subgroup of Out(Gn,r) consisting of synchronous transducers that

induce automorphisms of (XN
n ,σn) is what is denoted in the paper [5] as Hn. (A result of [5] asserts

that Hn does not depend on r.) The action of Hn on XN
n yields an injective homomorphism to the

group Aut(XN
n ,σn). In order to show that this map is onto, we use the characterization by Hedlund of

automorphisms of (XN
n ,σn) as sliding block codes which require no past information; we show that a

sliding block code with no past information can be simulated by a strongly synchronizing transducer. Thus,
we show that Aut(XN

n ,σn) is isomorphic to the group Hn of bi-synchronizing synchronous transducers. It
is in the framework of this group Hn, that we prove the results stated above.

As mentioned above, in the discussion of the group Aut(XN
n ,σn), there arises an interesting family of

small categories of automata and foldings between them. The automata in any such category are what we
call strongly synchronizing automata, below, and are a finite set of natural quotients of some particular de
Bruijn graph ([10]). The categories are organized in a two-parameter family, and our final result (given in
Section 6) is to count the number of elements in any such category when one of the parameters is less
than or equal to 2, extending earlier results from [6]. The Bell number B(a), the number of partitions of a
set of size a, naturally occurs in the obtained formula.

Theorem 1.3. The number of foldings of the de Bruijn graph with word length 2 over an alphabet of
cardinality n is

∑
π

|π|

∏
i=1

R(|π|, |Ai|),

where π runs over partitions of the alphabet, Ai is the ith part, and

R(s, t) = ∑
ρ

(−1)|ρ|−1(|ρ|−1)!
|ρ|

∏
i=1

B(|Ci|s),

where ρ runs over all partitions of {1, . . . , t}, and Ci is the ith part.
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2 The Curtis, Hedlund, Lyndon Theorem

In this paper, unlike the paper of Hedlund [14], operators will be on the right of their arguments; but
sequences will be indexed from left to right in the usual way.

We begin with some basic definitions and notation.
We denote by Xn the n-element set {0,1, . . . ,n− 1}. Then X∗n denotes the set of all finite strings

(including the empty string ε) consisting of elements of Xn. For an element w ∈ X∗n , we let |w| denote the
length of w (so that |ε|= 0). We further define

X+
n = X∗n \{ε}, Xk

n = {w ∈ X∗n : |W |= k}, X≤k
n =

⋃
0≤i≤k

X i
n.

We denote the concatenation of strings x,y ∈ X∗n by xy; in this notation we do not distinguish between an
element of Xn and the corresponding element of X1

n .
For x,x1,x2 ∈ X∗n , if x is the concatenation x1x2 of x1 and x2, we write x2 = x− x1. One can think of

the minus operator as “subtracting off a prefix”.
A bi-infinite sequence is a map x : Z→ Xn. We sometimes write this sequence as . . .x−1x0x1x2 . . . ,

where xi = x(i) ∈ Xn (we use left actions for determining sequences). We denote the set of such sequences
by XZ

n . In a similar way, we define a (positive) singly-infinite sequence as a map x : N→ Xn (where, by
convention, 0 ∈ N). We write such a sequence as x0x1x2 . . . and denote the set of all such maps as XN

n .
Finally, we also set X−Nn for the set of all maps x : X−Nn → Xn (the (negative) singly infinite sequences).
Such a map will be written as a sequence . . .x−2x−1x0.

Normally, one thinks of a full one-sided shift as (XN
n ,σn), where the shift operator σn operates as

y = xσn, where yi = xi+1 for all i∈N. However, in our context it will be much more natural to think of the
one-sided shift space as (X−Nn ,σn), where the shift operator σn operates as y = xσn, where yi = xi−1 for
all i ∈ −N. In Hedlund’s characterization, the automorphisms of (X−Nn ,σn) are sliding block codes that
rely on no future information, instead of no past information. This will ease many notational difficulties
later on.

We can concatenate a string y ∈ X∗n with a singly infinite string x ∈ X−Nn , by adding y as a suffix to
x. We will sometimes subtract a finite string y from a singly infinite string x which has y as a suffix by
deleting the suffix y.

For a string ν ∈ X∗n we write [ν ] for the set of all elements of X−Nn with ν as a suffix. Clearly
[ε] = X−Nn .

Let F(Xn,m) denote the set of functions from Xm
n to Xn. Then, for all m,r > 0, and all f ∈ F(Xn,m),

we define a map fr : Xm+r−1
n → X r

n as follows.

Let x = x−m−r+2 . . .x0. For −r+ 1 ≤ i ≤ 0, set yi = (xi−m+1xi−m+2 . . .xi) f . Then x fr = y,
where y = y−r+1 . . .y0.

In other words, we take a “window” of length m which slides along the sequence x, and at the ith step
we apply f to the symbols visible in the window. (One may think of the map as acting on the rightmost
letter in the viewing window, with m−1 digits of history.) This procedure can be extended to define a
map f∞ : XZ

n → XZ
n , by setting x f∞ = y where yi = (xi−m+1 . . .xi) f for all i ∈ Z; and similarly for X−Nn .

A function f ∈ F(Xn,m) is called right permutive if, for distinct x,y ∈ Xn and any fixed block
a ∈ Xm−1

n , we have (ax) f 6= (ay) f . Alternatively, the map from Xn to itself given by x 7→ (ax) f is a
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permutation for all a ∈ Xm−1
n . Analogously, a function f ∈ F(Xn,m) is called left permutive if the map

from Xn to itself given by x 7→ (xa) f is a permutation for all a ∈ Xm−1
n .

We note that, if f is not right permutive, then the induced map f∞ from X−Nn to itself is not injective.
The preceding sentence is false if we replace ‘right’ with ‘left’. For example, take the map g ∈ F(X3,2)
defined by ax 7→ x for all x ∈ {0,1,2} and all a ∈ {0,1}; 20 7→ 1, 21 7→ 0 and 22 7→ 2. Then g is right
permutive but not left permutive and g∞ is a bijection. It is not always the case that a right permutive
map f ∈ F(Xn,m) induces a bijective map f∞ : XN

n → XN
n . For example the map f ∈ F(X3,2) defined

by a0 7→ 0, a1 7→ 2, a2 7→ 1 for all a ∈ {0,1}; 20 7→ 1, 21 7→ 0, 22 7→ 2 is a right permutive map such
that (. . .111 . . .) f∞ = (. . .222 . . .) f∞. We note that a right permutive map always induces a surjective map
from X−Nn to itself.

Remark 2.1. Observe that, if f ∈ F(Xn,m) and k ≥ 1, then the map g ∈ F(Xn,m+ k) given by

(x−m−k+1 . . .x0)g = (x−m+1 . . .x0) f ,

satisfies g∞ = f∞.

The sets XZ
n , XN

n and X−Nn are topological spaces, equipped with the Tychonoff product topology
derived from the discrete topology on Xn. Each is homeomorphic to Cantor space. The set {[ν ] | ν ∈ X∗n }
is a basis of clopen sets for the topology on X−Nn .

In this paper the shift map σn is the map which sends a sequence x in XZ
n or XN

n to the sequence y
given by y(i) = x(i−1) for all i in Z or −N respectively.

The following result is due to Curtis, Hedlund and Lyndon [14, Theorem 3.1]:

Theorem 2.2. Let f ∈ F(Xn,m). Then f∞ is continuous on X−Nn and XZ
n and commutes with the shift

map on XZ
n and X−Nn .

A continuous function from XZ
n to itself which commutes with the shift map is called an endomorphism

of the shift dynamical system (XZ
n ,σn). If the function is invertible, since XZ

n is compact and Hausdorff,
its inverse is continuous: it is an automorphism of the shift system. The sets of endomorphisms and of
automorphisms are denoted by End(XZ

n ,σn) and Aut(XZ
n ,σn) respectively. Under composition, the first

is a monoid, and the second a group.
Analogously, a continuous function from X−Nn to itself which commutes with the shift map on this

space is an endomorphism of the one-sided shift (X−Nn ,σn); if it is invertible, it is an automorphism of
this shift system. The sets of such maps are denoted by End(X−Nn ,σn) and Aut(X−Nn ,σn); again the first
is a monoid and the second a group.

Note that σn ∈ Aut(XZ
n ,σn), whereas σn ∈ End(X−Nn ,σn)\Aut(X−Nn ,σn). More generally, the inclu-

sions
End(X−Nn ,σn)( End(XZ

n ,σn) and Aut(X−Nn ,σn)( Aut(XZ
n ,σn)

are valid.
Define

F∞(Xn) :=
⋃

m≥0

{ f∞ : f ∈ F(Xn,m)},

RF∞(Xn) :=
⋃

m≥0

{ f∞ : f ∈ F(Xn,m), f is right permutive}.
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Theorem 2.2 shows that F∞(Xn) ⊆ End(XZ
n ,σn). In fact F∞(Xn) and RF∞(Xn) are submonoids of

End(XZ
n ,σn). For given natural numbers l and m, f ∈ F(Xn, l) and g ∈ F(Xn,m), the function h ∈

F(Xn, l +m−1) defined by (a−l−m+2 . . .a−1a0)h = ((a−l−m+2 . . .a−1a0) fl+m−1)g satisfies h∞ = f∞ ◦g∞.
If f and g are both right permutive, then so also is h. Note that σn ∈ F∞(Xn) since the function f ∈ X2

n
defined by

(x−1x0) f = x−1,

satisfies f∞ = σn. However σ−1
n is not an element of F∞(Xn). Now, [14, Theorem 3.4] shows:

Theorem 2.3. End(XZ
n ,σn) = {σ i

nφ | i ∈ Z,φ ∈ F∞(Xn)}.

The following result is a corollary:

Theorem 2.4. RF∞(Xn) is a submonoid of End(XZ
n ,σn) and Aut(X−Nn ,σn) is the largest inverse closed

subset of RF∞(Xn).

3 Connections to transducers

In this section we will give a definition and very brief history of the Higman–Thompson groups Gn,r,
and an incomplete list of references to related research on these in the literature. We then flesh out
the connection between Out(Gn,r) and Aut(X−Nn ,σn), explaining that one can represent all elements
of these groups by a certain class of finite strongly synchronizing transducers. It follows from these
characterizations that Aut(X−Nn ,σn) embeds in a straightforward fashion in Out(Gn,r).

3.1 The Higman–Thompson groups Gn,r

Richard Thompson’s notes from 1965 [22] introduce three infinite finitely presented groups, now com-
monly known as F ≤ T ≤V , and show that T and V are also simple. These are the first known examples
of infinite finitely presented simple groups. See [11] for a standard survey on the Thompson groups.

The Higman–Thompson groups Gn,r were introduced by Higman in [15], where he generalizes
Thompson’s construction of the group V from [22] (V ∼= G2,1). Calculations in the Higman–Thompson
groups do not play a role in the main body of this article, but for the curious reader, in Subsubsection 3.1.2
we still provide an oft-used concrete realization of the groups Gn,r as specific groups of homeomorphisms
of Cantor spaces.

In any case, Higman in [15] shows that the groups Gn,r are simple when n is even, and that they
have a simple commutator subgroup G′n,r of index two when n is odd. Thus he obtains the first known
infinite family of infinite, finitely presented simple groups (Higman also shows there are infinitely many
isomorphism types amongst the groups Gn,r). See [15, 9, 4, 19, 16, 12, 5, 21] for some research on these
groups. The paper [5] provides the characterization of Out(Gn,r) that is relevant to this article.

It is expressed in [7] that R. Thompson’s group V represents a “gentle” realization of the alternating
groups Ak into an infinite context. In Subsubsection 3.1.2 we generate a given group Gn,r by transpositions
of clopen subsets of Cantor space (which themselves can each be written as a product of n “smaller”
transpositions). This type of generation is part of the justification for this view on the fundamental nature
of the groups Gn,r (or at least, for the group V ∼= G2,1).
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3.1.1 The Cantor spaces Cn,r

Let r and n be given natural numbers with n≥ 2.
Given such r and n, determine two finite alphabets ṙ := {0̇, 1̇, . . . , ˙r−1} and our standard n-letter

alphabet {0,1, . . . ,n−1} and give each of these sets the discrete topology. A standard characterization of
n-ary Cantor space Cn is as the space Cn := {0,1, . . . ,n−1}N under the product topology, and we can
then form another Cantor space Cn,r as the product ṙ×Cn.

Cn,r := {ca0a1a2 . . . | ai ∈ {0,1, . . . ,n−1},c ∈ ṙ}.

That is, Cn,r can be thought of as a disjoint union of r copies of the standard infinite n-ary Cantor space
Cn.

The space Cn,r has the topology generated by using cones as basic open sets. A cone is any subset of
the form xCn, where x is a finite sequence of the form cx0x1 . . .x j for c ∈ ṙ and each xi ∈ {0,1, . . . ,n−1}.
Thus, the cone at x is all of the elements of Cn,r which have leading prefix equal to x.

3.1.2 The Higman–Thompson groups Gn,r

The group Gn,r can be realized as a subgroup of Homeo(Cn,r) as follows. It is the subgroup generated by
prefix replacement swaps: one specifies two incomparable finite prefixes (that is, neither is a prefix of
the other), say x := c1a0a1 . . .a j and y := c2b0b1 . . .bk (for some c1,c2 ∈ ṙ and with each ai and bi from
the alphabet {0,1,2, . . . ,n−1}), and then interchanges the cones in the Cantor space Cn,r determined by
these prefixes, using an element we denote by (x y). For example, for this particular swap we have:

c1a0a1 . . .a ja j+1a j+2 . . . (x y) = c2b0b1 . . .bka j+1a j+2 . . .

c2b0b1 . . .bkbk+1bk+2 . . . (x y) = c1a0a1 . . .a jbk+1bk+2 . . .

~z (x y) =~z where~z does not have prefix x or y.

Composition of these swaps results in homeomorphisms of Cn,r that replace some finite decomposition
D of Cn,r into pairwise disjoint cones by some other such decomposition R, given a bijection from the set
D of cones to the set R of cones. This works as follows: one replaces the maximal common prefix of the
points in a cone appearing in D by the maximal common prefix of the points in the corresponding cone
from R.

3.2 Automata and transducers

An automaton, in our context, is a triple A = (XA,QA,πA), where

(a) XA is a finite set called the alphabet of A (we assume that this has cardinality n, and identify it with
Xn, for some n);

(b) QA is a finite set called the set of states of A;

(c) πA is a function XA×QA→ QA, called the transition function.

DISCRETE ANALYSIS, 2021:15, 35pp. 7

http://dx.doi.org/10.19086/da


C. BLEAK, P. J. CAMERON, AND F. OLUKOYA

The size of an automaton A is the cardinality of its state set. We use the notation |A| for the size of the
A.

We regard an automaton A as operating as follows. If it is in state q and reads symbol a (which we
suppose to be written on an input tape), it moves into state πA(a,q) before reading the next symbol. As
this suggests, we can imagine that the automaton A is in the middle of an input word, reads the next letter
and moves to the right, possibly changing state in the process.

We can extend the notation as follows. For w ∈ Xm
n , let πA(w,q) be the final state of the automaton

which reads the word w from initial state q. Thus, if w = x0x1 . . .xm−1, then

πA(w,q) = πA(xm−1,πA(xm−2, . . . ,πA(x0,q) . . .)).

By convention, we take πA(ε,q) = q.
For a given state q ∈QA, we call the automaton A which starts in state q an initial automaton, denoted

by Aq, and say that it is initialized at q.
An automaton A can be represented by a labeled directed graph, whose vertex set is QA; there is a

directed edge labeled by a ∈ XA from q to r if πA(a,q) = r.
A transducer is a quadruple T = (XT ,QT ,πT ,λT ), where

(a) (XT ,QT ,πT ) is an automaton;

(b) λT : XT ×QT → X∗T is the output function.

Such a transducer is an automaton which can write as well as read; after reading symbol a in state q,
it writes the string λT (a,q) on an output tape, and makes a transition into state πT (a,q). We call the
automaton (XT ,QT ,πT ) the underlying automaton of T . Thus, the size of a transducer is the size of its
underlying automaton. An initial transducer Tq is simply a transducer which starts in state q. Transducers
which are synchronous (i.e., which always write one letter whenever they read one letter) are also known
as Mealy machines (see [13]), although we generally will not use that language here. Transducers which
are not synchronous are described as asynchronous when this aspect of the transducer is being highlighted.
In this paper, we will only work with synchronous transducers without an initial state, and, below, we
will simply call these transducers.

In the same manner as for automata, we can extend the notation to allow transducers to act on finite
strings: we let πT (w,q) and λT (w,q) be, respectively, the final state and the concatenation of all the
outputs obtained when a transducer T reads a string w from a state q.

A transducer T can also be represented as an edge-labeled directed graph. Again the vertex set is
QT ; now, if πT (a,q) = r, we put an edge with label a|λT (a,q) from q to r. In other words, the edge label
describes both the input and the output associated with that edge. We call a the input label of the edge
and λT (a,q) the output label of the edge.

For example, Figure 1 describes a synchronous transducer over the alphabet X2.
We can regard an automaton, or a transducer, as acting on an infinite string from XN

n where Xn is the
alphabet. This action is given by iterating the action on a single symbol; so the output string is given by

λT (xw,q) = λT (x,q)λT (w,πT (x,q)).
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a1 a20|0

1|0

1|1

0|1

Figure 1: A transducer over X2

Thus Tq induces a map w 7→ λT (w,q) from XN
n to itself; it is easy to see that this map is continuous.

If it is a homeomorphism, then we call the state q a homeomorphism state. We write image(q) for the
image of the map induced by Tq.

Two states q1 and q2 are said to be ω-equivalent if the transducers Tq1 and Tq2 induce the same
continuous map. (This can be checked in finite time, see [13].) More generally, we say that two initial
transducers Tq and T ′q′ are ω-equivalent if they induce the same continuous map on XN

n .
A transducer is said to be weakly minimal if no two states are ω-equivalent. For a synchronous

transducer T , two states q1 and q2 are ω-equivalent if λT (a,q1) = λT (a,q2) for any finite word a ∈ X∗n .
Moreover, if q1 and q2 are ω-equivalent states of a synchronous transducer, then for any finite word
a ∈ X+

n , πT (a,q1) and πT (a,q2) are also ω-equivalent states.
There is a stronger notion of minimality which appears in [13] and applies also to asynchronous

transducer, hence our use of the adjective weakly.
Two weakly minimal non-initial transducers T and U are said to be ω-equal if there is a bijection

f : QT → QU , such that for any q ∈ QT , Tq is ω-equivalent to U(q) f . Two weakly minimal initial
transducers Tp and Uq are said to be ω-equal if there is a bijection f : QT → QU , such that (p) f = q and
for any t ∈ QT , Tt is ω-equivalent to U(t) f . We shall use the symbol ‘=’ to represent ω-equality of initial
and non-initial transducers. Two non-initial transducers are said to be ω-equivalent if they have ω-equal
minimal representatives.

In the class of synchronous transducers, the ω-equivalence class of any transducer has a unique
weakly minimal representative. In the general case, if one permits infinite outputs from finite inputs,
Grigorchuk et al. [13] prove that the ω-equivalence class of an initialized transducer Tq has a unique
minimal representative and give an algorithm for computing this representative.

Throughout this article, as a matter of convenience, we shall not distinguish between ω-equivalent
transducers. Thus, for example, we introduce various groups as if the elements of those groups are
transducers, whereas the elements of these groups are in fact ω-equivalence classes of transducers.

Given two transducers T = (Xn,QT ,πT ,λT ) and U = (Xn,QU ,πU ,λU) with the same alphabet Xn, we
define their product T ∗U . The intuition is that the output for T will become the input for U . Thus we
take the alphabet of T ∗U to be Xn, the set of states to be QT∗U = QT ×QU , and define the transition and
rewrite functions by the rules

πT∗U(x,(p,q)) = (πT (x, p),πU(λT (x, p),q)),

λT∗U(x,(p,q)) = λU(λT (x, p),q),

for x ∈ Xn, p ∈ QT and q ∈ QU . Here we use the earlier convention about extending λ and π to the case
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when the transducer reads a finite string. If T and U are initial with initial states q and p respectively then
the state (q, p) is considered the initial state of the product transducer T ∗U .

In automata theory a synchronous (not necessarily initial) transducer T = (Xn,QT ,πT ,λT ) is invertible
if for any state q of T , the map ρq := λT (�,q) : Xn→ Xn is a bijection. In this case the inverse of T is
the transducer T−1 with state set QT−1 := {q−1 | q ∈ QT}, transition function πT−1 : Xn×QT−1 → QT−1

defined by (x, p−1) 7→ q−1 if and only if πT ((x)ρ−1
p , p) = q, and output function λT−1 : Xn×QT−1 → Xn

defined by (x, p) 7→ (x)ρ−1
p .

One can the interpret the previous paragraph as follows: For the invertible synchronous transducer
T , the inverse transducer T−1 is the result of switching inputs and outputs on all transitions of T . In
particular, we can think of a synchronous transducer as an ordered pair of automata, each with the
same structure as directed graphs. Inversion then corresponds to swapping the ordering on this ordered
pair, much as we do in constructing inverses for non-zero fractions by switching the numerator and
denominator in a non-zero fraction of integers. In the transducer T depicted in Figure 2 below, the input
automaton corresponds to the directed graph with the input labels on the edges and the output automaton
corresponds to the directed graph with the output labels on the edges. Henceforth, we will refer to the
input automaton as the domain automaton and the output automaton as the range automaton.

q2

q1 q0

q−1
2

q−1
1 q−1

0

T T−1

1|0

0|2

2|1

0|2
1|1

2|0

0|1
2|0

1|2

0|1

2|0

1|2

2|0
1|1

0|2

1|0
0|22|1

Figure 2: Inverting a synchronous transducer T .

In this article, we will come across synchronous transducers which are not invertible in the automata
theoretic sense but which nevertheless induce self-homeomorphisms of the spaces XZ

n and X−Nn . Conse-
quently it will important to distinguish between an automaton theoretic inverse and the inverse of the
induced action on the various spaces we consider.

3.3 Synchronizing automata and bisynchronizing transducers

Given a natural number k, we say that an automaton A with alphabet Xn is synchronizing at level k if
there is a map sk : Xk

n 7→ QA such that, for all q and any word w ∈ Xk
n , we have πA(w,q) = sk(w). In other

words, A is synchronizing at level k if, after reading a word w of length k from a state q, the final state
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depends only on w and not on q. (Again we use the extension of πA to allow the reading of an input
string rather than a single symbol.) We call sk(w) the state of A forced by w; the map sk is called the
synchronizing map at level k. An automaton A is called strongly synchronizing if it is synchronizing at
level k for some k.

We remark here that the notion of synchronization occurs in automata theory in considerations
around the Černý conjecture, in a weaker sense. A word w is said to be a reset word for A if πA(w,q) is
independent of q; an automaton is called synchronizing if it has a reset word [23, 2]. Our definition of
“synchonizing at level k”/"strongly synchronizing" requires every word of length k to be a reset word for
the automaton.

If the automaton A is synchronizing at level k, we define the core of A to be the set of states forming
the image of the map s. It is an easy observation that, if A is synchronizing at level k, then its core is an
automaton in its own right, and is also synchronizing at level k. We denote this automaton by core(A). We
say that an automaton or transducer is core if it is equal to its core. Moreover, if T is a transducer which
(regarded as an automaton) is synchronizing at level k, then the core of T (similarly denoted core(T ))
induces a continuous map fT : XZ

n → XZ
n .

Clearly, if A is synchronizing at level k, then it is synchronizing at level l for all l ≥ k; but the map fT

is independent of the level chosen to define it.
Let Tq be an initial transducer which is invertible with inverse T−1

q . If Tq is synchronizing at level k,
and T−1

q is synchronizing at level l, we say that Tq is bisynchronizing at level (k, l). If Tq is invertible and
is synchronizing at level k but not bisynchronizing, we say that it is one-way synchronizing at level k.

For a non-initial invertible transducer T we also say T is bi-synchronizing (at level (k, l)) if both T
and its inverse T−1 are synchronizing at levels k and l respectively.

Notation 3.1. Let T be a transducer which is synchronizing at level k and let l ≥ k be any natural number.
Then for any word w ∈ X l

n, we write qw for the state sl(w), where sl : X l
n→ QT is the synchronizing map

at level l.

The following result was proved in Bleak et al. [5] .

Proposition 3.2. Let T , U be transducers which (as automata) are synchronizing at levels j, k respectively,
Then T ∗U is synchronizing at level at most j+ k.

In what follows we give a formula specifying how strongly synchronizing transducers act by continu-
ous functions on XZ

n . The formula induces a natural action on X−Nn which immediately commutes with
the shift. We recall that in our context the shift map σn is the map which sends a sequence x ∈ X−Nn tXZ

n
to the sequence y ∈ X−Nn tXZ

n given by yi = xi−1 for all valid i ∈ −NtZ. This represents a deviation
from the way the shift map conventionally operates, however, in this point of view, as we will become
clear, synchronizing transducers can locally process inputs in a manner consistent with the definition
given in Subsection 3.2. The formula is as follows:

Let T be a transducer which is core, and is synchronizing at level k. The map fT : XZ
n → XZ

n maps
an element x ∈ XZ

n to the sequence y defined by yi = λT (xi,qxi−kxi−k+1...xi−1). We also write fT for the
continuous map from X−Nn to itself defined by yi = λT (xi,qxi−kxi−k+1...xi−1) for all i ∈ −N. We note that
the induced map on X−Nn is simply the restriction of the map on XZ

n to the subsequence indexed by the
negative integers.
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We note that given an element x ∈ XZ
n such that (x) fT = y, then y0y1 . . . = (x0x1 . . .)Tqx−kx−k+1 ...x−1

.
This is what was meant by the transducer T acts locally in a manner consistent with the definitions of
Subsection 3.2.

Now strongly synchronizing transducers may induce endomorphisms of the shift:

Proposition 3.3. Let T be a minimal transducer which is synchronizing at level k and which is core.
Then fT ∈ End(XZ

n ,σn) and fT ∈ End(X−Nn ,σn).

Proof. It is clear from the assumptions that fT is continuous and by definiton induces a map from XZ
n to

itself and from X−Nn to itself. Now let x ∈ XZ
n tX−Nn and i ∈ Z an appropriate index for x. Let y = (x) fT .

Observe that yi = λ (xi,q), where q = s(xi−k . . .xi−1) is the state forced by xi−k . . .xi−1.
Now let u = (x)σn and v = (u) fT . Then

vi−1 = λ (ui−1,q′),

where q′ is the state of T forced by ui−k−1 . . .ui−2. But by assumption, ui−k−1 . . .ui−2 = xi−k . . .xi−1, and
this string forces state q; so q′ = q, and hence vi−1 = yi.

It now follows that (x) fT σn = (y)σn = v = (u) fT = (x)σn fT . �

The transducer in Figure 1 induces the shift map on XZ
n . More generally, let Sn = (Xn,QSn ,πSn ,λSn)

be the transducer defined as follows. Let QSn := {0,1,2, . . . ,n−1}, and let πSn : Xn×QSn → QSn and
λSn : Xn×QSn → Xn be defined by πSn(x, i) = x and λSn(x, i) = i for all x ∈ Xn i ∈ Qσn . Then fSn = σn.

In [5], the authors show that the set P̃n of weakly minimal finite synchronous core transducers is a
monoid. (Note that core transducers are strongly synchronizing.) The monoid operation consists of taking
the product of transducers and reducing it by removing non-core states and identifying ω-equivalent
states to obtain a weakly minimal and synchronous representative. Let Pn be the subset of P̃n consisting
of transducers T such that fT is an automorphism of the two-sided shift dynamical system. We observe
that elements of Pn may not be minimal. It is clear that Sn ∈ Pn. For an element T ∈ P̃n, we use the
language T induces an automorphism of the two-sided shift dynamical system to mean that fT is an
element of Aut(XZ

n ,σn).

3.4 De Bruijn graphs and End(XZ
n ,σn)

The de Bruijn graph G(n,m) can be defined as follows, for integers m ≥ 1 and n ≥ 2. The vertex set
is Xm

n , where Xn is the alphabet {0, . . . ,n−1} of cardinality n. There is a directed arc from a1 . . .am to
a2 . . .ama0, with label a0.

Note that, in the literature, the directed edge is from a0a1 . . .am−1 to a1 . . .am−1am and the label on
this edge is often given as the (m+1)-tuple a0a1 . . .am−1am. However, to fit with the notation already
defined, the equivalent definition given above is more apt.

Figure 3 shows the de Bruijn graph G(3,2).
Observe that the de Bruijn graph G(n,m) describes an automaton over the alphabet Xn. Moreover,

this automaton is synchronizing at level m: when it reads the string b0b1 . . .bm−1 from any initial state, it
moves into the state labeled b0b1 . . .bm−1.

The de Bruijn graph is, in a sense we now describe, the universal automaton over Xn which is
synchronizing at level m.
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Figure 3: The de Bruijn graph G(3,2).
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We define a folding of an automaton A over the alphabet Xn to be an equivalence relation ≡ on the
state set of A with the property that, if a≡ a′ and πA(x,a) = b, πA(x,a′) = b′, then b≡ b′. That is, reading
the same letter from equivalent states takes the automaton to equivalent states. If ≡ is a folding of A, then
we can uniquely define the folded automaton A/≡: the state set is the set of ≡-classes of states of A; and,
denoting the ≡-class of a by [a], we have πA/≡(x, [a]) = [πA(x,a)] (note that this is well-defined).

Proposition 3.4. The following are equivalent for an automaton A on the alphabet Xn:

• A is synchronizing at level m, and is core;

• A is the folded automaton from a folding of the de Bruijn graph G(n,m).

Proof. The “if” statement is clear. So suppose that A is synchronizing at level m. Define a relation ≡ on
the vertex set Xm

n of G(n,m) by the rule that a ≡ b if the states of A after reading a and b respectively
are equal. (These states are independent of the initial state, by assumption.) It is readily seen that ≡ is a
folding of G(n,m), and the ≡-classes are bijective with the states of A. (The fact that A is core shows
that the map which takes the state q of A to the set of ≡-classes of m-tuples which bring A to state q is
well-defined and injective by definition of ≡, and is onto since A is core.) Moreover, this bijection is
clearly an isomorphism. �

Remark 3.5. An automaton A over an alphabet Xn can be regarded, in terms of universal algebra, as
an algebra with unary operators νx for x ∈ Xn, where the elements of the algebra are the states, and
aνx = π(x,a). A folding is precisely the kernel of an algebra homomorphism, and the folded automaton
is isomorophic to the image of the homomorphism. The automata which are synchronizing at level m
form a variety, defined by the identities

aνx0νx1 · · ·νxm−1 = bνx0νx1 · · ·νxm−1

for all elements a,b of the algebra and all choices of x0, . . . ,xm−1.

We now describe how to make the de Bruijn automaton into a transducer by specifying outputs. Let
f ∈ F(Xn,m+1) be a function from Xm+1

n to Xn. The output function of the transducer Tf will be given
by

λT (x,am−1am−2 . . .a0) = (am−1am−2 . . .a0x) f .

In other words, if the transducer reads m+1 symbols, then its output is obtained by applying f to the
sequence of symbols read. Note that this transducer is synchronous; it writes one symbol for each symbol
read. When applied to x ∈ XZ

n , it produces y = (x) f∞ ∈ XZ
n . Recall that the function f ∈ F(Xn,2) given

by (x−1x0) f = x−1 for all x−1,x0 ∈ Xn, induces the shift map σn on XZ
n and X−Nn . For this map we have

Tf =Sn.

Remark 3.6. Given any de Bruijn graph G(n,m), and any transducer T with underlying directed graph
G(n,m) there is a function f ∈ F(Xn,m+1) such that Tf = T .

Clearly the transducer Tf is synchronizing at level m. This remains true if we minimise it or identify
its ω-equivalent states; so by Proposition 3.4, the resulting minimal or weakly minimal transducer is a
folding of the de Brujin graph G(n,m). Let T ∈ P̃n be the weakly-minimal representative of Tf , then
fT = fTf = f∞ holds since identifying ω-equivalent states does not affect the map fT .

DISCRETE ANALYSIS, 2021:15, 35pp. 14

http://dx.doi.org/10.19086/da


DECOMPOSING ONE-SIDED SHIFT AUTOMORPHISMS

Remark 3.7. The preceding paragraph together with Remarks 2.1 and 3.6 show that there is a bijection
from F∞(Xn) to P̃n. The next result demonstrates that this bijection is a monoid homomorphism.

Proposition 3.8. Let A,B ∈ P̃n. Then fA ◦ fB = fA∗B.

Proof. Let j,k be natural numbers such that A is synchronizing at level j and B is synchronizing at level
k. By Proposition 3.2, A∗B is synchronizing at level k+ j.

Let x∈ XZ
n and i∈Z be arbitrary and y,z, t ∈ XZ

n be such that y= (x) fA, z= (y) fB and t = (x) fA∗B. Set
a := xi− j−k . . .xi−1 ∈ X j+k

n , b := xi−k . . .xi−1 ∈ Xk
n , b′ = xi− j . . .xi−1 ∈ X j

n and c := xi− j−k . . .xi−k−1 ∈ X j
n .

By definition of the function fA, the block d := yi−kyi−k+1 . . .yi−1 of y satisfies dyi is precisely equal
to λA(

←−
bxi,qc). Once more, by definition, zi = λB(yi, pd) and since yi = λA(xi,qb′), zi = λA∗B(xi,(qb′ , pd))

as well. However, the state of A ∗B forced by a is precisely (qb′ , pd), and so we conclude that ti =
λA∗B(xi,(qb′ , pd)) = zi. Since i and x were arbitrarily chosen, t = z and fA ◦ fB = fA∗B. �

Corollary 3.9. The monoid F∞(Xn) is isomorphic to P̃n.

Let H̃n be the submonoid of P̃n consisting of those elements P ∈ Pn all of whose states are home-
omorphism states. Set Hn to be the largest inverse closed subset of H̃n (where we take the automata
theoretic inverse in this case). Observe that Hn is a group and by Proposition 3.8 the automata theoretic
inverse of Hn coincides with its inverse in P̃n as a map of XZ

n . Thus, Hn, as a set, is precisely the set
of core, synchronous, invertible, minimal, bi-synchronizing transducers. It is a result in [5] that Hn is
isomorphic to a subgroup of Out(Gn,1) which in turn is a subgroup of Out(Gn,r) for all 1≤ r < n. We
further remark that right permutive maps f ∈ F(Xn,m) give rise to transducers Tf which are elements of
H̃n. By Theorem 2.3 we therefore have the following corollary:

Theorem 3.10. RF∞
∼= H̃n and Aut(X−Nn ,σn)∼=Hn. Thus Aut(X−Nn ,σn) is isomorphic to a subgroup of

Out(Gn,r).

4 Automorphisms of de Bruijn graphs and Hn

In this section we show that a finite subgroup G of Hn ∼=Aut(X−Nn ,σn) is isomorphic to the automorphism
group Aut(Γ) of the underlying directed graph Γ of an automaton A arising from a folding of a de Bruijn
graph. Moreover, for any directed graph Γ underlying an automaton A arising from a folding of a de
Bruijn graph, there is a subgroup G of Hn isomorphic to Aut(Γ). We make use of this result and results
[8] to characterize the group Aut(Γ) for Γ the underlying directed graph of an automaton A arising from
a folding of a de Bruijn graph. In particular we show that the automorphism group of a de Bruijn G(n,m)
is precisely the symmetric group on a set of size n.

4.1 Elements of Hn from automorphisms of directed graphs underlying folded automata

We use the connection to de Bruijn graphs to construct elements of Hn. Recall that an automaton A may
be regarded as labeled directed graph with vertex set QA, and edge set EA ⊂ QA×Xn ×QA. In this view,
for vertices or states p,q ∈ QA, and a letter x ∈ Xn, (p,x,q) ∈ EA is an edge from p to q with label x if
and only if πA(x, p) = q. Let GA denote the unlabeled directed graph corresponding to an automaton A.
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We may therefore consider the automorphisms of the directed graph GA underlying an automaton A. We
construct elements of Hn from automorphisms of GA where A is a folded automata arising from foldings
of de Bruijn graphs. Though, we do not distinguish between an automaton and the labeled directed graph
it generates, we shall distinguish between an automaton A and its unlabeled directed graph GA.

It turns out that all elements of Hn arising from an automorphism of the underlying graph of a folded
automaton have finite order. In the paper [8] Boyle et al. show that Hn is generated by elements of
finite order, and give a generating set: the ‘vertex’ and ‘simple’ automorphisms. The elements in this
generating set are in fact a subset of those elements of Hn constructed from automorphisms of folded
automata that are considered here.

Let G = (V,E, ι ,τ) be a directed graph where V is the set of vertices of G, E is its set of edges,
ι : E →V is a map which returns the origin of an edge, and τ is a map that returns the terminus of an
edge. An automorphism of G is a map φ := (φV ,φE) such that:

(a) φV : V →V is a bijection,

(b) φE : E→ E is a bijection, and,

(c) for an edge e ∈ E, ((e)ι)φV = ((e)φE)ι and ((e)τ)φV = ((e)φE)τ .

In general usage, we shall suppress subscripts in the maps φE and φV , the arguments determining which
is meant in each case. Thus for an edge e we write (e)φ for (e)φE and ((e)ι)φ for ((e)ι)φV .

Let A be a folded automaton arising from a folding of a de Bruijn graph and let φ be an automorphism
of the directed graph GA corresponding to A. Let H(A,φ) be a transducer with state set QH(A,φ) := QA

transition function πH(A,φ) := πA and output function λH(A,φ) : Xn×QH(A,φ)→ Xn defined as follows. For
x ∈ Xn and p ∈ QA, let q = πA(x, p) so that (p,x,q) is an edge of GA, let (r,y,s) be the image of (p,x,q)
under φ , noting that (p)φ = r and (q)φ = s, then set λH(A,φ)(x, p) = y.

The transducer H(A,φ) can be thought of as the result of gluing the automata A to itself along the
map φ : QA→ QA. That is, if p,q ∈ QA and (p,x,q) is an edge from p to q with label x in A, and if y is
the label of the edge ((p,x,q))φ in A, then the vertex p is identified with the vertex (p)φ , the vertex q
with the vertex (q)φ , the input label is x and the output label is the label y. Note that this fits in our view
of a transducer as an ordered pair of automata where there is an isomorphism of the underlying graphs
which associates to each edge of that graph a domain and range label.

We make a few observations:

(a) For each state q ∈ QH(A,φ), the map λH(A,φ)(�,q) : Xn→ Xn is a bijection. This follows from the
definition of GA: for each x ∈ Xn there is precisely one edge of the form ((q)φ ,x, p) based at the
vertex (q)φ . It follows that the transducer H(A,φ) is invertible.

(b) If A is synchronizing at level k (and so a folding of G(n,k) by Proposition 3.4) then both H(A,φ)
and H(A,φ)−1 are synchronizing at level k hence the minimal H(A,φ) representative of H(A,φ) is
an element of Hn.

(c) In fact, for a state q ∈ QA, if Wk,q is the set of words of length k, that force the state q, i.e.,

Wk,q := {a ∈ Xk
n : πH(A,φ)(a,q) = q},

then {λH(A,φ)(a, p) | a ∈ Qk,q, p ∈ QH(A,φ)} is equal to Wk,(q)φ .
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(d) Let A(H(A,φ)) = (Xn,QH(A,φ),πH(A,φ)) and

A(H(A,φ)−1) = (Xn,QH(A,φ)−1 ,πH(A,φ)−1)

be the automata corresponding to H(A,φ) and H(A,φ)−1 when outputs are ignored. By construc-
tion A(H(A,φ)) = A, and the previous two points indicate that A(H(A,φ)−1) is also isomorphic as
an automaton to A (by the map sending a state q−1 of H(A,φ)−1 to the state (q)φ of A).

The third point above and results of the paper [18] show that an element of Hn obtained from
an automorphism of a folded automaton must have finite order. This result, which also follows from
Theorem 4.2 below, means that not all elements of Hn for n≥ 3 arise from automorphisms of the directed
graph underlying some folded automaton.

4.2 Automorphisms of folded automata and permutations of the alphabet.

Consider the de Bruijn graph G(n,m). Any permutation ρ of the set Xn induces an automorphism,
which we again denote by ρ , of G(n,m) as follows. A vertex a = a1a2 . . .an of the graph G(n,m) is
mapped to the vertex b = (a1)ρ(a2)ρ . . .(an)ρ := (a)ρ . An edge e = (a,x,b) is mapped to the edge
((a)ρ,(x)ρ,(b)ρ). In this case, the transducer H := H(G(n,m),ρ) arising from the pair (G(n,m),ρ) has
the property that for any state q ∈ QH , the bijection λH(�,q) : Xn→ Xn is the permutation ρ . Therefore,
the minimal transducer H representing H has exactly one state, and this state induces the permutation ρ

on the alphabet Xn. We show below that these are the only automorphisms of the automaton G(n,m).
Let A be a folded automaton arising from a folding of G(n,m) and let ρ , as above, be a permutation

of Xn. By the definition of a folding the individual states of A correspond to subsets of the vertices of
G(n,m) and the set of states of A forms a partition of the vertices of G(n,m). As vertices of G(n,m) are
words of length m in Xn, we may define a map φVA on the vertices of GA to the set of subsets of Xm

n , by
mapping a vertex q to the set {(a)ρ | a ∈ Xm

n ∩q}. If the image of φVA in the set of subsets of Xm
n is again

precisely the partition VA, then we may define an edge map φEA : EA→ EA by mapping an edge (a,x,b)
to the edge ((a)ρ,(x)ρ,(b)ρ) and this will be well defined for the folding A by the definition of a folding.
In this case, the map (φVA ,φEA) is an automorphism of GA which we once again denote by ρ .

The example below indicates that, in general, not all automorphisms of the directed graph underlying
a folded automaton arise from a permutation of the symbol set.

The automorphism group of the underlying directed graph of the automaton A in Figure 4 is the group
S3 as all three vertices may be permuted and any permutation of the three vertices forces a bijection
on the edges. The automaton A is a folded automaton arising from a folding of G(3,2); the vertex q0
corresponds to the set {00,21,10}, the vertex q1 corresponds to the set {01,11,20} and the vertex q2
to the set {02,12,22}. The automorphism φ which swaps the vertex q0 with q2 but fixes the vertex
q1 is not induced by a permutation of the set X3. (If φ were induced by a permutation ρ of Xn, then
{(00)ρ,(21)ρ,(10)ρ}= {02,12,22} and {(01)ρ,(11)ρ,(20)ρ}= {01,11,20}, which is not possible.)

The result below characterizes when an automorphism of the directed graph of a folded automaton is
induced by a permutation of the alphabet set Xn.

Proposition 4.1. Let A be a folded automaton arising from a folding of G(n,m). An automorphism φ of
the graph GA arises from a permutation ρ of the set Xn if and only if the minimal representative of the
transducer H := H(A,φ) has exactly one state, and this state induces the permutation ρ on Xn.
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Figure 4: A folded automaton with an automorphism not induced by a permutation.

Proof. If the automorphism φ arises from a permutation ρ of Xn, then as in the G(n,m) case, all state of
the transducer H induce the permutation ρ on the set Xn. Therefore, the minimal representative H of H
has exactly one state, and this state induces the permutation ρ on Xn.

Therefore, suppose that the minimal representative H of the transducer H = H(A,φ) has exactly one
state, and this state induces the permutation ρ on Xn. It must be the case that all states of H induce the
permutation ρ on Xn. It follows that for an edge e = (p,x,q) of GA, (e)φ = ((p)φ ,(x)ρ,(q)φ). Let q
be state of H, then as, by definition, q is a state of A q corresponds to a subset of Xm

n . In particular, q
corresponds to the subset Wm,q of Xm

n consisting of all elements of Xm
n which force the state q when read

from any state of A. Now as all states of H induce the permutation ρ on Xn, it follows that the state q−1

of the automaton H−1 corresponds to the subset {(a)ρ | a ∈Wm,q}. Therefore as (q)φ = q−1, we see that
φ must arise from the permutation ρ . �

Returning to the automaton A in Figure 4, the automorphism φ of GA which swaps the vertices q0 and
q1 yields the automaton (A)φ and the transducer H(A,φ) depicted in Figure 5. The transducer H(A,φ) is
minimal.

Theorem 4.2. Let A be a folded automaton arising from a folding of G(n,m) for m minimal. The map
from the group Aut(GA) of automorphisms of the directed graph GA to Hn which maps an automorphism
φ to the minimal representative of the transducer H(A,φ), is a monomorphism.

Proof. If |A|= 1 then the result is a consequence of Proposition 4.11. Thus we may assume that |A|> 1.
Let φ be a non-trivial automorphism of GA. Then as φ is not trivial, either it moves some state or

fixes every state and move some edges.
Suppose firstly that φ moves some state. Let p,q ∈ QA be distinct states that (p)φ = q. Since, A is a

folding of G(n,m), p and q correspond to distinct subsets of Xm
n consisting of all words Wm,p and Wm,q

that force the states p and q respectively. Now, by an observation above, the state p of H(A,φ) is such
that λH(A,φ)(�, p) induces a bijection from Wm,p to Wm,q. Therefore, we see that H(A,φ) is not the identity
transducer.
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Figure 5: The transducer arising from the automorphism swapping vertices q0 and q1.

In the case that φ fixes every state and moves some edges, let e= (p,x,q) be an edge move by φ . Since
φ fixes all vertices, there must be an edge (p,y,q) from p to q, for x 6= y such that ((p,x,q))φ = (p,y,q).
In this case, we have that the state p of H(A,φ) satisfies λA(x, p) = y. We once again conclude that
H(A,φ) is not the identity transducer.

Therefore, the only element of Aut(GA) that maps to the identity transducer, is the identity element.
This means that it suffices to show that the map from Aut(GA)→Hn which sends an automorphism φ to
the minimal representative of H(A,φ) is a homomorphism to conclude that it is a monomorphism.

Let φ ,ψ be two automorphisms of GA and let H(A,φ) and H(A,ψ) be the corresponding transducers.
Notice that the trio H(A,φ), H(A,ψ) and H(A,φψ), all by definition, have state set QA. This should
not cause confusion below, as whenever we write a pair (p,q) H(A,φ) ∗H(A,ψ), the first coordinate
corresponds to the state of H(A,φ) and the second to the state of H(A,ψ) and for a single state p ∈ QA it
will be clear below which of the three transducers H(A,φ), H(A,ψ) and H(A,φψ) it is being regarded as
a state of. On the other hand, the set Wm,q for a state q ∈ QA, depends only on the automaton A. That is
the set of words in Xm

n which force the state q in H(A,φ), H(A,ψ) or H(A,φψ) are all equal to Wm,q.
A state (p,q) of the product H(A,φ) ∗H(A,ψ) is a state of the core if and only if {a ∈ Xm

n | a =
λH(A,φ)(b,q) for some b ∈Wm,p,q ∈ QA}=Wm,q. This is because, by an observation above,

{a ∈ Xm
n | a = λH(A,φ)(b,q) for some b ∈Wm,p,q ∈ QA}=Wm,(p)φ

and this set depends only on A. Thus a state (p,q) is a state of the core(H(A,φ)∗H(A,ψ)) if and only if
it is of the form (p,(p)φ).

Let (p,x,q) be an edge of GA, ((p)φ ,y,(q)φ) be its image under φ and ((p)φψ,z,(q)φψ) its image
under φψ . This means that the state p of H(A,φ) satisfies, λH(A,φ)(x, p) = y and πH(A,φ)(x, p) = q. The
state (p)φ of H(A,ψ) satisfies, λH(A,ψ)(y,(p)φ) = z and πH(A,ψ)(y,(p)φ) = (q)φ . Thus

λH(A,φψ)(x,(p,(p)φ)) = z

and
πH(A,φψ)(x,(p,(p)φ)) = (q,(q)φ).
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The above calculation demonstrates that the map from H(A,φψ) to core(H(A,φ)∗H(A,ψ)) which
sends a state p of H(A,φψ) to the state (p,(p)φ) of core(H(A,φ)∗H(A,ψ)) is an automaton isomor-
phism. This concludes the proof. �

4.3 Finite subgroups of Hn

We observe that a converse of Theorem 4.2 is valid, namely, every finite subgroup of Hn ∼= Aut(XN
n ,σn)

arises from the automorphism group of a folded de Bruijn graph. This follows from work in the paper [8],
however we give a proof below.

The other construction we require is the dual automaton (see [1, 17]).
Let T be a transducer over the alphabet Xn. Set T∨ = 〈QT ,Xn,π

∨
T ,λ

∨
T 〉, that is the state set of T∨ is

the set Xn, the alphabet of T∨ is the state set QT of T , and the transition π∨T and output functions λ∨T are
defined as follows. For q ∈ QT and x ∈ Xn, π∨T (q,x) = y and λ∨T (q,x) = p if and only if πT (x,q) = p and
λT (x,q) = y.

One can easily check the following lemma.

Lemma 4.3. Let T be a synchronous transducer over alphabet Xn. For positive natural m, we have
(T∨)m = T (m)∨.

Note that to lighten our notation below, we may use the notation T∨m for the transducer T (m)∨.
Also observe that T−1∨ is obtained from T∨ by ‘reversing the arrows’. That is if, x,y ∈ Xn, q, p ∈ QT

are such that π∨T (q,x) = y and λ∨(q,x) = p, then π∨T−1(q−1,y) = x and λ∨(q−1,y) = p−1.
The proof we give below is more automata theoretic and is based on the following result from [18].

Proposition 4.4. Let G≤Hn be a finite subgroup. Let k ∈ N the largest minimal synchronizing level of
any element of G. Then for any H ∈ G, and for any word Γ ∈ Xk

n , there is a word W (Γ,H) ∈ Q+
H such

that for any word P ∈ Q+
H , π∨H(P,Γ) =W (Γ,H)iW (Γ,H)r, where, i ∈ N, satisfies, |P|= i|W (Γ,H)|+ r,

for 1≤ r < |W (Γ,H)| and W (Γ,H)r is the length r prefix of W (Γ,H).

Theorem 4.5. Let G≤Hn be a finite subgroup, then G is isomorphic to a subgroup of the automorphism
group of the underlying digraph of a strongly synchronizing automaton A(G). Moreover, every element of
G is the minimal representative of a transducer H(A(G),φ) for an automorphism φ of the underlying
di-graph of A(G).

Proof. Let k ∈ N be the such that any element of G has minimal synchronizing level at most k. Define an
equivalence relation ∼ on Xk

n as follows: Γ∼ ∆ if and only if W (Γ,H) =W (∆,H) for all H ∈ G.
Observe that, for Γ = aγ and ∆ = dδ , for a,d ∈ Xn, in the same equivalence class, then for x ∈ Xn,

γx and δx are also in the same equivalence class. This is because for any H ∈ G and any word P ∈ Q+
H

we have, λH |P|(aγ,P) = λH |P|(aδ ,P), and so λH |P|(aγx,P) = λH |P|(aδx,P). From this we deduce that
W (γx,H) =W (δx,H).

Thus, writing [γ] for the equivalence class of an element γ of Xk
n , we may form an automaton A(G)

with state set Xk
n/∼, and transitions πA(G)(x, [γ]) = [γx] where γ is the length |γ|−1 suffix of γ . By the

previous a paragraph the automaton A(G) is well defined; by construction the automaton A(G) is strongly
synchronizing.

We now show that G acts by automorphisms on the underlying digraph of A(G).
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We begin by proving the following observation. Let γ,δ ∈ Xk
n belong to the same equivalence

class, and let H ∈ G be arbitrary. Then for any p,q ∈ QH , the elements of the set {λH(ξ , t) | (ξ , t) ∈
{(γ, p),(δ ,q)}} belong to the same equivalence class.

First observe that by Proposition 4.4, there is a word WH ∈ Q+
H such that WH =W (λH(ξ , t),H) for

all (ξ , t) ∈ {(γ, p),(δ ,q)}. Since γ and δ are in the same equivalence class, let s0 be the state of H
forced by both γ and δ . Let I ∈ G, I 6= H be arbitrary, we show that there is a word WI ∈ Q+

I such that
WI =W (λH(ξ , t), I) for all ξ ∈ {γ,δ} and all t ∈ {p,q}. We prove this inductively.

Let us establish the base case. Observe that since HI ∈ G and since γ and δ are in the same
equivalence class, there is a unique state, s1 of HI such that for any state s ∈ QHI , the state of HI forced
by λHI(γ,s) and λHI(δ ,s) are equal and are equal to s1. Notice that HI is the minimal representative of
core(H ∗ I). There are state s,s′ ∈ I such that (p,s),(q,s′) are states of core(H ∗ I); let t, t ′ ∈ QI be such
that πH∗I(γ,(p,s)) = (s0, t) and πH∗I(δ ,(q,s′)) = (s0, t ′). Since the state of HI forced by γ and δ is s1,
we have (s0, t) and (s0, t ′) are ω-equivalent to the state s1, and so t = t ′. Set t1 = t = t ′. Therefore we
have shown that the state of I forced by λH(γ, p) is equal to the state of I forced by λH(δ ,q) and that
state is t1.

Inductively assume that there is an m∈N such that for any word u∈Q+
I of length m, πIm(λH(γ, p),u)=

πIm(λH(δ ,q),u) = t1t2 . . . tm. We now prove the inductive step.
As before, HIm+1 is an element of G and, as γ and δ are in the same equivalence class, they both

force the same state sm+1 of HIm+1. There are words s,s′ ∈ Qm+1
I such that ps and qs′ are states of

core(H ∗ I ∗ I . . .∗ I︸ ︷︷ ︸
m+1 times

). Since HIm+1 is the minimal representative of core(H ∗ I ∗ I . . .∗ I︸ ︷︷ ︸
m+1 times

), it follows that,

if Tm+1,T ′m+1 ∈ Qm+1
I satisfy, πH∗I(γ, ps) = s0Tm+1 and πH∗I(δ ,qs′)) = s0T ′m+1, then s0Tm+1 and s0T ′m+1

are both ω-equivalent to the state sm+1 of HIm+1. By the inductive assumption, we have that that the
first m letters of Tm+1 and T ′m+1 coincide, the preceding sentence now implies that Tm+1 = T ′m+1. Set tm+1
to the final letter of Tm+1 = T ′m+1. By Proposition 4.4 it now follows that for any word for any word
u ∈ Q+

I of length m+1, πIm+1(λH(γ, p),u) = πIm+1(λH(δ ,q),u) = t1t2 . . . tmtm+1. We therefore conclude
that there is a word WI ∈ Q+

I such that WI =W (λH(ξ , t), I) for all ξ ∈ {γ,δ} and all t ∈ {p,q}.
Since I ∈ G, I 6= H, was chosen arbitrarily, it follows that λH(γ, p) and λH(δ ,q) are in the same

equivalence class.
Let [γ] be a vertex of A(G), let γ be the length k− 1 suffix of γ and let x ∈ Xn be the label of the

edge from [γ] to [γx]. Let H ∈ G be arbitrary and let y = λH(x,qγ), then by the preceding paragraph for
any pair of states p,q ∈ QH and any I ∈ G, W (λH(γ, p)y, I) =W (λH(γ,q)y, I). From this it follows that
setting µ,ν to be the length k− 1 suffices of λH(γ, p) and λH(γ,q) respectively, [µy] = [νy]. Now as
there is a state s of H such that λH(γx,s) = µy, it follows, by the preceding paragraphs once more, that
for any state t ∈ QH , [λH(γx, t)] = [µy]. Since µ is a length k−1 suffix of an element of [λH(γ, p)], there
is an edge labeled y from [λH(γ, p)] to [µy].

For H ∈ G, define a map φH as follows. For a vertex [γ], and edge labeled x from [γ] to [γx] of the
digraph A(G) (where γ is the length k−1 suffix of γ) of A(G), ([γ])φH = [λH(γ, p)], ([γx)φH = [λH(γx, p)],
for some state p ∈ QH , and the edge x maps to the edge labeled λH(x,qγ) from the state [λH(γ, p)] to
the state [λH(γx, p)]. By the preceding a paragraphs this map is well defined. It is easily verified that
for H, I ∈ G, φHI = φHφI . Thus the map H 7→ φH is an embedding of G into the automorphism group of
the underlying digraph of A(G). Moreover, it is not hard to see that the minimal representative of the
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tranducer H(A(G),φH) is H. �

In light of Theorem 4.2 above, Theorem 3.8 of [8] can be states as follows:

Corollary 4.6. Let A be a folded automaton arising from a folding of G(n,m) for m minimal. For the
group Aut(GA) of automorphisms of the directed graph GA, one of the following holds:

(i) Aut(GA) isomorphic to a subgroup of Sym(Xn) that has a composition factor that cannot be
embedded in Sym(Xn−1). In this case all automorphisms of GA arise as permutations of the symbol
set Xn.

(ii) All the composition factors of Aut(GA) are isomorphic to subgroups of Sym(Xn−1).

Corollary 4.7. Let A be a folded automaton arising from a folding of G(3,m) for some m ∈N. The group
Aut(GA) is either Sym(X3) or a 2-group.

It is a result of Hedlund [14] that Aut(X2,σ2) is isomorphic to the cyclic group of order 2. Below
we give a new proof of this result by identifying conditions on (non-minimal) strongly synchronizing
transducers to have a minimal representative in Hn with exactly one state. From this we also derive
implications (via Proposition 4.1) for folded automata: more precisely we show that certain folded
automata, including the graphs G(n,m), admit only automorphisms arising from permutations of the
symbol set Xn.

4.4 Synchronizing sequences

We require an algorithm given in [5] for detecting when an automaton is strongly synchronizing. We state
a version below.

Let A = (Xn,QA,πA) be an automaton. Define an equivalence relation∼A on the states of A by p∼A q
if and only if the maps πA(·, p) : QA→ QA and πA(·,q) : QA→ QA are equal. For a state q ∈ QA let q
represent the equivalence class of q under ∼A. Further set QA := {q | q ∈ QA} and let πA : QA→ QA

be defined by πA(x,q) = p where p = πA(x,q). Observe that πA is a well defined map. Define a new
automaton A= (Xn,QA,πA) noting that |QA| ≤ |QA| and |QA|= |QA| implies that A is isomorphic to A.

Given an automaton A, let A0 := A,A1,A2, . . . be the sequence of automata such that Ai = Ai−1 for all
i≥ 1. We call the sequence (Ai)i∈N the synchronizing sequence of A. We make a few observations.

By definition each term in the synchronizing sequence is a folding of the automaton which precedes
it, therefore there is a j ∈ N such that all the Ai for i ≥ j are isomorphic to one another. By a simple
induction argument, for each i, the states of Ai corresponds to a partition of QA. We identify the states of
Ai with this partition. For two states q, p ∈ QA that belong to a state P of Ai, πA(x,q) and πA(x, p) belong
to the same state of QA for all x ∈ Xn. We will use the language ‘two states of A are identified at level i’ if
the two named states belong to the same element of QAi .

If the automaton A is strongly synchronizing and core, then an easy induction argument shows that all
the terms in its synchronizing sequence are core and strongly synchronizing as well (since they are all
foldings of A). For example if A = G(n,m), then the first m terms of the synchronizing sequence of A are
(G(n,m),G(n,m−1),G(n,m−2), . . . ,G(n,1), after this all the terms in the sequence are the single state
automaton on Xn.

The result below is from [5].
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Theorem 4.8. Let A be an automaton and A0 := A,A1,A2, . . . be the sequence of automata such that
Ai = Ai−1 for all i > 1. Then

(a) a pair of states p,q ∈ QA, belong to the same element t ∈ QAi if and only if for all words a ∈ X i
n,

πA(a, p) = πA(a,q), and

(b) A is strongly synchronizing if and only if there is a j ∈ N such that |QA j |= 1. The minimal j for
which |A j|= 1 is the minimal synchronizing level of A.

4.5 Applying synchronizing sequences to understand automorphisms of de Bruijn graphs

Lemma 4.9. Let A be a core strongly synchronizing automaton, A0 := A,A1, . . . be its synchronizing
sequence and j ∈ N be minimal such that A j = 1. If A j−1 is isomorphic as an automaton to G(n,1) then
the sets QA,x := {πA(x, p) | p ∈ QA} for x ∈ Xn form a partition of the set QA the states of A.

Proof. This follows from the identification of the states of Ai with partitions of states of A. For if there
were distinct x,y ∈ Xn and states p1, p2 ∈ QA such that πA(x, p1) = πA(y, p2), then the states P1 and P2 of
A j−1 containing p1 and p2 respectively satisfy, πAi(x,P1) = πAi(y,P2). However, since A j−1 is isomorphic
as an automaton to G(n,1) this is not possible (A j−1 has n distinct states, is synchronizing at level 1 and
core). �

A consequence of Lemma 4.9 is the following result.

Lemma 4.10. There is no minimal, core, invertible transducer T which is bi-synchronizing at minimal
level ( j,k) and satisfies the following: if A and B are the automata obtained from T and T−1 respectively
by forgetting outputs, then the terms A j−1 and Bk−1 in the synchronizing sequences of A and B are
isomorphic to G(n,1).

Proof. Since T is minimal and strongly synchronizing, there is a pair p,q ∈ QT and x ∈ Xn such that
πT (x, p = πT (x,q) but y := λT (x, p) 6= λT (x,q) =: z. However, we therefore have that in T−1, and so in
B, πT−1(y, p−1) = πT (z,q−1) with z 6= q. This contradicts Lemma 4.9. �

We note the lack of the minimality hypothesis in the statement of the proposition below. We require the
non-minimality hypothesis in order to deduce results about elements of Hn arising from automorphisms
of de Bruijn graphs G(n,m). In particular as a consequence of the following Proposition, we show that
Aut(Gn,m) is isomorphic to the symmetric group on n symbols.

Proposition 4.11. Let T be a core, invertible bi-synchronizing transducer of size at least 2 with automata
theoretic inverse T−1. Let ( j,k) be the minimal bi-synchronizing level of T , and let A and B be the
automata obtained from T and T−1 respectively by forgetting outputs. Suppose that the terms A j−1 and
Bk−1 in the synchronizing sequence (Ai)i∈N and (Bi)i∈N of A and B are both isomorphic, as automata, to
G(n,1). Then j = k and the minimal transducer representing T has only one state.

Proof. We proceed by induction on the number of states of T .
Note that as j,k ≥ 1, it follows that the base case occurs when |T |= n. In this case, both A and B are

isomorphic to G(n,1) and j = k = 1. If all the states of T induce the same permutation φ on the set Xn,
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then the minimal transducer representing T has one state, and that state also induces the permutation ρ on
Xn. Therefore, suppose there are two states p,q ∈ QT and x ∈ Xn such that t := λT (x, p) 6= λT (x,q) =: z.
Since πT (x, p) = πT (x,q), it follows that in T−1, the state p−1,q−1 satisfy, πT−1(t, p−1) = πT−1(z,q−1).
This yields the desired contradiction by Lemma 4.9, since B is isomorphic to G(n,1).

Now suppose the conclusion of the proposition holds for all transducers T with n ≤ |T | < m and
which satisfy the hypothesis of the proposition.

Let T be a transducer with size |T | = m satisfying the hypothesis. Let ( j,k) be the minimal bi-
synchronizing level of T . Since |T |> n, it follows that both j and k are strictly greater than 1. As, because
T is core, if j or k were 1, T or T−1 would be a folding of G(n,1) and so, T and T−1 would have size
less than or equal to n.

Let A and B the automata obtained from T and T−1 respectively by forgetting outputs and let (Ai)i∈N
and (Bi)i∈N be their respective synchronizing sequences.

Let p,q ∈ QT be any pair of states satisfying πT (x, p) = πT (x,q) for all x ∈ Xn. Then, by the
argument given in the base case, we must also have λT (x, p) = λT (x,q) for all x ∈ Xn, otherwise we
obtain the contradiction that T does not satisfy the hypothesis of the proposition. By the same argument,
if p−1,q−1 ∈ QT−1 are any pair of states satisfying πT−1(x, p−1) = πT−1(x,q−1) for all x ∈ Xn, then
λT−1(x, p−1) = λT−1(x,q−1) for all x ∈ Xn as well.

Let ∼ be the equivalence relation on the states of T given by p ∼ q if πT (x, p) = πT (x,q) for all
x ∈ Xn. By an abuse of notation we also use ∼ for the same equivalence relation on the states of T−1.
For q ∈ QT , let q be its equivalence class and let QT := {q | q ∈ QT}. Notice that, by the preceding
paragraph, for states p,q ∈QT , p∼ q if and only if πT (�, p) = πT (�,q) and λT (�, p) = λT (�,q) if and only
if p−1 ∼ q−1. Moreover, by hypothesis, ∼ is not the trivial equivalence relation i.e its equivalence classes
do not all consist of singleton sets and it also does not consist of one equivalence class.

Form a new transducer T as follows. Let QT :=QT . Define the transition function πT : Xn×QT→QT

by πT(x,q) = p where p = πT (x,q) for some q ∈ q. The output function λT : Xn×QT→ Xn is defined
by λT(x,q) = λT (x,q) for some q ∈ q. The preceding paragraph implies that T is well-defined.

Observe, that if C is the automaton obtained from T by forgetting outputs and D is the automaton
obtained from T−1 by forgetting outputs, then C is isomorphic to A1 and D is isomorphic to B1, by
definition of the synchronizing sequence. This means that the minimal bi-synchronizing level of T is
( j− 1,k− 1). Moreover, as k− 1 and j− 1 are at least 1, in the synchronizing sequence of C and D,
the terms Ck−2 and Dk−2 are isomorphic to G(n,1). This means that T satisfies the hypothesis of the
proposition. Furthermore, as ∼ is not the trivial relation, we have |T|< |T |. Thus, we conclude that the
minimal transducer representing T has only one state and j−1 = k−1. However, by construction of T,
the minimal transducer representing T is also the minimal transducer representing T . This concludes the
proof. �

We have some corollaries of the result above.

Corollary 4.12. Let A be a folded automaton arising from a folding of G(n,m). If an element of the
synchronizing sequence of A is isomorphic to G(n,1), then any automorphism of GA is induced by a
permutation of the symbol set Xn.

Proof. Let φ be any automorphism of GA, and let H := H(A,φ). Let A(H) and A(H−1) be the automata
obtained from H and H−1 by forgetting outputs. Note that since A(H) and A(H−1) are isomorphic as
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automata to A, it follows that H satisfies the hypothesis of Proposition 4.11. This means that the minimal
representative of H has exactly one state. Proposition 4.1 now implies that φ is induced by a permutation
of the symbol set Xn. �

Corollary 4.13. Let A be the de Bruijn automaton G(n,m). Then Aut(GA) is isomorphic to the symmetric
group on n points.

Proof. G(n,m) is clearly a folding of itself, thus Corollary 4.12 implies that the automorphism group of
its underlying directed graph is isomorphic to a subgroup of the symmetric group on n points. However,
we have seen above that any permutation of Xn induces an automorphism of G(n,m). �

The corollaries of Proposition 4.11 below require the following straight-forward lemma.

Lemma 4.14. Let A be any strongly synchronizing, core automaton over the 2-letter alphabet. Let (Ai)i∈N
be the synchronizing sequence of A. if |A|> 1, then the minimal synchronizing level k of A is at least 1
and Ak−1 is isomorphic to G(2,1).

Proof. If |A|> 1 then it is not the single state automaton (which is the only automaton strongly synchro-
nizing at level 0). Thus let k≥ 1 be the minimal synchronizing level of A. Now, since A is core, it follows
that the automaton Ak−1 is isomorphic to G(2,1). This is because the only core, level 1 synchronizing
automaton over the 2 letter alphabet is G(2,1). �

Corollary 4.15. Let A be an folded automaton over the 2 letter alphabet, then Aut(GA) is either trivial
or the cyclic group of order 2. Moreover any automorphism of GA is induced by a permutation of X2.

Proof. This is a direct consequence of Lemma 4.14 and Corollary 4.12. �

Theorem 4.16. The group H2 is isomorphic to the cyclic group of order 2.

Proof. Let A be a minimal, core, bi-synchronizing transducer over the 2 letter alphabet. Suppose for a
contradiction that |A|> 1. By Lemma 4.14, A satisfies the hypothesis of Proposition 4.11. However, this
yields a contradiction as the size of A must then be 1.

Thus, every element of H2 has exactly one state yielding the result. �

5 Decomposing elements of Hn

In this section we give an algorithm for decomposing an arbitrary element of Hn as a product of elements
arising from automorphisms of the directed graphs underlying the folded automata arising from foldings
of G(n,m). Our method can be thought of as an interpretation of the approach in [8] in the language
of strongly synchronizing automata. However, we are able to simplify that approach a great deal. In
particular, we show that an element T ∈Hn of size l for some l ∈N can be written as a product of at most
l elements of Hn arising from automorphisms of directed graphs underlying foldings of the underlying
automaton of A−1. Note that an element T ∈Hn of size l is strongly synchronizing at level at most l−1,
thus fT (by Remark 3.6) corresponds to a map f∞ for some f ∈ F(Xn, l). To decompose the element f∞

using the approach given in [8], one would first have to construct a graph (isomorphic to the underlying
graph of some folded automaton) with at least nl vertices.
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5.1 Collapsing chains and amalgamation

We introduce some terminology. Let A and B be automata. Then B is said to belong to a collapse chain
of A, if there is a sequence

A = A0,A1, . . . ,Am = B

where, for i≥ 1, Ai is obtained from Ai−1 by identifying two states p,q ∈ QAi−1 such that πAi−1(·, p) =
πAi−1(·,q). We stress that each term in the sequence is obtained from the previous one by identifying
exactly two states. Observe that if A is strongly synchronizing and B is an automaton which is in a
collapse chain of A, then B is synchronizing at the minimal synchronizing level of A. More generally,
let A and B be automaton with B in a collapse chain of A. Let (Ai)i∈N and (Bi)i∈N be the sychronizing
sequences of A and B respectively, and suppose that k, l ∈ N are minimal such that A j = Ak for all j ≥ k
and B j = Bl for all j ≥ l, then Ak = Bl . This is a consequence of Theorem 4.8.

The following terminology, which is for the underlying graphs of an automaton, should be compared
with the similarly named terminology in the paper [8] (recall the direction of edges will be reversed in
our context). Let A and B be automata. Then GB is called an amalgamation of GA if there is a sequence
GA = G0,G1, . . . ,Gm = GB where, for i≥ 1, Gi is obtained from Gi−1 by identifying two vertices v1 and
v2 of Gi−1 having the property that for all vertices v of Gi−1, if there are precisely k outgoing edges from
v1 to v (for some 1 ≤ k ≤ n) then there are also precisely k outgoing edges from v2 to v. That is, we
replace the vertices v1 and v2 with a single vertex v1,2 and, for every vertex v of Gi−1 if there are k edges
from v1 to v (and hence, from v2 to v), then there are k edges from V1,2 to v (and of course, we retain all
other vertices and edges of Gi−1). Also, if v is a vertex of Gi−1 then there will be t edges in Gi from the
vertex corresponding to v to v1,2 if the cardinality of the set of edges from v to v1 is r while the cardinality
of the set of edges from v to v2 is s, where r+ s = t. In particular, if there are m loops based as v1 and m′

loops based at v2 in Gi−1, there are exactly m+m′ loops based at v1,2 in Gi. In this context, the vertices
v1 and v2 of Gi−1 are called amalgamable.

Let T be an invertible transducer. Let A and B be the underlying automata of T and T−1 respectively.
Let (Bi)i∈N be the synchronizing sequence of B. Then, by definition of the inverse transducer, GBi is
an amalgamation of GA for all i ∈ N. The condition “for two states p−1,q−1 ∈ QT−1 , πB(·, p−1) and
πB(·,q−1) are equal” is equivalent to the condition “the vertices p and q of GA are amalgamable”. Further
observe that for automata A and B with B in a collapse chain of A, the underlying directed graph of one is
an amalgamation of the other.

5.2 Description of the decomposition algorithm

Here we give a short description of the algorithm for decomposing an element T of Hn as a product of
torsion elements as described in Theorem 1.1. The proof that our various steps can be carried out is given
in full detail in Subsection 5.3. The algorithm allows the user some choices, so decomposition is not
unique, but our upper bound on the decomposition length still holds.

We conclude with an example decomposition and statements of choices we made so the reader can
verify by following the algorithm.

A1 Let T0 ∈Hn. Let A and B be the underlying automata of T0 and T−1
0 respectively.
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A2 If T0 has only one state, then it represents a permutation, and so there is a finite order single state
transducer that we can multiply against T0 to produce the identity element (in this case, go to the
final step of the algorithm with this finite order factor in hand). Otherwise, proceed to the next step.

A3 Compute the synchronizing sequence (Bi)i∈N for B = B0.

A4 Compute the first step A1 of the synchronizing sequence of A = A0.

A5 Find a pair (p,q) of distinct states of A which belong to the same state of A1.

A6 Find the non-identity permutation α of the output labels such that λ (·,q)◦α : Xn→ Xn is precisely
λ (·, p) : Xn→ Xn. Determine the disjoint cycle decomposition of the permutation α .

A7 There is a smallest index i so that the state [q] of the automaton Bi has the following properties:

• The states [q] and [p] remain distinct states of Bi, and

• For all x,y ∈ Xn belonging to the same disjoint cycle in the cycle decomposition of α , the
edges labelled x and y from [q] are parallel edges.

Now determine the isomorphism τα of Bi which fixes all vertices and induces the permutation α

on the edges leaving [q].)

A8 Build the transducer H(Bi,τα). This is a factor of finite order in a product sequence that will
eventually trivialize T0.

A9 Compute the product R = core(T ∗H(Bi,τα)). This product has the same underlying graph as T
but is not minimal. The states corresponding to p and q in this product are ω-equivalent, and will
be identified by minimizing the result R to produce a new element T1 with fewer states than T0.

A10 Repeat this process from the beginning, remembering the list of finite factors found so far.

A11 The transducer T now factors as the product in reverse order of the inverses of the finite order
factors found above.

We give an example. Consider the element T := H(A,φ) from Figure 5. Working through the
algorithm, with p = q1, and q = q0 in the first instance, one obtains the following decomposition below
(up to changing the final single state transducer; different choices for p and q in building the second factor
result in different single-state third-factor transducers):
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T =

q0

q1

p0

p1

t ∗
P̃n

∗
P̃n

0|2, 1|1, 2|0
2|2, 1|1

0|0

0|0

2|1
1|2

0|2

0|1
1|0

1|1, 0|0

2|2

Figure 6: Decomposing an element of H3 as a product of involutions.

5.3 Proof of Theorem 1.1

Here we prove that the algorithm above works.
Recall that H̃n consist of those transducers which are strongly synchronizing and have an automata-

theoretic inverse but which do not necessarily induce homeomorphisms of XZ
n . Further recall that for

T,U ∈ P̃n the product, in Pn, of T and U is obtained by identifying the ω-equivalent states of core(T ∗U),
write T ∗

P̃n
U for this transducer.

Lemma 5.1. Let A be a minimal transducer in Hn. Let B be the underlying automaton of A−1 and (Bi)i∈N
be the synchronizing sequence of B. Let H ∈ H̃n be any transducer such that the underlying automaton
of H is B j for some j ∈ N. For a state p−1 of A−1 write [p−1] for the state of B j containing p−1. Then

(a) the set of states of core(A∗H) is precisely the set {(p, [p−1]) | p ∈ QA}. Consequently,

(b) |A∗
P̃n

H| ≤ |A|, and,

(c) the underlying automaton of A∗
P̃n

H belongs to a collapse chain of the underlying automaton of A.

Proof. Let p ∈ QA and x ∈ Xn and consider the transition πA∗H(x,(p, [p−1])). Let y = λA(x, p) and
q = πA(x, p). Then, in A−1, we have πA−1(y, p−1) = q−1, therefore, in B j, πB j(y, [p

−1]) = [q−1]. Hence,
we conclude that

πA∗H(x,(p, [p−1])) = (q, [q−1]).

To see that (p, [p−1]) is a state of core(A ∗H), let γ ∈ X+
n be a word such that πA(γ, p) = p. The

preceding paragraph now shows that πA∗H(γ,(p, [p−1])) = (p, [p−1]).
Thus we see that |core(A ∗H)| = |A|. In particular the underlying automaton of core(A ∗H) is

isomorphic as an automaton to the underlying automaton of A via the map sending (p, [p−1]) to p.
Now, A∗

P̃n
H is obtained by identifying ω-equivalent states of core(A∗H). Therefore the underlying

automaton of A∗
P̃n

H belongs to a collapse chain of the underlying automaton of core(A∗H) as required.
�
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Lemma 5.2. Let A ∈Hn be a minimal transducer, let B be the underlying automaton of A−1 and (Bi)i∈N
be the synchronizing sequence of B. Suppose there are distinct states q1,q2 ∈ QA such that the maps
πA(·,q1) and πA(·,q2) are equal. Then there is a transducer H with the following properties:

(a) there is a j ∈ N such that H = H(B j,φ) for an automorphism φ of B j and,

(b) writing [q−1] for the state of B j containing q−1, q ∈ QA, we have

λA(·,q2)◦λH(B j,φ)(·, [q
−1
2 ]) : Xn→ Xn

is precisely the map λA(·,q1) : Xn→ Xn.

Proof. Since q1,q2 are distinct states of A and since A is minimal, the states q1 and q2 are not ω-
equivalent. Therefore, there are x 6= y and z ∈ Xn such that λA(x,q1) = λA(y,q2) = z. Let p1 = πA(x,q1)
and p2 = πA(y,q2). In A−1, we have πA−1(z,q−1

1 ) = p−1
1 and πA−1(z,q−1

2 ) = p−1
2 . Since A−1 has minimal

synchronizing level k, it therefore follows that either k = 1 and p1 = p2 or k≥ 2 and the maps πA−1(·, p−1
1 ) :

Xk−1
n → QA−1 and πA−1(·, p−1

2 ) : Xk−1
n → QA−1 are equal. Therefore, by Theorem 4.8, the minimal j ∈ N

for which p−1
1 and p−1

2 belong to the same state of B j is at most k−1.
Define a relation R on the set of states

Qq−1
1 ,q−1

2
:= {p−1 ∈ QA−1 | ∃x ∈ Xn,a ∈ {1,2} : πA−1(x,q−1

a ) = p−1}

by setting p−1Rq−1 if and only if there is a letter z ∈ Xn such that

πA−1(z,q−1
1 ) = p−1 and πA−1(z,q−1

2 ) = q−1.

Let R be the transitive closure of R, so that R is an equivalence relation on Qq−1
1 ,q−1

2
. By the preceding

paragraph, for a state p−1 ∈ Qq−1
1 ,q−1

2
, there is a minimal j ∈ N, j ≤ k−1, and all elements of [p−1]R , the

equivalence class of p−1, belong to the same state of B j.
Let J ∈ N, J ≤ k− 1, be minimal such that for any p−1 ∈ QA−1 there is a state of BJ such that all

elements of [p−1] belong to the same state of BJ . Observe that if R is the diagonal relation, that is,
if R is precisely the set {(p−1, p−1) | p−1 ∈ Qq−1

1 ,q−1
2
}, then B j = B0. Further observe that R is the

diagonal relation precisely when for all x ∈ Xn, πA−1(x,q−1
1 ) = πA−1(x,q−1

2 ). If there is z ∈ Xn, such that
πA−1(z,q−1

1 ) 6= πA−1(z,q−1
2 ), then minimality of J forces that the states q−1

1 and q−1
2 do not belong to the

same state of BJ . Therefore, as q1 and q2 are distinct states of A, they are contained in distinct states of
BJ .

Let t1 and t2 be the distinct states of BJ containing q−1
1 and q−1

2 respectively. Observe that the
maps πBJ (·, t1) and πBJ (·, t2) are equal by choice of J and definition of the relation R. Define a map
λBJ (·, t2) : Xn→ Xn as follows. Let x,∈ Xn and let z = λA(x,q1) and y = λA(x,q2) then set λBJ (y, t2) := z.
Since λA(·,q1) and λA(·,q2) are permutations of Xn, then λA(·, t2) is a bijection as well. Moreover we
note that

λA(·,q2)◦λA(·, t2) : Xn→ Xn

is precisely the map λA(·,q1) : Xn→ Xn.
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Let a,b,c ∈ Xn be arbitrary such that λBJ (a, t2) = b and λBJ (b, t2) = c. By definition, there are
x,y ∈ Xn such that λA(x,q1) = a, λA(x,q2) = b, λA(y,q1) = b and λA(y,q2) = c. By the assumption that
πA(·,q1) and πA(·,q2) are equal, we have p−1 := πA−1(a,q−1

1 ) = πA−1(b,q−1
2 ) and q−1 := πA−1(b,q−1

1 ) =
πA−1(c,q−1

2 ). Thus, p−1 is R related to q−1. Therefore, it is the case that πBJ (b, t2) = πBJ (c, t2).
Let (x1 x2 x3 . . . xm) be a sequence of elements of Xn such that for 1≤ i≤ m−1, λBJ (xi, t2) = xi+1

and λBJ (xm, t2) = x1. By an induction argument making use of the previous paragraph we see that there is
a state t ∈ QBJ such that πBJ (xi, t2) = t for all 1≤ i≤ m. Thus, it follows that given a,b ∈ Xn such that
λBJ (a, t2) = b then, πBJ (a, t2) = πBJ (b, t2).

Let t be any state of BJ not equal to t2, we set λBJ (·, t) : Xn→ Xn to be the identity permutation. Set
H(B j) := (Xn,QBJ ,πBJ ,λBJ ).

Let φ be the automorphism of GBJ which fixes all vertices of GB j and whose action on the edges of
GB j is as follows. For an edge (t2,x, t) of GBJ with initial vertex t2, set (t2,x, t)φ := (t2,λBJ (x, t2), t); φ

fixes every other edge. It is clear from the preceding paragraphs that H(BJ,φ) = H(BJ). Thus we may
take H = H(BJ) concluding the proof. �

Proposition 5.3. Let A ∈Hn be a minimal transducer, B be the underlying automaton of A−1, (Bi)i∈N
be the synchronizing sequence of B and k ∈ N be minimal such that |Bk|= 1. Suppose there are distinct
states q1,q2 ∈ QA such that the maps πA(·,q1) and πA(·,q2) are equal. Then, there is an i ∈ N, and an
automorphism φ of GBi fixing vertices and such that |A∗

P̃n
H(Bi,φ)|< |A|. Thus, GH(Bi,φ) = GBi is an

amalgamation of GA. Moreover, the underlying automaton of A ∗
P̃n

H(Bi,φ) is belongs to a collapse
chain of the underlying automaton of A. Therefore, (A∗

P̃n
H(Bi,φ)) has minimal synchronizing level at

most the minimal synchronizing level of A.

Proof. By Lemma 5.2 there is a transducer H with the following properties:

• there is a j ∈ N such that H = H(B j,φ) for an automorphism φ of B j and,

• writing [q−1] for the state of B j containing q−1, q ∈ QA, we have

λA(·,q2)◦λH(B j,φ)(·, [q
−1
2 ]) : Xn→ Xn

is precisely the map λA(·,q1) : Xn→ Xn.

The result follows by applying Lemma 5.1 to the product A∗
P̃n

H. �

Theorem 5.4. Let T ∈Hn, A the underlying automaton of T , (Ai)i∈N the synchronizing sequence of A
and k be minimal such that A j = Ak for all j ≥ k. Note that since T is strongly synchronizing, Ak = 1.
Then T can be written as a product of a single state transducer U and at most |A|−1 elements of Hn

which arise from vertex-fixing automorphisms of directed graphs which are amalgamations of GA.

Proof. The proof follows by repeatedly applying Proposition 5.3. �

We note that Theorem 1.1 is a corollary of Theorem 5.4 above.

Lemma 5.5. Let A be a strongly synchronizing core automaton with more that one state. Then for any
pair p,q ∈ QA there are is a least one element x ∈ Xn such that πA(x, p) 6= q. In other words, there are at
most n−1 edges in GA from the vertex p to the vertex q.
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Proof. Suppose for a contradiction that there are states p,q ∈ QA such that πA(x, p) = q for all x ∈ Xn.
Let (Ai)i∈N be the synchronizing sequence of A, and let k be minimal such that Ak = 1. Notice that Ak−1
is synchronizing at level 1 and core and has more than one state by assumption on k. Let t be the state of
Ak−1 which contains p, and t ′ be the state of Ak−1 containing q. It follows that πA(xn, t) = t ′ for all x ∈ Xn.
Since Ak−1 is synchronizing at level 1, this forces, |Ak−1|= 1 which yields the desired contradiction. �

Corollary 5.6. Let A be a strongly synchronizing core automaton over the alphabet X3 with more than
one state. Let φ be any automorphism of GA that fixes vertices, then φ has order at most 2.

Corollary 5.7. Let T ∈ H3, A be the underlying automaton of T and (Ai)i∈N be the synchronizing
sequence of A. Let k ∈ N be minimal such that |Ak| = 1. Then T can be written as a product of a
single state transducer U and at most |A|−1 elements of Hn of order 2 which arise from vertex-fixing
automorphisms of directed graphs which are amalgamations of GA.

Proof. The proof follows by repeated applications of Proposition 5.3 and Corollary 5.6. �

We generalize Corollary 5.7 to all n. However, the number of elements of order 2 required is bigger
than the number of states in general. We require first the following straight-forward observation.

Lemma 5.8. Let G be a directed graph and φ be an automorphism of G that fixes vertices. Then φ can
be written as a product of vertex-fixing automorphisms of G of order 2.

Corollary 5.9. Let T ∈Hn, (Ai)i∈N be the synchronizing sequence of A and k be minimal such that
A j = Ak for all j ≥ k. Then T can be written as a product of a single state transducer U with underlying
automaton Ak, and elements of Hn of order 2 arising from vertex-fixing automorphisms of directed graphs
which are amalgamations of GA.

It is possible to bound the number of involutions appearing in Corollary 5.9 in terms of A (i.e the
number of vertices and edges of GA) but we have not attempted to do so.

6 Counting foldings

Counting foldings of the de Bruijn graph G(n,k) is an important and challenging problem. We give here
the solution for k = 1 (which is trivial) and for k = 2.

The Bell number B(n) is the number of partitions of an n-set. This well-studied combinatorial
sequence is given by the recurrence relation

B(n) =
n

∑
k=1

(
n−1
k−1

)
B(n− k)

for n > 0, with B(0) = 1.

Proposition 6.1. The number of foldings of G(n,1) is the Bell number B(n).

Proof. The vertex set is identified with Xn, so any folding is a partition of Xn; and clearly any partition of
Xn is a folding. �
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Theorem 6.2. The number of foldings of the de Bruijn graph with word length 2 over an alphabet of
cardinality n is

∑
π

|π|

∏
i=1

R(|π|, |Ai|),

where π runs over partitions of the alphabet, Ai is the ith part, and

R(s, t) = ∑
ρ

(−1)|ρ|−1(|ρ|−1)!
|ρ|

∏
i=1

B(|Ci|s),

where ρ runs over all partitions of {1, . . . , t}, and Ci is the ith part.

The formula is somewhat complicated, but values are easily computed (and rapidly growing): the
numbers for n = 1, . . . ,7 are 1, 5, 192, 78721, 519338423, 82833228599906, 429768478195109381814.

Proof. We define a graph Γ associated with a folding: the vertex set is the alphabet Xn, and two vertices x
and y are joined if there exist u and v such that ux≡ vy.

@
@
@
@@

�
�
� J

J
J
JJ

r
r r r

ux

vy py

qz Ai rr
r
.

...............
..............

.............
...........
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.............
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...............

x
z
y

Let π be the partition of Xn into connected components of the graph Γ. If Ai is a part of Γ, then the
set Xn×Ai (the horizontal stripe in the figure) is a union of parts of the folding: no part can cross into a
different horizontal stripe.

Moreover, by the definition of a folding, we see that if x,y ∈ Ai, then xw and yw lie in the same part
of the folding.
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r r rxw
zw

yw

Ai

The sets Xn×Ai can be treated independently, so we have to count the number of good partitions of
each and multiply them. Moreover, by the last remark, we can shrink each horizontal interval A j×{v} to
a point, so we have to partition π×Ai.

There are B(|π| · |Ai|) partitions of π×Ai. We have to filter out the ones which do not induce partitions
of π×B for any proper subset B of Ai. By Möbius inversion [20, Section 3.7] over the lattice of partitions
of Ai, we find that the number of these is R(|π|, |Ai|), where R is as defined earlier.

Putting all this together gives the result. �

Apart from this result, only a few values of the function counting foldings are known: G(2,3) has 30
foldings, while G(2,4) has 1247. (These numbers were obtained by brute-force computation.)
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