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Preface to Volume 2 of the Fourth
Edition

The main focus of the second volume of this fourth edition, as in the third, is
on the two non-Abelian quantum gauge field theories of the Standard Model
– that is, QCD and the electroweak theory of Glashow, Salam and Weinberg.
We preserve the same division into four parts: non-Abelian symmetries, both
global and local; QCD and the renormalization group; spontaneously broken
symmetry; and weak interaction phenomenology and the electroweak theory.

However, the book has always combined theoretical development with dis-
cussion of relevant experimental results. And it is on the experimental side
that most progress has been made in the ten years since the third edition
appeared – first of all, in the study of CP violation in B-meson physics, and
in neutrino oscillations. The inclusion of these results, and the increasing im-
portance of the topics, have required some reorganization, and a new chapter
(21) devoted wholly to them. We concentrate mainly on CP-violation in B-
meson decays, particularly on the determination of the angles of the unitarity
triangle from B-meson oscillations. CP-violation in K-meson systems is also
discussed. In the neutrino sector, we describe some of the principal experi-
ments which have led to our current knowledge of the mass-squared differences
and the mixing angles. In discussing weak interaction phenomenology, we keep
in view the possibility that neutrinos may turn out to be Majorana particles,
an outcome for which we have prepared the reader in (new) chapters 4 and 7
of volume 1.

More recently, on July 4, 2012, the ATLAS and CMS collaborations at
the CERN LHC announced the discovery of a boson of mass between 125 and
126 GeV, with production and decay characteristics which are consistent (at
the 1σ level) with those of the Standard Model Higgs boson. We can now
conclude our treatment of the electroweak theory, and this volume, with a
discussion of this historic discovery, which opens a new era in particle physics
– one in which the electroweak symmetry-breaking (Higgs) sector of the SM
will be rigorously tested.

Our treatment of a number of topics has been updated and, we hope, im-
proved. In QCD, the definition of 2-jet cross sections in e+e− annihilation
is explained, and used in a short discussion of jet algorithms (sections 14.5
and 14.6). Progress in lattice QCD is recognized with the inclusion of some
of the recent impressive results using dynamical fermions (section 16.5). In
the chapter on chiral symmetry breaking, a new section (18.3) introduces the
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important technique of effective Lagrangians, including the extension to the 
three-flavour case and the associated mass relations. A much fuller account is 
given of three-generation quark mixing and the CKM matrix (section 20.7.3), 
as preparation for chapter 21. The essential points in chapter 21 of the pre-
vious edition, relating to problems with the current–current and IVB models, 
now provide the introductory motivation for the GSW theory in chapter 22. 

One item has been banished to an appendix: geometrical aspects of gauge 
theories, which did after all seem to interrupt the flow of chapter 13 too much 
(but we hope readers will not ignore it). And another has been brought in 
from the cold: as already mentioned, Majorana fermions now find themselves 
appearing for the first time in volume 1. 
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crucial help with JaxoDraw. 
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12  
Global Non-Abelian Symmetries  

12.1 The Standard Model 
In the preceding volume, a very successful dynamical theory – QED – has been 
introduced, based on the remarkably simple gauge principle: namely, that the 
theory should be invariant under local phase transformations on the wave-
functions (chapter 2) or field operators (chapter 7) of charged particles. Such 
transformations were characterized as Abelian in section 2.6, since the phase 
factors commuted. The second volume of this book will be largely concerned 
with the formulation and elementary application of the remaining two dynam-
ical theories within the Standard Model – that is, QCD and the electroweak 
theory. They are built on a generalization of the gauge principle, in which the 
transformations involve more than one state, or field, at a time. In that case, 
the ‘phase factors’ become matrices, which generally do not commute with 
each other, and the associated symmetry is called a ‘non-Abelian’ one. When 
the phase factors are independent of the space-time coordinate x, the symme-
try is a ‘global non-Abelian’ one; when they are allowed to depend on x, one 
is led to a non-Abelian gauge theory. Both QCD and the electroweak theory 
are of the latter type, providing generalizations of the Abelian U(1) gauge 
theory which is QED. It is a striking fact that all three dynamical theories in 
the Standard Model are based on a gauge principle of local phase invariance. 

In this chapter we shall be mainly concerned with two global non-Abelian 
symmetries, which lead to useful conservation laws but not to any specific 
dynamical theory. We begin in section 12.1 with the first non-Abelian sym-
metry to be used in particle physics, the hadronic isospin ‘SU(2) symmetry’ 
proposed by Heisenberg (1932) in the context of nuclear physics, and now 
understood as following from QCD and the smallness of the u and d quark 
masses as compared with the QCD scale parameter Λ (see section 18.3.3). MS 
In section 12.2 we extend this to SU(3)f flavour symmetry, as was first done 
by Gell-Mann (1961) and Ne’eman (1961) – an extension seen, in its turn, as 
reflecting the smallness of the u, d and s quark masses as compared with ΛMS. 
The ‘wavefunction’ approach of sections 12.1 and 12.2 is then reformulated in 
field-theoretic language in section 12.3. 

In the last section of this chapter, we shall introduce the idea of a global 
chiral symmetry, which is a symmetry of theories with massless fermions. This 
may be expected to be a good approximate symmetry for the u and d quarks. 
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this further in chapter 16. In weak interactions, a third realization appears:
the gauge quanta acquire mass via (it is believed) a second instance of spon-
taneous symmetry breaking, as will be explained in Part VII. In fact a further
application of this idea is required in the electroweak theory, because of the
chiral nature of the gauge symmetry in this case: the quark and lepton masses
also must be ‘spontaneously generated’.

12.2 The flavour symmetry SU(2)f

12.2.1 The nucleon isospin doublet and the group SU(2)

The transformations initially considered in connection with the gauge principle
in section 2.5 were just global phase transformations on a single wavefunction

ψ' = eiαψ. (12.1)

The generalization to non-Abelian invariances comes when we take the sim-
ple step – but one with many ramifications – of considering more than one
wavefunction, or state, at a time. Quite generally in quantum mechanics, we
know that whenever we have a set of states which are degenerate in energy (or
mass) there is no unique way of specifying the states: any linear combination
of some initially chosen set of states will do just as well, provided the normal-
ization conditions on the states are still satisfied. Consider, for example, the
simplest case of just two such states – to be specific, the neutron and proton
(figure 12.1). This single near coincidence of the masses was enough to suggest
to Heisenberg (1932) that, as far as the strong nuclear forces were concerned
(electromagnetism being negligible by comparison), the two states could be
regarded as truly degenerate, so that any arbitrary linear combination of neu-
tron and proton wavefunctions would be entirely equivalent, as far as this
force was concerned, for a single ‘neutron’ or single ‘proton’ wavefunction.
This hypothesis became known as ‘charge independence of nuclear forces’.
Thus redefinitions of neutron and proton wavefunctions could be allowed, of
the form

ψp → ψ'
p = αψp + βψn (12.2)

ψn → ψ'
n = γψp + δψn (12.3)

for complex coefficients α, β, γ, and δ. In particular, since ψp and ψn are
degenerate, we have

Hψp = Eψp, Hψn = Eψn (12.4)

from which it follows that

Hψ'
p = H(αψp + βψn) = αHψp + βHψn (12.5)

= E(αψp + βψn) = Eψ'
p (12.6)

4 12. Global Non-Abelian Symmetries 

But the anticipated observable consequences of this symmetry (for example, 
nucleon parity doublets) appear to be absent. This puzzle will be resolved 
in Part VII, via the profoundly important concept of ‘spontaneous symmetry 
breaking’. 

The formalism introduced in this chapter for SU(2) and SU(3) will be 
required again in the following one, when we consider the local versions of 
these non-Abelian symmetries and the associated dynamical gauge theories. 
The whole modern development of non-Abelian gauge theories began with 
the attempt by Yang and Mills (1954) (see also Shaw 1955) to make hadronic 
isospin into a local symmetry. However, the beautiful formalism developed 
by these authors turned out not to describe interactions between hadrons. 
Instead, it describes the interactions between the constituents of the hadrons, 
namely quarks – and this in two respects. First, a local SU(3) symmetry 
(called SU(3)c) governs the strong interactions of quarks, binding them into 
hadrons (see Part VI). Secondly, a local SU(2) symmetry (called weak isospin) 
governs the weak interactions of quarks (and leptons); together with QED, this 
constitutes the electroweak theory (see Part VIII). It is important to realize 
that, despite the fact that each of these two local symmetries is based on 
the same group as one of the earlier global (flavour) symmetries, the physics 
involved is completely different. In the case of the strong quark interactions, 
the SU(3)c group refers to a new degree of freedom (‘colour’) which is quite 
distinct from flavour u, d, s (see chapter 14). In the weak interaction case, 
since the group is an SU(2), it is natural to use ‘isospin language’ in talking 
about it, particularly since flavour degrees of freedom are involved. But we 
must always remember that it is weak isospin, which (as we shall see in chapter 
20) is an attribute of leptons as well as of quarks, and hence physically quite 
distinct from hadronic isospin. Furthermore, it is a parity-violating chiral 
gauge theory. 

Despite the attractive conceptual unity associated with the gauge prin-
ciple, the way in which each of QCD and the electroweak theory ‘works’ is 
actually quite different from QED, and from each other. Indeed it is worth 
emphasizing very strongly that it is, a priori, far from obvious why either the 
strong interactions between quarks, or the weak interactions, should have any-
thing to do with gauge theories at all. Just as in the U(1) (electromagnetic) 
case, gauge invariance forbids a mass term in the Lagrangian for non-Abelian 
gauge fields, as we shall see in chapter 13. Thus it would seem that gauge 
field quanta are necessarily massless. But this, in turn, would imply that the 
associated forces must have a long-range (Coulombic) part, due to exchange of 
these massless quanta – and of course in neither the strong nor the weak inter-
action case is that what is observed.1 As regards the former, the gluon quanta 
are indeed massless, but the contradiction is resolved by non-perturbative ef-
fects which lead to confinement, as we indicated in chapter 1. We shall discuss 

1Pauli had independently developed the theory of non-Abelian gauge fields during 1953, 
but did not publish any of this work because of the seeming physical irrelevancy associated 
with the masslessness problem (Enz 2002, pages 474-82; Pais 2000, pages 242-5). 
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this further in chapter 16. In weak interactions, a third realization appears: 
the gauge quanta acquire mass via (it is believed) a second instance of spon-
taneous symmetry breaking, as will be explained in Part VII. In fact a further 
application of this idea is required in the electroweak theory, because of the 
chiral nature of the gauge symmetry in this case: the quark and lepton masses 
also must be ‘spontaneously generated’. 

12.2 The flavour symmetry SU(2)f 

12.2.1 The nucleon isospin doublet and the group SU(2) 
The transformations initially considered in connection with the gauge principle 
in section 2.5 were just global phase transformations on a single wavefunction 

ψ' = e  iαψ. (12.1) 

The generalization to non-Abelian invariances comes when we take the sim-
ple step – but one with many ramifications – of considering more than one 
wavefunction, or state, at a time. Quite generally in quantum mechanics, we 
know that whenever we have a set of states which are degenerate in energy (or 
mass) there is no unique way of specifying the states: any linear combination 
of some initially chosen set of states will do just as well, provided the normal-
ization conditions on the states are still satisfied. Consider, for example, the 
simplest case of just two such states – to be specific, the neutron and proton 
(figure 12.1). This single near coincidence of the masses was enough to suggest 
to Heisenberg (1932) that, as far as the strong nuclear forces were concerned 
(electromagnetism being negligible by comparison), the two states could be 
regarded as truly degenerate, so that any arbitrary linear combination of neu-
tron and proton wavefunctions would be entirely equivalent, as far as this 
force was concerned, for a single ‘neutron’ or single ‘proton’ wavefunction. 
This hypothesis became known as ‘charge independence of nuclear forces’. 
Thus redefinitions of neutron and proton wavefunctions could be allowed, of 
the form 

ψp → ψ' = αψp + βψn (12.2) p 

ψn → ψn 
' = γψp + δψn (12.3) 

for complex coefficients α, β, γ, and δ. In particular, since ψp and ψn are 
degenerate, we have 

Hψp = Eψp,  Hψn = Eψn (12.4) 

from which it follows that 

Hψ' = H(αψp + βψn) = αHψp + βHψn (12.5) p 

= E(αψp + βψn) = Eψ' (12.6) p 
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We now consider the general form of the matrix V, as constrained by
various relevant restrictions: quite remarkably, we shall discover that (after
extracting an overall phase) V has essentially the same mathematical form
as the matrix U of (4.33), which we encountered in the discussion of the
transformation of (real) spin wavefunctions under rotations of the (real) space
axes. It will be instructive to see how the present discussion leads to the same
form (4.33).

We first note thatV of (12.10) depends on four arbitrary complex numbers,
or alternatively on eight real parameters. By contrast, the matrix U of (4.33)
depends on only three real parameters, which we may think of in terms of two
to describe the direction of the axis of rotation, and a third for the angle of
rotation. However, V is subject to certain restrictions, and these reduce the
number of free parameters in V to three, as we now discuss. First, in order
to preserve the normalization of ψ(1/2) we require

ψ(1/2)'†ψ(1/2)' = ψ(1/2)†V†Vψ(1/2) = ψ(1/2)†ψ(1/2) (12.11)

which implies that V has to be unitary:

V†V = 12, (12.12)

where 12 is the unit 2 × 2 matrix. Clearly this unitarity property is in no
way restricted to the case of two states: the transformation coefficients for
n degenerate states will form the entries of an n × n unitary matrix. A
trivialization is the case n = 1, for which, as we noted in section 2.6, V reduces
to a single phase factor as in (12.1), indicating how all the previous work is
going to be contained as a special case of these more general transformations.
Indeed, from elementary properties of determinants we have

detV†V = detV† · detV = detV∗ · detV =| detV |2= 1 (12.13)

so that
detV = exp(iθ) (12.14)

where θ is a real number. We can separate off such an overall phase factor from
the transformations mixing ‘p’ and ‘n’, because it corresponds to a rotation
of the phase of both p and n wavefunctions by the same amount:

ψ'
p = eiαψp, ψ'

n = eiαψn. (12.15)

The V corresponding to (12.15) is V = eiα12, which has determinant exp(2iα)
and is therefore of the form (12.1) with θ = 2α. In the field-theoretic formalism
of section 7.2, such a symmetry can be shown to lead to the conservation of
baryon number Nu +Nd −Nū −Nd̄, where bar denotes the antiparticle.

The new physics will lie in the remaining transformations which satisfy

detV = +1. (12.16)

6 12. Global Non-Abelian Symmetries 

FIGURE 12.1 
Early evidence for isospin symmetry. 

and similarly 
Hψ' = Eψ' (12.7) n n 

showing that the redefined wavefunctions still describe two states with the 
same energy degeneracy. 

The two-fold degeneracy seen in figure 12.1 is suggestive of that found in 
spin- 1 systems in the absence of any magnetic field; the sz = ± 1 

2 2 components 
are degenerate. The analogy can be brought out by introducing the two-
component nucleon isospinor 

ψ(1/2) ≡
(

ψp 
)

≡ ψpχp + ψnχn (12.8) 
ψn

where (
1 
) (

0 
)

χp = , χn = . (12.9) 
0 1

In ψ(1/2), ψp is the amplitude for the nucleon to have ‘isospin up’, and ψn is 
that for it to have ‘isospin down’. 

As far as the states are concerned, this terminology arises, of course, from 
the formal identity between the ‘isospinors’ of (12.9) and the two-component 
eigenvectors (3.60) corresponding to eigenvalues ± 1 h of (true) spin: compare 2 
also (3.61) and (12.8). It is important to be clear, however, that the degrees of 
freedom involved in the two cases are quite distinct; in particular, even though 
both the proton and the neutron have (true) spin− 1 , the transformations 2 
(12.2) and (12.3) leave the (true) spin part of their wavefunctions completely 
untouched. Indeed, we are suppressing the spinor part of both wavefunctions 
altogether (they are of course 4-component Dirac spinors). As we proceed, 
the precise mathematical nature of this ‘spin-1/2’ analogy will become clear. 

Equations (12.2) and (12.3) can be compactly written in terms of ψ(1/2) 

as 

ψ(1/2) → ψ(1/2)' Vψ(1/2)

(
α β  

)
= , V = (12.10) 

γ δ

where V is the indicated complex 2 × 2 matrix. Heisenberg’s proposal, then, 
was that the physics of strong interactions between nucleons remained the 
same under the transformation (12.10): in other words, a symmetry was in-
volved. We must emphasise that such a symmetry can only be exact in the 
absence of electromagnetic interactions: it is therefore an intrinsically approx-
imate symmetry, though presumably quite a useful one in view of the relative 
weakness of electromagnetic interactions as compared to hadronic ones. 
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We now consider the general form of the matrix V, as constrained by 
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extracting an overall phase) V has essentially the same mathematical form 
as the matrix U of (4.33), which we encountered in the discussion of the 
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depends on only three real parameters, which we may think of in terms of two 
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detV = +1. (12.16) 



12.2. The flavour symmetry SU(2)f 9

which are all first-order small. The three matrices τ are just the familiar
Hermitian Pauli matrices

τ1 =

(
0 1
1 0

)
, τ2 =

(
0 −i
i 0

)
, τ3 =

(
1 0
0 −1

)
, (12.25)

here called ‘tau’ precisely in order to distinguish them from the mathemati-
cally identical ‘sigma’ matrices which are associated with the real spin degree
of freedom. Hence a general infinitesimal SU(2) matrix takes the form

Vinfl = (12 + iE · τ/2), (12.26)

and an infinitesimal SU(2) transformation of the p-n doublet is specified by

(
ψ'
p

ψ'
n

)
= (12 + iE · τ/2)

(
ψp

ψn

)
. (12.27)

The τ -matrices clearly play an important role, since they determine the
forms of the three independent infinitesimal SU(2) transformations. They are
called the generators of infinitesimal SU(2) transformations; more precisely,
the matrices τ/2 provide a particular matrix representation of the generators,
namely the two-dimensional, or ‘fundamental’ one (see appendix M). We note

that they do not commute amongst themselves: rather, introducing T( 1
2 ) ≡

τ/2, we find (see problem 12.3)

[T
( 1
2 )

i , T
( 1
2 )

j ] = iEijkT
( 1
2 )

k , (12.28)

where i, j and k run from 1 to 3, and a sum on the repeated index k is
understood as usual. The reader will recognize the commutation relations
(12.28) as being precisely the same as those of angular momentum operators
in quantum mechanics:

[Ji, Jj ] = iEijkJk. (12.29)

In that case, the choice Ji = σi/2 ≡ J
( 1
2 )

i would correspond to a (real) spin-
1/2 system. Here the identity between the tau’s and the sigma’s gives us a
good reason to regard our ‘p-n’ system as formally analogous to a ‘spin-1/2’
one. Of course, the ‘analogy’ was made into a mathematical identity by the
judicious way in which ξ was parametrised in (12.23).

The form for a finite SU(2) transformation V may then be obtained from
the infinitesimal form using the result

eA = lim
n→∞(1 +A/n)n (12.30)

generalized to matrices. Let E = α/n, where α = (α1, α2, α3) are three real
finite (not infinitesimal) parameters, apply the infinitesimal transformation n
times, and let n tend to infinity. We obtain

V = exp(iα · τ/2) (12.31)

8 12. Global Non-Abelian Symmetries 

Such a matrix is said to be a special unitary matrix, which simply means it 
has unit determinant. Thus, finally, the V’s we are dealing with are special, 
unitary, 2  × 2 matrices. The set of all such matrices form a group. The 
general defining properties of a group are given in appendix M. In the present 
case, the elements of the group are all such 2 × 2 matrices, and the ‘law of 
combination’ is just ordinary matrix multiplication. It is straightforward to 
verify (problem 12.1) that all the defining properties are satisfied here; the 
group is called ‘SU(2)’, the ‘S’ standing for ‘special’, the ‘U’ for ‘unitary’, and 
the ‘2’ for ‘2 × 2’. 

SU(2) is actually an example of a Lie group (see appendix M). Such groups 
have the important property that their physical consequences may be found 
by considering ‘infinitesimal’ transformations, that is – in this case – matrices 
V which differ only slightly from the ‘no-change’ situation corresponding to 
V = 12. For such an infinitesimal SU(2) matrix Vinfl we may therefore write 

Vinfl = 12 + iξ (12.17) 

where ξ is a 2×2 matrix whose entries are all first-order small quantities. The 
condition detVinfl = 1 now reduces, on neglect of second-order terms 0(ξ2), 
to the condition (see problem 12.2) 

Trξ = 0. (12.18) 

The condition that Vinfl be unitary, i.e. 

(12 + iξ)(12 − iξ†) = 12 (12.19) 

similarly reduces (in first order) to the condition 

ξ†ξ = . (12.20) 

Thus ξ is a 2 × 2 traceless Hermitian matrix, which means it must have the 
form (

a b− ic 
)

ξ = , (12.21) 
b + ic −a 

where a, b, c are infinitesimal real parameters. Writing 

a =  3/2, b =  1/2, c =  2/2, (12.22) 

(12.21) can be put in the more suggestive form 

ξ = E · τ /2 (12.23) 

where E stands for the three real quantities 

E = ( 1,  2,  3) (12.24) 
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which are all first-order small. The three matrices τ are just the familiar 
Hermitian Pauli matrices 

( 
0 1  

) ( 
0 −i 

) ( 
1 0 

)
τ1 = , τ2 = , τ3 = , (12.25) 

1 0  i 0 0 −1 

here called ‘tau’ precisely in order to distinguish them from the mathemati-
cally identical ‘sigma’ matrices which are associated with the real spin degree 
of freedom. Hence a general infinitesimal SU(2) matrix takes the form 

Vinfl = (12 + iE · τ /2), (12.26) 

and an infinitesimal SU(2) transformation of the p-n doublet is specified by 

( 
ψp 
' ) ( 

ψp 
)

= (12 + iE · τ /2) . (12.27) 
ψ' ψnn 

The τ -matrices clearly play an important role, since they determine the 
forms of the three independent infinitesimal SU(2) transformations. They are 
called the generators of infinitesimal SU(2) transformations; more precisely, 
the matrices τ /2 provide a particular matrix representation of the generators, 
namely the two-dimensional, or ‘fundamental’ one (see appendix M). We note 

1
2that they do not commute amongst themselves: rather, introducing T( ) ≡ 

τ /2, we find (see problem 12.3) 

1
2

1
2

1
2( ) ( ) ( )

[T , T ] = iEijk T , (12.28) i j k 

where i, j and k run from 1 to 3, and a sum on the repeated index k is 
understood as usual. The reader will recognize the commutation relations 
(12.28) as being precisely the same as those of angular momentum operators 
in quantum mechanics: 

[Ji, Jj ] = iEijk Jk. (12.29) 

1
2( )

In that case, the choice Ji = σi/2 ≡ J would correspond to a (real) spin-i 
1/2 system. Here the identity between the tau’s and the sigma’s gives us a 
good reason to regard our ‘p-n’ system as formally analogous to a ‘spin-1/2’ 
one. Of course, the ‘analogy’ was made into a mathematical identity by the 
judicious way in which ξ was parametrised in (12.23). 

The form for a finite SU(2) transformation V may then be obtained from 
the infinitesimal form using the result 

A e = lim (1 + A/n)n (12.30) 
n→∞

generalized to matrices. Let E = α/n, where α = (α1, α2, α3) are three real 
finite (not infinitesimal) parameters, apply the infinitesimal transformation n 
times, and let n tend to infinity. We obtain 

V = exp(iα · τ /2) (12.31) 
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In the case of the p-n doublet, it is easy to see what these operators are. We
may write (12.4), (12.6) and (12.7) as

H2ψ
(1/2) = Eψ(1/2) (12.36)

and
H2ψ

(1/2)' = Eψ(1/2)' , (12.37)

where H2 is the 2× 2 matrix

H2 =

(
H 0
0 H

)
. (12.38)

Hence H2 is proportional to the unit matrix in this two-dimensional space,
and it therefore commutes with the tau’s:

[H2, τ ] = 0. (12.39)

It then also follows that H2 commutes with V, or equivalently

VH2V
−1 = H2 (12.40)

which is the statement that H2 is invariant under the transformation (12.32).
Now the tau’s are Hermitian, and hence correspond to possible observables.
Equation (12.39) implies that their eigenvalues are constants of the motion
(i.e. conserved quantities), associated with the invariance (12.40). But the
tau’s do not commute amongst themselves and so according to the general
principles of quantum mechanics we cannot give definite values to more than
one of them at a time. The problem of finding a classification of the states
which makes the maximum use of (12.39), given the commutation relations
(12.28), is easily solved by making use of the formal identity between the
operators τi/2 and angular momentum operators Ji (cf (12.29)). The answer
is3 that the total squared ‘spin’

(T(1/2))2 =

(
1

2
τ

)2

=
1

4
(τ21 + τ22 + τ23 ) =

3

4
12 (12.41)

and one component of spin, say T
(1/2)
3 = 1

2τ3, can be given definite values
simultaneously. The corresponding eigenfunctions are just the χp’s and χn’s
of (12.9), which satisfy

1

4
τ 2χp =

3

4
χp,

1

2
τ 3χp =

1

2
χp (12.42)

1

4
τ 2χn =

3

4
χn,

1

2
τ 3χn = −1

2
χn. (12.43)

The reason for the ‘spin’ part of the name ‘isospin’ should by now be clear;
the term is actually a shortened version of the historical one ‘isotopic spin’.

3See for example Mandl (1992).
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so that 

ψ(1/2)1 
( 

ψp
 ) ( 

ψp 
)

≡ = exp(iα · τ /2) = exp(iα · τ /2)ψ(1/2). (12.32) 
ψ ψnn 

Note that in the finite transformation, the generators appear in the exponent. 
Indeed, (12.31) has the form 

V = exp(iG) (12.33) 

where G = α · τ /2, from which the unitary property of V easily follows: 

V† = exp(−iG†) = exp(−iG) = V−1 (12.34) 

where we used the Hermiticity of the tau’s. Equation (12.33) has the general 
form 

unitary matrix = exp(i Hermitian matrix) (12.35) 

where the ‘Hermitian matrix’ is composed of the generators and the trans-
formation parameters. We shall meet generalizations of this structure in the 
following sub-section for SU(2), again in section 12.2 for SU(3), and a field 
theoretic version of it in section 12.3. 

As promised, (12.32) has essentially the same mathematical form as (4.33). 
In each case, three real parameters appear. In (4.33) they describe the axis 
and angle of a physical rotation in real three-dimensional space: we can always 
write α = |α|α̂ and identify |α| with the angle θ and α̂ with the axis n̂ of 

2the rotation. In (12.32) there are just the three parameters in α. 
In the form (12.32), it is clear that our 2 × 2 isospin transformation is a 

generalization of the global phase transformation of (12.1), except that: 

(i) there are now three ‘phase angles’ α; 

(ii) there are non-commuting matrix operators (the τ ’s) appearing in the ex-
ponent. 

The last fact is the reason for the description ‘non-Abelian’ phase invariance. 
As the commutation relations for the τ matrices show, SU(2) is a non-Abelian 
group in that two SU(2) transformations do not in general commute. By con-
trast, in the case of electric charge or particle number, successive transforma-
tions clearly commute: this corresponds to an Abelian phase invariance and, 
as noted in section 2.6, to an Abelian U(1) group. 

We may now put our initial ‘spin-1/2’ analogy on a more precise mathe-
matical footing. In quantum mechanics, states within a degenerate multiplet 
may conveniently be characterized by the eigenvalues of a complete set of Her-
mitian operators which commute with the Hamiltonian and with each other. 

2It is not obvious that the general SU(2) matrix can be parametrized by an angle θ 
with 0 ≤ θ ≤ 2π, and n̂: for further discussion of the relation between SU(2) and the 
three-dimensional rotation group, see appendix M, section M.7. 
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In the case of the p-n doublet, it is easy to see what these operators are. We 
may write (12.4), (12.6) and (12.7) as 

H2ψ
(1/2) Eψ(1/2)= (12.36) 

and 
H2ψ

(1/2)' 
Eψ(1/2)' 

= , (12.37) 

where H2 is the 2 × 2 matrix 
( 

H 0 
)

H2 = . (12.38) 
0 H 

Hence H2 is proportional to the unit matrix in this two-dimensional space, 
and it therefore commutes with the tau’s: 

[H2, τ ] = 0. (12.39) 

It then also follows that H2 commutes with V, or equivalently 

VH2V
−1 = H2 (12.40) 
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Now the tau’s are Hermitian, and hence correspond to possible observables. 
Equation (12.39) implies that their eigenvalues are constants of the motion 
(i.e. conserved quantities), associated with the invariance (12.40). But the 
tau’s do not commute amongst themselves and so according to the general 
principles of quantum mechanics we cannot give definite values to more than 
one of them at a time. The problem of finding a classification of the states 
which makes the maximum use of (12.39), given the commutation relations 
(12.28), is easily solved by making use of the formal identity between the 
operators τi/2 and angular momentum operators Ji (cf (12.29)). The answer 
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1 
(T(1/2))2 

( 
1 

)2 

(τ2 + τ2
2 + τ2 =

3 
= τ = 12 (12.41) 1 3 )2 4 4 

(1/2) 1and one component of spin, say T3 = 2 τ3, can be given definite values 
simultaneously. The corresponding eigenfunctions are just the χp’s and χn’s 
of (12.9), which satisfy 

1 3 1 1 
τ 2χp = τ 3χp = χp (12.42) χp,

4 4 2 2 

1 3 1 1 
τ 2χn = τ 3χn = − χn. (12.43) χn,

4 4 2 2 

The reason for the ‘spin’ part of the name ‘isospin’ should by now be clear; 
the term is actually a shortened version of the historical one ‘isotopic spin’. 

3See for example Mandl (1992). 
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FIGURE 12.2
Energy levels (adjusted for Coulomb energy and neutron-proton mass differ-
ences) of nuclei of the same mass number but different charge, showing (a)
‘mirror’ doublets, (b) triplets and (c) doublets and quartets.

for a given T the eigenvalues of T3 are −T,−T +1, . . . , T − 1, T ; that is, there
are 2T + 1 degenerate states for a given T . These states all have the same
A value, and since T3 counts + 1

2 for every proton and − 1
2 for every neutron,

it is clear that successive values of T3 correspond physically to changing one
neutron into a proton or vice versa. Thus we expect to see ‘charge multiplets’
of levels in neighbouring nuclear isobars. These are indeed observed; figure
12.2 shows some examples. These level schemes (which have been adjusted
for Coulomb energy differences, and for the neutron-proton mass difference),
provide clear evidence of T = 1

2 (doublet), T = 1 (triplet) and T = 3
2 (quartet)

multiplets. It is important to note that states in the same T -multiplet must
have the same JP quantum numbers (these are indicated on the levels for
18F ); obviously the nuclear forces will depend on the space and spin degrees of
freedom of the nucleons, and will only be the same between different nucleons
if the space-spin part of the wavefunction is the same.

12 12. Global Non-Abelian Symmetries 

In concluding this section we remark that, in this two-dimensional n-p 
space, the electromagnetric charge operator is represented by the matrix 

( 
1 0  

) 
1 

Qem = = (12 + τ3). (12.44) 
0 0  2

It is clear that although Qem commutes with τ3, it does not commute with 
either τ1 or τ2. Thus, as we would expect, electromagnetic corrections to the 
strong interaction Hamiltonian will violate SU(2) symmetry. 

12.2.2  Larger (higher-dimensional) multiplets of SU(2) in 
nuclear physics 

For the single nucleon states considered so far, the foregoing is really nothing 
more than the general quantum mechanics of a two-state system, phrased in 
‘spin-1/2’ language. The real power of the isospin (SU(2)) symmetry concept 
becomes more apparent when we consider states of several nucleons. For 
A nucleons in the nucleus, we introduce three ‘total isospin operators’ T = 
(T1, T2, T3) via 

1 1 1 
T = τ (2) + . . .+ τ (A), (12.45) τ (1) + 

2 2 2 

which are Hermitian. Here τ (n) is the τ -matrix for the nth nucleon. The 
Hamiltonian H describing the strong interactions of this system is presumed 
to be invariant under the transformation (12.40) for all the nucleons indepen-
dently. It then follows that 

[H,T] = 0. (12.46) 

Thus the eigenvalues of the T operators are constants of the motion. Further, 
since the isospin operators for different nucleons commute with each other 
(they are quite independent), the commutation relations (12.28) for each of 
the individual τ ’s imply (see problem 12.4) that the components of T defined 
by (12.45) satisfy the commutation relations 

[Ti, Tj] = iEijk Tk  (12.47) 

for i, j, k  = 1, 2, 3, which are simply the standard angular momentum com-
mutation relations, once more. Thus the energy levels of nuclei ought to be 
characterized – after allowance for electromagnetic effects, and correcting for 
the slight neutron-proton mass difference – by the eigenvalues of T2 and T3, 
say, which can be simultaneously diagonalized along with H . These eigenval-
ues should then be, to a good approximation, ‘good quantum numbers’ for 
nuclei, if the assumed isospin invariance is true. 

What are the possible eigenvalues? We know that the T’s are Hermitian 
and satisfy exactly the same commutation relations (12.47) as the angular 
momentum operators. These conditions are all that are needed to show that 

1the eigenvalues of T2 are of the form T (T +1), where T = 0, 2 , 1, . . ., and that 
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are 2T + 1  degenerate states for a given T . These states all have the same 
A value, and since T3 counts + 1 for every proton and − 1 for every neutron, 2 2 
it is clear that successive values of T3 correspond physically to changing one 
neutron into a proton or vice versa. Thus we expect to see ‘charge multiplets’ 
of levels in neighbouring nuclear isobars. These are indeed observed; figure 
12.2 shows some examples. These level schemes (which have been adjusted 
for Coulomb energy differences, and for the neutron-proton mass difference), 
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multiplets. It is important to note that states in the same T -multiplet must 
have the same JP quantum numbers (these are indicated on the levels for 
18F ); obviously the nuclear forces will depend on the space and spin degrees of 
freedom of the nucleons, and will only be the same between different nucleons 
if the space-spin part of the wavefunction is the same. 
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the quarks: the n contains (udd), the p is (uud), and the Δ-quartet is (uuu,
uud, udd, ddd). The u-d isospin doublet plays the role of the p-n doublet in
the nuclear case, and this degree of freedom is what we now call SU(2) isospin
flavour symmetry at the quark level, denoted by SU(2)f . We shall denote the
u-d quark doublet wavefunction by

q =

(
u
d

)
(12.50)

omitting now the explicit representation label ‘(12 )’, and shortening ‘ψu’ to
just ‘u’, and similarly for ‘d’. Then, under an SU(2)f transformation,

q → q' = Vq = exp(iα · τ/2) q. (12.51)

The limitation T ≤ 3
2 for baryonic states can be understood in terms of their

being composed of three T = 1
2 constituents (two of them pair to T = 1 or

T = 0, and the third adds to T = 1 to make T = 3
2 or T = 1

2 , and to T = 0 to
make T = 1

2 , by the usual angular momentum addition rules). It is, however,
a challenge for QCD to explain why, for example, states with four or five
quarks should not exist (nor states of one or two quarks!), and why a state
of six quarks, for example, appears as the deuteron, which is a loosely bound
state of n and p, rather than as a compact B = 2 analogue of the n and p
themselves.

Meson states such as the pion are formed from a quark and an antiquark,
and it is therefore appropriate at this point to explain how antiparticles are
described in isospin terms. An antiparticle is characterized by having the
signs of all its additively conserved quantum numbers reversed, relative to
those of the corresponding particle. Thus if a u-quark has B = 1

3 , T = 1
2 , T3 =

1
2 , a ū-quark has B = − 1

3 , T = 1
2 , T3 = − 1

2 . Similarly, the d̄ has B =
− 1

3 , T = 1
2 and T3 = 1

2 . Note that, while T3 is an additively conserved
quantum number, the magnitude of the isospin is not additively conserved:
rather, it is ‘vectorially’ conserved according to the rules of combining angular-
momentum-like quantum numbers, as we have seen. Thus the antiquarks d̄
and ū form the T3 = + 1

2 and T3 = − 1
2 members of an SU(2)f doublet, just as

u and d themselves do, and the question arises: given that the (u, d) doublet
transforms as in (12.51), how does the (ū, d̄) doublet transform?

The answer is that antiparticles are assigned to the complex conjugate of
the representation to which the corresponding particles belong. Thus identi-
fying ū ≡ u∗ and d̄ ≡ d∗ we have5

q∗' = V∗q∗, or

(
ū
d̄

)'
= exp(−iα · τ ∗/2)

(
ū
d̄

)
(12.52)

for the SU(2)f transformation law of the antiquark doublet. In mathemati-
cal terms, this means (compare (12.32)) that the three matrices − 1

2τ* must

5The overbar (ū etc.) here stands only for ‘antiparticle’, and has nothing to do with the
Dirac conjugate ψ̄ introduced in section 4.4.
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Thus the assumed invariance of the nucleon-nucleon force produces a richer 
nuclear multiplet structure, going beyond the original n-p doublet. These 

3higher-dimensional multiplets (T = 1, , . . .) are called ‘irreducible represen-2 
tations’ of SU(2). The commutation relations (12.47) are called the Lie algebra 
of SU(2)4 (see appendix M), and the general group theoretical problem of un-
derstanding all possible multiplets for SU(2) is equivalent to the problem of 
finding matrices which satisfy these commutation relations. These are, in fact, 
precisely the angular momentum matrices of dimension (2T + 1) × (2T + 1) 

1which are generalizations of the τ /2’s, which themselves correspond to T = ,2 
)2as indicated in the notation T( 1 
. For example, the T = 1 matrices are 3 × 3 

and can be compactly summarised by (problem 12.5) 

(T
(1)

)jk = −iEijk (12.48) i 

where the numbers −iEijk are deliberately chosen to be the same numbers 
(with a minus sign) that specify the algebra in (12.47); the latter are called the 
structure constants of the SU(2) group (see appendix M, sections M.3–M.5). In 
general there will be matrices T(T ) of dimensionality (2T +1)×(2T+1) which 
satisfy (12.47), and correspondingly (2T +1)-dimensional wavefunctions ψ(T ) 

1analogous to the two-dimensional (T = ) case of (12.8). The generalization 2 
of (12.32) to these higher-dimensional multiplets is then 

ψ(T )' = exp(iα · T(T ))ψ(T ), (12.49) 

which has the general form of (12.35). In this case, the matrices T(T ) provide 
a (2T + 1)-dimensional matrix representation of the generators of SU(2). We 
shall meet field-theoretic representations of the generators in section 12.3. 

We now proceed to consider isospin in our primary area of interest, which 
is particle physics. 

12.2.3 Isospin in particle physics: flavour SU(2)f 

The neutron and proton states themselves are actually only the ground states 
of a whole series of corresponding B = 1 levels with isospin 1 (i.e. doublets). 2 
Another series of baryonic levels comes in four charge states, corresponding 

3to T = ; and in the meson sector, the π’s appear as the lowest states of a2 
sequence of mesonic triplets (T = 1). Many other examples also exist, but 
with one remarkable difference as compared to the nuclear physics case: no 
baryon states are known with T >  3 , nor any meson states with T >  1.2 

The most natural interpretation of these facts is that the observed states 
are composites of more basic entities which carry different charges but are 
nearly degenerate in mass, while the forces between these entities are charge-
independent, just as in the nuclear (p,n) case. These entities are, of course, 

4Likewise, the angular momentum commutation relations (12.29) are the Lie algebra of 
the rotation group SO(3). The Lie algebras of the two groups are therefore the same. For 
an indication of how, nevertheless, the groups do differ, see appendix M, section M.7. 
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u and d themselves do, and the question arises: given that the (u, d) doublet 
¯transforms as in (12.51), how does the (ū, d) doublet transform? 

The answer is that antiparticles are assigned to the complex conjugate of 
the representation to which the corresponding particles belong. Thus identi-

∗ ∗fying ū ≡ u and d̄ ≡ d we have5 

∗' ∗ 
( 

ū
( 

ū
) 

q = V ∗ q , or = exp(−iα · τ ∗ /2) (12.52) 
d̄ d̄

for the SU(2)f transformation law of the antiquark doublet. In mathemati-
cal terms, this means (compare (12.32)) that the three matrices − 1

2τ * must 

5The overbar (ū etc.) here stands only for ‘antiparticle’, and has nothing to do with the 
Dirac conjugate ψ introduced in section 4.4. ¯
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1√
2
(|↑> |↓>− |↓> |↑>). But in the second case the corresponding wavefunction is

1√
2
(d̄d− (−ū)u) = 1√

2
(d̄d+ ūu). Similarly, the T = 1 T3 = 0 state describing

the π0 is 1√
2
(d̄d+ (−ū)u) = 1√

2
(d̄d− ūu).

There is a very convenient alternative way of obtaining these wavefunc-
tions, which we include here because it generalizes straightforwardly to SU(3);
its advantage is that it avoids the use of the explicit C-G coupling coefficients,
and of their (more complicated) analogues in SU(3).

Bearing in mind the identifications ū ≡ u∗, d̄ ≡ d∗, we see that the T =
0 q̄q combination ūu + d̄d can be written as u∗u + d∗d which is just q†q,
(recall that † means transpose and complex conjugate). Under an SU(2)f
transformation, q → q' = Vq, so q† → q'† = q†V† and

q†q → q'†q' = q†V†Vq = q†q (12.58)

using V†V = 12; thus q
†q is indeed an SU(2)f invariant, which means it has

T = 0 (no multiplet partners).
We may also construct the T = 1 q − q̄ states in a similar way. Consider

the three quantities vi defined by

vi = q†τiq i = 1, 2, 3. (12.59)

Under an infinitesimal SU(2)f transformation

q' = (12 + iE · τ/2)q, (12.60)

the three quantities vi transform to

v'i = q†(12 − iE · τ/2)τi(12 + iE · τ/2)q, (12.61)

where we have used q'† = q†(12 + iE · τ/2)† and then τ † = τ . Retaining only
the first-order terms in E gives (problem 12.6)

v'i = vi + i
Ej
2
q†(τiτj − τjτi)q (12.62)

where the sum on j = 1, 2, 3 is understood. But from (12.28) we know the
commutator of two τ ’s, so that (12.62) becomes

v'i = vi + i
Ej
2
q†.2iEijkτkq (sum on k = 1, 2, 3)

= vi − EijkEjq
†τkq

= vi − EijkEjvk, (12.63)

which may also be written in ‘vector’ notation as

v' = v − E× v. (12.64)

Equation (12.63) states that, under an (infinitesimal) SU(2)f transforma-
tion, the three quantities vi (i = 1, 2, 3) transform into specific linear combi-
nations of themselves, as determined by the coefficients Eijk (the E’s are just
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represent the generators of SU(2)f in the 2* representation (i.e. the complex 
conjugate of the original two-dimensional representation, which we will now 
call 2). Referring to (12.25), we see that τ1 

∗ = τ1, τ2 
∗ = −τ2 and τ3 

∗ = τ3. It is 
then easy to check that the three matrices −τ1/2, +τ2/2 and −τ3/2 do indeed 
satisfy the required commutation relations (12.28), and thus provide a valid 
matrix representation of the SU(2) generators. Also, since the third compo-
nent of isospin is here represented by −τ3 

∗/2 =  −τ3/2, the desired reversal in 
sign of the additively conserved eigenvalue does occur. 

¯Although the quark doublet (u, d) and antiquark doublet (ū, d) do trans-
form differently under SU(2)f transformations, there is nevertheless a sense 
in which the 2* and 2 representations are somehow the ‘same’: after all, the 
quantum numbers T = ± 11 describe them both. In fact, the two 2 , T3 = 2 
representations are ‘unitarily equivalent’, in that we can find a unitary matrix 
UC such that 

UC exp(−iα · τ ∗ /2)U−1 = exp(iα · τ /2). (12.53) C 

This requirement is easier to disentangle if we consider infinitesimal transfor-
mations, for which (12.53) becomes 

UC (−τ ∗ )U−1 = τ , (12.54) C 

or 
UC τ1U

−1 = −τ1, UC τ2U
−1 = τ2, UC τ3U

−1 = −τ3. (12.55) C C C 

Bearing the commutation relations (12.28) in mind, and the fact that τ−1 = i τi, 
it is clear that we can choose UC proportional to τ2, and set 

( 
0 1 

)
UC = iτ2 = (12.56) −1 0  

to obtain a convenient unitary form. From (12.52) and (12.53) we obtain 
∗')(UC q = V(UC q ∗), which implies that the doublet 

¯
( 

ū
) ( 

d 
)

UC = (12.57) 
d̄ −ū

transforms in exactly the same way as (u, d). This result is useful, because 
it means that we can use the familiar tables of (Clebsch-Gordan) angular 
momentum coupling coefficients for combining quark and antiquark states 
together, provided we include the relative minus sign between the d̄ and ū
components which has appeared in (12.57). Note that, as expected, the d̄ is 

1in the T3 = +  2 position, and the ū is in the T3 = − 2
1 position. 

As an application of these results, let us compare the T = 0 combination 
of the p and n states to form the (isoscalar) deuteron, and the combination 
of (u, d) and (ū, d̄) states to form the isoscalar ω-meson. In the first, the 

1isospin part of the wavefunction is √ (ψpψn − ψnψp), corresponding to the 2 
S = 0 combination of two spin- 1 particles in quantum mechanics given by 2 
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represent the generators of SU(2)f in the 2* representation (i.e. the complex
conjugate of the original two-dimensional representation, which we will now
call 2). Referring to (12.25), we see that τ∗1 = τ1, τ

∗
2 = −τ2 and τ∗3 = τ3. It is

then easy to check that the three matrices −τ1/2,+τ2/2 and −τ3/2 do indeed
satisfy the required commutation relations (12.28), and thus provide a valid
matrix representation of the SU(2) generators. Also, since the third compo-
nent of isospin is here represented by −τ∗3 /2 = −τ3/2, the desired reversal in
sign of the additively conserved eigenvalue does occur.

Although the quark doublet (u, d) and antiquark doublet (ū, d̄) do trans-
form differently under SU(2)f transformations, there is nevertheless a sense
in which the 2* and 2 representations are somehow the ‘same’: after all, the
quantum numbers T = 1

2 , T3 = ± 1
2 describe them both. In fact, the two

representations are ‘unitarily equivalent’, in that we can find a unitary matrix
UC such that

UC exp(−iα · τ ∗/2)U−1
C = exp(iα · τ/2). (12.53)

This requirement is easier to disentangle if we consider infinitesimal transfor-
mations, for which (12.53) becomes

UC(−τ ∗)U−1
C = τ , (12.54)

or
UCτ1U

−1
C = −τ1, UCτ2U

−1
C = τ2, UCτ3U

−1
C = −τ3. (12.55)

Bearing the commutation relations (12.28) in mind, and the fact that τ−1
i = τi,

it is clear that we can choose UC proportional to τ2, and set

UC = iτ2 =

(
0 1
−1 0

)
(12.56)

to obtain a convenient unitary form. From (12.52) and (12.53) we obtain
(UCq

∗') = V(UCq
∗), which implies that the doublet

UC

(
ū
d̄

)
=

(
d̄
−ū

)
(12.57)

transforms in exactly the same way as (u, d). This result is useful, because
it means that we can use the familiar tables of (Clebsch-Gordan) angular
momentum coupling coefficients for combining quark and antiquark states
together, provided we include the relative minus sign between the d̄ and ū
components which has appeared in (12.57). Note that, as expected, the d̄ is
in the T3 = + 1

2 position, and the ū is in the T3 = − 1
2 position.

As an application of these results, let us compare the T = 0 combination
of the p and n states to form the (isoscalar) deuteron, and the combination
of (u, d) and (ū, d̄) states to form the isoscalar ω-meson. In the first, the
isospin part of the wavefunction is 1√

2
(ψpψn − ψnψp), corresponding to the

S = 0 combination of two spin- 12 particles in quantum mechanics given by

' '† 

† '† ' † 

' 

'† 

' 

' † 

' 
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1√ (|↑> |↓>− |↓> |↑>). But in the second case the corresponding wavefunction is 
2  
1 1 ¯ ¯√ (dd − (−ū)u) = √ (dd + ūu). Similarly, the T = 1  T3 = 0 state describing 
2 2  

1 1 ¯ ¯the π0 is √ (dd + (−ū)u) = (dd − ¯√ uu).
2 2 

There is a very convenient alternative way of obtaining these wavefunc-
tions, which we include here because it generalizes straightforwardly to SU(3); 
its advantage is that it avoids the use of the explicit C-G coupling coefficients, 
and of their (more complicated) analogues in SU(3). 

∗ ¯Bearing in mind the identifications ū ≡ u , d ≡ d∗, we see that the T = 
∗ †0 q̄q combination ¯ dd can be written u + d∗d which is just q q,uu + ¯ as u 

(recall that † means transpose and complex conjugate). Under an SU(2)f 
transformation, q → q = Vq, so q† → q = q†V† and 

q q → q q = q †V†Vq = q q (12.58) 

†using V†V = 12; thus q q is indeed an SU(2)f invariant, which means it has 
T = 0 (no multiplet partners). 

We may also construct the T = 1  q − q̄ states in a similar way. Consider 
the three quantities vi defined by 

vi = q †τiq i = 1, 2, 3. (12.59) 

Under an infinitesimal SU(2)f transformation 

q ' = (12 + iE · τ /2)q, (12.60) 

the three quantities vi transform to 

v = q †(12 − iE · τ /2)τi(12 + iE · τ /2)q, (12.61) i 

where we have used q = q†(12 + iE · τ /2)† and then τ † = τ . Retaining only 
the first-order terms in E gives (problem 12.6) 

Ej
v = vi + i  q †(τiτj − τj τi)q (12.62) i 2 

where the sum on j = 1, 2, 3 is understood. But from (12.28) we know the 
commutator of two τ ’s, so that (12.62) becomes 

Ej
vi = vi + i  q .2iEijk τkq (sum on k = 1, 2, 3)

2 

= vi − Eijk Ej q †τkq 
= vi − Eijk Ej vk, (12.63) 

which may also be written in ‘vector’ notation as 

v = v − E × v. (12.64) 

Equation (12.63) states that, under an (infinitesimal) SU(2)f transforma-
tion, the three quantities vi (i = 1, 2, 3) transform into specific linear combi-
nations of themselves, as determined by the coefficients Eijk (the E’s are just 
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generalization of isospin SU(2)f to include strangeness. Like SU(2), SU(3)
is a group whose elements are matrices – in this case, unitary 3 × 3 ones,
of unit determinant. The general group-theoretic analysis of SU(3) is quite
complicated, but is fortunately not necessary for the physical applications we
require. We can, in fact, develop all the results needed by mimicking the steps
followed for SU(2).

We start by finding the general form of an SU(3) matrix. Such matrices
obviously act on 3-component column vectors, the generalization of the 2-
component isospinors of SU(2). In more physical terms, we regard the three
quark wavefunctions u, d and s as being approximately degenerate, and we
consider unitary 3× 3 transformations among them via

q' = Wq (12.69)

where q now stands for the 3-component column vector

q =

⎛
⎝

u
d
s

⎞
⎠ (12.70)

and W is a 3 × 3 unitary matrix of determinant 1 (again, an overall phase
has been extracted). The representation provided by this triplet of states
is called the ‘fundamental’ representation of SU(3)f (just as the isospinor
representation is the fundamental one of SU(2)f).

To determine the general form of an SU(3) matrix W, we follow exactly
the same steps as in the SU(2) case. An infinitesimal SU(3) matrix has the
form

Winfl = 13 + iχ (12.71)

where χ is a 3 × 3 traceless Hermitian matrix. Such a matrix involves eight
independent parameters (problem (12.7)) and can be written as

χ = η · λ/2 (12.72)

where η = (η1, . . . , η8) and the λ’s are eight matrices generalizing the τ ma-
trices of (12.25). They are the generators of SU(3) in the three-dimensional
fundamental representation, and their commutation relations define the alge-
bra of SU(3) (compare (12.28) for SU(2)):

[λa/2, λb/2] = ifabcλc/2, (12.73)

where a, b and c run from 1 to 8.
The λ-matrices (often called the Gell-Mann matrices), are given in ap-

pendix M, along with the SU(3) structure constants ifabc; the constants fabc
are all real.

A finite SU(3) transformation on the quark triplet is then (cf (12.32))

q' = exp(iα · λ/2)q, (12.74)
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the parameters of the infinitesimal transformation). This is precisely what is 
needed for a set of quantities to form the basis for a representation. In this 
case, it is the T = 1 representation as we can guess from the multiplicity of 
three, but we can also directly verify it, as follows. Equation (12.49) with 
T = 1, together with (12.48), tell us how a T = 1 triplet should transform: 
namely, under an infinitesimal transformation (with 13 the unit 3 × 3 matrix), 

(1)' 
= (13 + iE · T(1))ik ψ

(1)
ψ (sum on k = 1, 2, 3)i k 

(1) (1)
= (13 + iEjT )ik ψ (sum on j = 1, 2, 3)j k 

(1) (1)
= (δik + iEj (Tj )ik )ψk 

= (δik + iEj . − iEjik )ψ
(1) 

using (12.48) k 
(1) (1)

= ψ − Eijk Ej ψ using the antisymmetry of Eijk (12.65) i k 

which is exactly the same as (12.63). 
The reader who has worked through problem 4.2(a) will recognize the 

exact analogy between the T = 1 transformation law (12.64) for the isospin 
bilinear q†τ q, and the 3-vector transformation law (cf (4.9)) for the Pauli 
spinor bilinear φ†σφ. 

Returning to the physics of vi, inserting (12.50) into (12.59) we find ex-
plicitly 

v1 = ūd + ¯ v2 = −i ¯ du, uu − ¯ (12.66) du, ud + i ¯ v3 = ¯ dd. 
Apart from the normalization factor of √1 , v3 may therefore be identified with 

2 
the T3 = 0 member of the T = 1 triplet, having the quantum numbers of the 
π0 . Neither v1 nor v2 has a definite value of T3, however: rather, we need to 
consider the linear combinations 

1 
(v1 + iv2) = ud = −1 (12.67) ¯ T3

2

and 
1 ¯(v1 − iv2) = du T3 = +1 (12.68) 
2

which have the quantum numbers of the π− and π+ . The use of v1 ± iv2 
here is precisely analogous to the use of the ‘spherical basis’ wavefunctions 

±iφx ± iy = r sin θe for £ = 1 states in quantum mechanics, rather than the 
‘Cartesian’ ones x and y. 

We are now ready to proceed to SU(3). 

12.3 Flavour SU(3)f 

Larger hadronic multiplets also exist, in which strange particles are grouped 
with non-strange ones. Gell-Mann (1961) and Ne’eman (1961) (see also Gell-
Mann and Ne’eman 1964) were the first to propose SU(3)f as the correct 
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the parameters of the infinitesimal transformation). This is precisely what is
needed for a set of quantities to form the basis for a representation. In this
case, it is the T = 1 representation as we can guess from the multiplicity of
three, but we can also directly verify it, as follows. Equation (12.49) with
T = 1, together with (12.48), tell us how a T = 1 triplet should transform:
namely, under an infinitesimal transformation (with 13 the unit 3×3 matrix),

ψ
(1)'
i = (13 + iE ·T(1))ikψ

(1)
k (sum on k = 1, 2, 3)

= (13 + iEjT
(1)
j )ikψ

(1)
k (sum on j = 1, 2, 3)

= (δik + iEj(T
(1)
j )ik)ψ

(1)
k

= (δik + iEj .− iEjik)ψ
(1)
k using (12.48)

= ψ
(1)
i − EijkEjψ

(1)
k using the antisymmetry of Eijk (12.65)

which is exactly the same as (12.63).
The reader who has worked through problem 4.2(a) will recognize the

exact analogy between the T = 1 transformation law (12.64) for the isospin
bilinear q†τq, and the 3-vector transformation law (cf (4.9)) for the Pauli
spinor bilinear φ†σφ.

Returning to the physics of vi, inserting (12.50) into (12.59) we find ex-
plicitly

v1 = ūd+ d̄u, v2 = −i ūd+ i d̄u, v3 = ūu− d̄d. (12.66)

Apart from the normalization factor of 1√
2
, v3 may therefore be identified with

the T3 = 0 member of the T = 1 triplet, having the quantum numbers of the
π0. Neither v1 nor v2 has a definite value of T3, however: rather, we need to
consider the linear combinations

1

2
(v1 + iv2) = ūd T3 = −1 (12.67)

and
1

2
(v1 − iv2) = d̄u T3 = +1 (12.68)

which have the quantum numbers of the π− and π+. The use of v1 ± iv2
here is precisely analogous to the use of the ‘spherical basis’ wavefunctions
x ± iy = r sin θe±iφ for £ = 1 states in quantum mechanics, rather than the
‘Cartesian’ ones x and y.

We are now ready to proceed to SU(3).

12.3 Flavour SU(3)f

Larger hadronic multiplets also exist, in which strange particles are grouped
with non-strange ones. Gell-Mann (1961) and Ne’eman (1961) (see also Gell-
Mann and Ne’eman 1964) were the first to propose SU(3)f as the correct
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generalization of isospin SU(2)f to include strangeness. Like SU(2), SU(3) 
is a group whose elements are matrices – in this case, unitary 3 × 3 ones, 
of unit determinant. The general group-theoretic analysis of SU(3) is quite 
complicated, but is fortunately not necessary for the physical applications we 
require. We can, in fact, develop all the results needed by mimicking the steps 
followed for SU(2). 

We start by finding the general form of an SU(3) matrix. Such matrices 
obviously act on 3-component column vectors, the generalization of the 2-
component isospinors of SU(2). In more physical terms, we regard the three 
quark wavefunctions u, d and s as being approximately degenerate, and we 
consider unitary 3× 3 transformations among them via 

q ' = Wq (12.69) 

where q now stands for the 3-component column vector 

q = 

⎛
⎝ 

u 
d 

⎞
⎠ (12.70) 

s 

and W is a 3 × 3 unitary matrix of determinant 1 (again, an overall phase 
has been extracted). The representation provided by this triplet of states 
is called the ‘fundamental’ representation of SU(3)f (just as the isospinor 
representation is the fundamental one of SU(2)f ). 

To determine the general form of an SU(3) matrix W, we follow exactly 
the same steps as in the SU(2) case. An infinitesimal SU(3) matrix has the 
form 

Winfl = 13 + iχ (12.71) 

where χ is a 3 × 3 traceless Hermitian matrix. Such a matrix involves eight 
independent parameters (problem (12.7)) and can be written as 

χ = η · λ/2 (12.72) 

where η = (η1, . . . , η8) and the λ’s are eight matrices generalizing the τ ma-
trices of (12.25). They are the generators of SU(3) in the three-dimensional 
fundamental representation, and their commutation relations define the alge-
bra of SU(3) (compare (12.28) for SU(2)): 

[λa/2, λb/2] = ifabcλc/2, (12.73) 

where a, b and c run from 1 to 8. 
The λ-matrices (often called the Gell-Mann matrices), are given in ap-

pendix M, along with the SU(3) structure constants ifabc; the constants fabc 
are all real. 

A finite SU(3) transformation on the quark triplet is then (cf (12.32)) 

q ' = exp(iα · λ/2)q, (12.74) 
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FIGURE 12.3
The Y − T3 quantum numbers of the fundamental triplet 3 of quarks, and of
the antitriplet 3∗ of antiquarks.

this representation, denoted by 3* just as in the SU(2) case. The q̄ wavefunc-
tions identified as ū ≡ u∗, d̄ ≡ d∗ and s̄ ≡ s∗, then transform by

q̄' =

⎛
⎝

ū
d̄
s̄

⎞
⎠

'

= W∗q̄ = exp(−iα · λ∗/2)q̄ (12.76)

instead of by (12.74). As for the 2* representation of SU(2), (12.76) means
that the eight quantities −λ∗/2 represent the SU(3) generators in this 3*
representation. Referring to appendix M, section M.4.5, one quickly sees
that λ3 and λ8 are real, so that the eigenvalues of the physical observables

T
(3∗

)
3 = −λ3/2 and Y (3∗

) = − 1√
3
λ8/2 (in this representation) are reversed

relative to those in the 3, as expected for antiparticles. The ū, d̄ and s̄ states
may also be plotted on the Y − T3 diagram, figure 12.3, as shown.

Here is already one important difference between SU(3) and SU(2): the
fundamental SU(3) representation 3 and its complex conjugate 3∗ are not
equivalent. This follows immediately from figure 12.3, where it is clear that
the extra quantum number Y distinguishes the two representations.

Larger SU(3)f representations can be created by combining quarks and
antiquarks, as in SU(2)f . For our present purposes, an important one is the
eight-dimensional (‘octet’) representation which appears when one combines
the 3* and 3 representations, in a way which is very analogous to the three-
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which also has the ‘generalized phase transformation’ character of (12.35), now 
with eight ‘phase angles’. Thus W is parametrized as W = exp(iα · λ/2). 

As in the case of SU(2)f , exact symmetry under SU(3)f would imply that 
the three states u, d and s were degenerate in mass. Actually, of course, this 
is not the case: in particular, while the u and d quark masses are of order 1-5 
MeV, the s quark mass is greater, of order 100 MeV. Nevertheless it is still 
possible to regard this as relatively small on a typical hadronic mass scale, so 
we may proceed to explore the physical consequences of this (approximate) 
SU(3)f flavour symmetry. 

Such a symmetry implies that the eigenvalues of the λ’s are constants 
of the motion, but because of the commutation relations (12.73) not all of 
these operators have simultaneous eigenstates. This happened for SU(2) too, 
but there the very close analogy with SO(3) told us how the states were 
to be correctly classified, by the eigenvalues of the relevant complete set of 
mutually commuting operators. Here it is more involved – for a start, there 
are 8 matrices λa. A glance at appendix M, section M.4.5, shows that two of 
the λ’s are diagonal (in the chosen representation), namely λ3 and λ8. This 
means physically that for SU(3) there are two additively conserved quantum 
numbers, which in this case are of course the third component of hadronic 
isospin (since λ3 is simply τ3 bordered by zeros), and a quantity related to 
strangeness. Defining the hadronic hypercharge Y by Y = B + S, where B is 
the baryon number ( 1 for each quark) and the strangeness values are S(u) = 3 
S(d) = 0, S(s) = −1, we find that the physically required eigenvalues imply 

1that the matrix representing the hypercharge operator is Y (3) = √ λ8, in this 3 
fundamental (three-dimensional) representation, denoted by the symbol 3. 

(3) 1Identifying T3 = 2 λ3 then gives the Gell-Mann–Nishijima relation Q = 
T3 + Y/2 for the quark charges in units of | e |. 

So λ3 and λ8 are analogous to τ3; what about the analogue of τ 2, which 
is diagonalizable simultaneously with τ3 in the case of SU(2)? Indeed, (cf 
(12.41)) τ 2 is a multiple of the 2 × 2 unit matrix. In just the same way one 
finds that λ2 is also proportional to the unit matrix: 

8
4 

(λ/2)2 = 
E

(λa/2)
2 = 13, (12.75) 

3 
a=1 

as can be verified from the explicit forms of the λ-matrices given in appendix 
M, section M.4.5. Thus we may characterize the ‘fundamental triplet’ (12.70) 
by the eigenvalues of (λ/2)2 , λ3 and λ8. The conventional way of representing 
this pictorially is to plot the states in a Y − T3 diagram, as shown in figure 
12.3. 

We may now consider other representations of SU(3)f . The first impor-
tant one is that to which the antiquarks belong. If we denote the fundamental 
three-dimensional representation accommodating the quarks by 3, then the 
antiquarks have quantum numbers appropriate to the ‘complex conjugate’ of 
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which also has the ‘generalized phase transformation’ character of (12.35), now
with eight ‘phase angles’. Thus W is parametrized as W = exp(iα · λ/2).

As in the case of SU(2)f , exact symmetry under SU(3)f would imply that
the three states u, d and s were degenerate in mass. Actually, of course, this
is not the case: in particular, while the u and d quark masses are of order 1-5
MeV, the s quark mass is greater, of order 100 MeV. Nevertheless it is still
possible to regard this as relatively small on a typical hadronic mass scale, so
we may proceed to explore the physical consequences of this (approximate)
SU(3)f flavour symmetry.

Such a symmetry implies that the eigenvalues of the λ’s are constants
of the motion, but because of the commutation relations (12.73) not all of
these operators have simultaneous eigenstates. This happened for SU(2) too,
but there the very close analogy with SO(3) told us how the states were
to be correctly classified, by the eigenvalues of the relevant complete set of
mutually commuting operators. Here it is more involved – for a start, there
are 8 matrices λa. A glance at appendix M, section M.4.5, shows that two of
the λ’s are diagonal (in the chosen representation), namely λ3 and λ8. This
means physically that for SU(3) there are two additively conserved quantum
numbers, which in this case are of course the third component of hadronic
isospin (since λ3 is simply τ3 bordered by zeros), and a quantity related to
strangeness. Defining the hadronic hypercharge Y by Y = B + S, where B is
the baryon number (1

3 for each quark) and the strangeness values are S(u) =
S(d) = 0, S(s) = −1, we find that the physically required eigenvalues imply

that the matrix representing the hypercharge operator is Y (3) = 1√
3
λ8, in this

fundamental (three-dimensional) representation, denoted by the symbol 3.

Identifying T
(3)
3 = 1

2λ3 then gives the Gell-Mann–Nishijima relation Q =
T3 + Y/2 for the quark charges in units of | e |.

So λ3 and λ8 are analogous to τ3; what about the analogue of τ 2, which
is diagonalizable simultaneously with τ3 in the case of SU(2)? Indeed, (cf
(12.41)) τ 2 is a multiple of the 2 × 2 unit matrix. In just the same way one
finds that λ2 is also proportional to the unit matrix:

(λ/2)2 =

8E
a=1

(λa/2)
2 =

4

3
13, (12.75)

as can be verified from the explicit forms of the λ-matrices given in appendix
M, section M.4.5. Thus we may characterize the ‘fundamental triplet’ (12.70)
by the eigenvalues of (λ/2)2, λ3 and λ8. The conventional way of representing
this pictorially is to plot the states in a Y − T3 diagram, as shown in figure
12.3.

We may now consider other representations of SU(3)f . The first impor-
tant one is that to which the antiquarks belong. If we denote the fundamental
three-dimensional representation accommodating the quarks by 3, then the
antiquarks have quantum numbers appropriate to the ‘complex conjugate’ of

' 
' 
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FIGURE 12.3 
The Y − T3 quantum numbers of the fundamental triplet 3 of quarks, and of 
the antitriplet 3 ∗ of antiquarks. 

this representation, denoted by 3* just as in the SU(2) case. The q̄ wavefunc-
∗ ¯tions identified as ū ≡ u , d ≡ d∗ and s̄ ≡ s ∗, then transform by 

q̄ = 

⎛
⎝ 

ū
d̄

⎞
⎠ = W ∗ q̄ = exp(−iα · λ ∗ /2)q̄ (12.76) 

s̄

instead of by (12.74). As for the 2* representation of SU(2), (12.76) means 
that the eight quantities −λ ∗ /2 represent the SU(3) generators in this 3* 
representation. Referring to appendix M, section M.4.5, one quickly sees 
that λ3 and λ8 are real, so that the eigenvalues of the physical observables 

(3∗ 
) )T = −λ3/2 and Y (3

∗ 
= − √1 λ8/2 (in this representation) are reversed 3 3 

¯relative to those in the 3, as expected for antiparticles. The ū, d and s̄ states 
may also be plotted on the Y − T3 diagram, figure 12.3, as shown. 

Here is already one important difference between SU(3) and SU(2): the 
fundamental SU(3) representation 3 and its complex conjugate 3 ∗ are not 
equivalent. This follows immediately from figure 12.3, where it is clear that 
the extra quantum number Y distinguishes the two representations. 

Larger SU(3)f representations can be created by combining quarks and 
antiquarks, as in SU(2)f . For our present purposes, an important one is the 
eight-dimensional (‘octet’) representation which appears when one combines 
the 3* and 3 representations, in a way which is very analogous to the three-
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FIGURE 12.4
The Y − T3 quantum numbers of the pseudoscalar meson octet.

The actual form of the G
(8)
a matrices is given by comparing the infinitesimal

version of (12.81) with (12.80)

(
G(8)

a

)
bc

= −ifabc, (12.84)

as may be checked in problem 12.8, where it is also verified that the matrices
specified by (12.84) do obey the commutation relations (12.83).

As in the SU(2)f case, the 8 states generated by the combinations q†λaq
are not necessarily the ones with the physically desired quantum numbers. To
get the π±, for example, we again need to form (w1 ± iw2)/2. Similarly, w4

produces ūs + s̄u and w5 the combination −i ūs + i s̄u, so the K± states are
w4 ∓ iw5. Similarly the K0, K̄0 states are w6 − iw7, and w6 + iw7, while the
η (in this simple model) would be w8 ∼ (ūu+ d̄d− 2s̄s), which is orthogonal
to both the π0 state and the SU(3)f singlet. In this way all the pseudoscalar
octet of π-partners has been identified, as shown on the Y − T diagram of
figure 12.4. We say ‘octet of π-partners’, but a reader knowing the masses
of these particles might well query why we should feel justified in regarding
them as (even approximately) degenerate. By contrast, a similar octet of
vector (JP 1−) mesons (the ω, ρ,K∗ and K̄∗) are all much closer in mass,
averaging around 800 MeV; in these states the q̄q spins add to S = 1, while
the orbital angular momentum is still zero. The pion, and to a much lesser
extent the kaons, seem to be ‘anomalously light’ for some reason: we shall
learn the likely explanation for this in chapter 15.

There is a deep similarity between (12.84) and (12.48). In both cases, a
representation has been found in which the matrix element of a generator is

† ' 

' 

' 

22 12. Global Non-Abelian Symmetries 

dimensional (‘triplet’) representation obtained by combining the 2* and 2 
representations of SU(2). 

Consider first the quantity uu¯ + dd̄ + s̄s. As in the SU(2) case, this can 
be written equivalently as q q, which is invariant under q → q = Wq since 
W†W = 13. So this combination is an SU(3) singlet. The octet coupling is 
formed by a straightforward generalization of the SU(2) triplet coupling q†τ q 
of (12.59), 

wa = q †λaq a = 1, 2, . . . 8. (12.77) 

Under an infinitesimal SU(3)f transformation (compare (12.61) and (12.62)), 

wa → w = q †(13 − iη · λ/2)λa(13 + iη · λ/2)qa 
ηb≈ q †λaq + i  q †(λaλb − λbλa)q (12.78)
2 

where the sum on b = 1 to 8 is understood. Using (12.73) for the commutator 
of two λ’s we find 

' ηb † wa = wa + i  q .2ifabcλcq (12.79)
2 

or 

wa 
' = wa − fabcηbwc (12.80) 

which may usefully be compared with (12.63). Just as in the SU(2)f triplet 
case, equation (12.80) shows that, under an SU(3)f transformation, the eight 
quantities wa(a = 1, 2, . . . 8) transform into specific linear combinations of 
themselves, as determined by the coefficients fabc (the η’s are just the param-
eters of the infinitesimal transformation). 

This is, again, precisely what is needed for a set of quantities to form the 
basis for a representation – in this case, an eight-dimensional representation 
of SU(3)f . For a finite SU(3)f transformation, we can ‘exponentiate’ (12.80) 
to obtain 

w = exp(iα · G(8))w (12.81) 

where w is an 8-component column vector 

⎛ 
w1 

⎞ 

w2 
w = . (12.82) 

. 

⎜⎜⎜
. 

⎟⎟⎟⎝ ⎠ 
w8 

such that wa = q†λaq, and where (cf (12.49) for SU(2))f ) the quantitiesG
(8) = 

(8) (8) (8)
(G ,G , . . . G ) are 8× 8 matrices, acting on the 8-component vector w,1 2 8 
and forming an 8-dimensional representation of the algebra of SU(3): that is 
to say, the G(8)’s satisfy (cf (12.73)) 

[
G(8) (8)

] 
= ifabcG

(8) 
a , Gb (12.83).c 
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dimensional (‘triplet’) representation obtained by combining the 2* and 2
representations of SU(2).

Consider first the quantity ūu + d̄d + s̄s. As in the SU(2) case, this can
be written equivalently as q†q, which is invariant under q → q' = Wq since
W†W = 13. So this combination is an SU(3) singlet. The octet coupling is
formed by a straightforward generalization of the SU(2) triplet coupling q†τ q
of (12.59),

wa = q†λaq a = 1, 2, . . . 8. (12.77)

Under an infinitesimal SU(3)f transformation (compare (12.61) and (12.62)),

wa → w'
a = q†(13 − iη · λ/2)λa(13 + iη · λ/2)q

≈ q†λaq + i
ηb
2
q†(λaλb − λbλa)q (12.78)

where the sum on b = 1 to 8 is understood. Using (12.73) for the commutator
of two λ’s we find

w'
a = wa + i

ηb
2
q†.2ifabcλcq (12.79)

or

w'
a = wa − fabcηbwc (12.80)

which may usefully be compared with (12.63). Just as in the SU(2)f triplet
case, equation (12.80) shows that, under an SU(3)f transformation, the eight
quantities wa(a = 1, 2, . . . 8) transform into specific linear combinations of
themselves, as determined by the coefficients fabc (the η’s are just the param-
eters of the infinitesimal transformation).

This is, again, precisely what is needed for a set of quantities to form the
basis for a representation – in this case, an eight-dimensional representation
of SU(3)f . For a finite SU(3)f transformation, we can ‘exponentiate’ (12.80)
to obtain

w' = exp(iα ·G(8))w (12.81)

where w is an 8-component column vector

w =

⎛
⎜⎜⎜⎝

w1

w2

...
w8

⎞
⎟⎟⎟⎠ (12.82)

such that wa = q†λaq, and where (cf (12.49) for SU(2))f) the quantities G
(8) =

(G
(8)
1 , G

(8)
2 , . . . G

(8)
8 ) are 8× 8 matrices, acting on the 8-component vector w,

and forming an 8-dimensional representation of the algebra of SU(3): that is
to say, the G(8)’s satisfy (cf (12.73))

[
G(8)

a , G
(8)
b

]
= ifabcG

(8)
c . (12.83)
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FIGURE 12.4 
The Y − T3 quantum numbers of the pseudoscalar meson octet. 

(8)
The actual form of the Ga matrices is given by comparing the infinitesimal 
version of (12.81) with (12.80) 

(
G(8) 

a 

) 
= −ifabc, (12.84) 

bc 

as may be checked in problem 12.8, where it is also verified that the matrices 
specified by (12.84) do obey the commutation relations (12.83). 

As in the SU(2)f case, the 8 states generated by the combinations q†λaq 
are not necessarily the ones with the physically desired quantum numbers. To 
get the π±, for example, we again need to form (w1 ± iw2)/2. Similarly, w4 
produces ¯ su and w5 us + i s̄u, so the K± states are us + ¯ the combination −i ¯
w4 ∓ iw5. Similarly the K0 , K̄0 states are w6 − iw7, and w6 + iw7, while the 
η (in this simple model) would be w8 ∼ (ūu + ¯ ss), which is orthogonal dd − 2¯
to both the π0 state and the SU(3)f singlet. In this way all the pseudoscalar 
octet of π-partners has been identified, as shown on the Y − T diagram of 
figure 12.4. We say ‘octet of π-partners’, but a reader knowing the masses 
of these particles might well query why we should feel justified in regarding 
them as (even approximately) degenerate. By contrast, a similar octet of 

¯vector (JP 1−) mesons (the ω, ρ, K∗ and K∗) are all much closer in mass, 
averaging around 800 MeV; in these states the q̄q spins add to S = 1, while 
the orbital angular momentum is still zero. The pion, and to a much lesser 
extent the kaons, seem to be ‘anomalously light’ for some reason: we shall 
learn the likely explanation for this in chapter 15. 

There is a deep similarity between (12.84) and (12.48). In both cases, a 
representation has been found in which the matrix element of a generator is 
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(cf (12.1)) which is associated with baryon number conservation. It is also
invariant under global SU(2)f transformations acting in the flavour u-d space
(cf (12.32)):

q̂' = exp(−iα · τ/2)q̂ (12.89)

(for the change in sign with respect to (12.51), compare section 7.1 and section
7.2 in the U(1) case). In (12.89), the three parameters α are independent of
x.

What are the conserved quantities associated with the invariance of L̂
under (12.89) ? Let us recall the discussion of the simpler U(1) cases studied
in sections 7.1 and 7.2. Considering the complex scalar field of section 7.1, the
analogue of (12.89) was just φ̂ → φ̂' = e−iαφ̂, and the conserved quantity was
the Hermitian operator N̂φ which appeared in the exponent of the unitary

operator Û that effected the transformation φ̂ → φ̂' via

φ̂' = Û φ̂Û †, (12.90)

with
Û = exp(iαN̂φ). (12.91)

For an infinitesimal α, we have

φ̂' ≈ (1− iE)φ̂, Û ≈ 1 + iEN̂φ, (12.92)

so that (12.90) becomes

(1− iE)φ̂ = (1 + iEN̂φ)φ̂(1− iEN̂φ) ≈ φ̂+ iE[N̂φ, φ̂]; (12.93)

hence we require
[N̂φ, φ̂] = −φ̂ (12.94)

for consistency. Insofar as N̂φ determines the form of an infinitesimal version

of the unitary transformation operator Û , it seems reasonable to call it the
generator of these global U(1) transformations (compare the discussion after
(12.27) and (12.35), but note that here N̂φ is a quantum field operator, not a
matrix).

Consider now the SU(2)f transformation (12.89), in the infinitesimal case:

q̂' = (1− iE · τ/2)q̂. (12.95)

Since the single U(1) parameter E is now replaced by the three parameters
E = (E1, E2, E3), we shall need three analogues of N̂φ, which we call

T̂
( 1
2 ) = (T̂

1
2 )
1 , T̂

( 1
2 )

2 , T̂
( 1
2 )

3 ), (12.96)

corresponding to the three independent infinitesimal SU(2) transformations.
The generalizations of (12.90) and (12.91) are then

q̂' = Û ( 1
2 )q̂Û ( 1

2 )† (12.97)

24 12. Global Non-Abelian Symmetries 

minus the corresponding structure constant. Such a representation is always 
possible for a Lie group, and is called the adjoint, or regular, representation 
(see appendix M, section M.5). These representations are of particular im-
portance in gauge theories, as we will see, since gauge quanta always belong 
to the adjoint representation of the gauged group (for example, the 8 gluons 
in SU(3)c). 

Further flavours c, b and t of course exist, but the mass differences are now 
so large that it is generally not useful to think about higher flavour groups 
such as SU(4)f etc. Instead, we now move on to consider the field-theoretic 
formulation of global SU(2)f and SU(3)f . 

12.4  Non-Abelian global symmetries in Lagrangian 
quantum field theory 

12.4.1 SU(2)f and SU(3)f 

As may already have begun to be apparent in chapter 7, Lagrangian quantum 
field theory is a formalism which is especially well adapted for the description 
of symmetries. Without going into any elaborate general theory, we shall now 
give a few examples showing how global flavour symmetry is very easily built 
into a Lagrangian, generalizing in a simple way the global U(1) symmetries 
considered in section 7.1 and section 7.2. This will also prepare the way for 
the (local) gauge case, to be considered in the following chapter. 

Consider, for example, the Lagrangian 

¯L̂ = û̄(i  ∂ − m)û + d̂(i  ∂ − m)d̂ (12.85) 

describing two free fermions ‘u’ and ‘d’ of equal mass m, with the overbar 
now meaning the Dirac conjugate for the four-component spinor fields. Note 
carefully that we are suppressing the space-time arguments of the quantum 
fields û(x), d̂(x). As in (12.50), we are using the convenient shorthand ψ̂u = û 
and ψ̂d = d̂. Let us introduce 

 
û
 

q̂ = (12.86) 
d̂

ˆso that L can be compactly written as 

ˆ ¯L = q̂(i  ∂ − m)q̂.  (12.87) 

In this form it is obvious that L̂ – and hence the associated Hamiltonian Ĥ – 
is invariant under the global U(1) transformation 

 iα ̂q̂ = e  q  (12.88) 
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minus the corresponding structure constant. Such a representation is always
possible for a Lie group, and is called the adjoint, or regular, representation
(see appendix M, section M.5). These representations are of particular im-
portance in gauge theories, as we will see, since gauge quanta always belong
to the adjoint representation of the gauged group (for example, the 8 gluons
in SU(3)c).

Further flavours c, b and t of course exist, but the mass differences are now
so large that it is generally not useful to think about higher flavour groups
such as SU(4)f etc. Instead, we now move on to consider the field-theoretic
formulation of global SU(2)f and SU(3)f .

12.4 Non-Abelian global symmetries in Lagrangian
quantum field theory

12.4.1 SU(2)f and SU(3)f

As may already have begun to be apparent in chapter 7, Lagrangian quantum
field theory is a formalism which is especially well adapted for the description
of symmetries. Without going into any elaborate general theory, we shall now
give a few examples showing how global flavour symmetry is very easily built
into a Lagrangian, generalizing in a simple way the global U(1) symmetries
considered in section 7.1 and section 7.2. This will also prepare the way for
the (local) gauge case, to be considered in the following chapter.

Consider, for example, the Lagrangian

L̂ = ¯̂u(i ∂ −m)û+
¯̂
d(i ∂ −m)d̂ (12.85)

describing two free fermions ‘u’ and ‘d’ of equal mass m, with the overbar
now meaning the Dirac conjugate for the four-component spinor fields. Note
carefully that we are suppressing the space-time arguments of the quantum
fields û(x), d̂(x). As in (12.50), we are using the convenient shorthand ψ̂u = û

and ψ̂d = d̂. Let us introduce

q̂ =
û

d̂
(12.86)

so that L̂ can be compactly written as

L̂ = ¯̂q(i ∂ −m)q̂. (12.87)

In this form it is obvious that L̂ – and hence the associated Hamiltonian Ĥ –
is invariant under the global U(1) transformation

q̂ = eiαq̂ (12.88)
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(cf (12.1)) which is associated with baryon number conservation. It is also 
invariant under global SU(2)f transformations acting in the flavour u-d space 
(cf (12.32)): 

q̂ = exp(−iα · τ /2)q̂ (12.89) 

(for the change in sign with respect to (12.51), compare section 7.1 and section 
7.2 in the U(1) case). In (12.89), the three parameters α are independent of 
x. 

ˆWhat are the conserved quantities associated with the invariance of L 
under (12.89) ? Let us recall the discussion of the simpler U(1) cases studied 
in sections 7.1 and 7.2. Considering the complex scalar field of section 7.1, the 

−iα ˆanalogue of (12.89) was just φ̂ → φ̂' = e φ, and the conserved quantity was 
ˆthe Hermitian operator Nφ which appeared in the exponent of the unitary 

operator Û that effected the transformation φ̂ → φ̂' via 

φ̂' = Û φ̂Û † , (12.90) 

with 
Û = exp(iαN̂φ). (12.91) 

For an infinitesimal α, we have  

φ, Nφ,φ̂' ≈ (1 − iE)ˆ Û ≈ 1 + iE ˆ (12.92) 

so that (12.90) becomes 

(1 − iE)φ̂ = (1 + iEN̂φ)φ̂(1 − iEN̂φ) ≈ φ̂+ iE[N̂φ, φ̂]; (12.93) 

hence we require 
[N̂φ, φ̂] =  −φ̂ (12.94) 

for consistency. Insofar as N̂φ determines the form of an infinitesimal version 

of the unitary transformation operator Û , it seems reasonable to call it the 
generator of these global U(1) transformations (compare the discussion after 
(12.27) and (12.35), but note that here N̂φ is a quantum field operator, not a 
matrix). 

Consider now the SU(2)f transformation (12.89), in the infinitesimal case: 

q̂ = (1 − iE · τ /2)q̂. (12.95) 

Since the single U(1) parameter E is now replaced by the three parameters 
E = (E1, E2, E3), we shall need three analogues of N̂φ, which we call 

1
2

1
2

1
2

1
2T̂ 

( ) 
= (T̂1 

) (
T̂ ) (

T̂ )
), (12.96) , ,2 3 

corresponding to the three independent infinitesimal SU(2) transformations. 
The generalizations of (12.90) and (12.91) are then 

1
2

1
2' Û (= )q̂Û ( )† (12.97) q̂
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which destroys a d quark and creates a u, or destroys a ū and creates a d̄, in

either case raising the T̂
( 1
2 )

3 eigenvalue by +1, since

T̂
( 1
2 )

3 =
1

2

{
(û†û− d̂†d̂)d3x (12.106)

which counts + 1
2 for each u (or d̄) and − 1

2 for each d (or ū). Thus these
operators certainly ‘do the job’ expected of field theoretic isospin operators,
in this isospin-1/2 case.

In the U(1) case, considering now the fermionic example of section 7.2 for
variety, we could go further and associate the conserved operator N̂ψ with a

conserved current N̂μ
ψ :

N̂ψ =

{
N̂0

ψd
3x, N̂μ

ψ =
¯̂
ψγμψ̂ (12.107)

where
∂μN̂

μ
ψ = 0. (12.108)

The obvious generalization appropriate to (12.101) is

T̂
( 1
2 ) =

{
T̂

( 1
2 )0d3x, T̂

( 1
2 )μ = ¯̂qγμ τ

2
q̂. (12.109)

Note that both N̂μ
ψ and T̂

( 1
2 )μ are of course functions of the space-time co-

ordinate x, via the (suppressed) dependence of the q̂-fields on x. Indeed one
can verify from the equations of motion that

∂μT̂
( 1
2 )μ = 0. (12.110)

Thus T̂
( 1
2 )μ is a conserved isospin current operator appropriate to the T = 1

2
(u, d) system; it transforms as a 4-vector under Lorentz transformations, and
as a T = 1 triplet under SU(2)f transformations.

Clearly there should be some general formalism for dealing with all this
more efficiently, and it is provided by a generalization of the steps followed,
in the U(1) case, in equations (7.6)–(7.8). Suppose the Lagrangian involves

a set of fields ψ̂r (they could be bosons or fermions) and suppose that it is
invariant under the infinitesimal transformation

δψ̂r = −iETrsψ̂s (12.111)

for some set of numerical coefficients Trs. Equation (12.111) generalizes (7.5).
Then since L̂ is invariant under this change,

0 = δL̂ =
∂L̂
∂ψ̂r

δψ̂r +
∂L̂

∂(∂μψ̂r)
∂μ(δψ̂r). (12.112)

{ 

{ 
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and 
1
2( )1

2Û ( ) ˆ= exp(iα · T ) (12.98) 

where the T̂ 
( 1
2 )’s are Hermitian, so that Û ( 1

2 ) is unitary (cf (12.35)). It would 
1
2reasonable in this case too to regard the T̂

( )
’s as providing a field seem 

theoretic representation of the generators of SU(2)f , an interpretation we shall 
shortly confirm. In the infinitesimal case, (12.97) and (12.98) become 

1
2

1
2T̂ 

( ) (
T̂ 

)
(1 − iE · τ /2)q̂ = )q̂(1 − iE ·(1 + iE · ), (12.99) 

1
2( )

using the Hermiticity of the T̂ ’s. Expanding the right-hand side of (12.99) 
to first order in E, and equating coefficients of E on both sides, (12.99) reduces 
to (problem 12.9) 

[T̂
( 1 
2 ) 
, q̂] =  −(τ /2)q̂, (12.100) 

which is the analogue of (12.94). Equation (12.100) expresses a very specific 
1
2( )

commutation property of the operators T̂ , which turns out to be satisfied 
by the expression 

1
2T̂ 

( ) †(τ /2)q̂d3 = q̂ x (12.101) 

as can be checked (problem 12.10) from the anticommutation relations of 
the fermionic fields in q̂. We shall derive (12.101) from Noether’s theorem 
(Noether 1918) in a little while. Note that if ‘τ /2’ is replaced by 1, (12.101) 
reduces to the sum of the u and d number operators, as required for the one-
parameter U(1) case. The ‘q̂†τ q̂’ combination is precisely the field-theoretic 
version of the q†τ q coupling we discussed in section 12.1.3. It means that the 

1
2( )

three operators T̂ themselves belong to a T = 1 triplet of SU(2)f . 
1 
2( )

It is possible to verify that these T̂ ’s do indeed commute with the 
ˆHamiltonian H : 

1
2

1
2dT̂

( ) ( )−i[T̂ , Ĥ] = 0 (12.102) /dt = 
1
2( )

so that their eigenvalues are conserved. That the T̂ are, as already sug-
gested, a field theoretic representation of the generators of SU(2), appropriate 

1to the case T = , follows from the fact that they obey the SU(2) algebra 2 
(problem 12.11): 

1
2

1
2

1
2[T̂i 

( ) (
T̂

) (
T̂

)
] = iEijk . (12.103) , j k 

For many purposes it is more useful to consider the raising and lowering 
operators 

1
2

1
2

1
2T̂

( ) ( ) (± iT̂2 
)

= (T̂1 ). (12.104) ± 

For example, we easily find 

)
T̂

( 1
2 û†d̂ d3 x, (12.105) = + 
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and

Û ( 1
2 ) = exp(iα · T̂ ( 1

2 )) (12.98)

where the T̂
( 1
2 )’s are Hermitian, so that Û ( 1

2 ) is unitary (cf (12.35)). It would

seem reasonable in this case too to regard the T̂
( 1
2 )’s as providing a field

theoretic representation of the generators of SU(2)f , an interpretation we shall
shortly confirm. In the infinitesimal case, (12.97) and (12.98) become

(1− iE · τ/2)q̂ = (1 + iE · T̂ ( 1
2 ))q̂(1− iE · T̂ ( 1

2 )), (12.99)

using the Hermiticity of the T̂
( 1
2 )’s. Expanding the right-hand side of (12.99)

to first order in E, and equating coefficients of E on both sides, (12.99) reduces
to (problem 12.9)

[T̂
( 1
2 ), q̂] = −(τ/2)q̂, (12.100)

which is the analogue of (12.94). Equation (12.100) expresses a very specific

commutation property of the operators T̂
( 1
2 ), which turns out to be satisfied

by the expression

T̂
( 1
2 ) =

{
q̂†(τ/2)q̂d3x (12.101)

as can be checked (problem 12.10) from the anticommutation relations of
the fermionic fields in q̂. We shall derive (12.101) from Noether’s theorem
(Noether 1918) in a little while. Note that if ‘τ/2’ is replaced by 1, (12.101)
reduces to the sum of the u and d number operators, as required for the one-
parameter U(1) case. The ‘q̂†τ q̂’ combination is precisely the field-theoretic
version of the q†τ q coupling we discussed in section 12.1.3. It means that the

three operators T̂
( 1
2 ) themselves belong to a T = 1 triplet of SU(2)f .

It is possible to verify that these T̂
( 1
2 )’s do indeed commute with the

Hamiltonian Ĥ :

dT̂
( 1
2 )/dt = −i[T̂

( 1
2 ), Ĥ] = 0 (12.102)

so that their eigenvalues are conserved. That the T̂
( 1
2 ) are, as already sug-

gested, a field theoretic representation of the generators of SU(2), appropriate
to the case T = 1

2 , follows from the fact that they obey the SU(2) algebra
(problem 12.11):

[T̂
( 1
2 )

i , T̂
( 1
2 )

j ] = iEijkT̂
( 1
2 )

k . (12.103)

For many purposes it is more useful to consider the raising and lowering
operators

T̂
( 1
2 )± = (T̂

( 1
2 )

1 ± iT̂
( 1
2 )

2 ). (12.104)

For example, we easily find

T̂
( 1
2 )

+ =

{
û†d̂ d3x, (12.105)

{ 

{ 
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¯which destroys a d quark and creates a u, or destroys a ū and creates a d, in 
1
2( )ˆeither case raising the T eigenvalue by +1, since 3 

11
2T̂

( ) 
(û † û− d̂†d̂)d3 x (12.106) = 3 2 

which counts + 1 for each u (or d̄) and − 1 for each d (or ¯ Thus these u). 2 2 
operators certainly ‘do the job’ expected of field theoretic isospin operators, 
in this isospin-1/2 case. 

In the U(1) case, considering now the fermionic example of section 7.2 for 
variety, we could go further and associate the conserved operator N̂ψ with a 

μˆconserved current N :ψ 

{ 
μ ¯ˆ ˆ ˆ ˆ= Nψ

0 d3 x, N = ψγμψ̂ (12.107) Nψ ψ 

where 
μˆ∂μN = 0.  (12.108) ψ 

The obvious generalization appropriate to (12.101) is 

1
2

1
2

1
2 τ

T̂ 
( ) ( )0 (

T̂ 
)μ 

qγμ¯̂T̂ d3 q.̂ (12.109) = x, = 
2 

1
2( )μμNote that both N̂ and T̂ψ are of course functions of the space-time co-

ordinate x, via the (suppressed) dependence of the q̂-fields on x. Indeed one 
can verify from the equations of motion that 

1
2ˆ∂μT 

( )μ 
= 0.  (12.110) 

1
2Thus T̂

( )μ 1is a conserved isospin current operator appropriate to the T = 2 
(u, d) system; it transforms as a 4-vector under Lorentz transformations, and 
as a T = 1 triplet under SU(2)f transformations. 

Clearly there should be some general formalism for dealing with all this 
more efficiently, and it is provided by a generalization of the steps followed, 
in the U(1) case, in equations (7.6)–(7.8). Suppose the Lagrangian involves 

a set of fields ψ̂r (they could be bosons or fermions) and suppose that it is 
invariant under the infinitesimal transformation 

δψ̂r = −iETrsψ̂s  (12.111) 

for some set of numerical coefficients Trs. Equation (12.111) generalizes (7.5). 
ˆThen since L is invariant under this change, 

∂L̂ ∂L̂
0 =  δL̂ = δψ̂r + ∂μ(δψ̂r). (12.112) 

∂ψ̂r ∂(∂μψ̂  
r) 
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the φ̂1− φ̂2 system of section 7.1. An infinitesimal such rotation is (cf (12.64),
and noting the sign change in the field theory case)

φ̂
'
= φ̂+ E× φ̂ (12.120)

which implies

δφ̂r = −iEaT
(1)
arsφ̂s, (12.121)

with

T (1)
ars = −iEars (12.122)

as in (12.48). There are of course three conserved T̂ operators again, and three

T̂
μ
’s, which we call T̂

(1)
and T̂

(1)μ
respectively, since we are now dealing with

a T = 1 isospin case. The a = 1 component of the conserved current in this
case is, from (12.116),

T̂
(1)μ
1 = φ̂2∂

μφ̂3 − φ̂3∂
μφ̂2. (12.123)

Cyclic permutations give us the other components which can be summarised
as

T̂
(1)μ

= i(φ̂(1)tr T(1)∂μφ̂(1) − (∂μφ̂(1))tr T(1)φ̂(1)) (12.124)

where we have written

φ̂(1) =

⎛
⎝

φ̂1

φ̂2

φ̂3

⎞
⎠ (12.125)

and tr denotes transpose. Equation (12.124) has the form expected of a
bosonic spin-0 current, but with the matrices T(1) appearing, appropriate
to the T = 1 (triplet) representation of SU(2)f .

The general form of such SU(2) currents should now be clear. For an
isospin T -multiplet of bosons we shall have the form

i(φ̂(T )†T(T )∂μφ̂(T ))− (∂μφ̂(T ))†T(T )φ̂(T )) (12.126)

where we have put the † to allow for possibly complex fields; and for an isospin
T -multiplet of fermions we shall have

¯̂
ψ (T )γμT(T )ψ̂(T ) (12.127)

where in each case the (2T + 1) components of φ̂ or ψ̂ transforms as a T -
multiplet under SU(2), i.e.

ψ̂(T )' = exp(−iα ·T(T ))ψ̂(T ) (12.128)

and similarly for φ̂(T ), where T(T ) are the 2T+1×2T+1 matrices representing
the generators of SU(2)f in this representation. In all cases, the integral over

28 12. Global Non-Abelian Symmetries 

But 
∂L̂

∂μ

 
∂L̂

 
= (12.113) 

∂ψ̂r ∂(∂μψ̂r)

from the equations of motion. Hence 

 
∂L̂

 
∂μ δψ̂r = 0 (12.114) 

∂(∂μψ̂r) 

which is precisely a current conservation law of the form 

∂μĵμ = 0. (12.115) 

Indeed, disregarding the irrelevant constant small parameter E, the conserved 
current is 

∂L̂ˆ ˆjμ = −i Trsψs. (12.116) 
∂(∂μψ̂r) 

Let us try this out on (12.87) with 

δq̂ = (−iE · τ /2)q̂. (12.117) 

As we know already, there are now three E’s, and so three Trs’s, namely 
1 1 1 (τ3)rs. For each one we have a current, for example (τ1)rs, (τ2)rs,2 2 2 

ˆ( 1 ) ∂L̂ τ1 τ1
T 2 = −i q = ˆ ˆ (12.118) ˆ q̄γμ q1μ ∂(∂μq̂) 2 2 

and similarly for the other τ ’s, and so we recover (12.109). From the invari-
ance of the Lagrangian under the transformation (12.117) there follows the 
conservation of an associated symmetry current. This is the quantum field 
theory version of Noether’s theorem. 

This theorem is of fundamental significance as it tells us how to relate 
symmetries (under transformations of the general form (12.111)) to ‘current’ 
conservation laws (of the form (12.115), and it constructs the actual currents 
for us. In gauge theories, the dynamics is generated from a symmetry, in 
the sense that (as we have seen in the local U(1) of electromagnetism) the 
symmetry currents are the dynamical currents that drive the equations for 
the force field. Thus the symmetries of the Lagrangian are basic to gauge 
field theories. 

Let us look at another example, this time involving spin-0 fields. Suppose 
we have three spin-0 fields all with the same mass, and take 

1 1 1 1ˆ ∂μφ̂1∂
μφ̂1 + ∂μφ̂2∂

μφ̂2 + ∂μφ̂3∂
μφ̂3 −L = m 2(φ̂2

1 + φ̂2
2 + φ̂2

3). (12.119) 2 2 2 2 

It is obvious that L̂ is invariant under an arbitrary rotation of the three φ̂’s 
among themselves, generalizing the ‘rotation about the 3-axis’ considered for 
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But
∂L̂
∂ψ̂r

= ∂μ ∂L̂
∂(∂μψ̂r)

(12.113)

from the equations of motion. Hence

∂μ ∂L̂
∂(∂μψ̂r)

δψ̂r = 0 (12.114)

which is precisely a current conservation law of the form

∂μĵμ = 0. (12.115)

Indeed, disregarding the irrelevant constant small parameter E, the conserved
current is

ĵμ = −i
∂L̂

∂(∂μψ̂r)
Trsψ̂s. (12.116)

Let us try this out on (12.87) with

δq̂ = (−iE · τ/2)q̂. (12.117)

As we know already, there are now three E’s, and so three Trs’s, namely
1
2 (τ1)rs,

1
2 (τ2)rs,

1
2 (τ3)rs. For each one we have a current, for example

T̂
( 1
2 )

1μ = −i
∂L̂

∂(∂μq̂)

τ1
2

q̂ = ¯̂qγμ
τ1
2
q̂ (12.118)

and similarly for the other τ ’s, and so we recover (12.109). From the invari-
ance of the Lagrangian under the transformation (12.117) there follows the
conservation of an associated symmetry current. This is the quantum field
theory version of Noether’s theorem.

This theorem is of fundamental significance as it tells us how to relate
symmetries (under transformations of the general form (12.111)) to ‘current’
conservation laws (of the form (12.115), and it constructs the actual currents
for us. In gauge theories, the dynamics is generated from a symmetry, in
the sense that (as we have seen in the local U(1) of electromagnetism) the
symmetry currents are the dynamical currents that drive the equations for
the force field. Thus the symmetries of the Lagrangian are basic to gauge
field theories.

Let us look at another example, this time involving spin-0 fields. Suppose
we have three spin-0 fields all with the same mass, and take

L̂ =
1

2
∂μφ̂1∂

μφ̂1 +
1

2
∂μφ̂2∂

μφ̂2 +
1

2
∂μφ̂3∂

μφ̂3 −
1

2
m2(φ̂2

1 + φ̂2
2 + φ̂2

3). (12.119)

It is obvious that L̂ is invariant under an arbitrary rotation of the three φ̂’s
among themselves, generalizing the ‘rotation about the 3-axis’ considered for
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the φ̂1 − φ̂2 system of section 7.1. An infinitesimal such rotation is (cf (12.64), 
and noting the sign change in the field theory case) 

φ̂ = φ̂+ E × φ̂ (12.120) 

which implies 

T (1) ˆδφ̂r = −iEa φs, (12.121) ars 

with 

T (1) = −iEars (12.122) ars 

as in (12.48). There are of course three conserved T̂ operators again, and three 
μ (1) (1)μ 

T̂ ’s, which we call T̂ and T̂ respectively, since we are now dealing with 
a T = 1 isospin case. The a = 1 component of the conserved current in this 
case is, from (12.116), 

T̂
(1)μ 

= φ̂2∂
μφ̂3 − φ̂3∂

μφ̂2. (12.123) 1 

Cyclic permutations give us the other components which can be summarised 
as 

ˆ (1)μ 
φ(1)tr T(1)∂μφ̂(1) − (∂μφ̂(1))tr T(1)φ̂(1))T = i( ˆ (12.124) 

where we have written  

φ̂(1) = 

⎛
⎝ 

φ̂1 

φ̂2 

φ̂3 

⎞
⎠ (12.125) 

and tr denotes transpose. Equation (12.124) has the form expected of a 
bosonic spin-0 current, but with the matrices T(1) appearing, appropriate 
to the T = 1 (triplet) representation of SU(2)f . 

The general form of such SU(2) currents should now be clear. For an 
isospin T -multiplet of bosons we shall have the form 

φ(T )†T(T )∂μφ̂(T ))− (∂μφ̂(T ))†T(T )φ̂(T ))i( ˆ (12.126) 

where we have put the † to allow for possibly complex fields; and for an isospin 
T -multiplet of fermions we shall have 

¯
ψ̂ (T )γμT(T )ψ̂(T ) (12.127) 

where in each case the (2T + 1) components of φ̂ or ψ̂ transforms as a T -
multiplet under SU(2), i.e. 

ψ̂(T )' = exp(−iα · T(T ))ψ̂(T ) (12.128) 

and similarly for φ̂(T ), where T(T ) are the 2T +1×2T +1 matrices representing 
the generators of SU(2)f in this representation. In all cases, the integral over 



12.4. Non-Abelian global symmetries in Lagrangian quantum field theory 31

SU(3)-invariant interactions can also be formed. A particularly impor-
tant one is the ‘SU(3) dot-product’ of two octets (the analogues of the SU(2)
triplets), which arises in the quark-gluon vertex of QCD (see chapters 13 and
14):

−igs
E
f

¯̂qfγ
μλa

2
q̂f Â

a
μ. (12.136)

In (12.136), q̂f stands for the SU(3)c colour triplet

q̂f =

⎛
⎝

f̂r
f̂b
f̂g

⎞
⎠ (12.137)

where ‘f̂ ’ is any of the six quark flavour fields û, d̂, ĉ, ŝ, t̂, b̂, and Âa
μ are the

8 (a = 1, 2, . . . 8) gluon fields. Once again, (12.136) has the form ‘symmetry
current · gauge field’ characteristic of all gauge interactions.

12.4.2 Chiral symmetry

As our final example of a global non-Abelian symmetry, we shall introduce
the idea of chiral symmetry, which is an exact symmetry for fermions in the
limit in which their masses may be neglected. We have seen that the u and
d quarks have indeed very small masses (≤ 5 MeV) on hadronic scales, and
even the s quark mass (∼ 100 MeV) is relatively small. Thus we may certainly
expect some physical signs of the symmetry associated with mu ≈ md ≈ 0,
and possibly also of the larger symmetry holding when mu ≈ md ≈ ms ≈ 0.
As we shall see, however, this expectation leads to a puzzle, the resolution of
which will have to be postponed until the concept of ‘spontaneous symmetry
breaking’ has been developed in Part VII.

We begin with the simplest case of just one fermion. Since we are interested
in the ‘small mass’ regime, it is sensible to use the representation (3.40) of
the Dirac matrices, in which the momentum part of the Dirac Hamiltonian is
‘diagonal’ and the mass appears as an ‘off-diagonal’ coupling:

α =

(
σ 0
0 −σ

)
, β =

(
0 1
1 0

)
. (12.138)

Writing the general Dirac spinor ω as

ω =

(
φ
χ

)
, (12.139)

we have (as in (4.14), (4.15))

Eφ = σ · pφ+mχ (12.140)

Eχ = −σ · pχ+mφ. (12.141)

' 

{ {
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all space of the μ = 0 component of these currents results in a triplet of isospin 
operators obeying the SU(2) algebra (12.47), as in (12.103). 

The cases considered so far have all been free field theories, but SU(2)-
invariant interactions can be easily formed. For example, the interaction 

¯
g1ψ̂τ ψ̂ · φ̂ describes SU(2)-invariant interactions between a T = 1 isospinor 2 
(spin- 1 ) field ψ̂, and a T = 1 isotriplet (Lorentz scalar) φ̂. An effective inter-2 

¯̂ ˆ ˆaction between pions and nucleons could take the form gπψτ γ5ψ · φ, allowing 
for the pseudoscalar nature of the pions (we shall see in the following section 

¯̂ ˆthat ψγ5ψ is a pseudoscalar, so the product is a true scalar as is required for a 
parity-conserving strong interaction). In these examples the ‘vector’ analogy 
for the T = 1 states allows us to see that the ‘dot product’ will be invariant. 

ψ̂( 1 )2A similar dot product occurs in the interaction between the isospinor 
and the weak SU(2) gauge field Ŵ μ, which has the form 

¯ ˆgˆ ˆ · W μ (12.129) qγμ τ 
q

2 

as will be discussed in the following chapter. This is just the SU(2) dot product 
of the symmetry current (12.109) and the gauge field triplet, both of which 
are in the adjoint (T = 1) representation of SU(2). 

All of the foregoing can be generalized straightforwardly to SU(3)f . For 
example, the Lagrangian 

ˆ ¯L = q̂(i /∂ − m)q̂ (12.130) 

with q̂ now extended to 

q̂ = 

⎛
⎝ 

û

d̂ 

⎞
⎠ (12.131) 

ŝ

ˆdescribes free u, d and s quarks of equal mass m. L is clearly invariant under 
global SU(3)f transformations 

q̂ = exp(−iα · λ/2)q̂, (12.132) 

as well as the usual global U(1) transformation associated with quark number 
conservation. The associated Noether currents are (in somewhat informal 
notation) 

G(q)μ aˆ q̄γμ λ q= ˆ ˆ a = 1, 2, . . .8 (12.133) a 2 

(note that there are eight of them), and the associated conserved ‘charge 
operators’ are 

Ĝ(q) = Ĝ(q)0d3 x = q̂† λa 
a a 2 

ˆ (12.134) q a = 1, 2, . . . 8, 

which obey the SU(3) commutation relations 

[Ĝ(q) ˆ(q) 
Ĝ(q), G ] = ifabc . (12.135) a b c 
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all space of the μ = 0 component of these currents results in a triplet of isospin
operators obeying the SU(2) algebra (12.47), as in (12.103).

The cases considered so far have all been free field theories, but SU(2)-
invariant interactions can be easily formed. For example, the interaction

g1
¯̂
ψτ ψ̂ · φ̂ describes SU(2)-invariant interactions between a T = 1

2 isospinor

(spin- 1
2 ) field ψ̂, and a T = 1 isotriplet (Lorentz scalar) φ̂. An effective inter-

action between pions and nucleons could take the form gπ
¯̂
ψτγ5ψ̂ · φ̂, allowing

for the pseudoscalar nature of the pions (we shall see in the following section

that
¯̂
ψγ5ψ̂ is a pseudoscalar, so the product is a true scalar as is required for a

parity-conserving strong interaction). In these examples the ‘vector’ analogy
for the T = 1 states allows us to see that the ‘dot product’ will be invariant.
A similar dot product occurs in the interaction between the isospinor ψ̂( 1

2 )

and the weak SU(2) gauge field Ŵ μ, which has the form

g¯̂qγμ τ

2
q̂ · Ŵ μ (12.129)

as will be discussed in the following chapter. This is just the SU(2) dot product
of the symmetry current (12.109) and the gauge field triplet, both of which
are in the adjoint (T = 1) representation of SU(2).

All of the foregoing can be generalized straightforwardly to SU(3)f . For
example, the Lagrangian

L̂ = ¯̂q(i /∂ −m)q̂ (12.130)

with q̂ now extended to

q̂ =

⎛
⎝

û

d̂
ŝ

⎞
⎠ (12.131)

describes free u, d and s quarks of equal mass m. L̂ is clearly invariant under
global SU(3)f transformations

q̂' = exp(−iα · λ/2)q̂, (12.132)

as well as the usual global U(1) transformation associated with quark number
conservation. The associated Noether currents are (in somewhat informal
notation)

Ĝ(q)μ
a = ¯̂qγμλa

2
q̂ a = 1, 2, . . .8 (12.133)

(note that there are eight of them), and the associated conserved ‘charge
operators’ are

Ĝ(q)
a =

{
Ĝ(q)0

a d3x =

{
q̂†

λa

2
q̂ a = 1, 2, . . . 8, (12.134)

which obey the SU(3) commutation relations

[Ĝ(q)
a , Ĝ

(q)
b ] = ifabcĜ

(q)
c . (12.135)
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SU(3)-invariant interactions can also be formed. A particularly impor-
tant one is the ‘SU(3) dot-product’ of two octets (the analogues of the SU(2) 
triplets), which arises in the quark-gluon vertex of QCD (see chapters 13 and 
14): 

−igs 
E 

¯̂qf γ
μ λa 

2 
q̂f Â

a 
μ. (12.136) 

f 

In (12.136), q̂f stands for the SU(3)c colour triplet 
⎛ 

f̂  r 
⎞ 

q̂f = ⎝ f̂  b 

f̂  g 

⎠ (12.137) 

where ‘f̂ ’ is any of the six quark flavour fields û, d,̂ c,̂ s,̂ t,̂ b̂, and Âa are the μ 
8 (a = 1, 2, . . .  8) gluon fields. Once again, (12.136) has the form ‘symmetry 
current · gauge field’ characteristic of all gauge interactions. 

12.4.2 Chiral symmetry 

As our final example of a global non-Abelian symmetry, we shall introduce 
the idea of chiral symmetry, which is an exact symmetry for fermions in the 
limit in which their masses may be neglected. We have seen that the u and 
d quarks have indeed very small masses (≤ 5 MeV) on hadronic scales, and 
even the s quark mass (∼ 100 MeV) is relatively small. Thus we may certainly 
expect some physical signs of the symmetry associated with mu ≈ md ≈ 0, 
and possibly also of the larger symmetry holding when mu ≈ md ≈ ms ≈ 0. 
As we shall see, however, this expectation leads to a puzzle, the resolution of 
which will have to be postponed until the concept of ‘spontaneous symmetry 
breaking’ has been developed in Part VII. 

We begin with the simplest case of just one fermion. Since we are interested 
in the ‘small mass’ regime, it is sensible to use the representation (3.40) of 
the Dirac matrices, in which the momentum part of the Dirac Hamiltonian is 
‘diagonal’ and the mass appears as an ‘off-diagonal’ coupling: 

α = 

( 
σ 
0 

0 
−σ 

) 
, β  = 

( 
0 1  
1 0  

) 
. (12.138) 

Writing the general Dirac spinor ω as 

ω = 

( 
φ 
χ 

) 
, (12.139) 

we have (as in (4.14), (4.15)) 

Eφ 
Eχ 

= 

= 

σ · pφ + mχ 
−σ · pχ + mφ. 

(12.140) 

(12.141) 
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In the massless limit, the chirality of φ̃ and χ̃ is a good quantum number
(γ5 commuting with the energy operator), and we may say that ‘chirality is
conserved’ in this massless limit. On the other hand, the massive spinor ω is
clearly not an eigenstate of chirality:

γ5ω =

(
φ
−χ

)
/= λ

(
φ
χ

)
. (12.148)

Referring to (12.140) and (12.141), we may therefore regard the mass terms
as ‘coupling the states of different chirality’.

It is usual to introduce operators PR,L =
(
1±γ5

2

)
which ‘project’ out states

of definite chirality from ω:

ω =

(
1 + γ5

2

)
ω +

(
1− γ5

2

)
ω ≡ PRω + PLω ≡ ωR + ωL, (12.149)

so that

ωR =

(
1 0
0 0

)(
φ
χ

)
=

(
φ
0

)
, ωL =

(
0
χ

)
. (12.150)

Then clearly γ5ωR = ωR and γ5ωL = −ωL; slightly confusingly, the notation
‘R’, ‘L’ is used for the chirality eigenvalue.

We now reformulate the above in field-theoretic terms. The Dirac La-
grangian for a single massless fermion is

L̂0 =
¯̂
ψi /∂ψ̂. (12.151)

This is invariant not only under the now familiar global U(1) transformation

ψ̂ → ψ̂' = e−iαψ̂, but also under the ‘global chiral U(1)’ transformation

ψ̂ → ψ̂' = e−iθγ5ψ̂ (12.152)

where θ is an arbitrary (x-independent) real parameter. The invariance is
easily verified: using {γ0, γ5} = 0 we have

¯̂
ψ ' = ψ̂'†γ0 = ψ̂†eiθγ5γ0 = ψ̂†γ0e−iθγ5 =

¯̂
ψe−iθγ5 , (12.153)

and then using {γμ, γ5} = 0,

¯̂
ψ 'γμ∂μψ̂

' =
¯̂
ψe−iθγ5γμ∂μe

−iθγ5ψ̂

=
¯̂
ψγμeiθγ5∂μe

−iθγ5ψ̂

=
¯̂
ψγμ∂μψ̂ (12.154)

as required. The corresponding Noether current is

ĵμ5 =
¯̂
ψγμγ5ψ̂, (12.155)
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We now recall the matrix γ5 introduced in section 4.2.1 

γ5 = iγ0γ1γ2γ3 , (12.142) 

which takes the form ( 
1 0 

)
γ5 = (12.143) 

0 −1 

in this representation. The matrix γ5 plays a prominent role in chiral symme-
try, as we shall see. Its defining property is that it anticommutes with the γμ 

matrices: 
{γ5, γμ} = 0. (12.144) 

‘Chirality’ means ‘handedness’, from the Greek word for hand, χEiρ. Its 
use here stems from the fact that, in the limit m → 0 the 2-component spinors 
φ, χ become helicity eigenstates (cf problem 9.4), having definite ‘handedness’. 
As m → 0 we have  E → |p|, and (12.140) and (12.141) reduce to 

˜(σ · p/|p|)φ̃ = φ (12.145) 

(σ · p/|p|)χ̃ = −˜ (12.146) χ, 

so that the limiting spinor φ̃ has positive helicity, and χ̃ negative helicity (cf 
(3.68) and (3.69)). In this m → 0 limit, the two helicity spinors are decoupled, 
reflecting the fact that no Lorentz transformation can reverse the helicity of 
a massless particle. Also in this limit, the Dirac energy operator is 

( 
σ · p 0 

)
α · p = (12.147) 

0 −σ · p 

which is easily seen to commute with γ5. Thus the massless states may equiva-
lently be classified by the eigenvalues of γ5, which are clearly ±1 since γ2 = I.5 

Consider then a massless fermion with positive helicity. It is described 
˜

( 
φ 

)
by the ‘u’-spinor which is an eigenstate of γ5 with eigenvalue +1. 

0 ( 
0 

)
Similarly, a fermion with negative helicity is described by which has 

χ̃
γ5 = −1. Thus for these states chirality equals helicity. We have to be more 
careful for antifermions, however. A physical antifermion of energy E and 
momentum p is described by a ‘v’- spinor corresponding to −E and −p; but 
with m = 0 in (12.140) and (12.141) the equations for φ and χ remain the 
same for −E, −p as for E, p. Consider the spin, however. If the physical 

1antiparticle has positive helicity, with p along the z-axis say, then sz = +  2 . 
The corresponding v-spinor must then have sz = − 1 (see section 3.4.3) and 2 
must therefore be of χ̃ type (12.146). So the v-spinor for this antifermion of ( 

0 
)

positive helicity is which has γ5 = −1. In summary, for fermions the 
χ̃

γ5 eigenvalue is equal to the helicity, and for antifermions it is equal to minus 
the helicity. It is the γ5 eigenvalue that is called the ‘chirality’. 
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We now recall the matrix γ5 introduced in section 4.2.1

γ5 = iγ0γ1γ2γ3, (12.142)

which takes the form

γ5 =

(
1 0
0 −1

)
(12.143)

in this representation. The matrix γ5 plays a prominent role in chiral symme-
try, as we shall see. Its defining property is that it anticommutes with the γμ

matrices:
{γ5, γμ} = 0. (12.144)

‘Chirality’ means ‘handedness’, from the Greek word for hand, χEiρ. Its
use here stems from the fact that, in the limit m → 0 the 2-component spinors
φ, χ become helicity eigenstates (cf problem 9.4), having definite ‘handedness’.
As m → 0 we have E → |p|, and (12.140) and (12.141) reduce to

(σ · p/|p|)φ̃ = φ̃ (12.145)

(σ · p/|p|)χ̃ = −χ̃, (12.146)

so that the limiting spinor φ̃ has positive helicity, and χ̃ negative helicity (cf
(3.68) and (3.69)). In this m → 0 limit, the two helicity spinors are decoupled,
reflecting the fact that no Lorentz transformation can reverse the helicity of
a massless particle. Also in this limit, the Dirac energy operator is

α · p =

(
σ · p 0
0 −σ · p

)
(12.147)

which is easily seen to commute with γ5. Thus the massless states may equiva-
lently be classified by the eigenvalues of γ5, which are clearly ±1 since γ2

5 = I.
Consider then a massless fermion with positive helicity. It is described

by the ‘u’-spinor

(
φ̃
0

)
which is an eigenstate of γ5 with eigenvalue +1.

Similarly, a fermion with negative helicity is described by

(
0
χ̃

)
which has

γ5 = −1. Thus for these states chirality equals helicity. We have to be more
careful for antifermions, however. A physical antifermion of energy E and
momentum p is described by a ‘v’- spinor corresponding to −E and −p; but
with m = 0 in (12.140) and (12.141) the equations for φ and χ remain the
same for −E,−p as for E,p. Consider the spin, however. If the physical
antiparticle has positive helicity, with p along the z-axis say, then sz = + 1

2 .
The corresponding v-spinor must then have sz = − 1

2 (see section 3.4.3) and
must therefore be of χ̃ type (12.146). So the v-spinor for this antifermion of

positive helicity is

(
0
χ̃

)
which has γ5 = −1. In summary, for fermions the

γ5 eigenvalue is equal to the helicity, and for antifermions it is equal to minus
the helicity. It is the γ5 eigenvalue that is called the ‘chirality’.
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In the massless limit, the chirality of φ̃ and χ̃ is a good quantum number 
(γ5 commuting with the energy operator), and we may say that ‘chirality is 
conserved’ in this massless limit. On the other hand, the massive spinor ω is 
clearly not an eigenstate of chirality: 

(  
φ 

) ( 
φ 

)
γ5ω = / λ . (12.148) = −χ χ 

Referring to (12.140) and (12.141), we may therefore regard the mass terms 
as ‘coupling the states of different chirality’. 

It is usual to introduce operators PR,L = 
(
1±γ5 

) 
which ‘project’ out states 2 

of definite chirality from ω: 

(
1 +  γ5 

) (
1− γ5 

)
ω = ω + ω ≡ PRω + PLω ≡ ωR + ωL, (12.149) 

2 2 

so that 
( 

1 0  
)(  

φ 
) ( 

φ 
) ( 

0 
)

ωR = = , ωL = . (12.150) 
0 0  χ 0 χ 

Then clearly γ5ωR = ωR and γ5ωL = −ωL; slightly confusingly, the notation 
‘R’, ‘L’ is used for the chirality eigenvalue. 

We now reformulate the above in field-theoretic terms. The Dirac La-
grangian for a single massless fermion is 

¯L0 = ψi / ψ.ˆ ˆ ∂ ˆ (12.151) 

This is invariant not only under the now familiar global U(1) transformation 

ψ̂ → ψ̂' = e−iαψ̂, but also under the ‘global chiral U(1)’ transformation 

−iθγ5ψ̂ → ψ̂' = e  ψ̂ (12.152) 

where θ is an arbitrary (x-independent) real parameter. The invariance is 
easily verified: using {γ0, γ5} = 0 we have 

ψ ¯̂ ' ψ̂'†γ0 ψ̂† iθγ5 γ0 ψ̂†γ0 −iθγ5 ¯̂ −iθγ5= = e = e = ψe , (12.153) 

and then using {γμ, γ5} = 0, 

ψ ¯̂ 'γμ∂μψ̂
' ¯̂ −iθγ5 γμ∂μe 

−iθγ5 ˆ=  ψe ψ 
¯̂ iθγ5 ∂μe 

−iθγ5 ˆ=  ψγμ e ψ 
¯̂ ˆ=  ψγμ∂μψ (12.154) 

as required. The corresponding Noether current is 

μˆ ¯̂ ˆj5 = ψγμγ5ψ,  (12.155) 
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Equation (12.158) then implies that P̂Q̂5P̂
−1 = −Q̂5, following the normal

rule for operator transformations in quantum mechanics. Consider now the
state Q̂5|+>. We have

P̂Q̂5|+> =
(
P̂Q̂5P̂

−1
)
P̂|+>

= −Q̂5|+> (12.160)

showing that Q̂5|+> is an eigenstate of P̂ with the opposite eigenvalue, -1.
A very important physical consequence now follows from the fact that (in

this simple m = 0 model) Q̂5 is a symmetry operator commuting with the
Hamiltonian Ĥ . We have

ĤQ̂5|ψ> = Q̂5Ĥ |ψ> = EQ̂5|ψ>. (12.161)

Hence for every state |ψ> with energy eigenvalue E, there should exist a state
Q̂5|ψ> with the same eigenvalue E and the opposite parity: that is, chiral
symmetry apparently implies the existence of ‘parity doublets’.

Of course, it may reasonably be objected that all of the above refers not
only to the massless, but also the non-interacting case. However, this is just
where the analysis begins to get interesting. Suppose we allow the fermion
field ψ̂ to interact with a U(1)-gauge field Âμ via the standard electromagnetic
coupling

L̂int = q
¯̂
ψγμψ̂Âμ. (12.162)

Remarkably enough, L̂int is also invariant under the chiral transformation
(12.152), for the simple reason that the ‘Dirac’ structure of (12.162) is exactly

the same as that of the free kinetic term
¯̂
ψ /∂ψ̂: the ‘covariant derivative’

prescription ∂μ → Dμ = ∂μ+iqÂμ automatically means that any ‘Dirac’ (e.g.
γ5) symmetry of the kinetic part will be preserved when the gauge interaction
is included. Thus chirality remains a ‘good symmetry’ in the presence of a
U(1) gauge interaction.

The generalization of this to the more physical mu ≈ md ≈ 0 case is quite
straightforward. The Lagrangian (12.87) becomes

L̂ = ¯̂q i /∂q̂ (12.163)

as m → 0, which is invariant under the γ5-version of (12.89),6 namely

q̂' = exp(−iβ · τ/2γ5)q̂. (12.164)

There are three associated Noether currents (compare (12.109))

T̂
( 1
2 )μ

5 = ¯̂qγμγ5
τ

2
q̂ (12.165)

6L̂0 is also invariant under q̂' = e−iθγ5 q̂ which is an ‘axial’ version of the global U(1)
associated with quark number conservation. We shall discuss this additional U(1)-symmetry
in section 18.1.1.
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and the spatial integral of its μ = 0 component is the (conserved) chirality 
operator 

ˆ
J 

ψ̂†γ5ψ̂d3 
J  

φ̂† ˆ χ†χ̂
 
d3Q5 = x = φ− ˆ x. (12.156) 

We denote this chiral U(1) by U(1)5. 
It is interesting to compare the form of Q̂5 with that of the corresponding 

operator 
I 
ψ̂†ψ̂d3x in the non-chiral case (cf (7.51)). The difference has to 

do with their behaviour under a transformation already discussed in section 
4.2.1, namely parity. Under the parity transformation p → −p and thus, for 
(12.140) and (12.141) to be covariant under parity, we require φ → χ, χ → φ; 
this will ensure (as we saw in section 4.2.1) that the Dirac equation in the 
parity-transformed frame will be consistent with the one in the original frame. 
In the representation (12.138), this is equivalent to saying that the spinor ωP 
in the parity-transformed frame is given by 

ωP = γ0ω. (12.157) 

which implies φP = χ, χP = φ. 
All this carries over to the field theory case, with ψ̂P(x, t) =  γ0ψ̂(−x, t), 

as we saw in section 7.5.1. Consider then the operator Q̂5 in the parity-
transformed frame: J 

ˆ† 
J 

ˆ(Q̂5)P = ψ (x, t)γ5ψP(x, t)d
3 x = ψ†(−x, t)γ0γ5γ

0ψ̂(−x, t)d3 xP

J 
ˆ= − ψ†(y, t)γ5ψ̂(y, t)d3 y = −Q̂5 (12.158) 

where we used {γ0, γ5} = 0 and 
(
γ0
)2 

= 1, and changed the integration 

variable to y = −x. Hence Q̂5 is a ‘pseudoscalar’ operator, meaning that 
it changes sign in the parity-transformed frame. We can also see this di-

ˆrectly from (12.156), making the interchange φ ↔ χ̂. In contrast, the non-
chiral operator 

I 
ψ̂†ψ̂d3x is a (true) scalar, remaining the same in the parity-

transformed frame. 
μIn a similar way, the appearance of the γ5 in the current operator ĵ = 5 

¯̂ ˆ ˆψγμγ5ψ affects its parity properties: for example, the μ = 0 component ψ̂†γ5ψ 
is a pseudoscalar, as we have seen. Problem 4.4(b) showed that the spatial 

¯̂ ˆparts ψγγ5ψ behave as an axial vector rather than a normal (polar) vector 
under parity: that is, they behave like r × p for example, rather than like 
r, in that they do not reverse sign under parity. Such a current is referred 
to generally as an ‘axial vector current’, as opposed to the ordinary vector 
currents with no γ5. 

As a consequence of (12.158), the operator Q̂5 changes the parity of any 
state on which it acts. We can see this formally by introducing the (unitary) 

parity operator P̂ in field theory, such that states of definite parity |+), |−) 
satisfy 

ˆ ˆP|+) = |+), P|−) = −|−). (12.159) 
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and the spatial integral of its μ = 0 component is the (conserved) chirality
operator

Q̂5 =

J
ψ̂†γ5ψ̂d3x =

J
φ̂†φ̂− χ̂†χ̂ d3x. (12.156)

We denote this chiral U(1) by U(1)5.
It is interesting to compare the form of Q̂5 with that of the corresponding

operator
I
ψ̂†ψ̂d3x in the non-chiral case (cf (7.51)). The difference has to

do with their behaviour under a transformation already discussed in section
4.2.1, namely parity. Under the parity transformation p → −p and thus, for
(12.140) and (12.141) to be covariant under parity, we require φ → χ, χ → φ;
this will ensure (as we saw in section 4.2.1) that the Dirac equation in the
parity-transformed frame will be consistent with the one in the original frame.
In the representation (12.138), this is equivalent to saying that the spinor ωP

in the parity-transformed frame is given by

ωP = γ0ω. (12.157)

which implies φP = χ, χP = φ.
All this carries over to the field theory case, with ψ̂P(x, t) = γ0ψ̂(−x, t),

as we saw in section 7.5.1. Consider then the operator Q̂5 in the parity-
transformed frame:

(Q̂5)P =

J
ψ̂†
P(x, t)γ5ψP(x, t)d

3x =

J
ψ̂†(−x, t)γ0γ5γ

0ψ̂(−x, t)d3x

= −
J

ψ̂†(y, t)γ5ψ̂(y, t)d3y = −Q̂5 (12.158)

where we used {γ0, γ5} = 0 and
(
γ0
)2

= 1, and changed the integration

variable to y = −x. Hence Q̂5 is a ‘pseudoscalar’ operator, meaning that
it changes sign in the parity-transformed frame. We can also see this di-
rectly from (12.156), making the interchange φ̂ ↔ χ̂. In contrast, the non-

chiral operator
I
ψ̂†ψ̂d3x is a (true) scalar, remaining the same in the parity-

transformed frame.
In a similar way, the appearance of the γ5 in the current operator ĵμ5 =

¯̂
ψγμγ5ψ̂ affects its parity properties: for example, the μ = 0 component ψ̂†γ5ψ̂
is a pseudoscalar, as we have seen. Problem 4.4(b) showed that the spatial

parts
¯̂
ψγγ5ψ̂ behave as an axial vector rather than a normal (polar) vector

under parity: that is, they behave like r × p for example, rather than like
r, in that they do not reverse sign under parity. Such a current is referred
to generally as an ‘axial vector current’, as opposed to the ordinary vector
currents with no γ5.

As a consequence of (12.158), the operator Q̂5 changes the parity of any
state on which it acts. We can see this formally by introducing the (unitary)

parity operator P̂ in field theory, such that states of definite parity |+), |−)
satisfy

P̂|+) = |+), P̂|−) = −|−). (12.159)
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Equation (12.158) then implies that P̂Q̂5P̂
−1 = −Q̂5, following the normal 

rule for operator transformations in quantum mechanics. Consider now the 
state Q̂5|+>. We have 

P̂Q̂5|+> = 
(
P̂Q̂5P̂

−1
) 
P̂|+> 

= −Q̂5|+> (12.160) 

ˆshowing that Q5|+> is an eigenstate of P̂ with the opposite eigenvalue, -1. 
A very important physical consequence now follows from the fact that (in 

this simple m = 0 model) Q̂5 is a symmetry operator commuting with the 
ˆHamiltonian H . We have 

ĤQ̂5|ψ> = Q̂5Ĥ |ψ> = EQ̂5|ψ>. (12.161) 

Hence for every state |ψ> with energy eigenvalue E, there should exist a state 
Q̂5|ψ> with the same eigenvalue E and the opposite parity: that is, chiral 
symmetry apparently implies the existence of ‘parity doublets’. 

Of course, it may reasonably be objected that all of the above refers not 
only to the massless, but also the non-interacting case. However, this is just 
where the analysis begins to get interesting. Suppose we allow the fermion 
field ψ̂ to interact with a U(1)-gauge field Âμ via the standard electromagnetic 
coupling 

ˆ ¯̂Lint = qψγμψ̂Âμ. (12.162) 

ˆRemarkably enough, Lint is also invariant under the chiral transformation 
(12.152), for the simple reason that the ‘Dirac’ structure of (12.162) is exactly 

¯
the same as that of the free kinetic term ψ̂ / ∂ψ̂: the ‘covariant derivative’ 
prescription ∂μ → Dμ = ∂μ +iqÂμ automatically means that any ‘Dirac’ (e.g. 
γ5) symmetry of the kinetic part will be preserved when the gauge interaction 
is included. Thus chirality remains a ‘good symmetry’ in the presence of a 
U(1) gauge interaction. 

The generalization of this to the more physical mu ≈ md ≈ 0 case is quite 
straightforward. The Lagrangian (12.87) becomes 

L̂ = q̄̂ i /∂q̂ (12.163) 

as m → 0, which is invariant under the γ5-version of (12.89),6 namely 

q̂ = exp(−iβ · τ /2γ5)q̂. (12.164) 

There are three associated Noether currents (compare (12.109)) 

( 1 

T̂ 2 ) μ 
= q̄γ̂μγ5 

τ 
q̂ (12.165) 5 2 

6L̂0 is also invariant under q̂' = e−iθγ5 q̂ which is an ‘axial’ version of the global U(1) 
associated with quark number conservation. We shall discuss this additional U(1)-symmetry 
in section 18.1.1. 
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The effect of the QCD interactions must be to bind the quark into nucle-
ons, such as the proton (uud) and neutron (udd). But what about the equally
possible states (ũũd̃) and (ũd̃d̃), for example? These would have to be degen-
erate in mass with (uud) and (udd), and of opposite parity. Yet such ‘parity
doublet’ partners of the physical p and n are not observed, and so we have a
puzzle.

One might feel that this whole discussion is unrealistic, based as it is on
massless quarks. Are the baryons then supposed to be massless too? If so,
perhaps the discussion is idle, as they are evidently by no means massless. But
it is not necessary to suppose that the mass of a relativistic bound state has
any very simple relation to the masses of its constituents: its mass may derive,
in part at least, from the interaction energy in the fields. Alternatively, one
might suppose that somehow the finite mass of the u and d quarks, which of
course breaks the chiral symmetry, splits the degeneracy of the nucleon parity
doublets, promoting the negative parity ‘nucleon’ state to an acceptably high
mass. But this seems very implausible, in view of the actual magnitudes of
mu and md, compared to the nucleon masses.

In short, we have here a situation in which a symmetry of the Lagrangian
(to an apparently good approximation) does not seem to result in the expected
multiplet structure of the states. The resolution of this puzzle will have to
await our discussion of ‘spontaneous symmetry breaking’, in Part VII.

In conclusion, we note an important feature of the flavour symmetry cur-

rents T̂
( 1
2 )μ and T̂

( 1
2 )μ

5 discussed in this and the preceding section. Although
these currents have been introduced entirely within the context of strong in-
teraction symmetries, it is a remarkable fact that exactly these currents also
appear in strangeness-conserving semileptonic weak interactions such as β-
decay, as we shall see in chapter 20. (The fact that both appear is precisely
a manifestation of parity violation in weak interactions, as we noted in sec-
tion 4.2.1). Thus some of the physical consequences of ‘spontaneously broken
chiral symmetry’ will involve weak interaction quantities.

Problems

12.1 Verify that the set of all unitary 2× 2 matrices with determinant equal
to +1 form a group, the law of combination being matrix multiplication.

12.2 Derive (12.18).

12.3 Check the commutation relations (12.28).

12.4 Show that the Ti’s defined by (12.45) satisfy (12.47).

12.5 Write out each of the 3 × 3 matrices T
(1)
i (i = 1, 2, 3) whose matrix

{
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which are axial vectors, and three associated ‘charge’ operators 

) τ1
2T̂ 

(
x †γ5 q̂d3 (12.166) = q̂5 2 

which are pseudoscalars, belonging to the T=1 representation of SU(2). We 
have a new non-Abelian global symmetry, called chiral SU(2)f , which we shall 
denote by SU(2)f 5. As far as their action in the isospinor u-d space is con-
cerned, these chiral charges have exactly the same effect as the ordinary flavour 
isospin operators of (12.109). But they are pseudoscalars rather than scalars, 
and hence they flip the parity of a state on which they act. Thus, whereas 

1
2( )ˆthe isospin raising operator T is such that + 

1
2( )

T̂ |d> = |u>, (12.167) + 

1
2( )

T̂ will also produce a u-type state from a d-type one via +5  

1
2T̂ ( )|d> = |ũ>, (12.168) +5  

1
2( ) 

Ĥ ] =Further, since [T̂+5  ,but the |ũ> state will have opposite parity from |u>.  
0, this state |ũ> will be degenerate with |d>. Similarly, the state | ̃  

1
2

d> produced 
( )

via T̂− 5 |u> will have opposite parity from |d>, and will be degenerate with 
The upshot is that we have two massless states |u>, |d> of (say) positive 

parity, and a further two massless states |˜ d> of negative parity, in this 
|u>. 

u>, | ̃
simple model. 

Suppose we now let the quarks interact, for example by an interaction of 
the QCD type, already indicated in (12.136). In that case, the interaction 
terms have the form 

λa ¯ λa¯ Âa ˆ d̂Âauγˆ μ û μ + dγμ
μ (12.169) 

2 2 

where 

û = 

⎛
⎝ 

⎞
⎠ , d̂ = 

⎛
⎝ 

d̂r 

d̂b 

d̂g 

⎞
⎠ (12.170) 

ûr 
ûb 
ûg 

and the 3 × 3 λ’s act in the r-b-g space. Just as in the previous U(1) case, 
the interaction (12.169) is invariant under the global SU(2)f 5  chiral symmetry 
(12.164), acting in the u-d space. Note that, somewhat confusingly, (12.169) is 
not a simple ‘gauging’ of (12.163): a covariant derivative is being introduced, 
but in the space of a new (colour) degree of freedom, not in flavour space. In 
fact, the flavour degrees of freedom are ‘inert’ in (12.169), so that it is invariant 
under SU(2)f transformations, while the Dirac structure implies that it is also 
invariant under chiral SU(2)f 5  transformations (12.164). All the foregoing can 
be extended unchanged to chiral SU(3)f 5, given that QCD is ‘flavour blind’, 
and supposing that ms ≈ 0. 
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which are axial vectors, and three associated ‘charge’ operators

T̂
( 1
2 )

5 =

{
q̂†γ5

τ

2
q̂d3x (12.166)

which are pseudoscalars, belonging to the T=1 representation of SU(2). We
have a new non-Abelian global symmetry, called chiral SU(2)f , which we shall
denote by SU(2)f 5. As far as their action in the isospinor u-d space is con-
cerned, these chiral charges have exactly the same effect as the ordinary flavour
isospin operators of (12.109). But they are pseudoscalars rather than scalars,
and hence they flip the parity of a state on which they act. Thus, whereas

the isospin raising operator T̂
( 1
2 )

+ is such that

T̂
( 1
2 )

+ |d> = |u>, (12.167)

T̂
( 1
2 )

+ 5 will also produce a u-type state from a d-type one via

T̂
( 1
2 )

+ 5 |d> = |ũ>, (12.168)

but the |ũ> state will have opposite parity from |u>. Further, since [T̂ ( 1
2 )

+ 5 , Ĥ ] =

0, this state |ũ> will be degenerate with |d>. Similarly, the state |d̃> produced
via T̂

( 1
2 )

− 5 |u> will have opposite parity from |d>, and will be degenerate with
|u>. The upshot is that we have two massless states |u>, |d> of (say) positive
parity, and a further two massless states |ũ>, |d̃> of negative parity, in this
simple model.

Suppose we now let the quarks interact, for example by an interaction of
the QCD type, already indicated in (12.136). In that case, the interaction
terms have the form

¯̂uγμ λa

2
ûÂa

μ +
¯̂
dγμλa

2
d̂Âa

μ (12.169)

where

û =

⎛
⎝

ûr

ûb

ûg

⎞
⎠ , d̂ =

⎛
⎝

d̂r
d̂b
d̂g

⎞
⎠ (12.170)

and the 3 × 3 λ’s act in the r-b-g space. Just as in the previous U(1) case,
the interaction (12.169) is invariant under the global SU(2)f 5 chiral symmetry
(12.164), acting in the u-d space. Note that, somewhat confusingly, (12.169) is
not a simple ‘gauging’ of (12.163): a covariant derivative is being introduced,
but in the space of a new (colour) degree of freedom, not in flavour space. In
fact, the flavour degrees of freedom are ‘inert’ in (12.169), so that it is invariant
under SU(2)f transformations, while the Dirac structure implies that it is also
invariant under chiral SU(2)f 5 transformations (12.164). All the foregoing can
be extended unchanged to chiral SU(3)f 5, given that QCD is ‘flavour blind’,
and supposing that ms ≈ 0.
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The effect of the QCD interactions must be to bind the quark into nucle-
ons, such as the proton (uud) and neutron (udd). But what about the equally 

˜ d̃ ˜possible states (ũũd) and (ũ d), for example? These would have to be degen-
erate in mass with (uud) and (udd), and of opposite parity. Yet such ‘parity 
doublet’ partners of the physical p and n are not observed, and so we have a 
puzzle. 

One might feel that this whole discussion is unrealistic, based as it is on 
massless quarks. Are the baryons then supposed to be massless too? If so, 
perhaps the discussion is idle, as they are evidently by no means massless. But 
it is not necessary to suppose that the mass of a relativistic bound state has 
any very simple relation to the masses of its constituents: its mass may derive, 
in part at least, from the interaction energy in the fields. Alternatively, one 
might suppose that somehow the finite mass of the u and d quarks, which of 
course breaks the chiral symmetry, splits the degeneracy of the nucleon parity 
doublets, promoting the negative parity ‘nucleon’ state to an acceptably high 
mass. But this seems very implausible, in view of the actual magnitudes of 
mu and md, compared to the nucleon masses. 

In short, we have here a situation in which a symmetry of the Lagrangian 
(to an apparently good approximation) does not seem to result in the expected 
multiplet structure of the states. The resolution of this puzzle will have to 
await our discussion of ‘spontaneous symmetry breaking’, in Part VII. 

In conclusion, we note an important feature of the flavour symmetry cur-
1
2

1
2T̂ 

( )μ ( )μ 
and T̂ discussed in this and the preceding section. Althoughrents 5 

these currents have been introduced entirely within the context of strong in-
teraction symmetries, it is a remarkable fact that exactly these currents also 
appear in strangeness-conserving semileptonic weak interactions such as β-
decay, as we shall see in chapter 20. (The fact that both appear is precisely 
a manifestation of parity violation in weak interactions, as we noted in sec-
tion 4.2.1). Thus some of the physical consequences of ‘spontaneously broken 
chiral symmetry’ will involve weak interaction quantities. 

Problems 
12.1 Verify that the set of all unitary 2 × 2 matrices with determinant equal 
to +1 form a group, the law of combination being matrix multiplication. 

12.2 Derive (12.18). 

12.3 Check the commutation relations (12.28). 

12.4 Show that the Ti’s defined by (12.45) satisfy (12.47). 

(1)
12.5 Write out each of the 3 × 3 matrices T (i = 1, 2, 3) whose matrix i 
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. . . The difference between a neutron and a proton is then a purely
arbitrary process. As usually conceived, however, this arbitrariness is
subject to the following limitations: once one chooses what to call a
proton, what a neutron, at one space time point, one is then not free
to make any choices at other space time points.

It seems that this is not consistent with the localized field concept
that underlies the usual physical theories. In the present paper we wish
to explore the possibility of requiring all interactions to be invariant
under independent rotations of the isotopic spin at all space time points
. . . .

—Yang and Mills (1954)

Consider the global SU(2) isospinor transformation (12.32), written here again,

ψ( 1
2 )'(x) = exp(iα · τ/2)ψ( 1

2 )(x) (13.1)

for an isospin doublet wavefunction ψ( 1
2 )(x). The dependence of ψ( 1

2 )(x) on
the space-time coordinate x has now been included explicitly, but the parame-
ters α are independent of x, which is why the transformation is called a ‘global’
one. As we have seen in the previous chapter, invariance under this transfor-
mation amounts to the assertion that the choice of which two base states
– (n, p), (u, d), . . . – to use is a matter of convention; any such non-Abelian
phase transformation on a chosen pair produces another equally good pair.
However, the choice cannot be made independently at all space-time points,
only globally. To Yang and Mills (1954) (cf the quotation above) this seemed
somehow an unaesthetic limitation of symmetry: ‘Once one chooses what to
call a proton, what a neutron, at one space-time point, one is then not free
to make any choices at other space-time points.’ They even suggested that
this could be viewed as ‘inconsistent with the localised field concept’, and
they therefore ‘explored the possibility’ of replacing this global (space-time
independent) phase transformation by the local (space-time dependent) one

ψ( 1
2 )'(x) = exp[igτ ·α(x)/2]ψ( 1

2 )(x) (13.2)

in which the phase parameters α(x) are also now functions of x = (t,x) as

39
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elements are given by (12.48), and verify that they satisfy the SU(2) commu-
tation relations (12.47). 

12.6 Verify (12.62). 

12.7 Show that a general Hermitian traceless 3 × 3 matrix is parametrized 
by 8 real numbers. 

12.8 Check that (12.84) is consistent with (12.80) and the infinitesimal form 
(8)

of (12.81), and verify that the matrices Ga defined by (12.84) satisfy the 
commutation relations (12.83). 

12.9 Verify, by comparing the coefficients of E1, E2 and E3 on both sides of 
(12.99), that (12.100) follows from (12.99). 

12.10 Verify that the operators T̂
( 1 
2 ) 

defined by (12.101) satisfy (12.100). 
(Note: use the anticommutation relations of the fermionic operators.) 

1
2( )

12.11 Verify that the operators T̂ given by (12.101) satisfy the commuta-
tion relations (12.103). 



38 12. Global Non-Abelian Symmetries

elements are given by (12.48), and verify that they satisfy the SU(2) commu-
tation relations (12.47).

12.6 Verify (12.62).

12.7 Show that a general Hermitian traceless 3 × 3 matrix is parametrized
by 8 real numbers.
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. . . The difference between a neutron and a proton is then a purely 
arbitrary process. As usually conceived, however, this arbitrariness is 
subject to the following limitations: once one chooses what to call a 
proton, what a neutron, at one space time point, one is then not free 
to make any choices at other space time points. 

It seems that this is not consistent with the localized field concept 
that underlies the usual physical theories. In the present paper we wish 
to explore the possibility of requiring all interactions to be invariant 
under independent rotations of the isotopic spin at all space time points 
. . . .  

—Yang and Mills (1954) 

Consider the global SU(2) isospinor transformation (12.32), written here again, 
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1
2ψ( )'(x) = exp(iα · τ /2)ψ( )(x) (13.1) 
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1
2for an isospin doublet wavefunction ψ( )(x). The dependence of ψ( )(x) on 

the space-time coordinate x has now been included explicitly, but the parame-
ters α are independent of x, which is why the transformation is called a ‘global’ 
one. As we have seen in the previous chapter, invariance under this transfor-
mation amounts to the assertion that the choice of which two base states 
– (n, p), (u, d), . . .  – to use is a matter of convention; any such non-Abelian 
phase transformation on a chosen pair produces another equally good pair. 
However, the choice cannot be made independently at all space-time points, 
only globally. To Yang and Mills (1954) (cf the quotation above) this seemed 
somehow an unaesthetic limitation of symmetry: ‘Once one chooses what to 
call a proton, what a neutron, at one space-time point, one is then not free 
to make any choices at other space-time points.’ They even suggested that 
this could be viewed as ‘inconsistent with the localised field concept’, and 
they therefore ‘explored the possibility’ of replacing this global (space-time 
independent) phase transformation by the local (space-time dependent) one 

1
2

1
2ψ( )'(x) = exp[igτ · α(x)/2]ψ( )(x) (13.2) 

in which the phase parameters α(x) are also now functions of x = (t, x) as 
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under transformations such as (13.2). We shall generally use the language of
isospin when referring to the physical states and operators, bearing in mind
that this will eventually mean weak isospin.

We shall mimic as literally as possible the discussion of electromagnetic
gauge covariance in sections 2.4 and 2.5 of volume 1. As in that case, no
free particle wave equation can be covariant under the transformation (13.2)
(taking the isospinor example for definiteness), since the gradient terms in the
equation will act on the phase factor α(x). However, wave equations with a
suitably defined covariant derivative can be covariant under (13.2); physically
this means that, just as for electromagnetism, covariance under local non-
Abelian phase transformations requires the introduction of a definite force
field.

In the electromagnetic case the covariant derivative is

Dμ = ∂μ + iqAμ(x). (13.4)

For convenience we recall here the crucial property of Dμ. Under a local U(1)
phase transformation, a wavefunction transforms as (cf (13.3))

ψ(x) → ψ'(x) = exp(iqχ(x))ψ(x), (13.5)

from which it easily follows that the derivative (gradient) of ψ transforms as

∂μψ(x) → ∂μψ'(x) = exp(iqχ(x))∂μψ(x) + iq∂μχ(x)exp(iqχ(x))ψ(x). (13.6)

Comparing (13.6) with (13.5), we see that, in addition to the expected first
term on the right-hand side of (13.6), which has the same form as the right-
hand side of (13.5), there is an extra term in (13.6). By contrast, the covariant
derivative of ψ transforms as (see section 2.4 of volume 1)

Dμψ(x) → D'μψ'(x) = exp(iqχ(x))Dμψ(x) (13.7)

exactly as in (13.5), with no additional term on the right-hand side. Note
that Dμ has to carry a prime also, since it contains Aμ which transforms to
A'μ = Aμ−∂μχ(x) when ψ transforms by (13.5). The property (13.7) ensured
the gauge covariance of wave equations in the U(1) case; the similar property
in the quantum field case meant that a globally U(1)-invariant Lagrangian
could be converted immediately to a locally U(1)-invariant one by replacing
∂μ by D̂μ (section 7.4).

In appendix D of volume 1 we introduced the idea of ‘covariance’ in the
context of coordinate transformations of 3- and 4-vectors. The essential notion
was of something ‘maintaining the same form’, or ‘transforming the same
way’. The transformations being considered here are gauge transformations
rather than coordinate ones; nevertheless it is true that, under them, Dμψ
transforms in the same way as ψ, while ∂μψ does not. Thus the term covariant
derivative seems appropriate. In fact, there is a much closer analogy between
the ‘coordinate’ and the ‘gauge’ cases, which we did not present in volume 1,
but give now in appendix N, for the interested reader.
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indicated. Notice that we have inserted a parameter g in the exponent to 
make the analogy with the electromagnetic U(1) case 

ψ'(x) = exp[iqχ(x)]ψ(x) (13.3) 

even stronger: g will be a coupling strength, analogous to the electromagnetic 
charge q. The consideration of theories based on (13.2) was the fundamental 
step taken by Yang and Mills (1954); see also Shaw (1955). 

Global symmetries and their associated (possibly approximate) conserva-
tion laws are certainly important, but they do not have the dynamical signif-
icance of local symmetries. We saw in section 7.4 how the ‘requirement’ of 
local U(1) phase invariance led almost automatically to the local gauge theory 

¯̂
of QED, in which the conserved current ψγμψ̂ of the global U(1) symmetry is 
‘promoted’ to the role of dynamical current which, when dotted into the gauge 
field Âμ, gave the interaction term in L̂QED. A similar link between symme-
try and dynamics appears if, following Yang and Mills, we generalize the 
non-Abelian global symmetries of the preceding chapter to local non-Abelian 
symmetries, which are the subject of the present one. 

However, as mentioned in the introduction to chapter 12, the original 
Yang-Mills attempt to get a theory of hadronic interactions by ‘localizing’ 
the flavour symmetry group SU(2) turned out not to be phenomenologically 
viable (although a remarkable attempt was made to push the idea further 
by Sakurai (1960)). In the event, the successful application of a local SU(2) 
symmetry was to the weak interactions. But this is complicated by the fact 
that the symmetry is ‘spontaneously broken’, and consequently we shall delay 
the discussion of this application until after QCD – which is the theory of 
strong interactions, but at the quark, rather than the composite (hadronic) 
level. QCD is based on the local form of an SU(3) symmetry; once again, 
however, it is not the flavour SU(3) of section 12.2, but a symmetry with 
respect to a totally new degree of freedom, colour. This will be introduced in 
the following chapter. 

Although the application of local SU(2) symmetry to the weak interactions 
will follow that of local SU(3) to the strong, we shall begin our discussion 
of local non-Abelian symmetries with the local SU(2) case, since the group 
theory is more familiar. We shall also start with the ‘wavefunction’ formalism, 
deferring the field theory treatment until section 13.3. 

13.1 Local SU(2) symmetry 
13.1.1 The covariant derivative and interactions with matter 
In this section we shall introduce the main ideas of the non-Abelian SU(2) 
gauge theory which results from the demand of invariance, or covariance, 
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indicated. Notice that we have inserted a parameter g in the exponent to
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ψ'(x) = exp[iqχ(x)]ψ(x) (13.3)
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level. QCD is based on the local form of an SU(3) symmetry; once again,
however, it is not the flavour SU(3) of section 12.2, but a symmetry with
respect to a totally new degree of freedom, colour. This will be introduced in
the following chapter.

Although the application of local SU(2) symmetry to the weak interactions
will follow that of local SU(3) to the strong, we shall begin our discussion
of local non-Abelian symmetries with the local SU(2) case, since the group
theory is more familiar. We shall also start with the ‘wavefunction’ formalism,
deferring the field theory treatment until section 13.3.

13.1 Local SU(2) symmetry

13.1.1 The covariant derivative and interactions with matter

In this section we shall introduce the main ideas of the non-Abelian SU(2)
gauge theory which results from the demand of invariance, or covariance,
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under transformations such as (13.2). We shall generally use the language of 
isospin when referring to the physical states and operators, bearing in mind 
that this will eventually mean weak isospin. 

We shall mimic as literally as possible the discussion of electromagnetic 
gauge covariance in sections 2.4 and 2.5 of volume 1. As in that case, no 
free particle wave equation can be covariant under the transformation (13.2) 
(taking the isospinor example for definiteness), since the gradient terms in the 
equation will act on the phase factor α(x). However, wave equations with a 
suitably defined covariant derivative can be covariant under (13.2); physically 
this means that, just as for electromagnetism, covariance under local non-
Abelian phase transformations requires the introduction of a definite force 
field. 

In the electromagnetic case the covariant derivative is 

Dμ = ∂μ + iqAμ(x). (13.4) 

For convenience we recall here the crucial property of Dμ . Under a local U(1) 
phase transformation, a wavefunction transforms as (cf (13.3)) 

ψ(x) → ψ'(x) = exp(iqχ(x))ψ(x), (13.5) 

from which it easily follows that the derivative (gradient) of ψ transforms as 

∂μψ(x) → ∂μψ'(x) = exp(iqχ(x))∂μψ(x) + iq∂μχ(x)exp(iqχ(x))ψ(x). (13.6) 

Comparing (13.6) with (13.5), we see that, in addition to the expected first 
term on the right-hand side of (13.6), which has the same form as the right-
hand side of (13.5), there is an extra term in (13.6). By contrast, the covariant 
derivative of ψ transforms as (see section 2.4 of volume 1) 

Dμψ(x) → D'μψ'(x) = exp(iqχ(x))Dμψ(x) (13.7) 

exactly as in (13.5), with no additional term on the right-hand side. Note 
that Dμ has to carry a prime also, since it contains Aμ which transforms to 
A'μ = Aμ −∂μχ(x) when ψ transforms by (13.5). The property (13.7) ensured 
the gauge covariance of wave equations in the U(1) case; the similar property 
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∂μ by D̂μ (section 7.4). 
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was of something ‘maintaining the same form’, or ‘transforming the same 
way’. The transformations being considered here are gauge transformations 
rather than coordinate ones; nevertheless it is true that, under them, Dμψ 
transforms in the same way as ψ, while ∂μψ does not. Thus the term covariant 
derivative seems appropriate. In fact, there is a much closer analogy between 
the ‘coordinate’ and the ‘gauge’ cases, which we did not present in volume 1, 
but give now in appendix N, for the interested reader. 
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where we have retained only the terms linear in E from an expansion of (13.8)

with α → E. We have now dropped the x-dependence of the ψ( 1
2 )’s, but kept

that of E(x), and we have used the simple ‘1’ for the unit matrix in the two-
dimensional isospace. Equation (13.14) exhibits again an ‘extra piece’ on the
right-hand side, as compared to (13.13). On the other hand, inserting (13.10)
and (13.13) into our covariant derivative requirement (13.9) yields, for the
left-hand side in the infinitesimal case,

D'μψ( 1
2 )' = (∂μ + igτ ·W 'μ/2)[1 + igτ · E(x)/2]ψ( 1

2 ) (13.15)

while the right-hand side is

[1 + igτ · E(x)/2](∂μ + igτ ·W μ/2)ψ( 1
2 ). (13.16)

In order to verify that these are the same, however, we would need to know
W 'μ – that is, the transformation law for the three W μ fields. Instead, we
shall proceed ‘in reverse’, and use the imposed equality between (13.15) and
(13.16) to determine the transformation law of W μ.

Suppose that, under this infinitesimal transformation,

W μ → W 'μ = W μ + δW μ. (13.17)

Then the condition of equality is

[∂μ + igτ/2 · (W μ + δW μ)][1 + igτ · E(x)/2]ψ( 1
2 )

= [1 + igτ · E(x)/2](∂μ + igτ ·W μ/2)ψ( 1
2 ). (13.18)

Multiplying out the terms, neglecting the term of second order involving the
product of δW μ and E and noting that

∂μ(Eψ) = (∂μE)ψ + E(∂μψ) (13.19)

we see that many terms cancel and we are left with

ig
τ · δW μ

2
= −ig

τ · ∂μE(x)

2

+ (ig)2
|(

τ · E(x)
2

)(
τ ·W μ

2

)
−
(
τ ·W μ

2

)(
τ · E(x)

2

)|
.

(13.20)

Using the identity for Pauli matrices (see problem 3.4(b))

σ · aσ · b = a · b+ iσ · a× b (13.21)

this yields

τ · δW μ = −τ · ∂μE(x)− gτ · (E(x)×W μ). (13.22)
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We need the local SU(2) generalization of (13.4), appropriate to the local 
SU(2) transformation (13.2). Just as in the U(1) case (13.6), the ordinary 

1
2

1
2gradient acting on ψ( )(x) does not transform in the same way as ψ( )(x): 

taking ∂μ of (13.2) leads to 

1
2

1
2)1(x)∂μψ( · α(x)/2]∂μψ( )(x)= exp[igτ 

1
2· ∂μα(x)/2 exp[igτ · α(x)/2]ψ( )(x) (13.8) + igτ 

as can be checked by writing the matrix exponential exp[A] as the series 

∞
exp[A] = 

c 
An/n! 

n=0 

and differentiating term by term. By analogy with (13.7), the key property 
1
2we demand for our SU(2) covariant derivative Dμψ( ) is that this quantity 

1
2should transform like ψ( ) – i.e. without the second term in (13.8). So we 

require 
1
2

1
2(D1μψ( )1(x)) = exp[igτ · α(x)/2](Dμψ( )(x)). (13.9) 

The definition of Dμ which generalizes (13.4) so as to fulfil this requirement 
is 

Dμ(acting on an isospinor) = ∂μ + igτ · W μ(x)/2. (13.10) 

The definition (13.10), as indicated on the left-hand side, is only appropri-
1
2ate for isospinors ψ( ); it has to be suitably generalized for other ψ(t)’s (see 

(13.44)).  
We now discuss (13.9) and (13.10) in detail. The ∂μ is multiplied implicitly  

1
2by the unit 2 matrix, and the τ ’s act on the two-component space of ψ( ). 

The W μ(x) are three independent gauge fields 
μ μ μW μ = (W ,W ,W ), (13.11) 1 2 3 

generalizing the single electromagnetic gauge field Aμ . They are called SU(2) 
gauge fields, or more generally Yang-Mills fields. The term τ · W μ is then 
the 2 × 2 matrix 

μ μ μ( 
W W − iW

)
3 1 2τ · W μ = μ μ μ (13.12) 

W + iW −W1 2 3 

using the τ ’s of (12.25); the x-dependence of the Wμ’s is understood. Let 
us ‘decode’ the desired property (13.9), for the algebraically simpler case of 
an infinitesimal local SU(2) transformation with parameters E(x), which are 

1
2of course functions of x since the transformation is local. In this case, ψ( ) 

transforms by 
1
2

1
2)1 = (1 + igτ · E(x)/2)ψ(ψ( ) (13.13) 

1
2and the ‘uncovariant’ derivative ∂μψ( ) transforms by 

1
2

1
2

1
2∂μψ( )1 = (1 + igτ · E(x)/2)∂μψ( ) + igτ · ∂μE(x)/2ψ( ), (13.14) 
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2 ) is that this quantity

should transform like ψ( 1
2 ) – i.e. without the second term in (13.8). So we

require
(D1μψ( 1

2 )1(x)) = exp[igτ ·α(x)/2](Dμψ( 1
2 )(x)). (13.9)

The definition of Dμ which generalizes (13.4) so as to fulfil this requirement
is

Dμ(acting on an isospinor) = ∂μ + igτ ·W μ(x)/2. (13.10)

The definition (13.10), as indicated on the left-hand side, is only appropri-

ate for isospinors ψ( 1
2 ); it has to be suitably generalized for other ψ(t)’s (see

(13.44)).
We now discuss (13.9) and (13.10) in detail. The ∂μ is multiplied implicitly

by the unit 2 matrix, and the τ ’s act on the two-component space of ψ( 1
2 ).

The W μ(x) are three independent gauge fields

W μ = (Wμ
1 ,W

μ
2 ,W

μ
3 ), (13.11)

generalizing the single electromagnetic gauge field Aμ. They are called SU(2)
gauge fields, or more generally Yang-Mills fields. The term τ ·W μ is then
the 2× 2 matrix

τ ·W μ =

(
Wμ

3 Wμ
1 − iWμ

2

Wμ
1 + iWμ

2 −Wμ
3

)
(13.12)

using the τ ’s of (12.25); the x-dependence of the Wμ’s is understood. Let
us ‘decode’ the desired property (13.9), for the algebraically simpler case of
an infinitesimal local SU(2) transformation with parameters E(x), which are

of course functions of x since the transformation is local. In this case, ψ( 1
2 )

transforms by
ψ( 1

2 )1 = (1 + igτ · E(x)/2)ψ( 1
2 ) (13.13)

and the ‘uncovariant’ derivative ∂μψ( 1
2 ) transforms by

∂μψ( 1
2 )1 = (1 + igτ · E(x)/2)∂μψ( 1

2 ) + igτ · ∂μE(x)/2ψ( 1
2 ), (13.14)
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where we have retained only the terms linear in E from an expansion of (13.8)  
1
2with α → E. We have now dropped the x-dependence of the ψ( )’s, but kept 

that of E(x), and we have used the simple ‘1’ for the unit matrix in the two-
dimensional isospace. Equation (13.14) exhibits again an ‘extra piece’ on the 
right-hand side, as compared to (13.13). On the other hand, inserting (13.10) 
and (13.13) into our covariant derivative requirement (13.9) yields, for the 
left-hand side in the infinitesimal case, 

1
2

1
2· W 'μ/2)[1 + igτD'μψ( )' = (∂μ + igτ · E(x)/2]ψ( ) (13.15) 

while the right-hand side is 

1
2· E(x)/2](∂μ + igτ · W μ/2)ψ( )[1 + igτ . (13.16) 

In order to verify that these are the same, however, we would need to know 
W 'μ – that is, the transformation law for the three W μ fields. Instead, we 
shall proceed ‘in reverse’, and use the imposed equality between (13.15) and 

W μ(13.16) to determine the transformation law of . 
Suppose that, under this infinitesimal transformation, 

W μ → W 'μ W μ + δW μ = .  (13.17) 

Then the condition of equality is 

1
2[∂μ + igτ /2 · (W μ + δW μ)][1 + igτ · E(x)/2]ψ( ) 

1
2=  [1 + igτ · E(x)/2](∂μ + igτ · W μ/2)ψ( ) (13.18) . 

Multiplying out the terms, neglecting the term of second order involving the 
product of δW μ and E and noting that 

∂μ(Eψ) = (∂μE)ψ + E(∂μψ) (13.19) 

we see that many terms cancel and we are left with 

τ · δW μ τ · ∂μE(x)
ig = −ig

2 2 |(
τ · E(x)

)(  
τ · W μ ) ( 

τ · W μ )(  
τ · E(x)

)| 
+ (ig)2  − . 

2 2 2 2 

(13.20) 

Using the identity for Pauli matrices (see problem 3.4(b)) 

σ · aσ · b = a · b + iσ · a × b (13.21) 

this yields 

τ · δW μ = −τ · ∂μE(x)− gτ · (E(x)× W μ). (13.22) 
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so that ψ( 1
2 ) transforms by

ψ( 1
2 )' = U(α(x))ψ( 1

2 ). (13.28)

Then we require
D'μψ( 1

2 )' = U(α(x))Dμψ( 1
2 ). (13.29)

The left-hand side is

(∂μ + igτ ·W 'μ/2)U(α(x))ψ( 1
2 )

= (∂μU)ψ( 1
2 ) +U∂μψ( 1

2 ) + igτ ·W 'μ/2Uψ( 1
2 ), (13.30)

while the right-hand side is

U(∂μ + igτ ·W μ/2)ψ( 1
2 ). (13.31)

The U∂μψ( 1
2 ) terms cancel leaving

(∂μU)ψ( 1
2 ) + igτ ·W 'μ/2Uψ( 1

2 ) = Uigτ ·W μ/2ψ( 1
2 ). (13.32)

Since this has to be true for all (two-component) ψ( 1
2 )’s, we can treat it as an

operator equation acting in the space of ψ( 1
2 )’s to give

∂μU+ igτ ·W 'μ/2U = Uigτ ·W μ/2, (13.33)

or equivalently

1

2
τ ·W 'μ =

i

g
(∂μU)U−1 +U

1

2
τ ·W μU−1, (13.34)

which defines the (finite) transformation law for SU(2) gauge fields. Problem
13.1 verifies that (13.34) reduces to (13.26) in the infinitesimal case α(x) →
E(x).

Suppose now that we consider a Dirac equation for ψ( 1
2 ):

(iγμ∂
μ −m)ψ( 1

2 ) = 0 (13.35)

where both the ‘isospinor’ components of ψ( 1
2 ) are four-component Dirac

spinors. We assert that we can ensure local SU(2) gauge covariance by re-
placing ∂μ in this equation by the covariant derivative of (13.10). Indeed, we
have

U(α(x))[iγμD
μ −m]ψ( 1

2 ) = iγμU(α(x))[Dμψ( 1
2 ))−mU(α(x)]ψ( 1

2 )

= iγμD
'μψ( 1

2 )' −mψ( 1
2 )' (13.36)

using equations (13.9) and (13.28). Thus if

(iγμD
μ −m)ψ( 1

2 ) = 0 (13.37)

)' 
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Equating components of τ on both sides, we deduce 

δW μ = −∂μE(x)− g[E(x)× W μ]. (13.23) 

The reader may note the close similarity between these manipulations and 
those encountered in section 12.1.3. 

W μEquation (13.23) defines the way in which the SU(2) gauge fields 
transform under an infinitesimal SU(2) gauge transformation. If it were not 
for the presence of the first term ∂μE(x) on the right-hand side, (13.23) would 
be simply the (infinitesimal) transformation law for the T = 1 triplet repre-
sentation of SU(2) – see (12.64) and (12.65) in section 12.1.3. As mentioned at 
the end of section 12.2, the T = 1 representation is the ‘adjoint’, or ‘regular’, 
representation of SU(2), and this is the one to which gauge fields belong, in 
general. But there is the extra term −∂μE(x). Clearly this is directly analo-
gous to the −∂μχ(x) term in the transformation of the U(1) gauge field Aμ; 
here, an independent infinitesimal function Ei(x) is required for each compo-

μ nent W (x). If the E’s were independent of x, then ∂μE(x) would of course i 
vanish and the transformation law (13.23) would indeed be just that of an 
SU(2) triplet. Thus we can say that under global SU(2) transformations, the 
W μ behave as a normal triplet. But under local SU(2) transformations they 
acquire the additional −∂μE(x) piece, and thus no longer transform ‘prop-

1
2erly’, as an SU(2) triplet. In exactly the same way, ∂μψ( ) did not transform 

‘properly’ as an SU(2) doublet, under a local SU(2) transformation, because 
of the second term in (13.14), which also involves ∂μE(x). The remarkable re-

1
2sult behind the fact that Dμψ( ) does transform ‘properly’ under local SU(2) 

transformations, is that the extra term in (13.23) precisely cancels that in 
(13.14)! 

To summarize progress so far: we have shown that, for infinitesimal trans-
formations, the relation 

1
2

1
2(D'μψ( )') = [1 + igτ · E(x)/2](Dμψ( )) (13.24) 

(where Dμ is given by (13.10)) holds true if in addition to the infinitesimal 
1
2local SU(2) phase transformation on ψ( ) 

1
2

1
2ψ( · E(x)/2]ψ( )=  [1 + igτ (13.25) 

the gauge fields transform according to 

W 'μ = W μ − ∂μE(x)− g[E(x) × W μ]. (13.26) 

In obtaining these results, the form (13.10) for the covariant derivative has 
been assumed, and only the infinitesimal version of (13.2) has been treated 
explicitly. It turns out that (13.10) is still appropriate for the finite (non-
infinitesimal) transformation (13.2), but the associated transformation law 
for the gauge fields is then slightly more complicated than (13.26). Let us 
write 

U(α(x)) ≡ exp[igτ · α(x)/2] (13.27) 
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Equating components of τ on both sides, we deduce

δW μ = −∂μE(x)− g[E(x)×W μ]. (13.23)

The reader may note the close similarity between these manipulations and
those encountered in section 12.1.3.

Equation (13.23) defines the way in which the SU(2) gauge fields W μ

transform under an infinitesimal SU(2) gauge transformation. If it were not
for the presence of the first term ∂μE(x) on the right-hand side, (13.23) would
be simply the (infinitesimal) transformation law for the T = 1 triplet repre-
sentation of SU(2) – see (12.64) and (12.65) in section 12.1.3. As mentioned at
the end of section 12.2, the T = 1 representation is the ‘adjoint’, or ‘regular’,
representation of SU(2), and this is the one to which gauge fields belong, in
general. But there is the extra term −∂μE(x). Clearly this is directly analo-
gous to the −∂μχ(x) term in the transformation of the U(1) gauge field Aμ;
here, an independent infinitesimal function Ei(x) is required for each compo-
nent Wμ

i (x). If the E’s were independent of x, then ∂μE(x) would of course
vanish and the transformation law (13.23) would indeed be just that of an
SU(2) triplet. Thus we can say that under global SU(2) transformations, the
W μ behave as a normal triplet. But under local SU(2) transformations they
acquire the additional −∂μE(x) piece, and thus no longer transform ‘prop-

erly’, as an SU(2) triplet. In exactly the same way, ∂μψ( 1
2 ) did not transform

‘properly’ as an SU(2) doublet, under a local SU(2) transformation, because
of the second term in (13.14), which also involves ∂μE(x). The remarkable re-

sult behind the fact that Dμψ( 1
2 ) does transform ‘properly’ under local SU(2)

transformations, is that the extra term in (13.23) precisely cancels that in
(13.14)!

To summarize progress so far: we have shown that, for infinitesimal trans-
formations, the relation

(D'μψ( 1
2 )') = [1 + igτ · E(x)/2](Dμψ( 1

2 )) (13.24)

(where Dμ is given by (13.10)) holds true if in addition to the infinitesimal

local SU(2) phase transformation on ψ( 1
2 )

ψ( 1
2 )' = [1 + igτ · E(x)/2]ψ( 1

2 ) (13.25)

the gauge fields transform according to

W 'μ = W μ − ∂μE(x)− g[E(x) ×W μ]. (13.26)

In obtaining these results, the form (13.10) for the covariant derivative has
been assumed, and only the infinitesimal version of (13.2) has been treated
explicitly. It turns out that (13.10) is still appropriate for the finite (non-
infinitesimal) transformation (13.2), but the associated transformation law
for the gauge fields is then slightly more complicated than (13.26). Let us
write

U(α(x)) ≡ exp[igτ ·α(x)/2] (13.27)

)' 

)' 
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1
2so that ψ( ) transforms by 

1
2

1
2= U(α(x))ψ(ψ( ). (13.28) 

Then we require 

The left-hand side is 

D'μψ( 1
2

1
2)' = U(α(x))Dμψ( ). (13.29) 

1
2(∂μ + igτ · W 'μ/2)U(α(x))ψ( ) 

1
2

1
2

1
2· W 'μ= (∂μU)ψ( ) + U∂μψ( ) + igτ /2Uψ( ), (13.30) 

while the right-hand side is 

1
2U(∂μ + igτ · W μ/2)ψ( ). (13.31) 

1
2The U∂μψ( ) terms cancel leaving 

1
2

1
2

1
2) + igτ · W 'μ/2Uψ( · W μ(∂μU)ψ( ) = Uigτ /2ψ( ). (13.32) 

1
2Since this has to be true for all (two-component) ψ( )’s, we can treat it as an 

1
2operator equation acting in the space of ψ( )’s to give 

∂μU + igτ · W 'μ/2U = Uigτ · W μ/2, (13.33) 

or equivalently 

1 i 1 
U−1 · W 'μτ = (∂μU)U−1 + U τ · W μ , (13.34) 

2 g 2 

which defines the (finite) transformation law for SU(2) gauge fields. Problem 
13.1 verifies that (13.34) reduces to (13.26) in the infinitesimal case α(x) → 
E(x). 

1
2Suppose now that we consider a Dirac equation for ψ( ): 

1
2(iγμ∂

μ − m)ψ( ) = 0  (13.35) 

1
2ψ( ) are four-component Dirac where both the ‘isospinor’ components of 

spinors. We assert that we can ensure local SU(2) gauge covariance by re-
placing ∂μ in this equation by the covariant derivative of (13.10). Indeed, we 
have 

1
2

1
2

1
2U(α(x))[iγμD

μ − m]ψ( ) = iγμU(α(x))[Dμψ( ))− mU(α(x)]ψ( ) 

1
2

1
2= iγμD

'μψ( )' − mψ( (13.36) 

using equations (13.9) and (13.28). Thus if 

(iγμD
μ − m)ψ( 1

2 ) = 0  (13.37) 
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quantum number, so as to emphasize that it is not the hadronic isospin, for
which we retain T ; t will be the symbol used for the weak isospin to be
introduced in chapter 20. The general local SU(2) transformation for a t-
multiplet is then

ψ(t) → ψ(t)' = exp[igα(x) ·T(t)]ψ(t) (13.42)

where the (2t+ 1)× (2t+ 1) matrices T
(t)
i (i = 1, 2, 3) satisfy (cf (12.47))

[T
(t)
i , T

(t)
j ] = iEijkT

(t)
k . (13.43)

The appropriate covariant derivative is

Dμ = ∂μ + igT(t) ·W μ (13.44)

which is a (2t + 1) × (2t + 1) matrix acting on the (2t + 1) components of
ψ(t). The gauge fields interact with such ‘isomultiplets’ in a universal way –
only one g, the same for all the particles – which is prescribed by the local
covariance requirement to be simply that interaction which is generated by the
covariant derivatives. The fermion vertex corresponding to (13.44) is obtained

by replacing τ/2 in (13.40) by T (t).

We end this section with some comments:

(i) It is a remarkable fact that only one constant g is needed. This is not the
same as in electromagnetism. There, each charged field interacts with the
gauge fieldAμ via a coupling whose strength is its charge (e,−e, 2e,−5e . . .).
The crucial point is the appearance of the quadratic g2 multiplying the
commutator of the τ ’s, [τ · E, τ ·W ], in the W μ transformation (equation
(13.20)). In the electromagnetic case, there is no such commutator – the
associated U(1) phase group is Abelian. As signalled by the presence of
g2, a commutator is a non-linear quantity, and the scale of quantities ap-
pearing in such commutation relations is not arbitrary. It is an instructive
exercise to check that, once δW μ is given by equation (13.23) – in the

SU(2) case – then the g’s appearing in ψ( 1
2 )' (equation (13.13)) and ψ(t)'

(via the infinitesimal version of equation (13.42)) must be the same as the
one appearing in δW μ.

(ii) According to the foregoing argument, it is actually a mystery why electric
charge should be quantized. Since it is the coupling constant of an Abelian
group, each charged field could have an arbitrary charge from this point
of view: there are no commutators to fix the scale. This is one of the
motivations of attempts to ‘embed’ the electromagnetic gauge transfor-
mations inside a larger non-Abelian group structure. Such is the case, for
example, in ‘grand unified theories’ of strong, weak and electromagnetic
interactions.

/
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FIGURE 13.1 
Vertex for isospinor-W interaction. 

then 
1
2(iγμD

'μ −m)ψ( )' = 0, (13.38) 

proving the asserted covariance. In the same way, any free particle wave 
1
2equation satisfied by an ‘isospinor’ ψ( ) – the relevant equation is determined 

by the Lorentz spin of the particles involved – can be made locally covariant 
by the use of the covariant derivative Dμ, just as in the U(1) case. 

The essential point here, of course, is that the locally covariant form in-
1
2 )’s and the gauge fields W μ, which are cludes interactions between the ψ(

determined by the local phase invariance requirement (the ‘gauge principle’). 
Indeed, we can already begin to find some of the Feynman rules appropriate 
to tree graphs for SU(2) gauge theories. Consider again the case of an SU(2) 

1
2isospinor fermion, ψ( ), obeying equation (13.38). This can be written as 

1
2

1
2∂ −m)ψ( ) = g(τ /2)· /W ψ( ). (13.39) (i 

In lowest-order perturbation theory the one-W emission/absorption process 
is given by the amplitude (cf (8.39)) for the electromagnetic case) 

−ig 
{ 

ψ̄
(

f 
1
2

1
2) ( ) ·W μd4 x (13.40) (τ /2)γμψi 

exactly as advertized (for the field-theoretic vertex) in (12.129). The ma-
trix degree of freedom in the τ ’s is sandwiched between the two-component 

1
2isospinors ψ( ); the γ matrix acts on the four-component (Dirac) parts of 

1
2 The external W μ field is now specified by a spin-1 polarization vector ψ( ). 

Eμ, like a photon, and by an ‘SU(2) polarization vector’ ar(r = 1, 2, 3) which 
tells us which of the three SU(2) W-states is participating. The Feynman rule 
for figure 13.1 is therefore 

−ig(τr/2)γμ (13.41) 

which is to be sandwiched between spinors/isospinors ui, ūf and dotted into 
rEμ and a . (13.41) is a very economical generalization of rule (ii) in Comment 

(3) of section 8.3.1. 
The foregoing is easily generalized to SU(2) multiplets other than doublets. 

We shall change the notation slightly to use t instead of T for the ‘isospin’ 
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FIGURE 13.1
Vertex for isospinor-W interaction.

then

(iγμD
'μ −m)ψ( 1

2 )' = 0, (13.38)

proving the asserted covariance. In the same way, any free particle wave
equation satisfied by an ‘isospinor’ ψ( 1

2 ) – the relevant equation is determined
by the Lorentz spin of the particles involved – can be made locally covariant
by the use of the covariant derivative Dμ, just as in the U(1) case.

The essential point here, of course, is that the locally covariant form in-
cludes interactions between the ψ( 1

2 )’s and the gauge fields W μ, which are
determined by the local phase invariance requirement (the ‘gauge principle’).
Indeed, we can already begin to find some of the Feynman rules appropriate
to tree graphs for SU(2) gauge theories. Consider again the case of an SU(2)

isospinor fermion, ψ( 1
2 ), obeying equation (13.38). This can be written as

(i /∂ −m)ψ( 1
2 ) = g(τ/2)· /Wψ( 1

2 ). (13.39)

In lowest-order perturbation theory the one-W emission/absorption process
is given by the amplitude (cf (8.39)) for the electromagnetic case)

−ig

{
ψ̄
( 1
2 )

f (τ/2)γμψ
( 1
2 )

i ·W μd4x (13.40)

exactly as advertized (for the field-theoretic vertex) in (12.129). The ma-
trix degree of freedom in the τ ’s is sandwiched between the two-component
isospinors ψ( 1

2 ); the γ matrix acts on the four-component (Dirac) parts of

ψ( 1
2 ). The external W μ field is now specified by a spin-1 polarization vector

Eμ, like a photon, and by an ‘SU(2) polarization vector’ ar(r = 1, 2, 3) which
tells us which of the three SU(2) W-states is participating. The Feynman rule
for figure 13.1 is therefore

−ig(τr/2)γμ (13.41)

which is to be sandwiched between spinors/isospinors ui, ūf and dotted into
Eμ and ar. (13.41) is a very economical generalization of rule (ii) in Comment
(3) of section 8.3.1.

The foregoing is easily generalized to SU(2) multiplets other than doublets.
We shall change the notation slightly to use t instead of T for the ‘isospin’
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quantum number, so as to emphasize that it is not the hadronic isospin, for 
which we retain T ; t will be the symbol used for the weak isospin to be 
introduced in chapter 20. The general local SU(2) transformation for a t-
multiplet is then 

ψ(t) → ψ(t)' = exp[igα(x) · T(t)]ψ(t) (13.42) 

(t)
where the (2t+ 1) × (2t+ 1) matrices T (i = 1, 2, 3) satisfy (cf (12.47)) i 

(t) (t) (t)
[T , T ] = iEijk T . (13.43) i j k 

The appropriate covariant derivative is 

Dμ = ∂μ + igT(t) · W μ (13.44) 

which is a (2t + 1) × (2t + 1) matrix acting on the (2t + 1) components of 
ψ(t). The gauge fields interact with such ‘isomultiplets’ in a universal way – 
only one g, the same for all the particles – which is prescribed by the local 
covariance requirement to be simply that interaction which is generated by the 
covariant derivatives. The fermion vertex corresponding to (13.44) is obtained 

by replacing τ /2 in (13.40) by T (t) . 

We end this section with some comments: 

(i) It is a remarkable fact that only one constant g is needed. This is not the 
same as in electromagnetism. There, each charged field interacts with the 
gauge field Aμ via a coupling whose strength is its charge (e,−e, 2e,−5e . . .). 

2The crucial point is the appearance of the quadratic g multiplying the 
commutator of the τ ’s, [τ · E, τ · W ], in the W μ transformation (equation 
(13.20)). In the electromagnetic case, there is no such commutator – the 
associated U(1) phase group is Abelian. As signalled by the presence of 
g2, a commutator is a non-linear quantity, and the scale of quantities ap-
pearing in such commutation relations is not arbitrary. It is an instructive 
exercise to check that, once δW μ is given by equation (13.23) – in the 

SU(2) case – then the g’s appearing in ψ( 1 )' (equation (13.13)) and ψ(t)'2 

(via the infinitesimal version of equation (13.42)) must be the same as the 
one appearing in δW μ . 

(ii) According to the foregoing argument, it is actually a mystery why electric 
charge should be quantized. Since it is the coupling constant of an Abelian 
group, each charged field could have an arbitrary charge from this point 
of view: there are no commutators to fix the scale. This is one of the 
motivations of attempts to ‘embed’ the electromagnetic gauge transfor-
mations inside a larger non-Abelian group structure. Such is the case, for 
example, in ‘grand unified theories’ of strong, weak and electromagnetic 
interactions. 
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This tensor is of fundamental importance in a (non-Abelian) gauge theory.
Since it arises from the commutator of two gauge-covariant derivatives, we are
guaranteed that it itself is gauge covariant – that is to say, ‘it transforms under
local SU(2) transformations in the way its SU(2) structure would indicate’.
Now F μν has clearly three SU(2) components and must be an SU(2) triplet:
indeed, it is true that under an infinitesimal local SU(2) transformation

F 'μν = F μν − gE(x) × F μν (13.51)

which is the expected law (cf (12.64)) for an SU(2) triplet. Problem 13.4
verifies that (13.51) follows from (13.49) and the transformation law (13.23)
for the W μ fields. Note particularly that F μν transforms ‘properly’, as an
SU(2) triplet should, without the ∂μ part which appears in δW μ.

This non-Abelian F μν is a much more interesting object than the Abelian
Fμν (which is actually U(1)-gauge invariant, of course: F 'μν = Fμν). F μν

contains the gauge coupling constant g, confirming (cf comment(c) in sec-
tion 13.1.1) that the gauge fields themselves carry SU(2) ‘charge’, and act
as sources for the field strength. Appendix N shows how these field strength
tensors may be regarded as analogous to geometrical curvatures.

It is now straightforward to move to the quantum field case and construct
the SU(2) Yang-Mills analogue of the Maxwell Lagrangian − 1

4 F̂μν F̂
μν . It is

simply − 1
4 F̂ μν · F̂ μν

, the SU(2) ‘dot product’ ensuring SU(2) invariance (see
problem 13.5), even under local transformation, in view of the transformation
law (13.51). But before proceeding in this way we first need to introduce local
SU(3) symmetry.

13.2 Local SU(3) Symmetry

Using what has been done for global SU(3) symmetry in section 12.2, and
the preceding discussion of how to make a global SU(2) into a local one, it
is straightforward to develop the corresponding theory of local SU(3). This
is the gauge group of QCD, the three degrees of freedom of the fundamental
quark triplet now referring to ‘colour’, as will be further discussed in chapter
14. We denote the basic triplet by ψ, which transforms under a local SU(3)
transformation according to

ψ' = exp[igsλ · α(x)/2]ψ, (13.52)

which is the same as the global transformation (12.74) but with the 8 constant
parameters α replaced by x-dependent ones, and with a coupling strength gs
inserted. The SU(3)-covariant derivative, when acting on an SU(3) triplet ψ,
is given by the indicated generalization of (13.10), namely

Dμ(acting on SU(3) triplet) = ∂μ + igsλ/2 ·Aμ (13.53)
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(iii)  Finally we draw attention to the extremely important physical significance 
of the second term δW μ (equation (13.23)). The gauge fields themselves 
are not ‘inert’ as far as the gauge group is concerned: in the SU(2) case 
they have ‘isospin’ 1, while for a general group they belong to the regular 
representation of the group. This is profoundly different from the elec-
tromagnetic case, where the gauge field Aμ for the photon is of course 
uncharged: quite simply, e = 0 for a photon, and the second term in 
(13.23) is absent for Aμ . The fact that non-Abelian (Yang-Mills) gauge 
fields carry non-Abelian ‘charge’ degrees of freedom means that, since 
they are also the quanta of the force field, they will necessarily interact 
with themselves. Thus a non-Abelian gauge theory of gauge fields alone, 
with no ‘matter’ fields, has non-trivial interactions and is not a free theory. 

We shall examine the form of these ‘self-interactions’ in section 13.3.2. 
First, we need to find the equivalent, for the Yang-Mills field, of the Maxwell 
field strength tensor Fμν , which gave us the gauge-invariant formulation of 
Maxwell’s equations, and in terms of which the Maxwell Lagrangian can be 
immediately written down. 

13.1.2 The non-Abelian field strength tensor 

A simple way of arriving at the desired quantity is to consider the commutator 
of two covariant derivatives, as we can see by calculating it for the U(1) case. 
We find 

[Dμ, Dν ]ψ ≡ (DμDν − Dν Dμ)ψ = ieFμν ψ (13.45) 

as is verified in problem 13.2. Equation (13.45) suggests that we will find the 
SU(2) analogue of Fμν by evaluating 

1
2[Dμ, Dν ]ψ( ) (13.46) 

where as usual 
1
2Dμ(on ψ( )) = ∂μ + igτ · W μ/2. (13.47) 

Problem 13.3 confirms that the result is 

1
2

1
2) = igτ /2 · (∂μW ν − ∂ν W μ − gW μ × W ν[Dμ, Dν ]ψ( )ψ( );  (13.48) 

the manipulations are very similar to those in (13.20)–(13.23). Noting the 
analogy between the right-hand side of (13.48) and (13.45), we accordingly 
expect the SU(2) ‘curvature’ or field strength tensor, to be given by 

F μν = ∂μW ν − ∂ν W μ − gW μ × W ν (13.49) 

or, in component notation, 

μν  μ μF = ∂μW ν − ∂ν W W ν (13.50) i i i − gEijk Wj k . 
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the manipulations are very similar to those in (13.20)–(13.23). Noting the
analogy between the right-hand side of (13.48) and (13.45), we accordingly
expect the SU(2) ‘curvature’ or field strength tensor, to be given by

F μν = ∂μW ν − ∂νW μ − gW μ ×W ν (13.49)
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i = ∂μW ν
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i − gEijkW

μ
j W

ν
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This tensor is of fundamental importance in a (non-Abelian) gauge theory. 
Since it arises from the commutator of two gauge-covariant derivatives, we are 
guaranteed that it itself is gauge covariant – that is to say, ‘it transforms under 
local SU(2) transformations in the way its SU(2) structure would indicate’. 
Now F μν has clearly three SU(2) components and must be an SU(2) triplet: 
indeed, it is true that under an infinitesimal local SU(2) transformation 

F 'μν F μν − gE(x) × F μν = (13.51) 

which is the expected law (cf (12.64)) for an SU(2) triplet. Problem 13.4 
verifies that (13.51) follows from (13.49) and the transformation law (13.23) 
for the W μ fields. Note particularly that F μν transforms ‘properly’, as an 
SU(2) triplet should, without the ∂μ part which appears in δW μ . 

This non-Abelian F μν is a much more interesting object than the Abelian 
Fμν Fμν ). F μν(which is actually U(1)-gauge invariant, of course: F 'μν = 
contains the gauge coupling constant g, confirming (cf comment(c) in sec-
tion 13.1.1) that the gauge fields themselves carry SU(2) ‘charge’, and act 
as sources for the field strength. Appendix N shows how these field strength 
tensors may be regarded as analogous to geometrical curvatures. 

It is now straightforward to move to the quantum field case and construct 
ˆ F̂μνthe SU(2) Yang-Mills analogue of the Maxwell Lagrangian − 1 Fμν . It is 4

μν 
simply − 1 F̂ μν · F̂ , the SU(2) ‘dot product’ ensuring SU(2) invariance (see 4 
problem 13.5), even under local transformation, in view of the transformation 
law (13.51). But before proceeding in this way we first need to introduce local 
SU(3) symmetry. 

13.2 Local SU(3) Symmetry 
Using what has been done for global SU(3) symmetry in section 12.2, and 
the preceding discussion of how to make a global SU(2) into a local one, it 
is straightforward to develop the corresponding theory of local SU(3). This 
is the gauge group of QCD, the three degrees of freedom of the fundamental 
quark triplet now referring to ‘colour’, as will be further discussed in chapter 
14. We denote the basic triplet by ψ, which transforms under a local SU(3) 
transformation according to 

ψ' = exp[igsλ · α(x)/2]ψ, (13.52) 

which is the same as the global transformation (12.74) but with the 8 constant 
parameters α replaced by x-dependent ones, and with a coupling strength gs 
inserted. The SU(3)-covariant derivative, when acting on an SU(3) triplet ψ, 
is given by the indicated generalization of (13.10), namely 

Dμ(acting on SU(3) triplet) = ∂μ + igsλ/2 · Aμ (13.53) 



13.3. Local non-Abelian symmetries in Lagrangian quantum field theory 51

μ, a

ui ūf

FIGURE 13.2
Quark-gluon vertex.

The SU(3) field strength tensor can be calculated by evaluating the com-
mutator of two D’s of the form (13.53); the result (problem 13.7) is

Fμν
a = ∂μAν

a − ∂νAμ
a − gsfabcA

μ
bA

ν
c (13.61)

which is closely analogous to the SU(2) case (13.50) (the structure constants
of SU(2) are given by iEijk, and of SU(3) by ifabc). Once again, the crucial
property of Fμν

a is that, under local SU(3) transformations it develops no
‘∂μηa’ part, but transforms as a ‘proper’ octet:

Fμν
a = Fμν

a − gsfabcηb(x)F
μν
c . (13.62)

This allows us to write down a locally SU(3)-invariant analogue of the Maxwell
Lagrangian

−1

4
Fμν
a Faμν (13.63)

by dotting the two octets together.
It is now time to consider locally SU(2)- and SU(3)-invariant quantum

field Lagrangians and, in particular, the resulting self-interactions among the
gauge quanta.

13.3 Local non-Abelian symmetries in Lagrangian
quantum field theory

13.3.1 Local SU(2) and SU(3) Lagrangians

We consider here only the particular examples relevant to the strong and elec-
troweak interactions of quarks: namely, a (weak) SU(2) doublet of fermions in-
teracting with SU(2) gauge fields Wμ

i , and a (strong) SU(3) triplet of fermions
interacting with the gauge fields Aμ

a . We follow the same steps as in the U(1)
case of chapter 7, noting again that for quantum fields the sign of the expo-
nents in (13.2) and (13.52) is reversed, by convention; thus (12.89) is replaced

50 13. Local Non-Abelian (Gauge) Symmetries 

μ μ μwhere A1 , A2 , . . . A8 are eight gauge fields which are called gluons. The cou-
pling is denoted by ‘gs’ in anticipation of the application to strong interactions 
via QCD. 

The infinitesimal version of (13.52) is (cf (13.13)) 

ψ' = (1 + igsλ · η(x)/2)ψ (13.54) 

where ‘1’ stands for the unit matrix in the three-dimensional space of com-
ponents of the triplet ψ. As in (13.14), it is clear that ∂μψ' will involve an 
‘unwanted’ term ∂μη(x). By contrast, the desired covariant derivative Dμψ 
should transform according to 

D'μψ' = (1 + igsλ · η(x)/2)Dμψ (13.55) 

without the ∂μη(x) term. Problem 13.6 verifies that this is fulfilled by having 
the gauge fields transform by 

A'μ = Aμ − ∂μηa(x)− gsfabcηb(x)A
μ . (13.56) a a c 

Comparing (13.56) with (12.80) we can identify the term in fabc as telling us 
that the 8 fields Aμ transform as an SU(3) octet, the η’s now depending on a 
x, of course. This is the adjoint, or regular representation of SU(3), as we 
have now come to expect for gauge fields. However, the ∂μηa(x) piece spoils 
this simple transformation property under local transformations. But it is 
just what is needed to cancel the corresponding ∂μη(x) term in  ∂μψ', leaving 
Dμψ transforming as a proper triplet via (13.55). The finite version of (13.56) 
can be derived as in section 13.1 for SU(2), but we shall not need the result 
here. 

As in the SU(2) case, the free Dirac equation for an SU(3)-triplet ψ, 

(iγμ∂
μ −m)ψ = 0, (13.57) 

can be ‘promoted’ into one which is covariant under local SU(3) transforma-
tions by replacing ∂μ by Dμ of (13.53), leading to 

(i /∂ −m)ψ = gs Aψλ/2 · / (13.58) 

(compare (13.39)). This leads immediately to the one gluon emission ampli-
tude (see figure 13.2) 

J 
¯−igs ψf λ/2γ

μψi ·Aμd
4 x (13.59) 

as already suggested in section 12.3.1: the SU(3) current of (12.133) – but 
this time in colour space – is ‘dotted’ with the gauge field. The Feynman rule 
for figure 13.2 is therefore 

−igsλa/2 γ
μ . (13.60) 



50 13. Local Non-Abelian (Gauge) Symmetries

where Aμ
1 , A

μ
2 , . . . A

μ
8 are eight gauge fields which are called gluons. The cou-

pling is denoted by ‘gs’ in anticipation of the application to strong interactions
via QCD.

The infinitesimal version of (13.52) is (cf (13.13))

ψ' = (1 + igsλ · η(x)/2)ψ (13.54)

where ‘1’ stands for the unit matrix in the three-dimensional space of com-
ponents of the triplet ψ. As in (13.14), it is clear that ∂μψ' will involve an
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Comparing (13.56) with (12.80) we can identify the term in fabc as telling us
that the 8 fields Aμ

a transform as an SU(3) octet, the η’s now depending on
x, of course. This is the adjoint, or regular representation of SU(3), as we
have now come to expect for gauge fields. However, the ∂μηa(x) piece spoils
this simple transformation property under local transformations. But it is
just what is needed to cancel the corresponding ∂μη(x) term in ∂μψ', leaving
Dμψ transforming as a proper triplet via (13.55). The finite version of (13.56)
can be derived as in section 13.1 for SU(2), but we shall not need the result
here.

As in the SU(2) case, the free Dirac equation for an SU(3)-triplet ψ,

(iγμ∂
μ −m)ψ = 0, (13.57)

can be ‘promoted’ into one which is covariant under local SU(3) transforma-
tions by replacing ∂μ by Dμ of (13.53), leading to

(i /∂ −m)ψ = gsλ/2 · /Aψ (13.58)

(compare (13.39)). This leads immediately to the one gluon emission ampli-
tude (see figure 13.2)

−igs

J
ψ̄fλ/2γ

μψi ·Aμd
4x (13.59)

as already suggested in section 12.3.1: the SU(3) current of (12.133) – but
this time in colour space – is ‘dotted’ with the gauge field. The Feynman rule
for figure 13.2 is therefore

−igsλa/2 γμ. (13.60)
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The SU(3) field strength tensor can be calculated by evaluating the com-
mutator of two D’s of the form (13.53); the result (problem 13.7) is 

F μν ∂μAν − ∂ν Aμ μAν = − gsfabcA (13.61) a a a b c 

which is closely analogous to the SU(2) case (13.50) (the structure constants 
of SU(2) are given by iEijk , and of SU(3) by ifabc). Once again, the crucial 
property of F μν is that, under local SU(3) transformations it develops no a 
‘∂μηa ’ part, but transforms as a ‘proper’ octet: 

F μν F μν 
a = a − gsfabcηb(x)Fc

μν .  (13.62) 

This allows us to write down a locally SU(3)-invariant analogue of the Maxwell 
Lagrangian 

1 
F μν− Faμν  (13.63) a4 

by dotting the two octets together. 
It is now time to consider locally SU(2)- and SU(3)-invariant quantum 

field Lagrangians and, in particular, the resulting self-interactions among the 
gauge quanta. 

13.3  Local non-Abelian symmetries in Lagrangian 
quantum field theory 

13.3.1 Local SU(2) and SU(3) Lagrangians 
We consider here only the particular examples relevant to the strong and elec-
troweak interactions of quarks: namely, a (weak) SU(2) doublet of fermions in-

μteracting with SU(2) gauge fields W , and a (strong) SU(3) triplet of fermions i 
interacting with the gauge fields Aμ . We follow the same steps as in the U(1) a 
case of chapter 7, noting again that for quantum fields the sign of the expo-
nents in (13.2) and (13.52) is reversed, by convention; thus (12.89) is replaced 
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in which our local SU(2) Lagrangian is not suitable (yet) for describing weak
interactions. First, weak interactions violate parity, in fact ‘maximally’, by
which is meant that only the ‘left-handed’ part ψ̂L of the fermion field enters
the interactions with the W μ fields, where ψ̂L ≡

(
1−γ5

2

)
ψ̂; for this reason

the weak isospin group is called SU(2)L. Secondly, the physical W± are of
course not massless, and therefore cannot be described by propagators of the
form (13.69). And thirdly, the fermion mass term violates the ‘left-handed’
SU(2) gauge symmetry, as the discussion in section 12.3.2 shows. In this
case, however, the chiral symmetry which is broken by fermion masses in the
Lagrangian is a local, or gauge, symmetry (in section 12.3.2 the chiral flavour
symmetry was a global symmetry). If we want to preserve the chiral gauge
symmetry SU(2)L – and it is necessary for renormalizability – then we shall
have to replace the simple fermion mass term in (13.66) by something else, as
will be explained in chapter 22.

The locally SU(3)c-invariant Lagrangian for one quark triplet (cf (12.137))

q̂f =

⎛
⎝

f̂r
f̂b
f̂g

⎞
⎠ , (13.70)

where ‘f’ stands for ‘flavour’, and ‘r, b, and g’ for ‘red, blue, and green’, is

¯̂qf(i
ˆ/D −mf)q̂f −

1

4
F̂aμν F̂

μν
a − 1

2ξ
(∂μÂ

μ
a)(∂νÂ

ν
a) (13.71)

where D̂μ is given by (13.53) with Aμ replaced by Â
μ
, and the footnote

before equation (13.68) also applies here. This leads to the interaction term
(cf (13.59))

−gs¯̂qfγ
μλ/2q̂f · Âμ (13.72)

and the Feynman rule (13.60) for figure 13.2. Once again, the gluon quanta
must be massless, and their propagator is the same as (13.69), with δij →
δab (a, b = 1, 2, . . .8). The different quark flavours are included by simply
repeating the first term of (13.71) for all flavours:

E
f

¯̂qf(i
ˆ/D −mf)q̂f , (13.73)

which incorporates the hypothesis that the SU(3)c-gauge interaction is ‘flavour-
blind’, i.e. exactly the same for each flavour. Note that although the flavour
masses are different, the masses of different ‘coloured’ quarks of the same
flavour are the same (mu /= md,mu,r = mu,b = mu,g).

The Lagrangians (13.66)–(13.68), and (13.71), though easily written down
after all this preparation, are unfortunately not adequate for anything but
tree graphs. We shall indicate why this is so in section 13.3.3. Before that, we
want to discuss in more detail the nature of the gauge-field self-interactions
contained in the Yang-Mills pieces.

' 

' 
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FIGURE 13.3 
SU(2) gauge-boson propagator. 

by its local version 
q̂ = exp(−igα̂(x) · τ /2)q̂ (13.64) 

and (12.132) by 
q̂ = exp(−igsα̂(x) · λ/2)q̂. (13.65) 

Correspondingly, the E in (13.23) and the η’s in (13.56) become field operators, 
with a reversal of sign. 

The globally SU(2)-invariant Lagrangian (12.87) becomes locally SU(2)-
invariant if we replaced ∂μ by Dμ of (13.10), with Ŵμ now a quantum field: 

ˆ = ¯̂ D̂ − m)q̂ 

= q̄̂(i /∂ − m)q̂ − g ̄qγμτ /2q̂ · Ŵ μ 

LD,local SU(2) q(i / 
ˆ (13.66) 

with an interaction of the form ‘symmetry current (12.109) dotted into the 
gauge field’. To this we must add the SU(2) Yang-Mills term 

1 μν LY−M,SU(2) = − F̂ μν · F̂ (13.67) 
4 

to get the local SU(2) analogue of LQED. It is not possible to add a mass term 
μˆ ˆfor the gauge fields of the form 1 W · W μ, since such a term would not be 2 

invariant under the gauge transformations (13.26) or (13.34) of the W-fields. 
Thus, just as in the U(1) (electromagnetic) case, the W-quanta of this theory 
are massless. We presumably also need a gauge-fixing term for the gauge 
fields, as in section 7.3.2, which we can take to be1 

1 μ ν )ˆ ˆLgf = − 
(
∂μW · ∂ν W . (13.68) 

2ξ 

The Feynman rule for the fermion-W vertex is then the same as already given 
in (13.41), while the W-propagator is (figure 13.3) 

i
[
−gμν + (1 − ξ)kμkν /k2

] 
δij . (13.69) 

k2 + iE 
Before proceeding to the SU(3) case, we must now emphasize three respects 

1We shall see in section 13.5.3 that in the non-Abelian case this gauge-fixing term does 
not completely solve the problem of quantizing such gauge fields; however, it is adequate 
for tree graphs. 
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gauge field’. To this we must add the SU(2) Yang-Mills term

LY−M,SU(2) = −1

4
F̂ μν · F̂ μν

(13.67)

to get the local SU(2) analogue of LQED. It is not possible to add a mass term

for the gauge fields of the form 1
2Ŵ

μ · Ŵ μ, since such a term would not be
invariant under the gauge transformations (13.26) or (13.34) of the W-fields.
Thus, just as in the U(1) (electromagnetic) case, the W-quanta of this theory
are massless. We presumably also need a gauge-fixing term for the gauge
fields, as in section 7.3.2, which we can take to be1

Lgf = − 1

2ξ

(
∂μŴ

μ · ∂νŴ
ν
)
. (13.68)

The Feynman rule for the fermion-W vertex is then the same as already given
in (13.41), while the W-propagator is (figure 13.3)

i
[
−gμν + (1− ξ)kμkν/k2

]
k2 + iE

δij . (13.69)

Before proceeding to the SU(3) case, we must now emphasize three respects

1We shall see in section 13.5.3 that in the non-Abelian case this gauge-fixing term does
not completely solve the problem of quantizing such gauge fields; however, it is adequate
for tree graphs.
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The locally SU(3)c-invariant Lagrangian for one quark triplet (cf (12.137)) 
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f̂g 

⎞
⎠ , (13.70) 

where ‘f’ stands for ‘flavour’, and ‘r, b, and g’ for ‘red, blue, and green’, is 

¯ ˆ F̂μν ˆ ˆq̂f (i/ˆ
1 
Faμν − 

1
(∂μA

μ)(∂ν A
ν ) (13.71) D − mf )q̂f − a a a4 2ξ

μ 
where D̂μ is given by (13.53) with Aμ replaced by Â , and the footnote 
before equation (13.68) also applies here. This leads to the interaction term 
(cf (13.59)) 

−gsq̄̂f γ
μλ/2q̂f · Âμ (13.72) 

and the Feynman rule (13.60) for figure 13.2. Once again, the gluon quanta 
must be massless, and their propagator is the same as (13.69), with δij → 
δab (a, b = 1, 2, . . .8). The different quark flavours are included by simply 
repeating the first term of (13.71) for all flavours: 

q̄̂f (i/ˆ qf ,D − mf )ˆ (13.73) 
f 

which incorporates the hypothesis that the SU(3) -gauge interaction is ‘flavour-c

blind’, i.e. exactly the same for each flavour. Note that although the flavour 
masses are different, the masses of different ‘coloured’ quarks of the same 
flavour are the same (mu / md,mu,r = mu,b = mu,g= ). 

The Lagrangians (13.66)–(13.68), and (13.71), though easily written down 
after all this preparation, are unfortunately not adequate for anything but 
tree graphs. We shall indicate why this is so in section 13.3.3. Before that, we 
want to discuss in more detail the nature of the gauge-field self-interactions 
contained in the Yang-Mills pieces. 
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necessity for finding room in the scheme for the neutral weak boson Z0 as
well. We shall see how this works in chapter 19; meanwhile we continue with
this X− γ model. We shall show that when the X− γ interaction contained
in (13.79) is regarded as a 3 − X vertex in a local SU(2) gauge theory, the
value of δ has to equal 1; for this value the theory is renormalizable. In this
interpretation, the Xμ wave function is identified with ‘ 1√

2
(Xμ

1 + iXμ
2 )’ and

X̄μ with ‘ 1√
2
(Xμ

1 − iXμ
2 )’ in terms of components of the SU(2) triplet Xμ

i ,

while Aμ is identified with Xμ
3 .

Consider then equation (13.79) written in the form2

0Xμ − ∂ν∂μXν = V̂ Xμ (13.80)

where

V̂ Xμ = −ie {[∂ν(AνX
μ) +Aν∂νX

μ]

− (1 + δ) [∂ν(AμXν) +Aν∂μXν ]

+ δ [∂μ(AνXν) +Aμ∂νXν ] } , (13.81)

and we have dropped terms of O(e2) which appear in the ‘D2’ term; we shall
come back to them later. The terms inside the { } brackets have been written
in such a way that each [ ] bracket has the structure

∂(AX) +A(∂X) (13.82)

which will be convenient for the following evaluation.
The lowest-order (O(e)) perturbation theory amplitude for ‘X → X’ under

the potential V̂ is then

−i

/
X∗

μ(f)V̂ Xμ(i)d4x. (13.83)

Inserting (13.81) into (13.83) clearly gives something involving two ‘X ’-wave-
functions and one ‘A’ one, i.e. a triple-X vertex (with Aμ ≡ Xμ

3 ), shown in
figure 13.4. To obtain the rule for this vertex from (13.83), consider the first
[ ] bracket in (13.81). It contributes

−i(−ie)

/
X∗

μ(2){∂ν(X3ν(3)X
μ(1)) +Xν

3 (3)∂νX
μ(1)}d4x (13.84)

where the (1), (2), (3) refer to the momenta as shown in figure 13.4, and for
reasons of symmetry are all taken to be ingoing; thus

Xμ
3 (3) = Eμ3exp(−ik3 · x) (13.85)

2The sign chosen for V̂ here apparently differs from that in the KG case (3.101), but
it does agree when allowance is made, in the amplitude (13.83), for the fact that the dot
product of the polarization vectors is negative (cf (7.87)).
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13.3.2 Gauge field self-interactions 
We start by pointing out an interesting ambiguity in the prescription for 
‘covariantizing’ wave equations which we have followed, namely ‘replace ∂μ 

by Dμ’. Suppose we wished to consider the electromagnetic interactions of 
charged massless spin-1 particles, call them X’s, carrying charge e. The stan-
dard wave equation for such free massless vector particles would be the same 
as for Aμ, namely 

oXμ − ∂μ∂ν Xν = 0. (13.74) 

To ‘covariantize’ this (i.e. introduce the electromagnetic coupling) we would 
replace ∂μ by Dμ = ∂μ + ieAμ so as to obtain 

D2Xμ − DμDν Xν = 0. (13.75) 

But this procedure is not unique: if we had started from the perfectly equiv-
alent wave equation 

oXμ − ∂ν ∂μXν = 0  (13.76) 

we would have arrived at 

D2Xμ − Dν DμXν = 0  (13.77) 

which is not the same as (13.75), since (cf (13.45)) 

[Dμ, Dν ] = ieF μν . (13.78) 

The simple prescription ∂μ → Dμ has, in this case, failed to produce a 
unique wave equation. We can allow for this ambiguity by introducing an 
arbitrary parameter δ in the wave equation, which we write as 

D2Xμ − Dν DμXν + ieδF μν Xν = 0. (13.79) 

The δ term in (13.79) contributes to the magnetic moment coupling of the 
X-particle to the electromagnetic field, and is called the ‘ambiguous magnetic 
moment’. Just such an ambiguity would seem to arise in the case of the 
charged weak interaction quanta W± (their masses do not affect this argu-
ment). For the photon itself, of course, e = 0 and there is no such ambiguity. 

It is important to be clear that (13.79) is fully U(1) gauge-covariant, so that 
δ cannot be fixed by further appeal to the local U(1) symmetry. Moreover, it 
turns out that the theory for arbitrary δ is not renormalizable (though we shall 
not show this here): thus the quantum electrodynamics of charged massless 
vector bosons is in general non-renormalizable. 

However, the theory is renormalizable if – to continue with the present 
terminology – the photon, the X-particle, and its antiparticle the X̄ are the 
members of an SU(2) gauge triplet (like the W’s), with gauge coupling con-
stant e. This is, indeed, very much how the photon and the W± are ‘unified’, 
but there is a complication (as always!) in that case, having to do with the 
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necessity for finding room in the scheme for the neutral weak boson Z0 as 
well. We shall see how this works in chapter 19; meanwhile we continue with 
this X − γ model. We shall show that when the X− γ interaction contained 
in (13.79) is regarded as a 3 − X vertex in a local SU(2) gauge theory, the 
value of δ has to equal 1; for this value the theory is renormalizable. In this 

μ 
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μ1√ 
μ μ  μ 

interpretation, the Xμ wave function is identified with ‘ (X + iX )’ and 22

X̄μ 

while Aμ is identified with X

1√ − iXwith ‘ (X )’ in terms of components of the SU(2) triplet Xi ,1 22
μ .3

Consider then equation (13.79) written in the form2 

ˆ0Xμ − ∂ν ∂μXν = V Xμ  (13.80) 

where 

V̂ Xμ =  −ie {[∂ν (Aν X
μ) +  Aν ∂ν X

μ] 

− (1 + δ) [∂ν (AμXν ) +  Aν ∂μXν ] 

+ δ [∂μ(Aν Xν ) +  Aμ∂ν Xν ] } , (13.81) 

and we have dropped terms of O(e2) which appear in the ‘D2’ term; we shall 
come back to them later. The terms inside the { } brackets have been written 
in such a way that each [ ] bracket has the structure 

∂(AX) +  A(∂X)  (13.82) 

which will be convenient for the following evaluation. 
The lowest-order (O(e)) perturbation theory amplitude for ‘X → X’ under 

the potential V̂ is then 

/ 
X ∗ −i μ(f)

ˆ x.V Xμ(i)d4  (13.83) 

Inserting (13.81) into (13.83) clearly gives something involving two ‘X ’-wave-

3

3

≡ Xμ 

figure 13.4. To obtain the rule for this vertex from (13.83), consider the first 
[ ] bracket in (13.81). It contributes 

μ(2){∂ν(X3ν (3)X
μ(1)) + Xν 

functions and one ‘A’ one, i.e. a triple-X vertex (with Aμ ), shown in 

X ∗ (3)∂ν X
μ(1)}d4−i(−ie) x (13.84) 

where the (1), (2), (3) refer to the momenta as shown in figure 13.4, and for 
reasons of symmetry are all taken to be ingoing; thus 

μ μexp(−ik3X (3) = E · x)  (13.85) 3 3

2The sign chosen for V̂ here apparently differs from that in the KG case (3.101), but 
it does agree when allowance is made, in the amplitude (13.83), for the fact that the dot 
product of the polarization vectors is negative (cf (7.87)). 
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FIGURE 13.5
Tree graphs contributing to X + d → X+ d.

the positively charged X, and τ− = (τ1 − iτ2)/
√
2 for the emission of the X.

Then figure 13.5(a) is

(−ie)2ψ̄( 1
2 )(p2)

τ−
2

/e2
i

/p1+ /k1 −m

τ+
2

/e1ψ( 1
2 )(p1) (13.91)

where

ψ( 1
2 ) =

(
u
d

)
, (13.92)

and we have chosen real polarization vectors. Using the explicit forms (12.25)
for the τ -matrices, (13.91) becomes

(−ie)2d̄(p2)
1√
2
/e2

i

/p1+ /k1 −m

1√
2
/e1d(p1). (13.93)

We must now discuss how to implement gauge invariance. In the QED case
of electron Compton scattering (section 8.6.2), the test of gauge invariance was
that the amplitude should vanish if any photon polarization vector eμ(k) was
replaced by kμ – see (8.165). This requirement was derived from the fact that a
gauge transformation on the photon Aμ took the form Aμ → A'μ = Aμ−∂μχ,
so that, consistently with the Lorentz condition, eμ could be replaced by
e'μ = eμ+βkμ (cf 8.163) without changing the physics. But the SU(2) analogue
of the U(1) gauge transformation is given by (13.26), for infinitesimal e’s, and
although there is indeed an analogous ‘−∂μE’ part, there is also an additional
part (with g → e in our case) expressing the fact that the X’s carry SU(2)
charge. However this extra part does involve the coupling e. Hence, if we were
to make the full change corresponding to (13.26) in a tree graph of order e2,
the extra part would produce a term of order e3. We shall take the view that
gauge invariance should hold at each order of perturbation theory separately;
thus we shall demand that the tree graphs for X-d scattering, for example,
should be invariant under eμ → kμ for any e.

The replacement e1 → k1 in (13.93) produces the result (problem 13.9)

(−ie)2
i

2
d̄(p2) /e2d(p1) (13.94)
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FIGURE 13.4 
Triple-X vertex. 

for example. The first term in (13.84) can be easily evaluated by a partial 
integration to turn the ∂ν onto the Xμ

∗(2), while in the second term ∂ν acts 
straightforwardly on Xμ(1). Omitting the usual (2π)4 δ4 energy-momentum 
conserving factor, we find (problem 13.8) that (13.84) leads to the amplitude 

ie 1 ·  2 (k1 − k2) ·  3. (13.86) 

In a similar way, the other terms in (13.83) give 

−ieδ( 1 ·  3  2 · k2 −  2 ·  3  1 · k1) (13.87) 

and 
+ie(1 + δ)( 2 ·  3  1 · k2 −  1 ·  3  2 · k1). (13.88) 

Adding all the terms up and using the 4-momentum conservation condition 

k1 + k2 + k3 = 0  (13.89) 

we obtain the vertex 

+ie{ 1 ·  2 (k1 − k2) ·  3 +  2 ·  3 (δk2 − k3) ·  1 +  3 ·  1 (k3 − δk1) ·  2}. (13.90) 

It is quite evident from (13.90) that the value δ = 1 has a privileged role, 
and we strongly suspect that this will be the value selected by the proposed 
SU(2) gauge symmetry of this model. We shall check this in two ways: in the 
first, we consider a ‘physical’ process involving the vertex (13.90), and show 
how requiring it to be SU(2)-gauge invariant fixes δ to be 1; in the second, we 
‘unpack’ the relevant vertex from the compact Yang-Mills Lagrangian − 1 X̂μν · 4

μν
X̂ . 

The process we shall choose is X+d → X+d where d is a fermion (which 
we call a quark) transforming as the T3 = − 1 component of a doublet under 2 

1the SU(2) gauge group, its T3 = +  partner being the u. There are two 2 
contributing Feynman graphs, shown in figure 13.5(a) and (b). Consider first 
the amplitude for figure 13.5(a). We use the rule of figure 13.1, with the τ -√ 
matrix combination τ+ = (τ1 + iτ2)/ 2 corresponding to the absorption of 
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FIGURE 13.4
Triple-X vertex.

for example. The first term in (13.84) can be easily evaluated by a partial
integration to turn the ∂ν onto the X∗

μ(2), while in the second term ∂ν acts
straightforwardly on Xμ(1). Omitting the usual (2π)4 δ4 energy-momentum
conserving factor, we find (problem 13.8) that (13.84) leads to the amplitude

ie 1 · 2 (k1 − k2) · 3. (13.86)

In a similar way, the other terms in (13.83) give

−ieδ( 1 · 3 2 · k2 − 2 · 3 1 · k1) (13.87)

and
+ie(1 + δ)( 2 · 3 1 · k2 − 1 · 3 2 · k1). (13.88)

Adding all the terms up and using the 4-momentum conservation condition

k1 + k2 + k3 = 0 (13.89)

we obtain the vertex

+ie{ 1 · 2 (k1 − k2) · 3 + 2 · 3 (δk2 − k3) · 1 + 3 · 1 (k3 − δk1) · 2}. (13.90)

It is quite evident from (13.90) that the value δ = 1 has a privileged role,
and we strongly suspect that this will be the value selected by the proposed
SU(2) gauge symmetry of this model. We shall check this in two ways: in the
first, we consider a ‘physical’ process involving the vertex (13.90), and show
how requiring it to be SU(2)-gauge invariant fixes δ to be 1; in the second, we

‘unpack’ the relevant vertex from the compact Yang-Mills Lagrangian− 1
4X̂μν ·

X̂
μν
.

The process we shall choose is X+d → X+d where d is a fermion (which
we call a quark) transforming as the T3 = − 1

2 component of a doublet under
the SU(2) gauge group, its T3 = + 1

2 partner being the u. There are two
contributing Feynman graphs, shown in figure 13.5(a) and (b). Consider first
the amplitude for figure 13.5(a). We use the rule of figure 13.1, with the τ -
matrix combination τ+ = (τ1 + iτ2)/

√
2 corresponding to the absorption of

  

      

      

         

/ /

13.3. Local non-Abelian symmetries in Lagrangian quantum field theory 57 

FIGURE 13.5 
Tree graphs contributing to X + d → X+ d. 
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We must now discuss how to implement gauge invariance. In the QED case 
of electron Compton scattering (section 8.6.2), the test of gauge invariance was 
that the amplitude should vanish if any photon polarization vector eμ(k) was 
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FIGURE 13.7
γ − γ −X−X vertex.

applied to figures 13.6 and 13.7, but it has to be admitted that this approach
is becoming laborious. It is, of course, far more efficient to deduce the vertices
from the compact Yang-Mills Lagrangian − 1

4X̂μν · X̂μν
, which we shall now

do; nevertheless, some of the physical implications of those couplings, such as
we have discussed above, are worth exposing.

The SU(2) Yang-Mills Lagrangian for the SU(2) triplet of gauge fields X̂
μ

is

L̂2,YM = −1

4
X̂μν · X̂μν

, (13.97)

where
X̂

μν
= ∂μX̂

ν − ∂νX̂
μ − eX̂

μ × X̂
ν
. (13.98)

L̂2,YM can be unpacked a bit into

− 1

2
(∂μX̂ν − ∂νX̂μ) · (∂μX̂

ν
)

+ e(X̂μ × X̂ν) · ∂μX̂
ν

− 1

4
e2

[
(X̂

μ · X̂μ)
2 − (X̂

μ · X̂ν
)(X̂μ · X̂ν)

]
. (13.99)

The X − X − γ vertex is in the ‘e’ term, the X − X − γ − γ one in the ‘e2’
term. We give the form of the latter using SU(2) ‘i, j, k’ labels, as shown in
figure 13.8:

−ie2[EijlEmnl(E1 · E3 E2 · E4 − E1 · E4 E2 · E3)
+ EinlEjml(E1 · E2 E3 · E4 − E1 · E3 E2 · E4)
+ EimlEnjl(E1 · E4 E2 · E3 − E1 · E2 E3 · E4)] (13.100)

The reason for the collection of terms seen in (13.96) and (13.100) can be
understood as follows. Consider the 3−X vertex

<k2, E2, j; k3, E3, k | e(X̂μ × X̂ν) · ∂μX̂
ν | k1, E1, i> (13.101)
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FIGURE 13.6 
Tree graphs contributing to γ +X  → γ + X. 

where we have used the Dirac equation for the quark spinors of mass m. The 
term (13.94) is certainly not zero, but we must of course also include the 
amplitude for figure 13.5(b). Using the vertex of (13.90) with suitable sign 
changes of momenta, and the photon propagator of (7.119), and remembering 
that d has τ3 = −1, the amplitude for figure 13.5(b) is 

ie[E1 · E2 (k1 + k2)μ + E2μE1 · (−δk2 − k2 + k1) +  E1μE2 · (k2 − k1 − δk1)] 
μν−ig

(
1
)

¯× × [−ied(p2) − γν d(p1)], (13.95) 
q2 2 

2 k2where q = (k1 − k2)2 = −2k1 · k2 using k
2 = = 0, and where the ξ-1 2 

¯dependent part of the γ-propagator vanishes since d(p2) /qd(p1) = 0. We now 
leave it as an exercise (problem 13.10) to verify that, when E1 → k1 in (13.95), 
the resulting amplitude does exactly cancel the contribution (13.94), provided 
that δ = 1. Thus the X−X̄−γ vertex is, assuming the SU(2) gauge symmetry, 

ie[E1 · E2 (k1 − k2) · E3 + E2 · E3 (k2 − k3) · E1 + E3 · E1 (k3 − k1) · E2]. (13.96) 

2The verification of this non-Abelian gauge invariance to order e is, of 
course, not a proof that the entire theory of massless X quanta, γ’s and quark 
isospinors will be gauge invariant if δ = 1. Indeed, having obtained the 
X− X− γ vertex, we immediately have something new to check: we can see if 
the lowest-order γ − X scattering amplitude is gauge invariant. The X− X− γ 
vertex will generate the O(e2) graphs shown in figure 13.6, and the dedicated 
reader may check that the sum of these amplitudes is not gauge invariant, 
again in the (tree-graph) sense of not vanishing when any E is replaced by the 
corresponding k. But this is actually correct. In obtaining the X − X − γ 
vertex we dropped an O(e2) term involving the three fields A, A and X , in 
going from (13.81) to (13.90): this will generate an O(e2) γ − γ − X − X 
interaction, figure 13.7, when used in lowest-order perturbation theory. One 
can find the amplitude for figure 13.7 by the gauge invariance requirement 
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where we have used the Dirac equation for the quark spinors of mass m. The
term (13.94) is certainly not zero, but we must of course also include the
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where q2 = (k1 − k2)
2 = −2k1 · k2 using k21 = k22 = 0, and where the ξ-

dependent part of the γ-propagator vanishes since d̄(p2) /qd(p1) = 0. We now
leave it as an exercise (problem 13.10) to verify that, when E1 → k1 in (13.95),
the resulting amplitude does exactly cancel the contribution (13.94), provided
that δ = 1. Thus the X−X̄−γ vertex is, assuming the SU(2) gauge symmetry,

ie[E1 · E2 (k1 − k2) · E3 + E2 · E3 (k2 − k3) · E1 + E3 · E1 (k3 − k1) · E2]. (13.96)

The verification of this non-Abelian gauge invariance to order e2 is, of
course, not a proof that the entire theory of massless X quanta, γ’s and quark
isospinors will be gauge invariant if δ = 1. Indeed, having obtained the
X−X− γ vertex, we immediately have something new to check: we can see if
the lowest-order γ−X scattering amplitude is gauge invariant. The X−X−γ
vertex will generate the O(e2) graphs shown in figure 13.6, and the dedicated
reader may check that the sum of these amplitudes is not gauge invariant,
again in the (tree-graph) sense of not vanishing when any E is replaced by the
corresponding k. But this is actually correct. In obtaining the X − X − γ
vertex we dropped an O(e2) term involving the three fields A,A and X , in
going from (13.81) to (13.90): this will generate an O(e2) γ − γ − X − X
interaction, figure 13.7, when used in lowest-order perturbation theory. One
can find the amplitude for figure 13.7 by the gauge invariance requirement
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FIGURE 13.7 
γ − γ − X− X vertex. 
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2 − (X̂ · X̂ )(X̂μ · X̂ν )
] 
. (13.99) 

4 

The X − X − γ vertex is in the ‘e’ term, the X − X − γ − γ one in the ‘e2’ 
term. We give the form of the latter using SU(2) ‘i, j, k’ labels, as shown in 
figure 13.8: 

−ie 2[EijlEmnl(E1 · E3 E2 · E4 − E1 · E4 E2 · E3) 
+ EinlEjml(E1 · E2 E3 · E4 − E1 · E3 E2 · E4) 
+ EimlEnjl(E1 · E4 E2 · E3 − E1 · E2 E3 · E4)] (13.100) 

The reason for the collection of terms seen in (13.96) and (13.100) can be 
understood as follows. Consider the 3− X vertex 

ν <k2, E2, j; k3, E3, k  | e(X̂μ × X̂ν ) · ∂μX̂ | k1, E1, i> (13.101) 
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This has the drawback that the limit ξ → 0 appears to be singular (though the
propagator (7.122) is well-behaved as ξ → 0). To avoid this unpleasantness,
consider the Lagrangian (Lautrup 1967)

L̂ξB = −1

4
F̂μν F̂

μν + B̂∂μÂ
μ +

1

2
ξB̂2 (13.106)

where B̂ is a scalar field. We may think of the ‘B̂∂ · Â’ term as a field theory
analogue of the procedure followed in classical Lagrangian mechanics, whereby
a constraint (in this case the gauge-fixing one ∂ · Â = 0) is brought into the
Lagrangian with a ‘Lagrange multiplier’ (here the auxiliary field B̂). The
momentum conjugate to Â0 is now

π̂0 = B̂ (13.107)

while the Euler-Lagrange equations for Âμν read

oÂμ − ∂μ∂νÂ
ν = ∂μB̂, (13.108)

and for B̂ yield
∂μÂ

μ + ξB̂ = 0. (13.109)

Eliminating B̂ from (13.106) by means of (13.109) we recover (13.104). Taking
∂μ of (13.108) we learn that oB̂ = 0, so that B̂ is a free massless field.

Applying o to (13.109) then shows that o∂μÂ
μ = 0, so that ∂μÂ

μ is also a
free massless field.

In this formulation, the appropriate subsidiary condition for getting rid of
the unphysical (non-transverse) degrees of freedom is (cf (7.111))

B̂(+)(x) | Ψ> = 0. (13.110)

Kugo and Ojima (1979) have shown that (13.110) provides a satisfactory def-
inition of the Hilbert space of states. In addition to this it is also essential to
prove that all physical results are independent of the gauge parameter ξ.

We now try to generalize the foregoing in a straightforwardway to (13.102).
The obvious analogue of (13.106) would be to consider

L̂2,ξ B = −1

4
F̂ μν · F̂ μν

+ B̂ · (∂μŴ
μ
) +

1

2
ξB̂ · B̂ (13.111)

where B̂ is an SU(2) triplet of scalar fields. Equation (13.111) gives (cf
(13.108))

(D̂ν)ij F̂jμν + ∂μB̂i = 0 (13.112)

where the covariant derivative is now the one appropriate to the SU(2) triplet
F μν (see (13.44) with t = 1, and (12.48)), and i, j are the SU(2) labels.
Similarly, (13.109) becomes

∂μŴ
μ
+ ξB̂ = 0. (13.113)
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for example. When each X̂ is expressed as a mode expansion, and the initial 
and final states are also written in terms of appropriate â’s and â†’s, the 
amplitude will be a vacuum expectation value (vev) of six â’s and â†’s; the 
different terms in (13.96) arise from the different ways of getting a non-zero 
value for this vev, by manipulations similar to those in section 6.3. 

We end this chapter by presenting an introduction to the problem of quan-
tizing non-Abelian gauge field theories. Our aim will be, first, to indicate 
where the approach followed for the Abelian gauge field Âμ in section 7.3.2 
fails; and then to show how the assumption (nevertheless) that the Feyn-
man rules we have established for tree graphs work for loops as well, leads 
to violations of unitarity. This calculation will indicate a very curious way of 
remedying the situation ‘by hand’, through the introduction of ghost particles, 
only present in loops. 

13.3.3 Quantizing non-Abelian gauge fields 
We consider for definiteness the SU(2) gauge theory with massless gauge fields 

μ
Ŵ (x), which we shall call gluons, by a slight abuse of language. We try to 
carry through for the Yang-Mills Lagrangian 

1 μνˆ ˆ ˆL2 = − F μν · F , (13.102) 
4 

where 
ˆ ˆ ˆ ˆ ˆF μν = ∂μW ν − ∂ν W μ − gW μ × W ν , (13.103) 

the same steps we followed for the Maxwell one in section 7.3.2. 
We begin by re-formulating the prescription arrived at in (7.119), which 

we reproduce again here for convenience: 

L̂ξ = − 
1 
F̂μν F̂

μν − 
1
(∂μÂ

μ)2 . (13.104) 
4 2ξ 

L̂ξ leads to the equation of motion 

oÂμ − ∂μ∂ν Â
ν 1 

∂μ∂ν Â
ν = 0. (13.105) + 

ξ 
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where the approach followed for the Abelian gauge field Âμ in section 7.3.2
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13.3.3 Quantizing non-Abelian gauge fields

We consider for definiteness the SU(2) gauge theory with massless gauge fields
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μ
(x), which we shall call gluons, by a slight abuse of language. We try to

carry through for the Yang-Mills Lagrangian

L̂2 = −1

4
F̂ μν · F̂ μν

, (13.102)

where
F̂ μν = ∂μŴ ν − ∂νŴ μ − gŴ μ × Ŵ ν , (13.103)

the same steps we followed for the Maxwell one in section 7.3.2.
We begin by re-formulating the prescription arrived at in (7.119), which

we reproduce again here for convenience:

L̂ξ = −1

4
F̂μν F̂

μν − 1

2ξ
(∂μÂ

μ)2. (13.104)

L̂ξ leads to the equation of motion

oÂμ − ∂μ∂νÂ
ν +

1

ξ
∂μ∂νÂ

ν = 0. (13.105)
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where B̂ is a scalar field. We may think of the ‘ ˆ Â’B∂ · term as a field theory 
analogue of the procedure followed in classical Lagrangian mechanics, whereby 
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π0 ˆˆ = B (13.107) 
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B̂(+)(x) | Ψ> = 0. (13.110) 
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FIGURE 13.9
Two-gluon intermediate state in the unitarity relation for the amplitude for
qq̄ → qq̄.

that when the imaginary part of such graphs is calculated, a contribution from
the unphysical polarization states will be found, which has no counterpart at
all in the physical unitarity relation, so that unitarity will not be satisfied.
Since unitarity is an expression of conservation of probability, its violation is
a serious disease indeed.

Consider, for example, the process qq̄ → qq̄ (where the ‘quarks’ are an
SU(2) doublet), whose imaginary part has a contribution from a state con-
taining two gluons (figure 13.9):

2 Im <qq̄ | M | qq̄> =
[ E

<qq̄ | M | gg><gg | M† | qq̄>dρ2 (13.117)

where dρ2 is the 2-body phase space for the g-g state. The 2-gluon amplitudes
in (13.117) must have the form

Mμ1ν1E
μ1

1 (k1, λ1)E
ν1
2 (k2, λ2) (13.118)

where Eμ(k, λ) is the polarization vector for the gluon with polarization λ and
4-momentum k. The sum in (13.117) is then to be performed over λ1 = 1, 2
and λ2 = 1, 2 which are the physical polarization states (cf section 7.3.1).
Thus (13.117) becomes

2 Im Mqq̄→qq̄ =

[ E
λ1=1,2;λ2=1,2

Mμ1ν1E
μ1

1 (k1, λ1)E
ν1
2 (k2, λ2)

× M∗
μ2ν2E

μ2

1 (k1, λ1)E
ν2
2 (k2, λ2)dρ2. (13.119)

For later convenience we are using real polarization vectors as in (7.81) and
(7.82): E(ki, λi = +1) = (0, 1, 0, 0), E(ki, λi = −1) = (0, 0, 1, 0); and of course
k21 = k22 = 0.

We now wish to find out whether or not a result of the form (13.119)
will hold when the M’s represent some suitable Feynman graphs. We first
note that we want the unitarity relation (13.119) to be satisfied order by
order in perturbation theory: that is to say, when the M’s on both sides are
expanded in powers of the coupling strengths (as in the usual Feynman graph
expansion), the coefficients of corresponding powers on each side should be
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It is possible to verify that 

(D̂μ)ki(D̂
ν )ij F̂jμν = 0  (13.114) 

where i, j, k  are the SU(2) matrix indices, which implies that 

(D̂μ)ki∂μB̂i = 0. (13.115) 

This is the crucial result: it implies that the auxiliary field B̂ is not a free 
μˆfield in this non-Abelian case, and so neither (from (13.113)) is ∂μW . In 

consequence, the obvious generalizations of (7.108) or (13.110) cannot be used 
to define the physical (transverse) states. The reason is that a condition like 
(13.110) must hold for all times, and only if the field is free is its time variation 
known (and essentially trivial). 

Let us press ahead nevertheless, and assume that the rules we have derived 
so far are the correct Feynman rules for this gauge theory. We will see that 
this leads to physically unacceptable consequences, namely to the violation of 
unitarity. 

In fact, this is a problem which threatens all gauge theories if the gauge 
field is treated covariantly, i.e. as a 4-vector. As we saw in section 7.3.2, this 
introduces unphysical degrees of freedom which must somehow be eliminated 
from the theory, or at least prevented from affecting physical processes. In 
QED we do this by imposing the condition (7.111), or (13.110), but as we 
have seen the analogous conditions will not work in the non-Abelian case, and 
so unphysical states may make their presence felt, for example in the ‘sum 
over intermediate states’ which arises in the unitarity relation. This relation 
determines the imaginary part of an amplitude via an equation of the form 
(cf (11.65)) 

2 Im Jf | M | i) = 

J L
Jf | M | n)Jn | M† | i)dρn (13.116) 

n 

where Jf | M |  i) is the (Feynman) amplitude for the process i → f, and 
the sum is over a complete set of physical intermediate states | n), which 
can enter at the given energy; dρn represents the phase space element for 
the general intermediate state | n). Consider now the possibility of gauge 
quanta appearing in the states | n). Since unitarity deals only with physical 
states, such quanta can have only the two degrees of freedom (polarizations) 
allowed for a physical massless gauge field (cf section 7.3.1). Now part of the 
power of the ‘Feynman rules’ approach to perturbation theory is that it is 
manifestly covariant. But there is no completely covariant way of selecting 
out just the two physical components of a massless polarization vector Eμ, 
from the four originally introduced precisely for reasons of covariance. In 
fact, when gauge quanta appear as virtual particles in intermediate states in 
Feynman graphs, they will not be restricted to having only two polarization 
states (as we shall see explicitly in a moment). Hence there is a real chance 



62 13. Local Non-Abelian (Gauge) Symmetries

It is possible to verify that

(D̂μ)ki(D̂
ν)ij F̂jμν = 0 (13.114)

where i, j, k are the SU(2) matrix indices, which implies that

(D̂μ)ki∂μB̂i = 0. (13.115)

This is the crucial result: it implies that the auxiliary field B̂ is not a free
field in this non-Abelian case, and so neither (from (13.113)) is ∂μŴ
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consequence, the obvious generalizations of (7.108) or (13.110) cannot be used
to define the physical (transverse) states. The reason is that a condition like
(13.110) must hold for all times, and only if the field is free is its time variation
known (and essentially trivial).

Let us press ahead nevertheless, and assume that the rules we have derived
so far are the correct Feynman rules for this gauge theory. We will see that
this leads to physically unacceptable consequences, namely to the violation of
unitarity.

In fact, this is a problem which threatens all gauge theories if the gauge
field is treated covariantly, i.e. as a 4-vector. As we saw in section 7.3.2, this
introduces unphysical degrees of freedom which must somehow be eliminated
from the theory, or at least prevented from affecting physical processes. In
QED we do this by imposing the condition (7.111), or (13.110), but as we
have seen the analogous conditions will not work in the non-Abelian case, and
so unphysical states may make their presence felt, for example in the ‘sum
over intermediate states’ which arises in the unitarity relation. This relation
determines the imaginary part of an amplitude via an equation of the form
(cf (11.65))

2 Im Jf | M | i) =
J L

n

Jf | M | n)Jn | M† | i)dρn (13.116)

where Jf | M | i) is the (Feynman) amplitude for the process i → f, and
the sum is over a complete set of physical intermediate states | n), which
can enter at the given energy; dρn represents the phase space element for
the general intermediate state | n). Consider now the possibility of gauge
quanta appearing in the states | n). Since unitarity deals only with physical
states, such quanta can have only the two degrees of freedom (polarizations)
allowed for a physical massless gauge field (cf section 7.3.1). Now part of the
power of the ‘Feynman rules’ approach to perturbation theory is that it is
manifestly covariant. But there is no completely covariant way of selecting
out just the two physical components of a massless polarization vector Eμ,
from the four originally introduced precisely for reasons of covariance. In
fact, when gauge quanta appear as virtual particles in intermediate states in
Feynman graphs, they will not be restricted to having only two polarization
states (as we shall see explicitly in a moment). Hence there is a real chance
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FIGURE 13.9 
Two-gluon intermediate state in the unitarity relation for the amplitude for 
qq̄ → qq̄. 

that when the imaginary part of such graphs is calculated, a contribution from 
the unphysical polarization states will be found, which has no counterpart at 
all in the physical unitarity relation, so that unitarity will not be satisfied. 
Since unitarity is an expression of conservation of probability, its violation is 
a serious disease indeed. 

Consider, for example, the process qq̄ → qq̄ (where the ‘quarks’ are an 
SU(2) doublet), whose imaginary part has a contribution from a state con-
taining two gluons (figure 13.9): 

2 Im <qq̄ | M | qq̄> = 

[ E
<qq̄ | M | gg><gg | M† | qq̄>dρ2 (13.117) 

where dρ2 is the 2-body phase space for the g-g state. The 2-gluon amplitudes 
in (13.117) must have the form 

μ1M E (k1, λ1)E
ν1 (k2, λ2) (13.118) μ1ν1 1 2 

where Eμ(k, λ) is the polarization vector for the gluon with polarization λ and 
4-momentum k. The sum in (13.117) is then to be performed over λ1 = 1, 2 
and λ2 = 1, 2 which are the physical polarization states (cf section 7.3.1). 
Thus (13.117) becomes 

[ 
μ12 Im Mqq̄→qq̄ = 

E 
Mμ1 ν1 E1 (k1, λ1)E2 
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For later convenience we are using real polarization vectors as in (7.81) and 
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We now wish to find out whether or not a result of the form (13.119) 

will hold when the M’s represent some suitable Feynman graphs. We first 
note that we want the unitarity relation (13.119) to be satisfied order by 
order in perturbation theory: that is to say, when the M’s on both sides are 
expanded in powers of the coupling strengths (as in the usual Feynman graph 
expansion), the coefficients of corresponding powers on each side should be 
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FIGURE 13.11
O(g2) contributions to qq̄ → gg.

the physical (free-field) value of zero, instead of varying freely as the loop
momentum varies, and its energy is positive. These conditions (one for each
gluon) have the effect of converting the loop integral with a standard two-body
phase space integral for the gg intermediate state, so that eventually

2Im M(4)
qq̄→qq̄ =

/
M(2)

μ1ν1(−gμ1μ2)M(2)
μ2ν2(−gν1ν2)dρ2 (13.121)

where M(2)
μ1ν1 is the sum of the three O(g2) tree graphs shown in figure 13.11,

with all external legs satisfying the ‘mass-shell’ conditions.

So, the imaginary part of the loop contribution to M(4)
qq̄→qq̄ does seem to

have the form (13.116) as required by unitarity, with |n> the gg intermediate
state as in (13.119). But there is one essential difference between (13.121) and
(13.119): the place of the factor −gμν in (13.121) is taken in (13.119) by the
gluon polarization sum

Pμν(k) ≡
E
λ=1,2

Eμ(k, λ)Eν(k, λ) (13.122)

for k = k1, k2 and λ = λ1, λ2 respectively. Thus we have to investigate whether
this difference matters.

To proceed further, it is helpful to have an explicit expression for Pμν . We
might think of calculating the necessary sum over λ by brute force, using two
E’s specified by the conditions (cf (7.87))

Eμ(k, λ)Eμ(k, λ
') = −δλλ' , E · k = 0. (13.123)

The trouble is that conditions (13.123) do not fix the E’s uniquely if k2 =
0. (Note the δ(k2) in (13.120)). Indeed, it is precisely the fact that any
given Eμ satisfying (13.123) can be replaced by Eμ + λkμ that both reduces
the degrees of freedom to two (as we saw in section 7.3.1), and evinces the
essential arbitrariness in the Eμ specified only by (13.123). In order to calculate
(13.122), we need to put another condition on Eμ, so as to fix it uniquely. A
standard choice (see e.g. Taylor 1976, pp 14–15) is to supplement (13.123)
with the further condition

t · E = 0 (13.124)
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FIGURE 13.10 
Some O(g4) contributions to qq̄ → qq̄. 

equal. Since each emission or absorption of a gluon produces one power of the 
SU(2) coupling g, the right-hand side of (13.119) involves at least the power 
4g . Thus the lowest-order process in which (13.119) may be tested is for the 

(4)
fourth-order amplitude M . There are quite a number of contributions qq̄→qq̄

(4)
to M , some of which are shown in Figure 13.10; all contain a loop. Onqq̄→qq̄

the right-hand side of (13.119), each M involves two polarization vectors, and 
(2)

so each must represent the 0(g2) contribution to qq̄ → gg, which we call Mμν ; 
4thus both sides are consistently of order g . There are three contributions to 

(2)Mμν shown in figure 13.11; when these are placed in (13.119), contributions 
(4)

to the imaginary part of M are generated, which should agree with the qq̄→qq̄ 
imaginary part of the total 0(g4) loop-graph contribution. Let us see if this 
works out. We choose to work in the gauge ξ = 1, so that the gluon propagator 
takes the familiar form −igμν δij /k

2 . According to the rules for propagators 
(4)

and vertices already given, each of the loop amplitudes M (e.g. those qq̄→qq̄ 
of figure 13.10) will be proportional to the product of the propagators for the 
quarks and the gluons, together with appropriate ‘γ’ and ‘τ ’ vertex factors, 
the whole being integrated over the loop momentum. The extraction of the 
imaginary part of a Feynman diagram is a technical matter, having to do with 
careful consideration of the ‘iE’ in the propagators. Rules for doing this exist 
(Eden et al. 1966, section 2.9), and in the present case the result is that, to 
compute the imaginary part of the amplitudes of figure 13.10, one replaces 
each gluon propagator of momentum k by 

π(−g μν )δ(k2)θ(k0)δij . (13.120) 

That is, the propagator is replaced by a condition stating that, in evaluating 
the imaginary part of the diagram, the gluon’s mass is constrained to have 
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the physical (free-field) value of zero, instead of varying freely as the loop 
momentum varies, and its energy is positive. These conditions (one for each 
gluon) have the effect of converting the loop integral with a standard two-body 
phase space integral for the gg intermediate state, so that eventually 
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M(2) μ1μ2 )M(2)2Im M q→q¯ = μ1ν1 
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where Mμ1ν1 is the sum of the three O(g2) tree graphs shown in figure 13.11, 
with all external legs satisfying the ‘mass-shell’ conditions. 

(4)
So, the imaginary part of the loop contribution to Mqq̄→qq̄ does seem to 

have the form (13.116) as required by unitarity, with |n> the gg intermediate 
state as in (13.119). But there is one essential difference between (13.121) and 

μν(13.119): the place of the factor −g in (13.121) is taken in (13.119) by the 
gluon polarization sum 

Pμν (k) ≡ 
E 

Eμ(k, λ)Eν (k, λ) (13.122) 
λ=1,2 

for k = k1, k2 and λ = λ1, λ2 respectively. Thus we have to investigate whether 
this difference matters. 

To proceed further, it is helpful to have an explicit expression for Pμν . We 
might think of calculating the necessary sum over λ by brute force, using two 
E’s specified by the conditions (cf (7.87)) 

Eμ(k, λ)Eμ(k, λ') = −δλλ' , E · k = 0. (13.123) 

The trouble is that conditions (13.123) do not fix the E’s uniquely if k2 = 
0. (Note the δ(k2) in (13.120)). Indeed, it is precisely the fact that any 
given Eμ satisfying (13.123) can be replaced by Eμ + λkμ that both reduces 
the degrees of freedom to two (as we saw in section 7.3.1), and evinces the 
essential arbitrariness in the Eμ specified only by (13.123). In order to calculate 
(13.122), we need to put another condition on Eμ, so as to fix it uniquely. A 
standard choice (see e.g. Taylor 1976, pp 14–15) is to supplement (13.123) 
with the further condition 

t · E = 0 (13.124) 
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(13.129), satisfies E · k = 0 – see the sentence following (13.128). Thus the
crucial point is that (13.130) must be true for each gluon, even when the other
gluon has E · k /= 0. And, in fact, we shall now see that whereas the (crossed)
version of (13.130) did hold for our dX → dX amplitudes of section 13.3.2,
(13.130) fails for states with E · k /= 0.

The three graphs of figure 13.11 together yield

M(2)
μ1ν1E

μ
1 (k1, λ1)E

ν1
2 (k2, λ2) = g2v̄(p2)

τj
2

/E2a2j
1

/p1− /k1 −m

τi
2
a1i /E1u(p1)

+ g2v̄(p2)
τi
2
a1i /E1

1

/p1− /k2 −m

τj
2
a2j /E2u(p1)

+ (−i)g2Ekij [(p1 + p2 + k1)
ν1gμ1ρ + (−k2 − p1 − p2)

μ1gρν1

+ (−k1 + k2)
ρgμ1ν1 ]E1μ1a1ia2jE2ν1

−1

(p1 + p2)2
v̄(p2)

τk
2
γρu(p1) (13.131)

where we have written the gluon polarization vectors as a product of a Lorentz
4-vector Eμ and an ‘SU(2) polarization vector’ ai to specify the triplet state
label. Now replace E1, say, by k1. Using the Dirac equation for u(p1) and
v̄(p2) the first two terms reduce to (cf (13.94))

g2v̄(p2) /E2[τi/2, τj/2]u(p1)a1ia2j
= ig2v̄(p2) /E2Eijk(τk/2)u(p1)a1ia2j (13.132)

using the SU(2) algebra of the τ ’s. The third term in (13.131) gives

−ig2Eijk v̄(p2) /E2(τk/2)u(p1)a1ia2j (13.133)

+ig2
Eijk

2k1 · k2
v̄(p2) /k1(τk/2)u(p1)k2 · E2a1ia2j . (13.134)

We see that the first part (13.133) certainly does cancel (13.132), but there
remains the second piece (13.134), which only vanishes if k2 · E2 = 0. This is
not sufficient to guarantee the absence of all unphysical contributions to the
imaginary part of the 2-gluon graphs, as the preceding discussion shows. We
conclude that loop diagrams involving two (or, in fact, more) gluons, if con-
structed according to the simple rules for tree diagrams, will violate unitarity.

The correct rule for such loops must be as to satisfy unitarity. Since there
seems no other way in which the offending piece in (13.134) can be removed,
we must infer that the rule for loops will have to involve some extra term, or
terms, over and above the simple tree-type constructions, which will cancel
the contributions of unphysical polarization states. To get an intuitive idea
of what such extra terms might be, we return to expression (13.126) for the
sum over unphysical polarization states Uμν , and make a specific choice for
t. We take tμ = k̄μ, where the 4-vector k̄ is defined by k̄ = (− | k |,k), and
k = (0, 0, | k |). This choice obviously satisfies (13.124). Then

Uμν(k, k̄) = (kμk̄ν + kν k̄μ)/(2 | k |2) (13.135)
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where t is some 4-vector. This certainly fixes Eμ, and enables us to calculate 
(13.122), but of course now two further difficulties have appeared: namely, the 
physical results seem to depend on tμ; and have we not lost Lorentz covariance, 
because the theory involves a special 4-vector tμ? 

Setting these questions aside for the moment, we can calculate (13.122) 
using the conditions (13.123) and (13.124), finding (problem 13.11) 

Pμν = −gμν − [t2kμkν − k · t(kμtν + kν tμ)]/(k · t)2 . (13.125) 

But only the first term on the right-hand side of (13.125) is to be seen in 
(13.121). A crucial quantity is clearly 

Uμν (k, t)  ≡ −gμν − Pμν 

= [t2kμkν − k · t(kμtν + kν tμ)]/(k · t)2 . (13.126) 

We note that whereas 
kμPμν = kν Pμν = 0  (13.127) 

(from the condition k · E = 0), the same is not true of kμUμν – in fact, 

kμUμν = −kν  (13.128) 

where we have used k2 = 0. It follows that Uμν may be regarded as including 
polarization states for which E · k / 0. In physical terms, therefore, a gluon = 
appearing internally in a Feynman graph has to be regarded as existing in more 
than just the two polarization states available to an external gluon (cf section 
7.3.1). Uμν characterizes the contribution of these unphysical polarization 
states. 

The discrepancy between (13.121) and (13.119) is then 

(4) 
/ 

(2)  (2)2Im Mqq̄→qq̄ = Mμ1ν1 
[Uμ1μ2 (k1, t1)]Mμ2 ν2 

[Uν1ν2 (k2, t2)]dρ2, (13.129) 

together with similar terms involving one P and one U . It follows that these 
unwanted contributions will, in fact, vanish if 

μ1 (2)k M = 0, (13.130) 1 μ1ν1 

and similarly for k2. This will also ensure that amplitudes are independent of 
tμ. 

Condition (13.130) is apparently the same as the U(1) gauge invariance 
requirement of (8.165), already recalled in the previous section. As discussed 
there, it can be interpreted here also as expressing gauge invariance in the 
non-Abelian case, working to this given order in perturbation theory. Indeed, 
the diagrams of figure 13.11 are essentially ‘crossed’ versions of those in figure 
13.5. However, there is one crucial difference here. In figure 13.5, both the 
X’s were physical, their polarizations satisfying the condition E · k = 0. In 
figure 13.11, by contrast, neither of the gluons, in the discrepant contribution 
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where t is some 4-vector. This certainly fixes Eμ, and enables us to calculate
(13.122), but of course now two further difficulties have appeared: namely, the
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polarization states for which E · k /= 0. In physical terms, therefore, a gluon
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1 M(2)
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and similarly for k2. This will also ensure that amplitudes are independent of
tμ.

Condition (13.130) is apparently the same as the U(1) gauge invariance
requirement of (8.165), already recalled in the previous section. As discussed
there, it can be interpreted here also as expressing gauge invariance in the
non-Abelian case, working to this given order in perturbation theory. Indeed,
the diagrams of figure 13.11 are essentially ‘crossed’ versions of those in figure
13.5. However, there is one crucial difference here. In figure 13.5, both the
X’s were physical, their polarizations satisfying the condition E · k = 0. In
figure 13.11, by contrast, neither of the gluons, in the discrepant contribution
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(13.129), satisfies E · k = 0 – see the sentence following (13.128). Thus the 
crucial point is that (13.130) must be true for each gluon, even when the other 
gluon has E · k / 0. And, in fact, we shall now see that whereas the (crossed) = 
version of (13.130) did hold for our dX → dX amplitudes of section 13.3.2, 
(13.130) fails for states with E · k /= 0. 

The three graphs of figure 13.11 together yield 

1 M(2) μ τj τi
E (k1, λ1)E

ν1 (k2, λ2) = g 2 v̄(p2) /E2a2j a1i /E1u(p1)μ1ν1 1 2 2 /p1− /k1 −m 2 
τi 1 τj

+ g 2 v̄(p2) a1i /E1 a2j /E2u(p1)
2 /p1− /k2 −m 2 

ρν1+ (−i)g 2Ekij [(p1 + p2 + k1)
ν1 g μ1ρ + (−k2 − p1 − p2)

μ1 g 
−1 τk

+ (−k1 + k2)
ρ g μ1ν1 ]E1μ1 a1ia2j E2ν1 v̄(p2) γρu(p1) (13.131) 

(p1 + p2)2 2 

where we have written the gluon polarization vectors as a product of a Lorentz 
4-vector Eμ and an ‘SU(2) polarization vector’ ai to specify the triplet state 
label. Now replace E1, say, by k1. Using the Dirac equation for u(p1) and 
v̄(p2) the first two terms reduce to (cf (13.94)) 

g 2 v̄(p2) /E2[τi/2, τj/2]u(p1)a1ia2j 

= ig 2 v̄(p2) /E2Eijk (τk/2)u(p1)a1ia2j (13.132) 

using the SU(2) algebra of the τ ’s. The third term in (13.131) gives 

−ig 2Eijk v̄(p2) /E2(τk/2)u(p1)a1ia2j (13.133) 

2 Eijk 
+ig v̄(p2) /k1(τk/2)u(p1)k2 · E2a1ia2j . (13.134) 

2k1 · k2 

We see that the first part (13.133) certainly does cancel (13.132), but there 
remains the second piece (13.134), which only vanishes if k2 · E2 = 0. This is 
not sufficient to guarantee the absence of all unphysical contributions to the 
imaginary part of the 2-gluon graphs, as the preceding discussion shows. We 
conclude that loop diagrams involving two (or, in fact, more) gluons, if con-
structed according to the simple rules for tree diagrams, will violate unitarity. 

The correct rule for such loops must be as to satisfy unitarity. Since there 
seems no other way in which the offending piece in (13.134) can be removed, 
we must infer that the rule for loops will have to involve some extra term, or 
terms, over and above the simple tree-type constructions, which will cancel 
the contributions of unphysical polarization states. To get an intuitive idea 
of what such extra terms might be, we return to expression (13.126) for the 
sum over unphysical polarization states Uμν , and make a specific choice for 

¯t. We take tμ = kμ, where the 4-vector k̄ is defined by k̄ = (− | k |,k), and 
k = (0, 0, | k |). This choice obviously satisfies (13.124). Then 

¯Uμν (k, k̄) = (kμk̄ν + kν kμ)/(2 | k |2) (13.135) 
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FIGURE 13.12
Tree graph interpretation of the expression (13.138).

FIGURE 13.13
Ghost loop diagram contributing in fourth order to qq̄ → qq̄.

contributions from the tree graph of figure 13.12, and these can be arranged
to cancel the unphysical polarization pieces like (13.138).

For this cancellation to work, the scalar particle loop graph of figure 13.13
must enter with the opposite sign from the three-gluon loop graph of figure
13.10, which in retrospect was the cause of all the trouble. Such a relative
minus sign between single closed loop graphs would be expected if the scalar
particles in figure 13.13 were in fact fermions! (Recall the rule given in section
11.3 and problem 11.2). Thus we appear to need scalar particles obeying Fermi
statistics. Such particles are called ‘ghosts’. We must emphasize that although
we have introduced the tree graph of figure 13.12, which apparently involves
ghosts as external lines, in reality the ghosts are always confined to loops, their
function being to cancel unphysical contributions from intermediate gluons.

The preceding discussion has, of course, been entirely heuristic. It can
be followed through so as to yield the correct prescription for eliminating
unphysical contributions from a single closed gluon loop. But, as Feynman
recognized (1963, 1977), unitarity alone is not a sufficient constraint to provide
the prescription for more than one closed gluon loop. Clearly what is required
is some additional term in the Lagrangian, which will do the job in general.
Such a term indeed exists, and was first derived using the path integral form
of quantum field theory (see chapter 16) by Faddeev and Popov (1967). The
result is that the covariant gauge-fixing term (13.68) must be supplemented
by the ‘ghost Lagrangian’

L̂g = ∂μη̂
†
i D̂

μ
ij η̂j (13.140)

where the η field is an SU(2) triplet, and spinless, but obeying anticommutation
relations; the covariant derivative is the one appropriate for an SU(2) triplet,
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and unitarity (cf (13.129)) requires 

μ1 ¯μ2 μ2 ¯μ1 (kν1 k̄ν2 + kν2 k̄ν1
[ 

(2) (2) (k1 k1 + k1 k1 ) 2 2 2 2 )M M dρ2 (13.136) μ1ν1 μ2ν2 2 22 | k1 | 2 | k2 |

to vanish, but it does not. Let us work in the centre of momentum (CM) frame 
¯of the two gluons, with k1 = (| k |, 0, 0, | k |), k2 = (| k |, 0, 0,− | k |), k1 = 

¯(− | k |, 0, 0, | k |), k2 = (− | k |, 0, 0,− | k |), and consider for definiteness 
(2) (2) (2)

kμ1 kν1 kμ1 k̄ν1the contractions with the M term. These are M ,Mμ1ν1 μ1 ν1 1 2 μ1ν1 1 2 
etc. Such quantities can be calculated from expression (13.131) by setting 

¯E1 = k1, E2 = k2 for the first, E1 = k1, E2 = k2 for the second, and so on. We 
have already obtained the result of putting E1 = k1. From (13.134) it is clear 
that a term in which E2 is replaced by k2 as well as E1 by k1 will vanish, since 

k2 (2) μ1 k̄ν1 2= 0. A typical non-vanishing term is of the form M k .μ1ν12 1 2 /2 | k |
From (13.134) this reduces to 

−ig 2 Eijk 

2k1 · k2 
v̄(p2) /k1(τk/2)u(p1)a1ia2j (13.137) 

using k2 · k̄2/2 | k |2= −1. We may rewrite (13.137) as 

jμk 
−gμν δkl 

(k1 + k2)2 igEijla1ia2j k1ν (13.138) 

where 
jμk = gv̄(p2)γμ(τk/2)u(p1) (13.139) 

is the SU(2) current associated with the qq̄ pair. 
The unwanted terms of the form (13.138) can be eliminated if we adopt 

the following rule (on the grounds of ‘forcing the theory to make sense’). 
In addition to the fourth-order diagrams of the type shown in figure 13.10, 
constructed according to the simple ‘tree’ prescriptions, there must exist a 
previously unknown fourth-order contribution, only present in loops, such that 
it has an imaginary part which is non-zero in the same physical region as the 
two-gluon intermediate state, and moreover is of just the right magnitude to 
cancel all the contributions to (13.136) from terms like (13.138). Now (13.138) 
has the appearance of a one-gluon intermediate state amplitude. The qq̄ → g 
vertex is represented by the current (13.139), the gluon propagator appears 
in Feynman gauge ξ = 1, and the rest of the expression would have the 
interpretation of a coupling between the intermediate gluon and two scalar 
particles with SU(2) polarizations a1i, a2j . Thus (13.138) can be interpreted 
as the amplitude for the tree graph shown in figure 13.12, where the dotted 
lines represent the scalar particles. It seems plausible, therefore, that the 
fourth-order graph we are looking for has the form shown in figure 13.13. 
The new scalar particles must be massless, so that this new amplitude has 
an imaginary part in the same physical region as the gg state. When the 
imaginary part of figure 13.13 is calculated in the usual way, it will involve 



68 13. Local Non-Abelian (Gauge) Symmetries

and unitarity (cf (13.129)) requires
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is the SU(2) current associated with the qq̄ pair.
The unwanted terms of the form (13.138) can be eliminated if we adopt

the following rule (on the grounds of ‘forcing the theory to make sense’).
In addition to the fourth-order diagrams of the type shown in figure 13.10,
constructed according to the simple ‘tree’ prescriptions, there must exist a
previously unknown fourth-order contribution, only present in loops, such that
it has an imaginary part which is non-zero in the same physical region as the
two-gluon intermediate state, and moreover is of just the right magnitude to
cancel all the contributions to (13.136) from terms like (13.138). Now (13.138)
has the appearance of a one-gluon intermediate state amplitude. The qq̄ → g
vertex is represented by the current (13.139), the gluon propagator appears
in Feynman gauge ξ = 1, and the rest of the expression would have the
interpretation of a coupling between the intermediate gluon and two scalar
particles with SU(2) polarizations a1i, a2j . Thus (13.138) can be interpreted
as the amplitude for the tree graph shown in figure 13.12, where the dotted
lines represent the scalar particles. It seems plausible, therefore, that the
fourth-order graph we are looking for has the form shown in figure 13.13.
The new scalar particles must be massless, so that this new amplitude has
an imaginary part in the same physical region as the gg state. When the
imaginary part of figure 13.13 is calculated in the usual way, it will involve
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FIGURE 13.12 
Tree graph interpretation of the expression (13.138). 

FIGURE 13.13 
Ghost loop diagram contributing in fourth order to qq̄ → qq̄. 

contributions from the tree graph of figure 13.12, and these can be arranged 
to cancel the unphysical polarization pieces like (13.138). 

For this cancellation to work, the scalar particle loop graph of figure 13.13 
must enter with the opposite sign from the three-gluon loop graph of figure 
13.10, which in retrospect was the cause of all the trouble. Such a relative 
minus sign between single closed loop graphs would be expected if the scalar 
particles in figure 13.13 were in fact fermions! (Recall the rule given in section 
11.3 and problem 11.2). Thus we appear to need scalar particles obeying Fermi 
statistics. Such particles are called ‘ghosts’. We must emphasize that although 
we have introduced the tree graph of figure 13.12, which apparently involves 
ghosts as external lines, in reality the ghosts are always confined to loops, their 
function being to cancel unphysical contributions from intermediate gluons. 

The preceding discussion has, of course, been entirely heuristic. It can 
be followed through so as to yield the correct prescription for eliminating 
unphysical contributions from a single closed gluon loop. But, as Feynman 
recognized (1963, 1977), unitarity alone is not a sufficient constraint to provide 
the prescription for more than one closed gluon loop. Clearly what is required 
is some additional term in the Lagrangian, which will do the job in general. 
Such a term indeed exists, and was first derived using the path integral form 
of quantum field theory (see chapter 16) by Faddeev and Popov (1967). The 
result is that the covariant gauge-fixing term (13.68) must be supplemented 
by the ‘ghost Lagrangian’ 

†ˆ D̂μLg = ∂μη̂i ij η̂j (13.140) 

where the η field is an SU(2) triplet, and spinless, but obeying anticommutation 
relations; the covariant derivative is the one appropriate for an SU(2) triplet, 
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namely (from (13.44) and (12.48)) 

μ μˆ ˆD = ∂μδij + gEkij Wk , (13.141) ij 

in this case. The result (13.140) is derived in standard books of quantum 
field theory, for example Cheng and Li (1984), Peskin and Schroeder (1995) 
or Ryder (1996). We should add the caution that the form of the ghost 
Lagrangian depends on the choice of the gauge-fixing term; there are gauges 
in which the ghosts are absent. Feynman rules for non-Abelian gauge field 
theories are given in Cheng and Li (1984), for example. We give the rules for 
tree diagrams, for which there are no problems with ghosts, in appendix Q. 

Problems 
13.1 Verify that (13.34) reduces to (13.26) in the infinitesimal case. 

13.2 Verify equation (13.45). 

13.3 Using the expression for Dμ in (13.47), verify (13.48). 

13.4 Verify the transformation law (13.51) of F μν under local SU(2) trans-
formations. 

· F μν13.5 Verify that F μν is invariant under local SU(2) transformations. 

13.6 Verify that the (infinitesimal) transformation law (13.56) for the SU(3) 
gauge field Aμ is consistent with (13.55). a 

13.7 By considering the commutator of two Dμ’s of the form (13.53), verify 
(13.61). 

13.8 Verify that (13.84) reduces to (13.86) (omitting the (2π)4δ4 factors). 

13.9 Verify that the replacement of E1 by k1 in (13.93) leads to (13.94). 

13.10 Verify that when E1 is replaced by k1 in (13.95), the resulting amplitude 
cancels the contribution (13.94), provided that δ = 1. 

13.11 Show that Pμν of (13.122), with the E’s specified by the conditions 
(13.123) and (13.124), is given by (13.125). 
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namely (from (13.44) and (12.48))

D̂μ
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μ
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in this case. The result (13.140) is derived in standard books of quantum
field theory, for example Cheng and Li (1984), Peskin and Schroeder (1995)
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Lagrangian depends on the choice of the gauge-fixing term; there are gauges
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13.5 Verify that F μν · F μν is invariant under local SU(2) transformations.

13.6 Verify that the (infinitesimal) transformation law (13.56) for the SU(3)
gauge field Aμ

a is consistent with (13.55).

13.7 By considering the commutator of two Dμ’s of the form (13.53), verify
(13.61).

13.8 Verify that (13.84) reduces to (13.86) (omitting the (2π)4δ4 factors).

13.9 Verify that the replacement of E1 by k1 in (13.93) leads to (13.94).

13.10 Verify that when E1 is replaced by k1 in (13.95), the resulting amplitude
cancels the contribution (13.94), provided that δ = 1.

13.11 Show that Pμν of (13.122), with the E’s specified by the conditions
(13.123) and (13.124), is given by (13.125).

Part VI  

QCD and the  
Renormalization Group  

71 



http://taylorandfrancis.com


14  
QCD I: Introduction, Tree Graph 
Predictions, and Jets 

In the previous chapter we have introduced the elementary concepts and for-
malism associated with non-Abelian quantum gauge field theories. It is now 
well established that the strong interactions between quarks are described by 
a theory of this type, in which the gauge group is an SU(3)c, acting on a 
degree of freedom called ‘colour’ (indicated by the subscript c). This theory 
is called Quantum Chromodynamics, or QCD for short. QCD will be our first 
application of the theory developed in chapter 13, and we shall devote the 
next two chapters, and much of chapter 16, to it. 

In the present chapter we introduce QCD and discuss some of its simpler 
experimental consequences. We briefly recall the evidence for the ‘colour’ de-
gree of freedom in section 14.1, and then proceed to the dynamics of colour, 
and the QCD Lagrangian, in section 14.2. Perhaps the most remarkable thing 
about the dynamics of QCD is that, despite its being a theory of the strong 
interactions, there are certain kinematic regimes – roughly speaking, short dis-
tances or high energies – in which it is effectively a quite weakly interacting the-
ory. This is a consequence of a fundamental property, possessed only by non-
Abelian gauge theories, whereby the effective interaction strength becomes 
progressively smaller in such regimes. This property is called ‘asymptotic 
freedom’, and was already mentioned in section 11.5.3 of volume 1. In appro-
priate cases, therefore, the lowest-order perturbation theory amplitudes (tree 
graphs) provide a very convincing qualitative, or even ‘semi-quantitative’, ori-
entation to the data. In sections 14.3 and 14.4 we shall see how the tree graph 
techniques acquired for QED in volume 1 produce more useful physics when 
applied to QCD. 

However, most of the quantitative experimental support for QCD has come 
from comparison with predictions which include higher-order QCD correc-
tions; indeed, the asymptotic freedom property itself emerges from summing a 
whole class of higher-order contributions, as we shall indicate at the beginning 
of chapter 15. This immediately involves all the apparatus of renormalization. 
The necessary calculations quite rapidly become too technical for the intended 
scope of this book, but in chapter 15 we shall try to provide an elementary in-
troduction to the issues involved, and to the necessary techniques, by building 
on the discussion of renormalization given in chapters 10 and 11 of volume 1. 
The main new concept will be the renormalization group (and related ideas), 
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We are here writing the three labels as ‘1, 2, 3’, but they are often referred to
by colour names such as ‘red, blue, green’; it should be understood that this
is merely a picturesque way of referring to the three basic states of this degree
of freedom, and has nothing to do with real colour! With the addition of this
degree of freedom we can certainly form a three-quark wavefunction which is
antisymmetric in colour by using the antisymmetric symbol Eαβγ , namely1

ψ3q, colour = Eαβγψαψβψγ (14.2)

and this must then be multiplied into (14.1) to give the full 3q wavefunction.
To date, all known baryon states can be described this way, i.e. the symmetry
of the ‘traditional’ space-spin-flavour wavefunction (14.1) is symmetric overall,
while the required antisymmetry is restored by the additional factor (14.2). As
far as meson (q̄q) states are concerned, what was previously a π+ wavefunction
d∗u is now

1√
3
(d∗1u1 + d∗2u2 + d∗3u3) (14.3)

which we write in general as (1/
√
3)d†αuα. We shall shortly see the group

theoretical significance of this ‘neutral superposition’, and of (14.2). Mean-
while, we note that (14.2) is actually the only way of making an antisymmetric
combination of the three ψ’s; it is therefore called a (colour) singlet. It is re-
assuring that there is only one way of doing this – otherwise, we would have
obtained more baryon states than are physically observed. As we shall see in
section 14.2.1, (14.3) is also a colour singlet combination.

The above would seem a somewhat artificial device unless there were some
physical consequences of this increase in the number of quark types – and there
are. In any process which we can describe in terms of creation or annihilation
of quarks, the multiplicity of quark types will enter into the relevant observable
cross section or decay rate. For example, at high energies the ratio

R =
σ(e+e− → hadrons)

σ(e+e− → μ+μ−)
(14.4)

will, in the quark parton model (see section 9.5), reflect the magnitudes of the
individual quark couplings to the photon:

R =
E
a

e2a (14.5)

where a runs over all quark types. For five quarks u, d, s, c, b with respective
charges 2

3 ,−
1
3 ,−

1
3 ,

2
3 ,−

1
3 , this yields

Rno colour =
11

9
(14.6)

1In (14.2) each ψ refers to a different quark, but we have not indicated the quark labels
explicitly.
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which is an essential tool in the modern confrontation of perturbative QCD 
with data. Some of the simpler predictions of the renormalization group tech-
nique will be compared with experimental data in the last part of chapter 
15. 

In chapter 16 we work towards understanding some non-perturbative as-
pects of QCD. As a natural concomitant of asymptotic freedom, it is to be 
expected that the effective coupling strength becomes progressively larger at 
longer distances or lower energies, ultimately being strong enough to lead 
(presumably) to the confinement of quarks and gluons; this is sometimes re-
ferred to as ‘infrared slavery’. In this regime perturbation theory clearly fails. 
An alternative, purely numerical, approach is available however, namely the 
method of ‘lattice’ QCD, which involves replacing the space-time continuum 
by a discrete lattice of points. At first sight, this may seem a topic rather 
disconnected from everything that has preceded it. But we shall see that in 
fact it provides some powerful new insights into several aspects of quantum 
field theory in general, and in particular of renormalization, by revisiting it in 
coordinate (rather than momentum) space. Quite apart from this, however, 
results from lattice QCD now provide independent confirmation of the theory, 
in the non-perturbative regime. 

14.1 The colour degree of freedom 
The first intimation of a new, unrevealed degree of freedom of matter came 
from baryon spectroscopy (Greenberg 1964; see also Han and Nambu 1965, 
and Tavkhelidze 1965). For a baryon made of three spin- 1 quarks, the original 2 
non-relativistic quark model wave-function took the form 

ψ3q = ψ3q,spaceψ3q,spinψ3q,flavour. (14.1) 

It was soon realized (e.g. Dalitz 1965) that the product of these space, spin 
and flavour wavefunctions for the ground state baryons was symmetric under 
interchange of any two quarks. For example, the Δ++ state mentioned in 
section 12.2.3 is made of three u quarks (flavour symmetric) in the JP = 
+3 state, which has zero orbital angular momentum and is hence spatially 2 

3symmetric, and a symmetric S = spin wavefunction. But we saw in section 2 
7.2 that quantum field theory requires fermions to obey the exclusion principle 
– i.e. the wavefunction ψ3q should be anti symmetric with respect to quark 
interchange. A simple way of implementing this requirement is to suppose 
that the quarks carry a further degree of freedom, called colour, with respect 
to which the 3q wavefunction can be antisymmetrized, as follows (Fritzsch 
and Gell-Mann 1972, Bardeen, Fritzsch and Gell-Mann 1973). We introduce 
a colour wavefunction with colour index α: 

ψα (α = 1, 2, 3). 
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with data. Some of the simpler predictions of the renormalization group tech-
nique will be compared with experimental data in the last part of chapter
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expected that the effective coupling strength becomes progressively larger at
longer distances or lower energies, ultimately being strong enough to lead
(presumably) to the confinement of quarks and gluons; this is sometimes re-
ferred to as ‘infrared slavery’. In this regime perturbation theory clearly fails.
An alternative, purely numerical, approach is available however, namely the
method of ‘lattice’ QCD, which involves replacing the space-time continuum
by a discrete lattice of points. At first sight, this may seem a topic rather
disconnected from everything that has preceded it. But we shall see that in
fact it provides some powerful new insights into several aspects of quantum
field theory in general, and in particular of renormalization, by revisiting it in
coordinate (rather than momentum) space. Quite apart from this, however,
results from lattice QCD now provide independent confirmation of the theory,
in the non-perturbative regime.
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The first intimation of a new, unrevealed degree of freedom of matter came
from baryon spectroscopy (Greenberg 1964; see also Han and Nambu 1965,
and Tavkhelidze 1965). For a baryon made of three spin- 12 quarks, the original
non-relativistic quark model wave-function took the form

ψ3q = ψ3q,spaceψ3q,spinψ3q,flavour. (14.1)
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and flavour wavefunctions for the ground state baryons was symmetric under
interchange of any two quarks. For example, the Δ++ state mentioned in
section 12.2.3 is made of three u quarks (flavour symmetric) in the JP =
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state, which has zero orbital angular momentum and is hence spatially

symmetric, and a symmetric S = 3
2 spin wavefunction. But we saw in section

7.2 that quantum field theory requires fermions to obey the exclusion principle
– i.e. the wavefunction ψ3q should be antisymmetric with respect to quark
interchange. A simple way of implementing this requirement is to suppose
that the quarks carry a further degree of freedom, called colour, with respect
to which the 3q wavefunction can be antisymmetrized, as follows (Fritzsch
and Gell-Mann 1972, Bardeen, Fritzsch and Gell-Mann 1973). We introduce
a colour wavefunction with colour index α:

ψα (α = 1, 2, 3).
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We are here writing the three labels as ‘1, 2, 3’, but they are often referred to 
by colour names such as ‘red, blue, green’; it should be understood that this 
is merely a picturesque way of referring to the three basic states of this degree 
of freedom, and has nothing to do with real colour! With the addition of this 
degree of freedom we can certainly form a three-quark wavefunction which is 
antisymmetric in colour by using the antisymmetric symbol Eαβγ , namely1 

ψ3q, colour = Eαβγ ψαψβ ψγ (14.2) 

and this must then be multiplied into (14.1) to give the full 3q wavefunction. 
To date, all known baryon states can be described this way, i.e. the symmetry 
of the ‘traditional’ space-spin-flavour wavefunction (14.1) is symmetric overall, 
while the required antisymmetry is restored by the additional factor (14.2). As 
far as meson (q̄q) states are concerned, what was previously a π+ wavefunction 
d∗ u is now 

1
(d ∗√ 1u1 + d ∗ 

2u2 + d ∗ 
3u3) (14.3) 

3
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which we write in general as (1/ 3)d† We shall shortly see the group αuα. 
theoretical significance of this ‘neutral superposition’, and of (14.2). Mean-
while, we note that (14.2) is actually the only way of making an antisymmetric 
combination of the three ψ’s; it is therefore called a (colour) singlet. It is re-
assuring that there is only one way of doing this – otherwise, we would have 
obtained more baryon states than are physically observed. As we shall see in 
section 14.2.1, (14.3) is also a colour singlet combination. 

The above would seem a somewhat artificial device unless there were some 
physical consequences of this increase in the number of quark types – and there 
are. In any process which we can describe in terms of creation or annihilation 
of quarks, the multiplicity of quark types will enter into the relevant observable 
cross section or decay rate. For example, at high energies the ratio 

σ(e+e− → hadrons) 
R = (14.4) 

σ(e+e− → μ+μ−) 

will, in the quark parton model (see section 9.5), reflect the magnitudes of the 
individual quark couplings to the photon: 

2R = 
E 

e (14.5) a 
a 

where a runs over all quark types. For five quarks u, d, s, c, b with respective 
2charges 2 , − 1 , − 1 , , − 1 , this yields 3 3 3 3 3 

11 
Rno colour = (14.6) 

9 

1In (14.2) each ψ refers to a different quark, but we have not indicated the quark labels 
explicitly. 
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FIGURE 14.2
τ decay.

FIGURE 14.3
Triangle graph for π0 decay.

distribution functions consistent with deep inelastic scattering, the parton
model gives a good first approximation to the data.

Finally, we mention the rate for π0 → γγ. As will be discussed in section
18.4, this process is entirely calculable from the graph shown in figure 14.3
(and the one with the γ’s ‘crossed’), where ‘q’ is u or d. The amplitude is
proportional to the square of the quark charges, but because the π0 is an
isovector, the contributions from the uū and dd̄ states have opposite signs
(see section 12.1.3). Thus the rate contains a factor

((2/3)2 − (1/3)2)2 =
1

9
. (14.9)

However, the original calculation of this rate by Steinberger (1949) used a
model in which the proton and neutron replaced the u and d in the loop, in
which case the factor corresponding to (14.9) is just 1 (since the n has zero
charge). Experimentally the rate agrees well with Steinberger’s calculation,
indicating that (14.9) needs to be multiplied by 9, which corresponds toNc = 3
identical amplitudes of the form shown in figure 14.3, as was noted by Bardeen,
Fritzsch and Gell-Mann (1973).
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FIGURE 14.1 
The ratio R (see (14.4)). Figure reprinted with permission from L. Montanet 
et al. Physical Review D 50 1173 (1994). Copyright 1994 by the American 
Physical Society. 

and 
11 

Rcolour = (14.7) 
3 

for the two cases, as we saw in section 9.5. (The values R = 2 below the charm 
threshold, and R = 10/3 below the b threshold, were predicted by Bardeen et 
al. 1973). The data (figure 14.1) rule out (14.6), and are in good agreement 
with (14.7) at energies well above the b threshold, and well below the Z0 

resonance peak. There is an indication that the data tend to lie above the 
parton model prediction; this is actually predicted by QCD via higher-order 
corrections, as will be discussed in section 15.1. 

A number of branching fractions also provide simple ways of measuring 
the number of colours Nc. For example, consider the branching fraction for 
τ− → e−ν̄eντ (i.e. the ratio of the rate for τ

− → e−ν̄eντ to that for all other 
decays). τ− decays proceed via the weak process shown in figure 14.2, where 

e νμ, or ¯the final fermions can be e−ν̄ , μ− ̄ ud, the last with multiplicity Nc. 
Thus 

B(τ− → e − ̄ 1 
νeντ ) ≈ . (14.8) 

2 +  Nc 

Experiments give B ≈ 18 % and hence Nc ≈ 3. 
1Similarly, the branching fraction B(W− → e−ν̄ ) is ∼ (from f = e 3+2Nc 

e, μ, τ, u and c). Experiment gives a value of 10.7 %, so again Nc ≈ 3. 
In chapter 9 we also discussed the Drell–Yan process in the quark parton 

model; it involves the subprocess qq̄ → l̄l which is the inverse of the one in 
(14.4). We mentioned that a factor of 1 appears in this case: it arises because 3 
we must average over the nine possible initial qq̄ combinations (factor 1 ) 
and then sum over the number of such states that lead to the colour neutral 
photon, which is 3 (q̄1q1, q̄2q2 and q̄3q3). With this factor, and using quark 

9 
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for the two cases, as we saw in section 9.5. (The values R = 2 below the charm
threshold, and R = 10/3 below the b threshold, were predicted by Bardeen et
al. 1973). The data (figure 14.1) rule out (14.6), and are in good agreement
with (14.7) at energies well above the b threshold, and well below the Z0

resonance peak. There is an indication that the data tend to lie above the
parton model prediction; this is actually predicted by QCD via higher-order
corrections, as will be discussed in section 15.1.

A number of branching fractions also provide simple ways of measuring
the number of colours Nc. For example, consider the branching fraction for
τ− → e−ν̄eντ (i.e. the ratio of the rate for τ− → e−ν̄eντ to that for all other
decays). τ− decays proceed via the weak process shown in figure 14.2, where
the final fermions can be e−ν̄e, μ−ν̄μ, or ūd, the last with multiplicity Nc.
Thus
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Experiments give B ≈ 18 % and hence Nc ≈ 3.
Similarly, the branching fraction B(W− → e−ν̄e) is ∼ 1
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e, μ, τ, u and c). Experiment gives a value of 10.7 %, so again Nc ≈ 3.
In chapter 9 we also discussed the Drell–Yan process in the quark parton

model; it involves the subprocess qq̄ → l̄l which is the inverse of the one in
(14.4). We mentioned that a factor of 1
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we must average over the nine possible initial qq̄ combinations (factor 1
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and then sum over the number of such states that lead to the colour neutral
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However, the original calculation of this rate by Steinberger (1949) used a 
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12.2 that antiquarks belong to the complex conjugate of the representation (or
multiplet) to which quarks belong. Thus if a quark colour triplet wavefunction
ψα transforms under a colour transformation as

ψα → ψ'
α = V

(1)
αβ ψβ (14.10)

where V(1) is a 3× 3 unitary matrix appropriate to the T = 1 representation
of SU(2) (cf (12.48) and (12.49)), then the wavefunction for the ‘anti’-triplet
is ψ∗

α, which transforms as

ψ∗
α → ψ∗'

α = V
(1)∗
αβ ψ∗

β . (14.11)

Given this information, we can now construct colour singlet wavefunctions for
mesons, built from q̄q. Consider the quantity (cf (14.3))

E
α ψ∗

αψα where ψ∗

represents the antiquark and ψ the quark. This may be written in matrix
notation as ψ†ψ where the ψ† as usual denotes the transpose of the complex
conjugate of the column vector ψ. Then, taking the transpose of (14.11), we
find that ψ† transforms by

ψ† → ψ†' = ψ†V(1)† (14.12)

so that the combination ψ†ψ transforms as

ψ†ψ → ψ†'ψ' = ψ†V(1)†V(1)ψ = ψ†ψ (14.13)

where the last step follows since V(1) is unitary (compare (12.58)). Thus the
product is invariant under (14.10) and (14.11) – that is, it is a colour singlet,
as required. This is the meaning of the superposition (14.3).

All this may seem fine, but there is a problem. The three-dimensional
representation of SU(2)c which we are using here has a very special nature:
the matrix V(1) can be chosen to be real. This can be understood ‘physically’
if we make use of the great similarity between SU(2) and the group of rota-
tions in three dimensions (which is the reason for the geometrical language of
isospin ‘rotations’, and so on). We know very well how real three-dimensional
vectors transform, namely by an orthogonal 3 × 3 matrix. It is the same in
SU(2). It is always possible to choose the wavefunctions ψ to be real, and the
transformation matrix V(1) to be real also. Since V(1) is, in general, unitary,
this means that it must be orthogonal. But now the basic difficulty appears:
there is no distinction between ψ and ψ∗! They both transform by the real
matrix V(1). This means that we can make SU(2) invariant (colour singlet)
combinations for q̄q̄ states, and for qq states, just as well as for q̄q states –
indeed they are formally identical. But such ‘diquark’ (or ‘antidiquark’) states
are not found, and hence – by assumption – should not be colour singlets.

The next simplest possibility seems to be that the three colours corre-
spond to the components of an SU(3)c triplet. In this case the quark colour
wavefunction ψα transforms as (cf (12.74))

ψ → ψ' = Wψ (14.14)
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14.2 The dynamics of colour 

14.2.1 Colour as an SU(3) group 

We now want to consider the possible dynamical role of colour – in other 
words, the way in which the forces between quarks depend on their colours. 
We have seen that we seem to need three different quark types for each given 
flavour. They must all have the same mass, or else we would observe some 
‘fine structure’ in the hadronic levels. Furthermore, and for the same reason, 
‘colour’ must be an exact symmetry of the Hamiltonian governing the quark 
dynamics. What symmetry group is involved? We shall consider how some 
empirical facts suggest that the answer is SU(3)c. 

To begin with, it is certainly clear that the interquark force must depend 
on colour, since we do not observe ‘colour multiplicity’ of hadronic states: for 

∗ ∗example we do not see eight other coloured π+’s (d1u2, d3u1, . . . ) degenerate 
with the one ‘colourless’ physical π+ whose wavefunction was given previ-
ously. The observed hadronic states are all colour singlets, and the force must 
somehow be responsible for this. More particularly, the force has to produce 
only those very restricted types of quark configuration which are observed in 
the hadron spectrum. Consider again the isospin multiplets in nuclear physics 
discussed in section 12.1.2. There is one very striking difference in the par-

1ticle physics case: for mesons only T = 0, and 1 occur, and for baryons 2 
1only T = 0, 2 , 1 and 

3 , while in nuclei there is nothing in principle to stop 2 
5us finding T = , 3, . . . states. (In fact such nuclear states are hard to iden-2 

tify experimentally, because they occur at high excitation energy for some of 
the isobars – cf figure 1.8(c) – where the levels are very dense). The same 
restriction holds for SU(3)f also – only 1’s and 8’s occur for mesons; and only 
1’s, 8’s and 10’s for baryons. In quark terms, this of course is what is trans-
lated into the recipe: ‘mesons are q̄q, baryons are qqq’. It is as if we said, 
in nuclear physics, that only A = 2 and A = 3 nuclei exist! Thus the quark 
forces must have a dramatic saturation property: apparently no q̄qq, no qqqq, 
qqqqq, . . . states exist. Furthermore, no qq or q̄q̄ states exist either – nor, for 
that matter, do single q’s or q̄’s. All this can be summarized by saying that 
the quark colour degree of freedom must be confined, a property we shall now 
assume and return to in chapter 16. 

If we assume that only colour singlet states exist (Fritzsch and Gell-Mann 
1972, Bardeen, Fritzsch and Gell-Mann 1973), and that the strong interquark 
force depends only on colour, the fact that ¯ q¯ are qq states are seen but qq and ¯q
not gives us an important clue as to what group to associate with colour. One 
simple possibility might be that the three colours correspond to the compo-
nents of an SU(2)c triplet ‘ψ’. The antisymmetric, colour singlet, three-quark 
baryon wavefunction of (14.2) is then just the triple scalar product ψ1 ·ψ2×ψ3, 
which seems satisfactory. But what about the meson wavefunction? Mesons 
are formed of quarks and antiquarks, and we recall from sections 12.1.3 and 
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We now want to consider the possible dynamical role of colour – in other
words, the way in which the forces between quarks depend on their colours.
We have seen that we seem to need three different quark types for each given
flavour. They must all have the same mass, or else we would observe some
‘fine structure’ in the hadronic levels. Furthermore, and for the same reason,
‘colour’ must be an exact symmetry of the Hamiltonian governing the quark
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empirical facts suggest that the answer is SU(3)c.
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∗
3u1, . . . ) degenerate

with the one ‘colourless’ physical π+ whose wavefunction was given previ-
ously. The observed hadronic states are all colour singlets, and the force must
somehow be responsible for this. More particularly, the force has to produce
only those very restricted types of quark configuration which are observed in
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2 , 3, . . . states. (In fact such nuclear states are hard to iden-
tify experimentally, because they occur at high excitation energy for some of
the isobars – cf figure 1.8(c) – where the levels are very dense). The same
restriction holds for SU(3)f also – only 1’s and 8’s occur for mesons; and only
1’s, 8’s and 10’s for baryons. In quark terms, this of course is what is trans-
lated into the recipe: ‘mesons are q̄q, baryons are qqq’. It is as if we said,
in nuclear physics, that only A = 2 and A = 3 nuclei exist! Thus the quark
forces must have a dramatic saturation property: apparently no q̄qq, no qqqq,
qqqqq, . . . states exist. Furthermore, no qq or q̄q̄ states exist either – nor, for
that matter, do single q’s or q̄’s. All this can be summarized by saying that
the quark colour degree of freedom must be confined, a property we shall now
assume and return to in chapter 16.

If we assume that only colour singlet states exist (Fritzsch and Gell-Mann
1972, Bardeen, Fritzsch and Gell-Mann 1973), and that the strong interquark
force depends only on colour, the fact that q̄q states are seen but qq and q̄q̄ are
not gives us an important clue as to what group to associate with colour. One
simple possibility might be that the three colours correspond to the compo-
nents of an SU(2)c triplet ‘ψ’. The antisymmetric, colour singlet, three-quark
baryon wavefunction of (14.2) is then just the triple scalar product ψ1·ψ2×ψ3,
which seems satisfactory. But what about the meson wavefunction? Mesons
are formed of quarks and antiquarks, and we recall from sections 12.1.3 and
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12.2 that antiquarks belong to the complex conjugate of the representation (or 
multiplet) to which quarks belong. Thus if a quark colour triplet wavefunction 
ψα transforms under a colour transformation as 

ψα → ψ' (1) 
α = Vαβ ψβ (14.10) 

where V(1) is a 3 × 3 unitary matrix appropriate to the T = 1 representation 
of SU(2) (cf (12.48) and (12.49)), then the wavefunction for the ‘anti’-triplet 
is ψα

∗ , which transforms as 

ψα 
∗ → ψ∗' (1)∗ 

ψ ∗ = V β . (14.11) α αβ 

Given this information, we can now construct colour singlet wavefunctions for 
mesons, built from q̄q. Consider the quantity (cf (14.3)) 

E
α ψα

∗ ψα where ψ
∗ 

represents the antiquark and ψ the quark. This may be written in matrix 
notation as ψ†ψ where the ψ† as usual denotes the transpose of the complex 
conjugate of the column vector ψ. Then, taking the transpose of (14.11), we 
find that ψ† transforms by 

ψ† → ψ†' ψ†V(1)† = (14.12) 

so that the combination ψ†ψ transforms as 

ψ†ψ → ψ†'ψ' ψ†V(1)†V(1)ψ == ψ†ψ (14.13) 

where the last step follows since V(1) is unitary (compare (12.58)). Thus the 
product is invariant under (14.10) and (14.11) – that is, it is a colour singlet, 
as required. This is the meaning of the superposition (14.3). 

All this may seem fine, but there is a problem. The three-dimensional 
representation of SU(2)c which we are using here has a very special nature: 
the matrix V(1) can be chosen to be real. This can be understood ‘physically’ 
if we make use of the great similarity between SU(2) and the group of rota-
tions in three dimensions (which is the reason for the geometrical language of 
isospin ‘rotations’, and so on). We know very well how real three-dimensional 
vectors transform, namely by an orthogonal 3 × 3 matrix. It is the same in 
SU(2). It is always possible to choose the wavefunctions ψ to be real, and the 
transformation matrix V(1) to be real also. Since V(1) is, in general, unitary, 
this means that it must be orthogonal. But now the basic difficulty appears: 
there is no distinction between ψ and ψ ∗ ! They both transform by the real 
matrix V(1). This means that we can make SU(2) invariant (colour singlet) 
combinations for q̄¯ qq q states, and for qq states, just as well as for ¯ states – 
indeed they are formally identical. But such ‘diquark’ (or ‘antidiquark’) states 
are not found, and hence – by assumption – should not be colour singlets. 

The next simplest possibility seems to be that the three colours corre-
spond to the components of an SU(3)c triplet. In this case the quark colour 
wavefunction ψα transforms as (cf (12.74)) 

ψ → ψ' = Wψ (14.14) 
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Then, in just the same way, we can introduce the total colour operator

F =
1

2
(λ1 + λ2), (14.22)

so that

F 2 =
1

4
(λ2

1 + 2λ1 · λ2 + λ2
2) (14.23)

and
λ1 · λ2 = 2F 2 − λ2, (14.24)

where λ2
1 = λ2

2 = λ2, say. Here λ2 ≡
E8

a=1(λa)
2 is found (see (12.75)) to

have the value 16/3 (the unit matrix being understood). The operator F 2

commutes with all components of λ1 and λ2 (as T 2 does with τ 1 and τ 2)
and represents the quadratic Casimir operator Ĉ2 of SU(3)c (see section M.5
of appendix M), in the colour space of the two quarks considered here. The
eigenvalues of Ĉ2 play a very important role in SU(3)c, analogous to that of the
total spin/angular momentum in SU(2). They depend on the SU(3)c repre-
sentation: indeed, they are one of the defining labels of SU(3) representations
in general (see section M.5). Two quarks, each in the representation 3c, com-
bine to give a 6c-dimensional representation and a 3∗

c (see problem 14.1(b),
and Jones (1990) chapter 8). The value of Ĉ2 for the singlet 6c representation
is 10/3, and for the 3∗

c representation is 4/3. Thus the ‘λ1 · λ2’ interaction
will produce a negative (attractive) eigenvalue -8/3 in the 3∗

c states, but a
repulsive eigenvalue +4/3 in the 6c states, for two quarks.

The maximum attraction will clearly be for states in which F 2 is zero.
This is the singlet representation 1c. Two quarks cannot combine to give
a colour singlet state, but we have seen in section 12.2 that a quark and an
antiquark can: they combine to give 1c and 8c. In this case (14.24) is replaced
by

λ1 · λ2 = 2F 2 − 1

2
(λ2

1 + λ2
2), (14.25)

where ‘1’ refers to the quark and ‘2’ to the antiquark. Thus the ‘λ1 · λ2’
interaction will give a repulsive eigenvalue +2/3 in the 8c channel, for which
Ĉ2 = 3, and a ‘maximally attractive’ eigenvalue -16/3 in the 1c channel, for
a quark and an antiquark.

In the case of baryons, built from three quarks, we have seen that when
two of them are coupled to the 3∗

c state, the eigenvalue of λ1 ·λ2 is -8/3, one
half of the attraction in the q̄q colour singlet state, but still strongly attractive.
The (qq) pair in the 3∗

c state can then couple to the remaining third quark to
make the overall colour singlet state (14.2), with maximum binding.

Of course, such a simple potential model does not imply that the energy
difference between the 1c states and all coloured states is infinite, as our
strict ‘colour singlets only’ hypothesis would demand, and which would be
one (rather crude) way of interpreting confinement. Nevertheless, we can ask:
what single particle exchange process between quark (or antiquark) colour
triplets produces a λ1 · λ2 type of term? The answer is the exchange of
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where W is a special unitary 3 × 3 matrix parametrized as 

W = exp(iα · λ/2), (14.15) 

and ψ† transforms as 

ψ† → ψ†' = ψ†W† . (14.16) 

The proof of the invariance of ψ†ψ goes through as in (14.13), and it can be 
shown (problem 14.1(a)) that the antisymmetric 3q combination (14.2) is also 
an SU(3)c invariant. Thus both the proposed meson and baryon states are 
colour singlets. It is not possible to choose the λ’s to be pure imaginary in 
(14.15), and thus the 3× 3 W matrices of SU(3)c cannot be real, so that there 
is a distinction between ψ and ψ∗, as we learned in section 12.2. Indeed, it 
can be shown (see Carruthers 1966, chapter 3, Jones 1990, chapter 8, and also 
problem 14.1(b)) that, unlike the case of SU(2)c triplets, it is not possible to 
form an SU(3)c colour singlet combination out of two colour triplets qq or 
anti-triplets q̄q̄. Thus SU(3)c seems to be a possible and economical choice 
for the colour group. 

14.2.2 Global SU(3)c invariance, and ‘scalar gluons’ 

As stated above, we are assuming, on empirical grounds, that the only phys-
ically observed hadronic states are colour singlets – and this now means sin-
glets under SU(3)c. What sort of interquark force could produce this dramatic 
result? Consider an SU(2) analogy again, the interaction of two nucleons be-
longing to the lowest (doublet) representation of SU(2). Labelling the states 
by an isospin T , the possible T values for two nucleons are T = 1 (triplet) and 
T = 0 (singlet). We know of an isospin-dependent force which can produce a 
splitting between these states, namely V τ 1 · τ 2, where the ‘1’ and ‘2’ refer to 

1the two nucleons. The total isospin is T = (τ 1 + τ 2), and we have 2 

T 2 = 
1
(τ 21 + 2τ 1 · τ 2 + τ 22) =

1 
(3 + 2τ 1 · τ 2 + 3) (14.17) 

4 4

whence 

τ 1 · τ 2 = 2T 2 − 3. (14.18) 

In the triplet state T 2 = 2, and in the singlet state T 2 = 0. Thus 

(τ 1 · τ 2)T =1 = 1  (14.19) 

(τ 1 · τ 2)T =0 = −3 (14.20) 

and if V is positive the T = 0 state is pulled down. A similar thing happens 
in SU(3)c. Suppose this interquark force depended on the quark colours via 
a term proportional to 

λ1 · λ2. (14.21) 
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by an isospin T , the possible T values for two nucleons are T = 1 (triplet) and
T = 0 (singlet). We know of an isospin-dependent force which can produce a
splitting between these states, namely V τ 1 · τ 2, where the ‘1’ and ‘2’ refer to
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2 (τ 1 + τ 2), and we have

T 2 =
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(τ 2

1 + 2τ 1 · τ 2 + τ 2
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(3 + 2τ 1 · τ 2 + 3) (14.17)

whence

τ 1 · τ 2 = 2T 2 − 3. (14.18)

In the triplet state T 2 = 2, and in the singlet state T 2 = 0. Thus

(τ 1 · τ 2)T=1 = 1 (14.19)

(τ 1 · τ 2)T=0 = −3 (14.20)

and if V is positive the T = 0 state is pulled down. A similar thing happens
in SU(3)c. Suppose this interquark force depended on the quark colours via
a term proportional to

λ1 · λ2. (14.21)
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Then, in just the same way, we can introduce the total colour operator 
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so that 
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commutes with all components of λ1 and λ2 (as T 2 does with τ 1 and τ 2) 
and represents the quadratic Casimir operator Ĉ2 of SU(3)c (see section M.5 
of appendix M), in the colour space of the two quarks considered here. The 
eigenvalues of Ĉ2 play a very important role in SU(3)c, analogous to that of the 
total spin/angular momentum in SU(2). They depend on the SU(3)c repre-
sentation: indeed, they are one of the defining labels of SU(3) representations 
in general (see section M.5). Two quarks, each in the representation 3c, com-
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is 10/3, and for the 3∗ representation is 4/3. Thus the ‘λ1 · λ2 ’ interaction c 
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The maximum attraction will clearly be for states in which F 2 is zero. 
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where ‘1’ refers to the quark and ‘2’ to the antiquark. Thus the ‘λ1 · λ2 ’ 
interaction will give a repulsive eigenvalue +2/3 in the 8c channel, for which 
Ĉ2 = 3, and a ‘maximally attractive’ eigenvalue -16/3 in the 1c channel, for 
a quark and an antiquark. 

In the case of baryons, built from three quarks, we have seen that when 
two of them are coupled to the 3∗ state, the eigenvalue of λ1 · λ2 is -8/3, one c 
half of the attraction in the q̄q colour singlet state, but still strongly attractive. 
The (qq) pair in the 3∗ state can then couple to the remaining third quark to c 
make the overall colour singlet state (14.2), with maximum binding. 

Of course, such a simple potential model does not imply that the energy 
difference between the 1c states and all coloured states is infinite, as our 
strict ‘colour singlets only’ hypothesis would demand, and which would be 
one (rather crude) way of interpreting confinement. Nevertheless, we can ask: 
what single particle exchange process between quark (or antiquark) colour 
triplets produces a λ1 · λ2 type of term? The answer is the exchange of 
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as in (13.58 ), and the vertex (14.27) becomes

−igs
λa

2
γμ (14.30)

as in (13.60). One motivation for this is the desire to make the colour dynamics
as much as possible like the highly successful theory of QED, and to derive
the dynamics from a gauge principle. As we have seen in the last chapter, this
involves the simple but deep step of supposing that the quark wave equation
is covariant under local SU(3)c transformations of the form

ψ → ψ' = exp(igsα(x) · λ/2)ψ. (14.31)

This is implemented by the replacement

∂μ → ∂μ + igs
λa

2
Aaμ(x) (14.32)

in the Dirac equation for the quarks, which leads immediately to (14.29) and
the vertex (14.30).

Of course, the assumption of local SU(3)c covariance leads to a great deal
more: for example, it implies that the gluons are massless vector (spin 1)
particles, and that they interact with themselves via three-gluon and four-
gluon vertices, which are the SU(3)c analogues of the SU(2) vertices discussed
in section 13.3.2. The most compact way of summarizing all this structure is
via the Lagrangian, most of which we have already introduced in chapter 13.
Gathering together (13.71) and (13.140) (adapted to SU(3)c), we write it out
here for convenience:

LQCD =
E

flavours f

¯̂qf,α(i
ˆ/D −mf)αβ q̂f,β − 1

4
F̂aμν F̂

μν
a

− 1

2ξ
(∂μÂ

μ
a)(∂νÂ

ν
a) + ∂μη̂

†
aD̂

μ
abη̂b. (14.33)

In (14.33), repeated indices are as usual summed over: α and β are SU(3)c-
triplet indices running from 1 to 3, and a, b are SU(3)c-octet indices running
from 1 to 8. The covariant derivatives are defined by

(D̂μ)αβ = ∂μδαβ + igs
1

2
(λa)αβÂaμ (14.34)

when acting on the quark SU(3)c triplet, as in (13.53), and by

(D̂μ)ab = ∂μδab + gsfcabÂcμ (14.35)

when acting on the octet of ghost fields. For the second of these, note that
the matrices representing the SU(3) generators in the octet representation are
as given in (12.84), and these take the place of the ‘λ/2’ in (14.34) (compare
(13.141) in the SU(2) case). We remind the reader that the last two terms
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FIGURE 14.4 
Scalar gluon exchange between two quarks. 

an SU(3)c octet (8c) of particles, which (anticipating somewhat) we shall call 
gluons. Since colour is an exact symmetry, the quark wave equation describing 
the colour interactions must be SU(3)c covariant. A simple such equation is 

λa
(i /∂ − m)ψ = gs Aaψ (14.26) 

2 

where gs is a ‘strong charge’ and Aa (a = 1, 2, . . . , 8) is an octet of scalar 
‘gluon potentials’. Equation (14.26) may be compared with (13.58): in the 
latter, /Aa appears on the right-hand side, because the gauge field quanta 
are vectors rather than scalars. In (14.26), we are dealing at this stage only 
with a global SU(3) symmetry, not a local SU(3) gauge symmetry, and so the 
potentials may be taken to be scalars, for simplicity. As in (13.60), the vertex 
corresponding to (14.26) is 

−igsλa/2. (14.27) 

(14.27) differs from (13.60) simply in the absence of the γμ factor, due to 
the assumed scalar, rather than vector, nature of the ‘gluon’ here. When we 
put two such vertices together and join them with a gluon propagator (figure 
14.4), the SU(3)c structure of the amplitude will be 

λ1a λ2b λ1 λ2
δab = · (14.28) 

2 2 2 2 

the δab arising from the fact that the freely propagating gluon does not change 
its colour. This interaction has exactly the required ‘λ1 · λ2 ’ character in the 
colour space. 

14.2.3 Local SU(3)c invariance: the QCD Lagrangian 

It is tempting to suppose (Fritzsch and Gell-Mann 1972, Fritzsch, Gell-Mann 
and Leutwyler 1973) that the ‘scalar gluons’ introduced in (14.26) are, in fact, 
vector particles, like the photons of QED. Equation (14.26) then becomes 

λa
(i /∂ − m)ψ = / ψ (14.29) gs Aa

2 
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the δab arising from the fact that the freely propagating gluon does not change
its colour. This interaction has exactly the required ‘λ1 · λ2’ character in the
colour space.

14.2.3 Local SU(3)c invariance: the QCD Lagrangian

It is tempting to suppose (Fritzsch and Gell-Mann 1972, Fritzsch, Gell-Mann
and Leutwyler 1973) that the ‘scalar gluons’ introduced in (14.26) are, in fact,
vector particles, like the photons of QED. Equation (14.26) then becomes

(i /∂ −m)ψ = gs
λa

2
/Aaψ (14.29)
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as in (13.58 ), and the vertex (14.27) becomes 

λa−igs γμ (14.30) 
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as in (13.60). One motivation for this is the desire to make the colour dynamics 
as much as possible like the highly successful theory of QED, and to derive 
the dynamics from a gauge principle. As we have seen in the last chapter, this 
involves the simple but deep step of supposing that the quark wave equation 
is covariant under local SU(3)c transformations of the form 

ψ → ψ' = exp(igsα(x) · λ/2)ψ. (14.31) 

This is implemented by the replacement 
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Aaμ(x) (14.32) 

in the Dirac equation for the quarks, which leads immediately to (14.29) and 
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Of course, the assumption of local SU(3)c covariance leads to a great deal 
more: for example, it implies that the gluons are massless vector (spin 1) 
particles, and that they interact with themselves via three-gluon and four-
gluon vertices, which are the SU(3)c analogues of the SU(2) vertices discussed 
in section 13.3.2. The most compact way of summarizing all this structure is 
via the Lagrangian, most of which we have already introduced in chapter 13. 
Gathering together (13.71) and (13.140) (adapted to SU(3)c), we write it out 
here for convenience: 

1¯ ˆ F̂μν = 
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ˆ /LQCD qf,α(iD̂
 − mf )αβ q̂f,β − Faμν a4 

flavours f 
1 μÂμ Âν η† ˆ− (∂μ )(∂ν ) +  ∂μ ̂ D η̂b. (14.33) a a a ab 2ξ 
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when acting on the octet of ghost fields. For the second of these, note that 
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there is in fact one more gauge invariant term of mass dimension 4 which can
be written down, namely

L̂θ =
θg2s
64π2

EμνρσF̂
μν
a F̂ ρσ

a ; (14.40)

this is the ‘θ-term’ of QCD. A full discussion of this term (see for example
Weinberg 1996, section 23.6) is beyond our scope, but we shall give a brief
introduction to the main ideas.

The reader may wonder, first of all, whether the θ-term should give rise
to a new Feynman rule. The answer to this begins by noting that (14.40) can
actually be written as a total divergence:

EμνρσF̂
μν
a F̂ ρσ

a = ∂μK̂
μ. (14.41)

This is more easily seen in the analogous term for QED, namely EμνρσF̂
μν F̂ ρσ.

We have

EμνρσF̂
μν F̂ ρσ = Eμνρσ(∂

μÂν − ∂νÂμ)(∂ρÂσ − ∂σÂρ) (14.42)

= 4Eμνρσ∂
μÂν∂ρÂσ (14.43)

= ∂μ(4EμνρσÂ
ν∂ρÂσ), (14.44)

where we have used the antisymmetry of the E symbol in (14.43), and also in
(14.44) since the contraction of E with the symmetric tensor ∂μ∂ρ vanishes.
We shall not need the explicit form of K̂μ.

Any total divergence in a Lagrangian can be integrated to give only a
‘surface’ term in the action, which can usually be discarded, making conven-
tional assumptions about the vanishing of the fields at spatial infinity. There
are, however, field configurations (‘instantons’) which do contribute to the
θ-term. Such configurations are not reachable in perturbation theory, and so
no perturbative Feynman rules are associated with (14.40). They approach
a pure gauge form at spatial infinity, and are therefore associated with the
QCD vacuum state; their effect is equivalent to including the term (14.40) in
the QCD Lagrangian (see for example Rajaraman 1982).

The term (14.40) has potentially important phenomenological implica-
tions, since it conserves C but violates both P and T (and hence also CP).
Again, this is easy to see in the QED analogue term (14.42), which equals

8Ê · B̂ (problem 14.3): we recall that under P, Ê → −Ê and B̂ → B̂, while

under T, Ê → Ê and B̂ → −B̂. But we know (section 4.2) that strong in-
teractions conserve both P and T to a high degree of accuracy. In particular,
the neutron electric dipole moment dn, which would violate both P and T, is
extremely small (see (4.133)). A very crude estimate of the size of dn, induced
by the θ-term, is given by dimensional analysis as

dn ∼ e

Mn
θ, (14.45)
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in (14.33) are the gauge-fixing and ghost terms, respectively, appropriate to 
a gauge field propagator of the form (13.69) (with δij replaced by δab here). 
The Feynman rules following from (14.33) are given in appendix Q. 

As remarked in section 12.3.2, the fact that the QCD interactions (14.33) 
are ‘flavour-blind’ implies that the global flavour symmetries discussed in 
chapter 12 are all preserved by QCD. These include the conservation of each 
quark flavour (for example, the number of strange quarks minus the number 
of strange antiquarks is conserved); and the symmetries SU(2)f and SU(3)f , 
and the chiral symmetries SU(2)5f and SU(3)5f , to the extent that these latter 
are good symmetries. Further, (14.33) conserves the discrete symmetries P, 
C and T, in a manner quite analogous to QED, already covered in section 7.5. 
In the case of P and T, the gluon fields Âaμ have the same transformation 

properties as the photon field Âμ, and the (normally ordered) SU(3)c currents 
μĵ = q̄̂f γ

μ 1 ˆ transform in the same way as the electromagnetic current fa 2 λaqf 
¯̂qγμq̂, ensuring P and T invariance. Under C, the quark fields transform as 
usual according to (7.151). Charge conjugation for the gluon field needs a 
little more care. The required rule is 

ˆ ˆ Ĉ−1 −λ ∗ ˆCλaAaμ = aAaμ. (14.36) 

The overall minus sign in (14.36) is analogous to that for the photon field 
(cf (7.152)). To understand the complex conjugate on the right-hand side of 

(14.36), recall from (7.153) that the complex scalar field φ̂ = √1 (φ̂1 − iφ̂2)2 
transforms according to 

Ĉ(φ̂1 − iφ̂2)Ĉ
−1 = φ̂1 + iφ̂2. (14.37) 

μProblem 14.2(a) verifies that the (normally ordered) interaction ĵ Âaμ is then fa 
F̂μνC-invariant. As regards the term F̂aμν a , we can write it as 

1 μνTr(λaF̂aμν λbF̂b ) (14.38) 
2

using the relation 

Tr(λaλb) = 2δab. (14.39) 

ˆA short calculation (problem 14.2(b)) shows that λaFaμν transforms under 
ˆC the same way as λaAaμ (i.e. according to (14.36)). Using the complex 

conjugate of (14.39), it then follows that (14.38) is invariant under C. 

14.2.4 The θ-term 

In arriving at (14.33) we have relied essentially on the ‘gauge principle’ (in-
variance under a local symmetry) and the requirement of renormalizability (to 
forbid the presence of terms with mass dimension higher than 4). The renor-
malizability of such a theory was proved by ’t Hooft (1971a, b). However, 
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are good symmetries. Further, (14.33) conserves the discrete symmetries P,
C and T, in a manner quite analogous to QED, already covered in section 7.5.
In the case of P and T, the gluon fields Âaμ have the same transformation
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ĵμfa = ¯̂qfγ
μ 1
2λaq̂f transform in the same way as the electromagnetic current

¯̂qγμq̂, ensuring P and T invariance. Under C, the quark fields transform as
usual according to (7.151). Charge conjugation for the gluon field needs a
little more care. The required rule is
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there is in fact one more gauge invariant term of mass dimension 4 which can 
be written down, namely 

ˆ θgs
2 

F̂μν F̂ ρσLθ = Eμνρσ a a ; (14.40) 
64π2 

this is the ‘θ-term’ of QCD. A full discussion of this term (see for example 
Weinberg 1996, section 23.6) is beyond our scope, but we shall give a brief 
introduction to the main ideas. 

The reader may wonder, first of all, whether the θ-term should give rise 
to a new Feynman rule. The answer to this begins by noting that (14.40) can 
actually be written as a total divergence: 

F̂μν F̂ ρσ K̂μEμνρσ = ∂μ . (14.41) a a 

F̂μν F̂ ρσThis is more easily seen in the analogous term for QED, namely Eμνρσ . 
We have 

F̂μν F̂ ρσ Aν − ∂ν ˆ Aσ − ∂σÂρ)Eμνρσ = Eμνρσ (∂
μ ˆ Aμ)(∂ρ ˆ (14.42) 

= 4Eμνρσ ∂
μÂν ∂ρÂσ (14.43) 

= ∂μ(4Eμνρσ Â
ν ∂ρÂσ), (14.44) 

where we have used the antisymmetry of the E symbol in (14.43), and also in 
(14.44) since the contraction of E with the symmetric tensor ∂μ∂ρ vanishes. 
We shall not need the explicit form of K̂μ . 

Any total divergence in a Lagrangian can be integrated to give only a 
‘surface’ term in the action, which can usually be discarded, making conven-
tional assumptions about the vanishing of the fields at spatial infinity. There 
are, however, field configurations (‘instantons’) which do contribute to the 
θ-term. Such configurations are not reachable in perturbation theory, and so 
no perturbative Feynman rules are associated with (14.40). They approach 
a pure gauge form at spatial infinity, and are therefore associated with the 
QCD vacuum state; their effect is equivalent to including the term (14.40) in 
the QCD Lagrangian (see for example Rajaraman 1982). 

The term (14.40) has potentially important phenomenological implica-
tions, since it conserves C but violates both P and T (and hence also CP). 
Again, this is easy to see in the QED analogue term (14.42), which equals 

8Ê · B̂ (problem 14.3): we recall that under P, Ê → −Ê and B̂ → B̂, while 

under T, Ê → Ê and B̂ → −B̂. But we know (section 4.2) that strong in-
teractions conserve both P and T to a high degree of accuracy. In particular, 
the neutron electric dipole moment dn, which would violate both P and T, is 
extremely small (see (4.133)). A very crude estimate of the size of dn, induced 
by the θ-term, is given by dimensional analysis as 

e 
dn ∼ θ, (14.45) 

Mn 
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In section 9.5 we briefly introduced the idea of jets in e+e− physics: two
well collimated sprays of hadrons, apparently created as a quark–antiquark
pair separate from each other at high speed. The angular distribution of
the two jets followed closely the distribution expected from the parton-level
process e+e− → q̄q. The dynamics at the parton level was governed by
QED, but QCD is responsible for the way the emerging q and q̄ turn them-
selves into hadrons, a process called parton fragmentation (it occurs for glu-
ons too). We may think of it as proceeding in two stages. First, as the
rapidly moving q and q̄ begin to separate, they develop perturbative show-
ers of narrowly collimated gluons and quark–antiquark pairs. Then, as the
partons separate further, the strength of the forces between them increases,
becoming strongly non-perturbative at a separation of about 1 fm, and en-
suring that the coloured quanta are all confined into hadrons. As yet we
do not have a completely quantitative dynamical understanding of the sec-
ond, hadronization, stage: it is implemented by means of a model. Nev-
ertheless, we can argue that for the forces to be strong enough to produce
the observed hadrons, the dominant processes in hadronization must involve
small momentum transfers – that is, the exchange of ‘soft’ quanta. Thus the
emerging hadrons are also well collimated into two jets, whose energy and
angular distributions reflect the short-distance physics at the parton level.
This simple 2-jet picture will be extended in section 14.4, where we consider
e+e− → 3 jets.

A somewhat different aspect of parton physics arose in sections 9.2–9.3,
where we considered deep inelastic electron scattering from nucleons. There
the initial state contained one hadron. Correspondingly, one parton appeared
in the initial state of the parton-level interaction, and the analysis required
new functions measuring the probabilities of finding a particular parton in the
parent hadron – the parton distribution functions. These too are beyond the
reach of perturbation theory.

We may also consider, finally, hadron-hadron collisions. In this case, we
need all three of the features we have been discussing: the parton distribu-
tion functions, to provide the intial parton-parton state from the two-hadron
state; the perturbative short-distance parton-parton interaction; and the par-
ton fragmentation process in the final state. These three parts to the process
are pictured in figure 14.5. The identification and analysis of short distance
parton-parton interactions provide direct tests of the tree-graph structure of
QCD, and perturbative corrections to it.

This three-part schematization of certain features of hadronic interactions
is useful, because although we cannot yet calculate from first principles ei-
ther the parton distribution functions or the fragmentation process, both are
universal. The quark and gluon composition of hadrons is the same for all
processes, and so measurements in one experiment can be used to predict
the results of others. We saw an example of this in the Drell–Yan process of
section 9.4. As regards the fragmentation stage, this too will be universal, pro-
vided one is interested in sufficiently inclusive aspects of the final state. The
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where Mn is the neutron mass. This would imply θ < 10−12 . In fact, this 
estimate is too restrictive, since it turns out (Weinberg 1996, section 23.6) 
that if any quark has zero mass, θ can be reduced to zero by a global chiral 
U(1) transformation on that quark field. Although neither of the u and d 
quark masses are zero, they are small on a hadronic scale, and a suppression 
of (14.45) is expected, increasing the bound on theta. Estimates suggest 
θ < 10−9 − 10−10 . 

This may seem an unsatisfactorily special value to force on a dimensionless 
Lagrangian parameter, when there is nothing in the theory, a priori, to prevent 
something of order unity. This perceived difficulty is referred to as the ‘strong 
CP problem’. A possible solution to the problem, in which a very small value 
of θ could arise naturally was suggested by Peccei and Quinn (1977a, 1977b). 
Their idea goes beyond the Standard Model, and involves the existence of a 
new very light pseudoscalar particle, the axion (Wilczek 1978, Winberg 1978). 

We proceed now with the main topic of this chapter, which is the applica-
tion of perturbative QCD. 

14.3  Hard scattering processes, QCD tree graphs, and 
jets 

14.3.1 Introduction 

The fundamental distinctive feature of non-Abelian gauge theories is that they 
are ‘asymptotically free’, meaning that the effective coupling strength becomes 
progressively smaller at short distances, or high energies (Gross and Wilczek 
1973, Politzer 1973). This property is the most compelling theoretical motiva-
tion for choosing a non-Abelian gauge theory for the strong interactions, and 
it enables a quantitative perturbative approach to be followed (in appropriate 
circumstances) even in strong interaction physics. This programme has in-
deed been phenomenally successful, firmly establishing QCD as the theory of 
strong interactions, and now – in the era of the LHC – serving as a precision 
tool to guide searches for new physics. 

A proper understanding of how this works necessitates a considerable de-
tour, however, into the physics of renormalization. In particular, we need to 
understand the important cluster of ideas going under the general heading of 
the ‘renormalization group’, and this will be the topic of chapter 15. For the 
moment we proceed with a discussion of some simple tree-level applications 
of QCD, which provided early confrontation of QCD with experiment. 

Let us begin by recapitulating, from a QCD-informed viewpoint, how 
2the parton model successfully interpreted deep inelastic and large-Q data 

in terms of almost free point-like partons – now to be identified with the QCD 
quanta: quarks, antiquarks, and gluons. 
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partons separate further, the strength of the forces between them increases, 
becoming strongly non-perturbative at a separation of about 1 fm, and en-
suring that the coloured quanta are all confined into hadrons. As yet we 
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the observed hadrons, the dominant processes in hadronization must involve 
small momentum transfers – that is, the exchange of ‘soft’ quanta. Thus the 
emerging hadrons are also well collimated into two jets, whose energy and 
angular distributions reflect the short-distance physics at the parton level. 
This simple 2-jet picture will be extended in section 14.4, where we consider 
+e e− → 3 jets. 

A somewhat different aspect of parton physics arose in sections 9.2–9.3, 
where we considered deep inelastic electron scattering from nucleons. There 
the initial state contained one hadron. Correspondingly, one parton appeared 
in the initial state of the parton-level interaction, and the analysis required 
new functions measuring the probabilities of finding a particular parton in the 
parent hadron – the parton distribution functions. These too are beyond the 
reach of perturbation theory. 

We may also consider, finally, hadron-hadron collisions. In this case, we 
need all three of the features we have been discussing: the parton distribu-
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state; the perturbative short-distance parton-parton interaction; and the par-
ton fragmentation process in the final state. These three parts to the process 
are pictured in figure 14.5. The identification and analysis of short distance 
parton-parton interactions provide direct tests of the tree-graph structure of 
QCD, and perturbative corrections to it. 

This three-part schematization of certain features of hadronic interactions 
is useful, because although we cannot yet calculate from first principles ei-
ther the parton distribution functions or the fragmentation process, both are 
universal. The quark and gluon composition of hadrons is the same for all 
processes, and so measurements in one experiment can be used to predict 
the results of others. We saw an example of this in the Drell–Yan process of 
section 9.4. As regards the fragmentation stage, this too will be universal, pro-
vided one is interested in sufficiently inclusive aspects of the final state. The 
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the probability of observing jets, since the probability that a single hadron in
a jet will actually carry most of the jet’s total transverse momentum is quite
small (Jacob and Landshoff 1978; Collins and Martin 1984, Chapter 5). It is
much better to surround the collision volume with an array of calorimeters
which measure the total energy deposited. Wide-angle jets can then be iden-
tified by the occurrence of a large amount of total transverse energy deposited
in a number of adjacent calorimeter cells: this is then a ‘jet trigger’. The
importance of calorimetric triggers was first emphasized by Bjorken (1973),
following earlier work by Berman, Bjorken and Kogut (1971). The applica-
tion of this method to the detection and analysis of wide-angle jets was first
reported by the UA2 collaboration at the CERN p̄p collider (Banner et al.
1982). An impressive body of quite remarkably clean jet data was subse-
quently accumulated by both the UA1 and UA2 collaborations (at

√
s = 546

GeV and 630 GeV), and by the CDF and D0 collaborations at the FNAL
Tevatron collider (

√
s = 1.8 TeV).

For each event the total transverse energy
E

ET is measured where

E
ET =

E
i

Ei sin θi. (14.46)

Ei is the energy deposited in the ith calorimeter cell and θi is the polar
angle of the cell centre; the sum extends over all cells. Figure 14.6 shows theE

ET distribution observed by UA2: it follows the ‘soft’ exponential form forE
ET ≤ 60 GeV, but thereafter departs from it, showing clear evidence of the

wide-angle collisions characteristic of hard processes.
As we shall see shortly, the majority of ‘hard’ events are of two-jet type,

with the jets sharing the
E

ET approximately equally. Thus a ‘local’ trigger
set to select events with localized transverse energy≥ 30 GeV and/or a ‘global’
trigger set at ≥ 60 GeV can be used. At

√
s ≥ 500–600 GeV there is plenty

of energy available to produce such events.
The total

√
s value is important for another reason. Consider the kinemat-

ics of the two-parton collision (figure 14.5) in the p̄p CMS. As in the Drell–Yan
process of section 9.4, the right-moving parton has 4-momentum

x1p1 = x1(P, 0, 0, P ) (14.47)

and the left-moving one

x2p2 = x2(P, 0, 0,−P ) (14.48)

where P =
√
s/2 and we are neglecting parton transverse momenta, which

are approximately limited by the observed <pT> value (∼ 0.4 GeV, and thus
negligible on this energy scale). Consider the simple case of 900 scattering,
which requires (for massless partons) x1 = x2, equal to x say. The total
outgoing transverse energy is then 2xP = x

√
s. If this is to be greater than

50 GeV, then partons with x ≥ 0.1 will contribute to the process. The parton
distribution functions are large at these relatively small x values, due to sea
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FIGURE 14.5 
Hadron-hadron collision involving parton-parton interaction followed by par-
ton fragmentation. 

three-part scheme is called factorization, and it has been rigorously proved for 
some cases. We shall return to factorization in section 15.7. 

Let us turn now to some of the early data on parton-parton interactions 
in hadron-hadron collisions. 

¯14.3.2 Two-jet events in pp collisions 

How are short-distance parton-parton interactions to be identified experimen-
tally? The answer is: in just the same way as Rutherford distinguished the 
presence of a small heavy scattering centre (the nucleus) in the atom: by look-
ing at secondary particles emerging at large angles with respect to the beam 
direction. For each secondary particle we can define a transverse momentum 
pT = p sin θ where p is the particle momentum and θ is the emission angle 
with respect to the beam axis. If hadronic matter were smooth and uniform 
(cf the Thomson atom), the distribution of events in pT would be expected 
to fall off very rapidly at large pT values – perhaps exponentially. This is 
just what is observed in the vast majority of events: the average value of pT 
measured for charged particles is very low (<pT> ∼ 0.4 GeV), but in a small 
fraction of collisions the emission of high-pT secondaries is observed. They 
were first seen (Büsser et al. 1972, 1973, Alper et al. 1973, Banner et al. 
1982) at the CERN ISR (CMS energies 30-62 GeV), and were interpreted 
in parton terms as previously indicated. Referring to figure 14.5, a parton 
from one hadron undergoes a short-distance ‘hard scattering’ interaction with 
a parton from the other, leading in lowest-order perturbation theory to two 
wide-angle partons, which then fragment into two jets. 

We now face the experimental problem of picking out, from the enormous 
multiplicity of total events, just these hard scattering ones, in order to analyse 
them further. Early experiments used a trigger based on the detection of a 
single high-pT particle. But it turns out that such triggering really reduces 
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ton fragmentation.

three-part scheme is called factorization, and it has been rigorously proved for
some cases. We shall return to factorization in section 15.7.

Let us turn now to some of the early data on parton-parton interactions
in hadron-hadron collisions.

14.3.2 Two-jet events in p̄p collisions

How are short-distance parton-parton interactions to be identified experimen-
tally? The answer is: in just the same way as Rutherford distinguished the
presence of a small heavy scattering centre (the nucleus) in the atom: by look-
ing at secondary particles emerging at large angles with respect to the beam
direction. For each secondary particle we can define a transverse momentum
pT = p sin θ where p is the particle momentum and θ is the emission angle
with respect to the beam axis. If hadronic matter were smooth and uniform
(cf the Thomson atom), the distribution of events in pT would be expected
to fall off very rapidly at large pT values – perhaps exponentially. This is
just what is observed in the vast majority of events: the average value of pT
measured for charged particles is very low (<pT> ∼ 0.4 GeV), but in a small
fraction of collisions the emission of high-pT secondaries is observed. They
were first seen (Büsser et al. 1972, 1973, Alper et al. 1973, Banner et al.
1982) at the CERN ISR (CMS energies 30-62 GeV), and were interpreted
in parton terms as previously indicated. Referring to figure 14.5, a parton
from one hadron undergoes a short-distance ‘hard scattering’ interaction with
a parton from the other, leading in lowest-order perturbation theory to two
wide-angle partons, which then fragment into two jets.

We now face the experimental problem of picking out, from the enormous
multiplicity of total events, just these hard scattering ones, in order to analyse
them further. Early experiments used a trigger based on the detection of a
single high-pT particle. But it turns out that such triggering really reduces
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FIGURE 14.7
Two-jet event. Two tightly collimated groups of reconstructed charged tracks
can be seen in the cylindrical central detector of UA1, associated with two
large clusters of calorimeter energy depositions. Figure reprinted with per-
mission from S Geer in High Energy Physics 1985, Proc. Yale Advanced Study
Institute eds M J Bowick and F Gursey; copyright 1986 World Scientific Pub-
lishing Company.

FIGURE 14.8
Four transverse energy distributions for events with

E
ET > 100 GeV, in

the θ, φ plane (UA2, DiLella 1985). Each bin represents a cell of the UA2
calorimeter. Note that the sum of the φ’s equals 1800 (mod 3600).
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FIGURE 14.6 
Distribution of the total transverse energy 

E 
ET observed in the UA2 central 

calorimeter (DiLella 1985). 

quarks (section 9.3) and gluons (figure 9.9), and thus we expect to obtain a 
reasonable cross section. 

What are the characteristics of jet events? When 
E 

ET is large enough 
(≥ 150 GeV), it is found that essentially all of the transverse energy is indeed 
split roughly equally between two approximately back-to-back jets. A typical 
such event is shown in figure 14.7. Returning to the kinematics of (14.47) 
and (14.48), x1 will not in general be equal to x2, so that – as is apparent in 
figure 14.7 – the jets will not be collinear. However, to the extent that the 
transverse parton momenta can be neglected, the jets will be coplanar with 
the beam direction, i.e. their relative azimuthal angle will be 1800 . Figure 
14.8 shows a number of examples in which the distribution of the transverse 
energy over the calorimeter cells is analyzed as a function of the jet opening 
angle θ and the azimuthal angle φ. It is strikingly evident that we are seeing 
precisely a kind of ‘Rutherford’ process, or – to vary the analogy – we might 
say that hadronic jets are acting as the modern counterpart of Faraday’s iron 
filings, in rendering visible the underlying field dynamics! 

We may now consider more detailed features of these two-jet events – in 
particular, the expectations based on QCD tree graphs. The initial hadrons 
provide wide-band beams of quarks, antiquarks and gluons2; thus we shall 
have many parton subprocesses, such as qq → qq, qq̄ → qq̄, qq̄ → gg, gg → gg, 
etc. The most important, numerically, for a pp̄ collider are qq̄ → qq̄, gq → gq 

2In the sense that the partons in hadrons have momentum or energy distributions, which 
are characteristic of their localization to hadronic dimensions. 
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split roughly equally between two approximately back-to-back jets. A typical
such event is shown in figure 14.7. Returning to the kinematics of (14.47)
and (14.48), x1 will not in general be equal to x2, so that – as is apparent in
figure 14.7 – the jets will not be collinear. However, to the extent that the
transverse parton momenta can be neglected, the jets will be coplanar with
the beam direction, i.e. their relative azimuthal angle will be 1800. Figure
14.8 shows a number of examples in which the distribution of the transverse
energy over the calorimeter cells is analyzed as a function of the jet opening
angle θ and the azimuthal angle φ. It is strikingly evident that we are seeing
precisely a kind of ‘Rutherford’ process, or – to vary the analogy – we might
say that hadronic jets are acting as the modern counterpart of Faraday’s iron
filings, in rendering visible the underlying field dynamics!

We may now consider more detailed features of these two-jet events – in
particular, the expectations based on QCD tree graphs. The initial hadrons
provide wide-band beams of quarks, antiquarks and gluons2; thus we shall
have many parton subprocesses, such as qq → qq, qq̄ → qq̄, qq̄ → gg, gg → gg,
etc. The most important, numerically, for a pp̄ collider are qq̄ → qq̄, gq → gq

2In the sense that the partons in hadrons have momentum or energy distributions, which
are characteristic of their localization to hadronic dimensions.
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FIGURE 14.7 
Two-jet event. Two tightly collimated groups of reconstructed charged tracks 
can be seen in the cylindrical central detector of UA1, associated with two 
large clusters of calorimeter energy depositions. Figure reprinted with per-
mission from S Geer in High Energy Physics 1985, Proc. Yale Advanced Study 
Institute eds M J Bowick and F Gursey; copyright 1986 World Scientific Pub-
lishing Company. 

FIGURE 14.8 
Four transverse energy distributions for events with 

E 
ET > 100 GeV, in 

the θ, φ plane (UA2, DiLella 1985). Each bin represents a cell of the UA2 
calorimeter. Note that the sum of the φ’s equals 1800 (mod 3600). 
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FIGURE 14.9
Two-jet angular distribution plotted against cos θ (Arnison et al. 1985).

curve is the exact angular distribution predicted by all the QCD tree graphs
– it actually follows the sin−4 θ/2 shape quite closely.

It is interesting to compare this angular distribution with the one predicted
on the assumption that the exchanged gluon is a spinless particle, so that the
vertices have the form ‘ūu’ rather than ‘ūγμu’. Problem 14.4 shows that in
this case the 1/t̂2 factor in the cross section is completely cancelled, thus ruling
out such a model.

This analysis provides compelling evidence for elementary hard scatter-
ing events proceeding via the exchange of a massless vector quantum. It is
possible to go much further. Anticipating our later discussion, the small dis-
crepancy between ‘tree graph’ theory (which is labelled ‘leading order QCD
scaling curve’ in figure 14.9) and experiment can be accounted for by includ-
ing corrections which are of higher order in αs. The solid curve in figure 14.9
includes QCD corrections beyond the tree level, involving the ‘running’ of the
coupling constant αs and ‘scaling violation’ in the effective parton distribu-
tion functions, both of which effects will be discussed in the following chapter.
The corrections lead to good agreement with experiment.

The fact that the angular distributions of all the subprocesses are so similar
allows further information to be extracted from these two-jet data. In general,
the parton model cross section will have the form (cf (9.91))

d3σ

dx1dx2d cos θ
=

E
a,b

Fa(x1)

x1

Fb(x2)

x2

E
c,d

dσab→cd

d cos θ
(14.52)

whereFa(x1)/x1 is the distribution function for partons of type ‘a’ (q, q̄ or g),
and similarly for Fb(x2)/x2. Using the near identity of all dσ/d cos θ’s, and

) 
+ . . .  
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TABLE 14.1 
Spin-averaged squared matrix elements for one-gluon exchange (t̂-channel) 
processes. 

Subprocess |M|2 

qq → qq 
} 

4 s +û 2 2
( 

ˆ
) 

ˆqq̄ → qq̄ 9 t2 

2 2 ŝ +û qg → qg 
t̂2 + . . .  

2 29 
(

ŝ +û gg → gg 4 t̂2 

and gg → gg. The cross section will be given, in the parton model, by a 
formula of the Drell–Yan type, except that the electromagnetic annihilation 
cross section 

2σ(qq̄ → μ+μ−) = 4πα2/3q (14.49) 

is replaced by the various QCD subprocess cross sections, each one being 
weighted by the appropriate distribution functions. At first sight this seems to 
be a very complicated story, with so many contributing parton processes. But 
a significant simplification comes from the fact that in the CMS of the parton 
collision, all processes involving one gluon exchange will lead to essentially the 
same dominant angular distribution of Rutherford-type, ∼ sin−4 θ/2, where θ 
is the parton CMS scattering angle (recall section 1.3.6). This is illustrated 
in table 14.1 (taken from Combridge et al. 1977), which lists the different 
relevant spin averaged, squared, one-gluon-exchange matrix elements |M |2 , 
where the parton differential cross section is given by (cf (6.129)) 

dσ πα2 
s = |M|2 . (14.50) 

d cos θ 2ŝ 
2Here αs = g /4π, and ŝ, t̂ and û are the subprocess invariants, so that s 

ŝ = (x1p1 + x2p2)
2 = x1x2s (cf (9.84)). (14.51) 

Continuing to neglect the parton transverse momenta, the initial parton con-
figuration shown in figure 14.5 can be brought to the parton CMS by a Lorentz 
transformation along the beam direction, the outgoing partons then emerging 
back-to-back at an angle θ to the beam axis, so t̂ ∝ (1−cos θ) ∝ sin2 θ/2. Only 
the terms in (t̂)−2 ∼ sin−4 θ/2 are given in table 14.1. We note that the ŝ, t,̂ û
dependence of these terms is the same for the three types of process (and is in 
fact the same as that found for the 1γ exchange process e−μ− → e−μ−: see 
problem 8.17, converting dσ/dt into dσ/d cos θ). Figure 14.9 shows the two 
jet angular distribution measured by UA1 (Arnison et al. 1985). The broken 
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TABLE 14.1
Spin-averaged squared matrix elements for one-gluon exchange (t̂-channel)
processes.

Subprocess |M|2

qq → qq
qq̄ → qq̄

}
4
9

(
ŝ2+û2

t̂2

)

qg → qg ŝ2+û2

t̂2
+ . . .

gg → gg 9
4

(
ŝ2+û2

t̂2

)
+ . . .

and gg → gg. The cross section will be given, in the parton model, by a
formula of the Drell–Yan type, except that the electromagnetic annihilation
cross section

σ(qq̄ → μ+μ−) = 4πα2/3q2 (14.49)

is replaced by the various QCD subprocess cross sections, each one being
weighted by the appropriate distribution functions. At first sight this seems to
be a very complicated story, with so many contributing parton processes. But
a significant simplification comes from the fact that in the CMS of the parton
collision, all processes involving one gluon exchange will lead to essentially the
same dominant angular distribution of Rutherford-type, ∼ sin−4 θ/2, where θ
is the parton CMS scattering angle (recall section 1.3.6). This is illustrated
in table 14.1 (taken from Combridge et al. 1977), which lists the different
relevant spin averaged, squared, one-gluon-exchange matrix elements |M |2,
where the parton differential cross section is given by (cf (6.129))

dσ

d cos θ
=

πα2
s

2ŝ
|M|2 . (14.50)

Here αs = g2s /4π, and ŝ, t̂ and û are the subprocess invariants, so that

ŝ = (x1p1 + x2p2)
2 = x1x2s (cf (9.84)). (14.51)

Continuing to neglect the parton transverse momenta, the initial parton con-
figuration shown in figure 14.5 can be brought to the parton CMS by a Lorentz
transformation along the beam direction, the outgoing partons then emerging
back-to-back at an angle θ to the beam axis, so t̂ ∝ (1−cos θ) ∝ sin2 θ/2. Only
the terms in (t̂)−2 ∼ sin−4 θ/2 are given in table 14.1. We note that the ŝ, t̂, û
dependence of these terms is the same for the three types of process (and is in
fact the same as that found for the 1γ exchange process e−μ− → e−μ−: see
problem 8.17, converting dσ/dt into dσ/d cos θ). Figure 14.9 shows the two
jet angular distribution measured by UA1 (Arnison et al. 1985). The broken
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FIGURE 14.9 
Two-jet angular distribution plotted against cos θ (Arnison et al. 1985). 

curve is the exact angular distribution predicted by all the QCD tree graphs 
– it actually follows the sin−4 θ/2 shape quite closely. 

It is interesting to compare this angular distribution with the one predicted 
on the assumption that the exchanged gluon is a spinless particle, so that the 
vertices have the form ‘ūu’ rather than ‘ūγμu’. Problem 14.4 shows that in 
this case the 1/t̂2 factor in the cross section is completely cancelled, thus ruling 
out such a model. 

This analysis provides compelling evidence for elementary hard scatter-
ing events proceeding via the exchange of a massless vector quantum. It is 
possible to go much further. Anticipating our later discussion, the small dis-
crepancy between ‘tree graph’ theory (which is labelled ‘leading order QCD 
scaling curve’ in figure 14.9) and experiment can be accounted for by includ-
ing corrections which are of higher order in αs. The solid curve in figure 14.9 
includes QCD corrections beyond the tree level, involving the ‘running’ of the 
coupling constant αs and ‘scaling violation’ in the effective parton distribu-
tion functions, both of which effects will be discussed in the following chapter. 
The corrections lead to good agreement with experiment. 

The fact that the angular distributions of all the subprocesses are so similar 
allows further information to be extracted from these two-jet data. In general, 
the parton model cross section will have the form (cf (9.91)) 
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and similarly for Fb(x2)/x2. Using the near identity of all dσ/d cos θ’s, and 
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FIGURE 14.11
The gluon distribution function g(x) extracted from the effective distribu-
tion function F (x) by subtracting the expected contribution from the quarks
and antiquarks. Figure reprinted with permission from S Geer in High En-
ergy Physics 1985, Proc. Yale Theoretical Advanced Study Institute, eds M J
Bowick and F Gursey; copyright 1986 World Scientific Publishing Company.

with PL the total two-jet longitudinal momentum. Figure 14.10 shows F (x)/x
obtained in the UA1 (Arnison et al. 1984) and UA(2) (Bagnaia et al. 1984)
experiments. Also shown in this figure is the expected F (x)/x based on con-
temporary fits to the deep inelastic neutrino scattering data at Q2 = 20 GeV2

and 2000 GeV2 (Abramovicz et al. 1982a,b, 1983); the reason for the change
with Q2 will be discussed in section 15.6. The agreement is qualitatively very
satisfactory. Subtracting the distributions for quarks and antiquarks as found
in deep inelastic lepton scattering, UA1 were able to deduce the gluon struc-
ture function g(x) shown in figure 14.11. It is clear that gluon processes will
dominate at small x – and even at larger x will be important because of the
colour factors in table 14.1.

14.3.3 Three-jet events in p̄p collisions

Although most of the high-
E

ET events at hadron colliders are two-jet events,
in some 10–30% of the cases the energy is shared between three jets. An
example is included as (d) in the collection of figure 14.8; a clearer one is
shown in figure 14.12. In QCD such events are interpreted as arising from
a 2 parton → 2 parton + 1 gluon process of the type gg → ggg, gq → ggq,
etc. Once again, one can calculate (Kunszt and Piétarinen 1980, Gottschalk
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FIGURE 14.10 
Effective distribution function measured from two-jet events (Arnison et al. 
1984 and Bagnaia et al. 1984). The broken and chain curves are obtained 
from deep inelastic neutrino scattering. Taken from DiLella (1985). 

noting the numerical factors in table 14.1, the sums over parton types reduce 
to 

9 4 4 {g(x1) +  [q(x1) + q̄(x1)]}{g(x2) +  [q(x2) + q̄(x2)]} (14.53) 
4 9 9

where g(x), q(x) and q̄(x) are the gluon, quark and antiquark distribution 
functions. Thus effectively the weighted distribution function3 

F (x) 4 
= g(x) +  [q(x) + q̄(x)] (14.54) 

x 9

is measured (Combridge and Maxwell, 1984); in fact, with the weights as in 
(14.53), 

d3σ F (x1) F (x2) dσgg→gg
= · · . (14.55) 

dx1dx2d cos θ x1 x2 d cos θ 
x1 and x2 are kinematically determined from the measured jet variables: from 
(14.51), 

x1x2 = ŝ/s (14.56) 

where ŝ is the invariant [mass]2 of the two-jet system and 
√ 

x1 − x2 = 2PL/ s (cf (9.82)) (14.57) 

43The 
9 reflects the relative strengths of the quark-gluon and gluon-gluon couplings in 

QCD; see problem 14.5. 
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FIGURE 14.10
Effective distribution function measured from two-jet events (Arnison et al.
1984 and Bagnaia et al. 1984). The broken and chain curves are obtained
from deep inelastic neutrino scattering. Taken from DiLella (1985).

noting the numerical factors in table 14.1, the sums over parton types reduce
to
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4
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4

9
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9
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where g(x), q(x) and q̄(x) are the gluon, quark and antiquark distribution
functions. Thus effectively the weighted distribution function3

F (x)

x
= g(x) +

4

9
[q(x) + q̄(x)] (14.54)

is measured (Combridge and Maxwell, 1984); in fact, with the weights as in
(14.53),

d3σ

dx1dx2d cos θ
=

F (x1)

x1
· F (x2)

x2
· dσgg→gg

d cos θ
. (14.55)

x1 and x2 are kinematically determined from the measured jet variables: from
(14.51),

x1x2 = ŝ/s (14.56)

where ŝ is the invariant [mass]2 of the two-jet system and

x1 − x2 = 2PL/
√
s (cf (9.82)) (14.57)

3The 4
9

reflects the relative strengths of the quark-gluon and gluon-gluon couplings in
QCD; see problem 14.5.
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FIGURE 14.11 
The gluon distribution function g(x) extracted from the effective distribu-
tion function F (x) by subtracting the expected contribution from the quarks 
and antiquarks. Figure reprinted with permission from S Geer in High En-
ergy Physics 1985, Proc. Yale Theoretical Advanced Study Institute, eds M J 
Bowick and F Gursey; copyright 1986 World Scientific Publishing Company. 

with PL the total two-jet longitudinal momentum. Figure 14.10 shows F (x)/x 
obtained in the UA1 (Arnison et al. 1984) and UA(2) (Bagnaia et al. 1984) 
experiments. Also shown in this figure is the expected F (x)/x based on con-
temporary fits to the deep inelastic neutrino scattering data at Q2 = 20 GeV2 

and 2000 GeV2 (Abramovicz et al. 1982a,b, 1983); the reason for the change 
with Q2 will be discussed in section 15.6. The agreement is qualitatively very 
satisfactory. Subtracting the distributions for quarks and antiquarks as found 
in deep inelastic lepton scattering, UA1 were able to deduce the gluon struc-
ture function g(x) shown in figure 14.11. It is clear that gluon processes will 
dominate at small x – and even at larger x will be important because of the 
colour factors in table 14.1. 

¯14.3.3 Three-jet events in pp collisions 

Although most of the high-
E 

ET events at hadron colliders are two-jet events, 
in some 10–30% of the cases the energy is shared between three jets. An 
example is included as (d) in the collection of figure 14.8; a clearer one is 
shown in figure 14.12. In QCD such events are interpreted as arising from 
a 2 parton → 2 parton + 1 gluon process of the type gg → ggg, gq → ggq, 
etc. Once again, one can calculate (Kunszt and Piétarinen 1980, Gottschalk 
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FIGURE 14.14
The distribution of cos θ∗(•), the angle of the leading jet with respect to
the beam line (normalized to unity at cos θ∗ = 0), for three-jet events in
p̄p collisions (Appel et al. 1986). The distribution for two-jet events is also
shown (◦). The full curve is a parton model calculation using the tree graph
amplitudes for gg → ggg, and cut-offs in transverse momentum and angular
separation to eliminate divergences (see remarks following equation (14.73)).

for massless quantum exchange; the particular curve is for the representative
process gg → ggg.

Another qualitative feature is that the ratio of three-jet to two-jet events
is controlled, roughly, by αs (compare figure 14.13 with the graphs in table
14.1). Thus an estimate of αs can be obtained by comparing the rates of
3-jet to 2-jet events in p̄p collisions. Other interesting predictions concern
the characteristics of the 3-jet final state (for example, the distributions in
the jet energy variables). At this point, however, it is convenient to leave p̄p
collisions and consider instead 3-jet events in e+e− collisions, for which the
complications associated with the initial state hadrons are absent.

14.4 3-jet events in e+e− annihilation

Three-jet events in e+e− collisions originate, according to QCD, from gluon
bremsstrahlung corrections to the two-jet parton level process e+e− → γ∗ →
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FIGURE 14.12 
Three-jet event in the UA1 detector, and the associated transverse energy flow 
plot. Figure reprinted with permission from S Geer in High Energy Physics 
1985, Proc. Yale Theoretical Advanced Study Institute, eds M J Bowick and 
F Gursey; copyright 1986 World Scientific Publishing Company. 

FIGURE 14.13 
Some tree graphs associated with three-jet events. 

and Sivers 1980, Berends et al. 1981) all possible contributing tree graphs, 
of the kind shown in figure 14.13, which should dominate at small αs. They 
are collectively known as QCD single-bremsstrahlung diagrams. Analysis of 
triple jets which are well separated both from each other and from the beam 
directions shows that the data are in good agreement with these lowest-order 
QCD predictions. For example, figure 14.14 shows the production angular 
distribution of UA2 (Appel et al. 1986) as a function of cos θ∗, where θ∗ is 
the angle between the leading (most energetic) jet momentum and the beam 
axis, in the three-jet CMS. It follows just the same sin−4 θ∗/2 curve as in the 
two-jet case (the data for which are also shown in the figure), as expected 
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FIGURE 14.12
Three-jet event in the UA1 detector, and the associated transverse energy flow
plot. Figure reprinted with permission from S Geer in High Energy Physics
1985, Proc. Yale Theoretical Advanced Study Institute, eds M J Bowick and
F Gursey; copyright 1986 World Scientific Publishing Company.

FIGURE 14.13
Some tree graphs associated with three-jet events.
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of the kind shown in figure 14.13, which should dominate at small αs. They
are collectively known as QCD single-bremsstrahlung diagrams. Analysis of
triple jets which are well separated both from each other and from the beam
directions shows that the data are in good agreement with these lowest-order
QCD predictions. For example, figure 14.14 shows the production angular
distribution of UA2 (Appel et al. 1986) as a function of cos θ∗, where θ∗ is
the angle between the leading (most energetic) jet momentum and the beam
axis, in the three-jet CMS. It follows just the same sin−4 θ∗/2 curve as in the
two-jet case (the data for which are also shown in the figure), as expected

14.4. 3-jet events in e+e− annihilation 97 

FIGURE 14.14 
The distribution of cos θ∗(•), the angle of the leading jet with respect to  
the beam line (normalized to unity at cos θ∗ = 0), for three-jet events in  
¯ 1986). The distribution for two-jet events is also  pp collisions (Appel et al.  
shown (◦). The full curve is a parton model calculation using the tree graph  
amplitudes for gg → ggg, and cut-offs in transverse momentum and angular  
separation to eliminate divergences (see remarks following equation (14.73)).  

for massless quantum exchange; the particular curve is for the representative  
process gg → ggg.  

Another qualitative feature is that the ratio of three-jet to two-jet events 
is controlled, roughly, by αs (compare figure 14.13 with the graphs in table 
14.1). Thus an estimate of αs can be obtained by comparing the rates of 
3-jet to 2-jet events in ¯ Other interesting predictions concern pp collisions. 
the characteristics of the 3-jet final state (for example, the distributions in 
the jet energy variables). At this point, however, it is convenient to leave p̄p 

−collisions and consider instead 3-jet events in e+e collisions, for which the 
complications associated with the initial state hadrons are absent. 

14.4 3-jet events in e+e− annihilation 
−Three-jet events in e+e collisions originate, according to QCD, from gluon 

+bremsstrahlung corrections to the two-jet parton level process e e− → γ∗ → 
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quark of type ‘a’. Note the minus sign in (14.59): the antiquark coupling is
−gs. In (14.59), E∗ν(λ) is the polarization vector of the outgoing gluon with
polarization λ; ac is the colour wavefunction of the gluon (c = 1 . . . . . . 8),
and λc is the corresponding Gell-Mann matrix introduced in section 12.2; the
colour parts of the q and q̄ wavefunctions are understood to be included in
the u and v factors; and ( / p1+ / p3)/2p1 · p3 is the virtual quark propagator
(cf (L.6) in appendix L of volume 1) before gluon radiation, and similarly for
the antiquark. Since the colour parts separate from the Dirac trace parts, we
shall ignore them to begin with, and reinstate the result of the colour sum
(via problem (14.5)) in the final answer (14.73).

Averaging over e± spins and summing over final state quark spins and
gluon polarization λ (using (8.171), and noting the discussion after (13.93)),
we obtain (problem 14.6)

1

4

E
spins,λ

|Mqq̄g |2=
e4e2ag

2
s

Q4
Lμν(k1, k2)Hμν(p1, p2, p3) (14.60)

where the lepton tensor is, as usual (equation (8.119)),

Lμν(k1, k2) = 2(kμ1 k
ν
2 + kν1k

μ
2 − k1 · k2gμν) (14.61)

and the hadron tensor is

Hμν(p1, p2, p3) =
1

p1 · p3
[Lμν(p2, p3)− Lμν(p1, p1) + Lμν(p1, p2)]

+
1

p2 · p3
[Lμν(p1, p3)− Lμν(p2, p2)

+ Lμν(p1, p2)]

+
p1 · p2

(p1 · p3)(p2 · p3)
[2Lμν(p1, p2) + Lμν(p1, p3)

+ Lμν(p2, p3)] (14.62)

Combining (14.61) and (14.62) allows complete expressions for the five-fold
differential cross section to be obtained (Ellis et al. 1976).

For the subsequent discussion it will be useful to integrate over the three
angles describing the orientation (relative to the beam axis) of the produc-
tion plane containing the three partons. After this integration, the (doubly
differential) cross section is a function of two independent Lorentz invariant
variables, which are conveniently taken to be two of the three sij defined by

sij = (pi + pj)
2. (14.63)

Since we are considering the massless case p2i = 0 throughout, we may also
write

sij = 2pi · pj . (14.64)

These variables are linearly related by

2(p1 · p2 + p2 · p3 + p3 · p1) = Q2 (14.65)
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FIGURE 14.15 
Gluon brehmsstrahlung corrections to two-jet parton level process. 

qq̄, as shown in figure 14.15.4 This phenomenon was predicted by Ellis et al. 
(1976) and subsequently observed by Brandelik et al. (1979) with the TASSO 
detector at PETRA, and Barber et al. (1979) with MARK-J at PETRA, 
thus providing early encouragement for QCD. The situation here is in many 
ways simpler and cleaner than in the p̄p case; the initial state ‘partons’ are 
perfectly physical QED quanta, and their total 4-momentum is zero, so that 
the three jets have to be coplanar; further, there is only one type of diagram 
compared to the large number in the p̄p case, and much of that diagram 
involves the easier vertices of QED. Since the calculation of the cross section 

−predicted from figure 14.15 is relevant not only to three-jet production in e+e
collisions, but also to a satisfactory definition of the two-jet production cross 

+section, to QCD corrections to the total e e− annihilation cross section, and 
to scaling violations in deep inelastic scattering as well, we shall now consider 
it in some detail. It is important to emphasize at the outset that quark masses 
will be neglected in this calculation. 

14.4.1 Calculation of the parton-level cross section 
The quark, antiquark and gluon 4-momenta are p1, p2 and p3 respectively, as 
shown in figure 14.15; the e− and e+ 4-momenta are k1 and k2. The cross 
section is then (cf (6.110) and (6.112)) 

dσ = 
1 

(2π)5 δ
4(k1 + k2 − p1 − p2 − p3)

| Mqq̄g |2 

2Q2 
d3p1 

2E1 

d3p2 

2E2 

d3p3 

2E3 
(14.58) 

where (neglecting all masses) 

2eae gs 
(

λc (/p1+ /p3)Mqq̄g = v̄(k2)γ
μ u(k1) ū(p1)γν · · γμv(p2)

Q2 2 2p1 · p3 

λc (/p2+ /p3) 
)

−ū(p1)γμ · · γν v(p2) E ∗ν (λ)ac (14.59) 
2 2p2 · p3 

+ −and Q2 = 4E2 is the square of the total e e energy, and also the square of 
the virtual photon’s 4-momentum Q, and ea (in units of e) is the charge of a 

4This is assuming that the total e+e− energy is far from the Z0 mass; if not, the contri-
bution from the intermediate Z0 must be added to that from the photon. 
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FIGURE 14.15
Gluon brehmsstrahlung corrections to two-jet parton level process.

qq̄, as shown in figure 14.15.4 This phenomenon was predicted by Ellis et al.
(1976) and subsequently observed by Brandelik et al. (1979) with the TASSO
detector at PETRA, and Barber et al. (1979) with MARK-J at PETRA,
thus providing early encouragement for QCD. The situation here is in many
ways simpler and cleaner than in the p̄p case; the initial state ‘partons’ are
perfectly physical QED quanta, and their total 4-momentum is zero, so that
the three jets have to be coplanar; further, there is only one type of diagram
compared to the large number in the p̄p case, and much of that diagram
involves the easier vertices of QED. Since the calculation of the cross section
predicted from figure 14.15 is relevant not only to three-jet production in e+e−

collisions, but also to a satisfactory definition of the two-jet production cross
section, to QCD corrections to the total e+e− annihilation cross section, and
to scaling violations in deep inelastic scattering as well, we shall now consider
it in some detail. It is important to emphasize at the outset that quark masses
will be neglected in this calculation.

14.4.1 Calculation of the parton-level cross section

The quark, antiquark and gluon 4-momenta are p1, p2 and p3 respectively, as
shown in figure 14.15; the e− and e+ 4-momenta are k1 and k2. The cross
section is then (cf (6.110) and (6.112))

dσ =
1

(2π)5
δ4(k1 + k2 − p1 − p2 − p3)

| Mqq̄g |2
2Q2

d3p1
2E1

d3p2
2E2

d3p3
2E3

(14.58)

where (neglecting all masses)

Mqq̄g =
eae

2gs
Q2

v̄(k2)γ
μu(k1)

(
ū(p1)γν

λc

2
· (/p1+ /p3)

2p1 · p3
· γμv(p2)

−ū(p1)γμ
λc

2
· (/p2+ /p3)

2p2 · p3
· γνv(p2)

)
E∗ν(λ)ac (14.59)

and Q2 = 4E2 is the square of the total e+e− energy, and also the square of
the virtual photon’s 4-momentum Q, and ea (in units of e) is the charge of a

4This is assuming that the total e+e− energy is far from the Z0 mass; if not, the contri-
bution from the intermediate Z0 must be added to that from the photon.
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quark of type ‘a’. Note the minus sign in (14.59): the antiquark coupling is 
−gs. In (14.59), E∗ν (λ) is the polarization vector of the outgoing gluon with 
polarization λ; ac is the colour wavefunction of the gluon (c = 1  . . . . . . 8), 
and λc is the corresponding Gell-Mann matrix introduced in section 12.2; the 
colour parts of the q and q̄ wavefunctions are understood to be included in 
the u and v factors; and ( / p1+ / p3)/2p1 · p3 is the virtual quark propagator 
(cf (L.6) in appendix L of volume 1) before gluon radiation, and similarly for 
the antiquark. Since the colour parts separate from the Dirac trace parts, we 
shall ignore them to begin with, and reinstate the result of the colour sum 
(via problem (14.5)) in the final answer (14.73). 

Averaging over e± spins and summing over final state quark spins and 
gluon polarization λ (using (8.171), and noting the discussion after (13.93)), 
we obtain (problem 14.6) 

4 2 21 e e ga s
E 

|Mqq̄g |2 = Lμν (k1, k2)Hμν (p1, p2, p3) (14.60) 
4 Q4 

spins,λ 

where the lepton tensor is, as usual (equation (8.119)), 

Lμν (k1, k2)
μkν μ μν )= 2(k1 2 + k1 

ν k2 − k1 · k2g (14.61) 

and the hadron tensor is 

1 
Hμν (p1, p2, p3) =  [Lμν (p2, p3)− Lμν (p1, p1) +  Lμν (p1, p2)] 

p1 · p3 
1 

+ [Lμν (p1, p3)− Lμν (p2, p2) 
p2 · p3 

+ Lμν (p1, p2)] 
p1 · p2 

+ [2Lμν (p1, p2) +  Lμν (p1, p3)
(p1 · p3)(p2 · p3)

+ Lμν (p2, p3)] (14.62) 

Combining (14.61) and (14.62) allows complete expressions for the five-fold 
differential cross section to be obtained (Ellis et al. 1976). 

For the subsequent discussion it will be useful to integrate over the three 
angles describing the orientation (relative to the beam axis) of the produc-
tion plane containing the three partons. After this integration, the (doubly 
differential) cross section is a function of two independent Lorentz invariant 
variables, which are conveniently taken to be two of the three sij defined by 

sij = (pi + pj )
2 . (14.63) 

2Since we are considering the massless case p = 0 throughout, we may also i 
write 

sij = 2pi · pj . (14.64) 

These variables are linearly related by 

2(p1 · p2 + p2 · p3 + p3 · p1) = Q2 (14.65) 
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FIGURE 14.17
The kinematically allowed region in (xi) is the interior of the equilateral tri-
angle.

14.4.2 Soft and collinear divergences

In three-body final states of the type under discussion here it is often conve-
nient to preserve the symmetry between the sij ’s and use three (dimensionless)
variables xi defined by

s23 = Q2(1− x1) and cyclic permutations. (14.70)

These are related by (14.65), which becomes

x1 + x2 + x3 = 2. (14.71)

An event with a given value of the set xi can then be plotted as a point in an
equilateral triangle of height 1, as shown in figure 14.17. In order to find the
limits of the allowed physical region in this xi space, we now transform from
the overall three-body CMS to the CMS of 2 and 3 (figure 14.18). If θ̃ is the
angle between 1 and 3 in this system, then (problem 14.7)

x2 = (1 − x1/2) + (x1/2) cos θ̃

x3 = (1 − x1/2)− (x1/2) cos θ̃. (14.72)

The limits of the physical region are then clearly cos θ̃ = ±1, which correspond
to x2 = 1 and x3 = 1. By symmetry, we see that the entire perimeter of the
triangle in figure 14.17 is the required boundary: physical events fall anywhere
inside the triangle. (This is the massless limit of the classic Dalitz plot, first
introduced by Dalitz (1953) for the analysis of K → 3π.) Lines of constant θ̃
are shown in figure 14.17.

' 
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FIGURE 14.16 
Virtual photon decaying to qq̄g. 

as follows from 

(p1 + p2 + p3)
2 = Q2 (14.66) 

2and p = 0. The integration yields (Ellis et al. 1976, 1977) i 

d2σ 2 
α2 2 1 

( 
s13 s23 2Q2s12 

) 
= e + + (14.67) aαs

ds13ds23 3 (Q2)3 s23 s13 s13s23 

2where αs = g /4π.s 
We may understand the form of this result in a simple way, as follows. It 

seems plausible that after integrating over the production angles, the lepton 
tensor will be proportional to Q2gμν , all directional knowledge of the ki having 
been lost. Indeed, if we use −gμν Lμν (p, p) = 4p · p together with (14.62) we 
easily find that 

1 p1 · p3 p2 · p3 p1 · p2Q2 s13 s23 2Q2s12− g μν Hμν = + + = + + ,
4 p2 · p3 p1 · p3 (p1 · p3)(p2 · p3) s23 s13 s13s23 

(14.68) 
exactly the factor appearing in (14.67). In turn, the result may be given 
a simple physical interpretation. From (7.118) we note that we can replace 

μν−g by 
E

λ' Eμ(λ')Eν∗(λ') for a virtual photon of polarization λ', the λ' = 0  
state contributing negatively. Thus effectively the result of doing the angular 
integration is (up to constants and Q2 factors) to replace the lepton factor 
v̄(k2)γ

μu(k1) by −iEμ(λ'), so that Mqq̄g is proportional to the γ∗ →  qq̄g 
processes shown in figure 14.16. But these are basically the same amplitudes 
as the ones we already met in Compton scattering (section 8.6). To compare 
with section 8.6.3, we convert the initial state fermion (electron/quark) into 
a final state antifermion (positron/antiquark) by p → −p, and then identify 
the variables of figure 14.16 with those of figure 8.14 (a) by 

p ' → p1 k' → p3 − p → p2 s → 2p1 · p3 = s13 

t → 2p1 · p2 = s12 u → 2p2 · p3 = s23. (14.69) 

Remembering that in (8.181) the virtual γ had squared 4-momentum −Q2 , 
we see that the Compton ‘

E 
|M | of (8.181) indeed becomes proportional 2’ 

to the factor (14.68), as expected. 
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FIGURE 14.16
Virtual photon decaying to qq̄g.

as follows from

(p1 + p2 + p3)
2 = Q2 (14.66)

and p2i = 0. The integration yields (Ellis et al. 1976, 1977)

d2σ

ds13ds23
=

2

3
α2e2aαs

1

(Q2)3

(
s13
s23

+
s23
s13

+
2Q2s12
s13s23

)
(14.67)

where αs = g2s /4π.

We may understand the form of this result in a simple way, as follows. It
seems plausible that after integrating over the production angles, the lepton
tensor will be proportional to Q2gμν , all directional knowledge of the ki having
been lost. Indeed, if we use −gμνLμν(p, p) = 4p · p' together with (14.62) we
easily find that

−1

4
gμνHμν =

p1 · p3
p2 · p3

+
p2 · p3
p1 · p3

+
p1 · p2Q2

(p1 · p3)(p2 · p3)
=

s13
s23

+
s23
s13

+
2Q2s12
s13s23

,

(14.68)
exactly the factor appearing in (14.67). In turn, the result may be given
a simple physical interpretation. From (7.118) we note that we can replace
−gμν by

E
λ' Eμ(λ')Eν∗(λ') for a virtual photon of polarization λ', the λ' = 0

state contributing negatively. Thus effectively the result of doing the angular
integration is (up to constants and Q2 factors) to replace the lepton factor
v̄(k2)γ

μu(k1) by −iEμ(λ'), so that Mqq̄g is proportional to the γ∗ → qq̄g
processes shown in figure 14.16. But these are basically the same amplitudes
as the ones we already met in Compton scattering (section 8.6). To compare
with section 8.6.3, we convert the initial state fermion (electron/quark) into
a final state antifermion (positron/antiquark) by p → −p, and then identify
the variables of figure 14.16 with those of figure 8.14 (a) by

p' → p1 k' → p3 − p → p2 s → 2p1 · p3 = s13

t → 2p1 · p2 = s12 u → 2p2 · p3 = s23. (14.69)

Remembering that in (8.181) the virtual γ had squared 4-momentum −Q2,
we see that the Compton ‘

E
|M |2’ of (8.181) indeed becomes proportional

to the factor (14.68), as expected.
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FIGURE 14.17 
The kinematically allowed region in (xi) is the interior of the equilateral tri-
angle. 

14.4.2 Soft and collinear divergences 
In three-body final states of the type under discussion here it is often conve-
nient to preserve the symmetry between the sij ’s and use three (dimensionless) 
variables xi defined by 

s23 = Q2(1 − x1) and cyclic permutations. (14.70) 

These are related by (14.65), which becomes 

x1 + x2 + x3 = 2. (14.71) 

An event with a given value of the set xi can then be plotted as a point in an 
equilateral triangle of height 1, as shown in figure 14.17. In order to find the 
limits of the allowed physical region in this xi space, we now transform from 
the overall three-body CMS to the CMS of 2 and 3 (figure 14.18). If θ̃ is the 
angle between 1 and 3 in this system, then (problem 14.7) 

x2 = (1 − x1/2) + (x1/2) cos θ̃  

x3 = (1 − x1/2) − (x1/2) cos θ.̃ (14.72)  

The limits of the physical region are then clearly cos θ̃ = ±1, which correspond 
to x2 = 1 and x3 = 1. By symmetry, we see that the entire perimeter of the 
triangle in figure 14.17 is the required boundary: physical events fall anywhere 
inside the triangle. (This is the massless limit of the classic Dalitz plot, first 
introduced by Dalitz (1953) for the analysis of K → 3π.) Lines of constant θ̃
are shown in figure 14.17. 
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FIGURE 14.19
Gluon configurations leading to divergences of equation (14.73): (a) gluon
emitted approximately collinear with quark (or antiquark): (b) soft gluon
emission. The events are viewed in the overall CMS.

It is apparent from these figures that in either of these two cases the
observed final state hadrons, after the fragmentation process, will in fact re-
semble a two-jet configuration. Such events will be found in the regions x1 ≈ 1
and/or x2 ≈ 1 of the kinematical plot shown in figure 14.17, which correspond
to strips adjacent to two of the boundaries of the triangle. Events outside these
strips should be essentially three-jet events, corresponding to the emission of
a hard, non-collinear gluon. To isolate such events, we must keep away from
the boundaries of the triangle (the strip along the third boundary x3 = 1 will
not contain a divergence, but will be included in a physical jet measure – see
the following section). Thus to order α2αs the total annihilation cross section
to three jets is given by the integral of (14.73) over a suitably defined inner
triangular region in figure 14.17.

Assuming such a separation of three- and two-jet events can be done sat-
isfactorily (see the next section), their ratio carries important information –
namely, it should be proportional to αs. This follows simply from the extra
factor of gs associated with the gluon emissions in figure 14.15. Glossing over
a number of technicalities (for which the reader is referred to Ellis, Stirling
and Webber 1996, section 3.3), we show in figure 14.20 a compilation of data
on the fraction of three-jet events at different e+e− annihilation energies. The
most remarkable feature of this figure is, of course, that this fraction – and
hence αs – changes with energy, decreasing as the energy increases. This is, in
fact, direct evidence for asymptotic freedom. A more recent comparison be-
tween theory and experiment (the agreement is remarkable) will be presented
in the following chapter, section 15.3, after we have introduced the theoretical
framework for calculating the energy dependence of αs.

14.5 Definition of the two-jet cross section in e+e−

annihilation

As just noted, the integral of (14.73) over the remaining regions of figure 14.17,
near the phase-space boundaries, will contribute to the two-jet annihilation
cross section – and it is divergent. Clearly this is not a physically acceptable
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FIGURE 14.18 
Definition of θ̃. 

Now consider the distribution provided by the QCD bremsstrahlung pro-
cess, equation (14.67), which can be written equivalently as 

d2σ 2 22αs 
 

x1 + x
 

2 = σpt (14.73) 
dx1dx2 3π (1 − x1)(1 − x2)

where σpt is the pointlike e
+e− → hadrons total cross section of (9.99), and 

a factor of 4 has been introduced from the colour sum (problem 14.5). The 
factor in large parentheses is (14.68) written in terms of the xi (problem 14.8). 
The most striking feature of (14.73) is that it is infinite as x1 or x2, or both, 
tend to 1 – and in such a way that the cross section integrated over x1 and 
x2 diverges logarithmically. 

This is a quite different infinity from the ones encountered in the loop 
integrals of chapters 10 and 11. No integral over an arbitrarily large internal 
momentum is involved here – the tree amplitude itself is becoming singular on 
the phase space boundary. We can trace the origin of the singularity back to 
the denominator factors (p1 · p3)−1 ∼ (1 − x2)

−1 and (p2 · p3)−1 ∼ (1 − x1)
−1 

in (14.59). These become zero in two distinct configurations of the gluon 
momentum: 

2(i) p3 ∝ p1 or p3 ∝ p2 (using p = 0) (14.74) i 

(ii) p3 → 0 (14.75) 

which are easily interpreted physically. Condition (i) corresponds to a sit-
uation in which the 4-momentum of the gluon is parallel to that of either 
the quark or the antiquark; this is called a ‘collinear divergence’ and the 
configuration is pictured in figure 14.19(a). If we restore the quark masses, 
2 2 2 2p = m / 0 and p = m = 0, then the factor (2p1 · p3)−1, for example, be-= /1 1 2 2 

2 comes ((p1 + p3)
2 − m1)

−1 which only vanishes as p3 → 0, which is condition 
(ii). The divergence of type (i) is therefore also termed a ‘mass singularity’, 
as it would be absent if the quarks had mass. Condition (ii) corresponds to 
the emission of a very ‘soft’ gluon (figure 14.19(b)) and is called a ‘soft, or 
infrared, divergence’. In contrast to this, the gluon momentum p3 in type (i) 
does not have to be vanishingly small. 
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FIGURE 14.18
Definition of θ̃.

Now consider the distribution provided by the QCD bremsstrahlung pro-
cess, equation (14.67), which can be written equivalently as

d2σ

dx1dx2
= σpt

2αs

3π

x2
1 + x2

2

(1− x1)(1 − x2)
(14.73)

where σpt is the pointlike e+e− → hadrons total cross section of (9.99), and
a factor of 4 has been introduced from the colour sum (problem 14.5). The
factor in large parentheses is (14.68) written in terms of the xi (problem 14.8).
The most striking feature of (14.73) is that it is infinite as x1 or x2, or both,
tend to 1 – and in such a way that the cross section integrated over x1 and
x2 diverges logarithmically.

This is a quite different infinity from the ones encountered in the loop
integrals of chapters 10 and 11. No integral over an arbitrarily large internal
momentum is involved here – the tree amplitude itself is becoming singular on
the phase space boundary. We can trace the origin of the singularity back to
the denominator factors (p1 · p3)−1 ∼ (1− x2)

−1 and (p2 · p3)−1 ∼ (1− x1)
−1

in (14.59). These become zero in two distinct configurations of the gluon
momentum:

(i) p3 ∝ p1 or p3 ∝ p2 (using p2i = 0) (14.74)

(ii) p3 → 0 (14.75)

which are easily interpreted physically. Condition (i) corresponds to a sit-
uation in which the 4-momentum of the gluon is parallel to that of either
the quark or the antiquark; this is called a ‘collinear divergence’ and the
configuration is pictured in figure 14.19(a). If we restore the quark masses,
p21 = m2

1 = 0 and p22 = m2
2 = 0, then the factor (2p1 · p3)−1, for example, be-

comes ((p1 + p3)
2 −m2

1)
−1 which only vanishes as p3 → 0, which is condition

(ii). The divergence of type (i) is therefore also termed a ‘mass singularity’,
as it would be absent if the quarks had mass. Condition (ii) corresponds to
the emission of a very ‘soft’ gluon (figure 14.19(b)) and is called a ‘soft, or
infrared, divergence’. In contrast to this, the gluon momentum p3 in type (i)
does not have to be vanishingly small.
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FIGURE 14.19 
Gluon configurations leading to divergences of equation (14.73): (a) gluon 
emitted approximately collinear with quark (or antiquark): (b) soft gluon 
emission. The events are viewed in the overall CMS. 

It is apparent from these figures that in either of these two cases the 
observed final state hadrons, after the fragmentation process, will in fact re-
semble a two-jet configuration. Such events will be found in the regions x1 ≈ 1 
and/or x2 ≈ 1 of the kinematical plot shown in figure 14.17, which correspond 
to strips adjacent to two of the boundaries of the triangle. Events outside these 
strips should be essentially three-jet events, corresponding to the emission of 
a hard, non-collinear gluon. To isolate such events, we must keep away from 
the boundaries of the triangle (the strip along the third boundary x3 = 1 will 
not contain a divergence, but will be included in a physical jet measure – see 
the following section). Thus to order α2αs the total annihilation cross section 
to three jets is given by the integral of (14.73) over a suitably defined inner 
triangular region in figure 14.17. 

Assuming such a separation of three- and two-jet events can be done sat-
isfactorily (see the next section), their ratio carries important information – 
namely, it should be proportional to αs. This follows simply from the extra 
factor of gs associated with the gluon emissions in figure 14.15. Glossing over 
a number of technicalities (for which the reader is referred to Ellis, Stirling 
and Webber 1996, section 3.3), we show in figure 14.20 a compilation of data 

+on the fraction of three-jet events at different e e− annihilation energies. The 
most remarkable feature of this figure is, of course, that this fraction – and 
hence αs – changes with energy, decreasing as the energy increases. This is, in 
fact, direct evidence for asymptotic freedom. A more recent comparison be-
tween theory and experiment (the agreement is remarkable) will be presented 
in the following chapter, section 15.3, after we have introduced the theoretical 
framework for calculating the energy dependence of αs. 

14.5  Definition of the two-jet cross section in e+e− 

annihilation 
As just noted, the integral of (14.73) over the remaining regions of figure 14.17, 
near the phase-space boundaries, will contribute to the two-jet annihilation 
cross section – and it is divergent. Clearly this is not a physically acceptable 
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FIGURE 14.21
Virtual gluon corrections to figure 14.20.

FIGURE 14.22
One-photon annihilation amplitude in e+e− → q̄q.

This result was first shown by Sterman and Weinberg (1977), in a paper
which initiated the modern treatment of jets within the framework of QCD.
They defined the two-jet differential cross section to include those events in
which all but a fraction E of the total e+e− energy E (=

√
Q2) is emitted

within some pair of oppositely directed cones of half-angle δ << 1, lying at an
angle θ to the e+e− beam line. Including the contributions of real and virtual
gluons up to order ααs, the result is (Muta 2010, section 5.4.1)

(
dσ

dΩ

)

2−jet

=

(
dσ

dΩ

)

pt

|
1− 4

3

αs

π

(
3 ln δ + 4 ln δ ln 2E+

π2

3
− 5

2

)|
, (14.76)

where ( dσdΩ)pt is the contribution of the lowest-order graph, figure 14.22, which
is given by equation (9.102) summed over quark colours and charges; terms of
order δ and E, and higher powers, are neglected. It is evident from (14.76) that
the jet parameters E and δ serve to control the soft and collinear divergences,
which reappear as E and δ tend to zero; they are ‘resolution parameters’.

The remarkable cancellation of the soft and collinear divergences between
the real and virtual emission processes is actually a general result in QED
(recall that in chapter 11 we declined to pursue the problem of such infrared
divergences). The Bloch–Nordsieck (1937) theorem states that ‘soft’ singu-
larities cancel between real and virtual processes when one adds up all final
states which are indistinguishable by virtue of the energy resolution of the
apparatus. The Kinoshita (1962) Lee and Nauenberg (1964) theorem states,
roughly speaking, that mass singularities are absent if one adds up all indis-
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FIGURE 14.20 
−A compilation of three-jet fractions at different e+e annihilation energies. 

Adapted from Akrawy et al. (OPAL) (1990); figure from R K Ellis, W J Stir-
ling and B R Webber (1996) QCD and Collider Physics, courtesy Cambridge 
University Press. 

result: we want a finite two-jet cross section. The cure lies in recognizing 
that at the order to which we are working, namely α2αs, other parton-level 
graphs can contribute. These are the one-gluon loop graphs shown in figure 
14.21, which are of order ααs. They turn out to contain exactly the same soft 
and collinear divergences, this time associated with configurations of virtual 
momenta inside the loops. In a carefully defined two-jet cross section, these 
two classes of divergences (one from real gluon emission, the other from virtual 
gluons) actually cancel. 

Let us call the amplitude for the sum of these three graphs Fvg, where ‘vg’ 
stands for virtual gluon. Fvg is the order αs correction to the original order 
α parton-level graph of figure 9.17, shown here again in figure 14.22, with 
amplitude Fγ . The cross section from these contributions is proportional to 
|Fγ + Fvg|2 . There are three terms in this expression: one of order α2, from 
|Fγ |2; another of order α2α2, from |Fvg|2, which we drop since it is of higher s 
order in αs; and an interference term of order α2αs, the same as (14.73). 
Thus the interference term must be included in calculating the two-jet cross 
section to this order. When it is, the soft and collinear divergences cancel5: 
the resulting two-jet cross section is IRC (infrared and collinear) ‘safe’. 

5The usual ultraviolet divergences in the loop graphs are removed by conventional renor-
malization. 
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FIGURE 14.20
A compilation of three-jet fractions at different e+e− annihilation energies.
Adapted from Akrawy et al. (OPAL) (1990); figure from R K Ellis, W J Stir-
ling and B R Webber (1996) QCD and Collider Physics, courtesy Cambridge
University Press.

result: we want a finite two-jet cross section. The cure lies in recognizing
that at the order to which we are working, namely α2αs, other parton-level
graphs can contribute. These are the one-gluon loop graphs shown in figure
14.21, which are of order ααs. They turn out to contain exactly the same soft
and collinear divergences, this time associated with configurations of virtual
momenta inside the loops. In a carefully defined two-jet cross section, these
two classes of divergences (one from real gluon emission, the other from virtual
gluons) actually cancel.

Let us call the amplitude for the sum of these three graphs Fvg, where ‘vg’
stands for virtual gluon. Fvg is the order αs correction to the original order
α parton-level graph of figure 9.17, shown here again in figure 14.22, with
amplitude Fγ . The cross section from these contributions is proportional to
|Fγ + Fvg|2. There are three terms in this expression: one of order α2, from
|Fγ |2; another of order α2α2

s , from |Fvg|2, which we drop since it is of higher
order in αs; and an interference term of order α2αs, the same as (14.73).
Thus the interference term must be included in calculating the two-jet cross
section to this order. When it is, the soft and collinear divergences cancel5:
the resulting two-jet cross section is IRC (infrared and collinear) ‘safe’.

5The usual ultraviolet divergences in the loop graphs are removed by conventional renor-
malization.
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FIGURE 14.21 
Virtual gluon corrections to figure 14.20. 

FIGURE 14.22 
− → ¯One-photon annihilation amplitude in e+e qq. 

This result was first shown by Sterman and Weinberg (1977), in a paper 
which initiated the modern treatment of jets within the framework of QCD. 
They defined the two-jet differential cross section to include those events in 

−which all but a fraction E of the total e+e energy E (= 
√
Q2) is emitted 

within some pair of oppositely directed cones of half-angle δ << 1, lying at an 
angle θ to the e+e− beam line. Including the contributions of real and virtual 
gluons up to order ααs, the result is (Muta 2010, section 5.4.1) 

π2
( 
dσ 

) ( 
dσ 

) |
4 αs 

(
5
)| 

= 1− 3 ln δ + 4 ln δ ln 2E + − , (14.76) 
dΩ dΩ 3 π 3 22−jet pt 

where ( dσ )pt is the contribution of the lowest-order graph, figure 14.22, which dΩ 
is given by equation (9.102) summed over quark colours and charges; terms of 
order δ and E, and higher powers, are neglected. It is evident from (14.76) that 
the jet parameters E and δ serve to control the soft and collinear divergences, 
which reappear as E and δ tend to zero; they are ‘resolution parameters’. 

The remarkable cancellation of the soft and collinear divergences between 
the real and virtual emission processes is actually a general result in QED 
(recall that in chapter 11 we declined to pursue the problem of such infrared 
divergences). The Bloch–Nordsieck (1937) theorem states that ‘soft’ singu-
larities cancel between real and virtual processes when one adds up all final 
states which are indistinguishable by virtue of the energy resolution of the 
apparatus. The Kinoshita (1962) Lee and Nauenberg (1964) theorem states, 
roughly speaking, that mass singularities are absent if one adds up all indis-
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CF enters into the parton-level three-jet amplitude (14.67), but the triple-
gluon vertex is not involved at order αs. This vertex is an essential feature of
non-Abelian gauge theories, being absent in Abelian theories such as QED. A
direct measurement of the triple-gluon vertex colour factor, CA, can be made
in the process e+e− → 4 jets.

4-jet events originate from the parton-level process e+e− → qq̄g via three
mechanisms: the emission of a second bremsstrahlung gluon, splitting of the
first gluon into two gluons, and splitting of the first gluon into nf quark pairs.
As problem 14.5 shows, these three types of splitting vertices are characterized
in cross sections by the colour factors CF , CA and nfTR, so that the cross
section can be written as (Ali and Kramer 2011)

σ4−jet =
(αs

π

)
CF [CFσbb + CAσgg + nfTRσqq̄]. (14.79)

Measurements yield (Abbiendi et al. 2001)

CA/CF = 2.29± 0.06[stat.]± 0.14[syst.]

TR/CF = 0.38± 0.03[stat.]± 0.06[syst.], (14.80)

in good agreement with the theoretical predictions CA/CF = 9/4 and TR/CF =
3/8 in QCD.

14.6.2 Jet algorithms

From the examples already discussed in this chapter, it is clear that jets are an
essential element in making comparisons between experimental measurements
involving final state particles in detectors, and theoretical calculations at the
parton level using perturbative QCD. Conceptually, jets provide a common
representation for these two classes of event – those at the detector level,
and those at the parton level. For precision comparisons, it is necessary to
have a rigorous definition of a jet – a jet algorithm – which should be equally
applicable at the detector, and at the parton, level. In the more than thirty
years that have passed since Sterman and Weinberg’s 1977 paper, many jet
definitions have been developed and applied. All involve the basic notion of
clustering together objects that are in some sense ‘near’ to each other. Two
main classes of jet algorithm may be distinguished: cone algorithms based on
proximity in coordinate space, as in the Sterman-Weinberg approach, and used
extensively, until recently, at hadron colliders; and sequential recombination
algorithms based on proximity in momentum space, as in the jet-mass criterion
of Kramer and Lampe (1987), and widely used at e+e− and e p colliders.
Recent general reviews of jet algorithms are provided by Salam (2010) and by
Ali and Kramer (2011); see also Ellis et al. (2008), Campbell et al. (2007),
and Kluth (2006). Here we shall give only a brief introduction to sequential
recombination algorithms – all of which are IRC safe – since it seems likely
that they will dominate future jet analyses.
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tinguishable mass-degenerate states. This is the reason for the finiteness of 
the Sterman-Weinberg 2-jet cross section, in an analogous QCD case. 

Returning to (14.76), it is important to note that the angular distribu-
tion of this well-defined two-jet process is given precisely by the lowest-order 
expression (9.102), just as was hoped in the simple parton model of section 
9.5. Of course, the cross section depends on the jet parameters δ and E. The 
formula (14.76) can be used, for example, to estimate the angular radius of 
the jets, as a function of E. 

Although the Sterman-Weinberg jet definition was historically the first, 
it is not the only possible one. Another, in some ways simpler, definition 
(Kramer and Lampe 1987) is directly phrased in terms of the offending de-

−1 −1nominators s and s in (14.67). Let us introduce the dimensionless jet 13 23 
mass variables 

yij = sij /Q
2 = 2EiEj (1 − cos θij )/Q

2 (14.77) 

for any two partons i and j; s12 will be included, though no singularity is 
involved. Here Ei and Ej are the (massless) parton energies, and θij is the 
angle between their 3-momenta, in the overall CMS. Then i and j are defined 
to be in one jet if yij is less than some given number y. Note that for small 
θij , sij ≈ EiEj θ

2 /Q2, so the single parameter y provides effectively both an ij 
energy and an angle cut. Clearly this definition is equivalent to a formulation 
in terms of strips 1 ≤ xk < 1− y on figure 14.7, as discussed earlier. Including 
contributions, as before, from figures 14.22, 14.21, and 14.16, the resulting 
2-jet cross section is found to be (Kramer and Lampe 1987) 

σ2−jet = σpt[1 − 
2 αs 

(2 ln2 y + 3 ln y − 4y ln y + 1  − π2/3)]. (14.78) 
3 π 

Terms of order y were calculated numerically. These include the contribution 
from the (non-singular) region y12 < y, where the two quarks are in one jet 
and the other jet is a pure gluon jet. Plainly the IRC singularities have been 
eliminated from (14.78), at the cost of the jet mass resolution parameter y. 
Kramer and Lampe also calculated the order α2 corrections to (14.78). s 

These two ways of regulating the IRC divergences in the 2-jet partonic 
cross section have each been extensively developed into jet algorithms, as we 
shall briefly discuss in section 14.6.2. 

14.6 Further developments 
14.6.1 Test of non-Abelian nature of QCD in e+e− → 4 jets 
We have seen in section 14.3.1 how the colour factors associated with different 
QCD vertices (problem 14.5) play an important part in determining the rela-
tive weights of different parton-level processes. The quark-gluon colour factor 
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non-Abelian gauge theories, being absent in Abelian theories such as QED. A 
direct measurement of the triple-gluon vertex colour factor, CA, can be made 
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essential element in making comparisons between experimental measurements 
involving final state particles in detectors, and theoretical calculations at the 
parton level using perturbative QCD. Conceptually, jets provide a common 
representation for these two classes of event – those at the detector level, 
and those at the parton level. For precision comparisons, it is necessary to 
have a rigorous definition of a jet – a jet algorithm – which should be equally 
applicable at the detector, and at the parton, level. In the more than thirty 
years that have passed since Sterman and Weinberg’s 1977 paper, many jet 
definitions have been developed and applied. All involve the basic notion of 
clustering together objects that are in some sense ‘near’ to each other. Two 
main classes of jet algorithm may be distinguished: cone algorithms based on 
proximity in coordinate space, as in the Sterman-Weinberg approach, and used 
extensively, until recently, at hadron colliders; and sequential recombination 
algorithms based on proximity in momentum space, as in the jet-mass criterion 

+ −of Kramer and Lampe (1987), and widely used at e e and e p colliders. 
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Problems

14.1

(a) Show that the antisymmetric 3q combination of equation (14.2)
is (i) a determinant, and (ii) invariant under the transformation
(14.14) for each colour wavefunction.

(b) Suppose that pα and qα stand for two SU(3)c colour wavefunctions,
transforming under an infinitesimal SU(3)c transformation via

p' = (1 + iη · λ/2)p,

and similarly for q. Consider the antisymmetric combination of
their components, given by

⎛
⎝

p2q3 − p3q2
p3q1 − p1q3
p1q2 − p2q1

⎞
⎠ ≡

⎛
⎝

Q1

Q2

Q3

⎞
⎠ ;

that is, Qα = Eαβγpβqγ . Check that the three components Qα

transform as a 3∗
c , in the particular case for which only the pa-

rameters η1, η2, η3 and η8 are non-zero. [Note: you will need the
explicit forms of the λ matrices (appendix M); you need to verify
the transformation law

Q' = (1 − iη · λ∗/2)Q.]

14.2

(a) Verify that the normally ordered QCD interaction ¯̂qfγ
μ 1
2λaq̂f Âaμ is

C-invariant.

(b) Show that λaF̂aμν transforms under C according to (14.36).

14.3 Verify that the Lorentz-invariant ‘contraction’ EμνρσF̂
μνF̂ ρσ of two U(1)

(Maxwell) field strength tensors is equal to 8E ·B.

14.4 Verify that the cross section for the exchange of a single massless scalar
gluon between two quarks (or between a quark and an antiquark) contains no
‘1/t̂2’ factor.

14.5 This problem is concerned with the evaluation of various ‘colour factors’.

(a) Consider first the colour factor needed for equation (14.73). The
‘colour wavefunction’ part of the amplitude (14.59) is

E
c

ac(c3)χ
†(c1)

λc

2
χ(c2) (14.83)
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The JADE algorithm (Bartel et al. 1986, Bethke et al. 1988) is a promi-
−nent early example of sequential recombination algorithms applied in e+e

annihilation reactions. Particles are clustered in a jet iteratively as long as 
the quantity yij of (14.77) is less than some prescribed value yc. If for some 
pair (i, j), yij < yc, particles i and j are combined into a compound object 
(with the resultant 4-momentum, typically), and the process continues by 
pairing the compound with a new particle k. The procedure stops when all 
yij distances are greater than yc, and the compounds that remain at this stage 
are the jets, by definition. 

One drawback with this scheme is that in higher orders of perturbation 
theory one meets terms of the form α2 ln2n y (generalizations of the αs ln

2 ys 
term in (14.78)). Such terms can be large enough to invalidate a perturbative 
approach. Also, it is possible for two soft particles moving in opposite direc-
tions to get combined in the early stages of clustering, which runs counter 
to the intuitive notion of a jet being restricted in angular radius. The kt -
algorithm (Catani et al. 1991) avoids these problems by replacing the yij of 
(14.77) by 

yij = 2min.[Ei 
2, Ej 

2](1 − cos θij )/Q
2 . (14.81) 

This amounts to defining ‘distance’ by the minimum transverse momentum 
kt of the particles in nearby collinear pairs. The use of the minimum energy 
ensures that the distance between two soft, back-to-back particles is larger 
than that between a soft particle and a hard one that is close to it in angle. 
The kt algorithm was widely used at LEP. 

The basic idea of the kt algorithm was extended to hadron colliders (Ellis 
and Soper 1993, Catani et al. 1993), where the total energy of the hard 
scattering particles is not well defined experimentally. The distance measure 
yij is replaced by 

2p 2pdij = min.[pti , ptj ][(yi − yj)2 + (φi − φj )
2]/R2 (14.82) 

where, for particle i, pti is the transverse momentum with respect to the 
1(beam) z-axis, yi is the rapidity along the beam axis (defined by yi = ln[(Ei+2 

pzi)/(Ei −pzi)]), φi is the azimuthal angle in the plane transverse to the beam, 
and R is a jet parameter. The variables yi, φi have the property that they are 
invariant under boosts along the beam direction. In addition, recombination 
with the beam jets is controlled by the quantity dij = k2p, which is included ti 
along with the dij ’s when recombining all the particles into (i) jets with non-
zero transverse momentum, and (ii) beam jets. The power parameter p takes 
the value 1 in the (extended) kt algorithm, and -1 in the ‘anti-kt ’ algorithm 
(Cacciari et al. 2008). Whereas the former (and p = 0) leads to irregularly 
shaped jet boundaries, the latter leads to cone-like boundaries. The choice 
p = −1 was made in early LHC analyses. 
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Problems 

(a) Show that the antisymmetric 3q combination of equation (14.2) 
is (i) a determinant, and (ii) invariant under the transformation 
(14.14) for each colour wavefunction. 

(b) Suppose that pα and qα stand for two SU(3) colour wavefunctions, c 
transforming under an infinitesimal SU(3)c transformation via 

p ' = (1 + iη · λ/2)p, 

and similarly for q. Consider the antisymmetric combination of 
their components, given by 

⎛
⎝ 

p2q3 − p3q2 
p3q1 − p1q3 
p1q2 − p2q1 

⎞
⎠ ≡ 

⎛
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Q1 
Q2 

⎞
⎠ ; 

Q3 

that is, Qα = Eαβγ pβ qγ . Check that the three components Qα 
transform as a 3 ∗ , in the particular case for which only the pa-c 
rameters η1, η2, η3 and η8 are non-zero. [Note: you will need the 
explicit forms of the λ matrices (appendix M); you need to verify 
the transformation law 

Q' = (1 − iη · λ ∗ /2)Q.] 

(a) Verify that the normally ordered QCD interaction q̄̂f γ
μ 1 λaq̂f Âaμ is2 

C-invariant.  
ˆ (b)  Show that λaFaμν transforms under C according to (14.36).  

F̂μν ˆ 14.3 Verify that the Lorentz-invariant ‘contraction’ Eμνρσ F ρσ of two U(1) 
(Maxwell) field strength tensors is equal to 8E · B. 

14.4 Verify that the cross section for the exchange of a single massless scalar 
gluon between two quarks (or between a quark and an antiquark) contains no 
‘1/t̂2’ factor. 

14.5 This problem is concerned with the evaluation of various ‘colour factors’. 

(a) Consider first the colour factor needed for equation (14.73). The 
‘colour wavefunction’ part of the amplitude (14.59) is 

λc 
ac(c3)χ

†(c1) χ(c2) (14.83) 
2 

c 
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(b) The colour part for the triple gluon vertex g1 → g2 + g3 is

E
c,d,e

a∗d(c2)a
∗
e(c3)fdecac(c1).

Show that the modulus squared of this, averaged over the initial
gluon colours and summed over the final gluon colours, is

1

8

E
c,d,e

fdecfdec,

where each of c, d, e runs from 1 to 8. Deduce using (12.84) that
this expression can be written as

1

8

E
e

(E
d

G
(8)
d G

(8)
d

)

ee

,

where G
(8)
d , (d = 1 . . . 8) are the 8×8 matrices representing the gen-

erators of SU(3) in the 8-dimensional (adjoint) representation (see

section 12.2). The expression (
E

d G
(8)
d G

(8)
d ) is the SU(3) Casimir

operator Ĉ2 in the adjoint representation, which from (M.67) has
the value CA18, where 18 is the 8 × 8 unit matrix, and CA = 3.
Hence show that the (averaged, summed) triple gluon vertex colour
factor is CA = 3.

(c) The colour part of the g → q + q̄ vertex is

χ∗
r(c3)(

λc

2
)rsχs(c2)ac(c1).

Show that the modulus squared of this, averaged over the initial
gluon colours and summed over the final quark colours is

1

8

E
c

(
λc

2

λc

2

)

rr

=
1

2
.

This number is usually denoted by TR.

14.6 Verify equation (14.60).

14.7 Verify equation (14.72).

14.8 Verify that expression (14.68) becomes the factor in large parentheses in
equation (14.73), when expressed in terms of the xi’s.

E 

E 

E 

E ) 
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where c1, c2 and c3 label the colour degree of freedom of the quark, 
antiquark and gluon respectively, and the sum on the index c has 
been indicated explicitly. The χ’s are the colour wavefunctions of 
the quark and antiquark, and are represented by three-component 
column vectors; a convenient choice is 

χ(r) = 

⎛
⎝ 

)
) , χ(b) = 

⎛
⎝ 

)
) , χ(g) = 

⎛
⎝ 

)
) (14.84) 

1 
0 

0 
1 

0 
0 

0 0 1 

by analogy with the spin wavefunctions of SU(2). The cross section 
is obtained by forming the modulus squared of (14.83) and summing 
over the colour labels ci: 

∗ (λc)rs ∗ (λd)lm ∗ ac(c3)χ (c1) χs(c2)χl (c2) χm(c1)ad(c3)r 2 2 
c,c1,c2,c3 

(14.85) 
where summation is understood on the matrix indices on the χ’s and 
λ’s, which have been indicated explicitly. In this form the expres-
sion is very similar to the spin summations considered in chapter 8 
(cf equation (8.62)). We proceed to evaluate it as follows: 

(i) Show that
∗ χs(c2)χl (c2) = δsl. 

c2 

(ii) Assuming the analogous result 

∗ ac(c3)ad(c3) = δcd 
c3 

show that (14.85) becomes 

8

c=1 

( 
λc λc 

,
2 2 rr 

where the (implied) sum on r runs from 1 to 3. 

λc λc(iii) The expression 
E

c is just the Casimir operator Ĉ2 (see 2 2 
section M.5 in appendix M) for SU(3) in the fundamental represen-
tation 3, which from (M.67) has the value CF 13, where 13 is the 
unit 3 ×3 matrix, and CF = 4/3. Hence show that the colour factor 
for (14.73) is 4. 

Note that if we averaged over the colours of the initial quark, or 
considered one particular colour, the colour factor would be CF . 
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where c1, c2 and c3 label the colour degree of freedom of the quark,
antiquark and gluon respectively, and the sum on the index c has
been indicated explicitly. The χ’s are the colour wavefunctions of
the quark and antiquark, and are represented by three-component
column vectors; a convenient choice is

χ(r) =

⎛
⎝

1
0
0

)
) , χ(b) =

⎛
⎝

0
1
0

)
) , χ(g) =

⎛
⎝

0
0
1

)
) (14.84)

by analogy with the spin wavefunctions of SU(2). The cross section
is obtained by forming the modulus squared of (14.83) and summing
over the colour labels ci:

E
c,c1,c2,c3

ac(c3)χ
∗
r(c1)

(λc)rs
2

χs(c2)χ
∗
l (c2)

(λd)lm
2

χm(c1)a
∗
d(c3)

(14.85)
where summation is understood on the matrix indices on the χ’s and
λ’s, which have been indicated explicitly. In this form the expres-
sion is very similar to the spin summations considered in chapter 8
(cf equation (8.62)). We proceed to evaluate it as follows:

(i) Show that E
c2

χs(c2)χ
∗
l (c2) = δsl.

(ii) Assuming the analogous result

E
c3

ac(c3)a
∗
d(c3) = δcd

show that (14.85) becomes

8E
c=1

(
λc

2

λc

2

)

rr

,

where the (implied) sum on r runs from 1 to 3.

(iii) The expression
E

c
λc

2
λc

2 is just the Casimir operator Ĉ2 (see
section M.5 in appendix M) for SU(3) in the fundamental represen-
tation 3, which from (M.67) has the value CF13, where 13 is the
unit 3×3 matrix, and CF = 4/3. Hence show that the colour factor
for (14.73) is 4.

Note that if we averaged over the colours of the initial quark, or
considered one particular colour, the colour factor would be CF .
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(b) The colour part for the triple gluon vertex g1 → g2 + g3 is 

∗ ∗E 
ad(c2)ae(c3)fdecac(c1). 

c,d,e 

Show that the modulus squared of this, averaged over the initial 
gluon colours and summed over the final gluon colours, is 

1 E 
fdecfdec,

8 
c,d,e 

where each of c, d, e runs from 1 to 8. Deduce using (12.84) that 
this expression can be written as 

1 

8 

E 
(E 

G
(8) 
d G

(8) 
d 

) 

, 
e d ee 

(8)
where G , (d = 1  . . .  8) are the 8×8 matrices representing the gen-d 
erators of SU(3) in the 8-dimensional (adjoint) representation (see 

(8) (8)
section 12.2). The expression (

E
d G G ) is the SU(3) Casimir d d 

operator Ĉ2 in the adjoint representation, which from (M.67) has 
the value CA18, where 18 is the 8 × 8 unit matrix, and CA = 3. 
Hence show that the (averaged, summed) triple gluon vertex colour 
factor is CA = 3. 

(c) The colour part of the g → q +  q̄ vertex is 

λc
χ ∗ (c3)( χs(c2)ac(c1).r )rs

2 

Show that the modulus squared of this, averaged over the initial 
gluon colours and summed over the final quark colours is 

1 
( 
λc λc 

) 
1 
. 

8 2 2 2 rrc 

This number is usually denoted by TR. 

14.6 Verify equation (14.60). 

14.7 Verify equation (14.72). 

14.8 Verify that expression (14.68) becomes the factor in large parentheses in 
equation (14.73), when expressed in terms of the xi’s. 
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15  
QCD II: Asymptotic Freedom, the 
Renormalization Group, and Scaling 
Violations 

In the previous chapter we learned that QCD amplitudes contributing to 
+ −e e → jets generally have IRC singularities, but that finite physical cross 
sections can be obtained by including together kinematically indistinguishable 

−final states. The partial cross sections (for example σ(e+e → 2 jets)) will 
depend on the IRC cut-off parameter(s). What about the fully inclusive pro-

+cess e e− → hadrons, where all final states are summed over? At order ααs, 
the parton-level diagrams contributing to this process are the same ones we 
considered in section 14.5, namely figures 14.16, 14.21 and 14.22. If we denote 
the amplitudes for these contributions by Frg (for real gluon emission), Fvg 
(for virtual gluon emission) and Fγ for the Born graph, then the partial cross 

− ∗section σ(e+e → 2 jets) includes |Fγ |2, the interference term 2Re(Fγ F ),vg

and the integral of |Frg|2 over strips near the boundaries of figure 14.17. At 
this order, the partial cross section σ(e+e− → 3 jets) is given by the integral 
of |Frg|2 over the remaining (interior) region of figure 14.17. The correspond-

∗ing total cross section is thus simply the sum of |Fγ |2 , 2Re(Fγ F ), and the vg

integral of |Frg|2 over the whole of the x1 − x2 phase space. Clearly the IRC 
singularities will cancel, as in the 2-jet cross section, and the result will not 
depend on any IRC cut-off parameter. Indeed, the result is (see for example 
Muta 2010, section 5.1.2) 

σ(e+ e − → hadrons) = σpt(Q
2)(1 + αs/π). (15.1) 

This fully inclusive cross section is finite and free of IRC cut-offs. 

At first sight, this result might appear satisfactory. It predicts a cross 
section somewhat greater than σpt, as is observed in figure 14.1 – from which 
we might infer that αs ∼ 0.5 or less. Assuming the expansion parameter is 
αs/π, the implied perturbation series in powers of αs would seem to be rapidly 
convergent. However, this is an illusion, which is dispelled as soon as we go 
to the next order in αs (i.e. to the order α

2α2 in the cross section). s 
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section – that is, large Q2-dependent departures from the point-like Born cross
section, σpt(Q

2). But the data actually follow the point-like prediction very
well.

Suppose that, nevertheless, we consider the sum of (15.1) and (15.2), which
is

σpt[1 +
αs

π
{1− β0αs ln(Q

2/μ2)}]. (15.5)

This suggests that one effect, at least, of these higher-order corrections is to
convert αs to a Q2-dependent quantity, namely αs{1 − β0αs ln(Q

2/μ2)}. We
have seen something very like this before, in equation (11.56), for the case
of QED. There is, however, one remarkable difference: here the coefficient of
the ln is negative, whereas that in (11.56) is positive. Apart from this (vital!)
difference, however, we can reasonably begin to think in terms of an effective
‘Q2-dependent strong coupling constant αs(Q

2)’.
Pressing on with the next order (α2α3

s ) terms, we encounter a term (Samuel
and Surguladze 1991, Gorishnii et al. 1991)

σpt

[
αsβ0 ln(Q

2/μ2)
]2 αs

π
, (15.6)

and the ratio between this and (15.2) is precisely (15.4) once again! We are
now strongly inclined to suspect that we are seeing, in this class of terms, an
expansion of the form (1+x)−1 = 1−x+x2−x3 . . .. If true, this would imply
that all terms of the form (15.2) and (15.6), and higher, sum up to give (cf
(11.63))

σpt

|
1 +

αs/π

1 + αsβ0 ln(Q2/μ2)

|
. (15.7)

The ‘re-summation’ effected by (15.7) has a remarkable effect: the ‘dangerous’
large logarithms in (15.2) and (15.6) are now effectively in the denominator
(cf (11.56)), and their effect is such as to reduce the effective value of αs as
Q2 increases – exactly the property of asymptotic freedom.

We hasten to say that of course this is not how the property was discovered
– which was, rather, through the calculations of Politzer (1973) and Gross
and Wilczek (1973). Prior to their work, it was widely believed that any
quantum field theory would have a running coupling which behaved like that
of QED which, as we saw in section 11.5.3, increases for large Q2 (short
distances). Such behaviour would make the scaling violations due to a term
like (15.7) even worse. It was therefore a mystery how quantum field theory
could account for the small scaling violations seen in the data. The discovery
that the running couplings of non-Abelian gauge theories became weaker at
large Q2 opened the way for a quantitative understanding of parton-model
scaling, and perturbative QCD corrections to it.

To place the asymptotic freedom calculation in its proper context requires
a considerable detour. Referring to our previous discussion, we may ask: are
we guaranteed that still-higher-order terms will indeed continue to contain
pieces corresponding to the expression of (15.7)? And what exactly is the
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15.1  Higher-order QCD corrections to σ(e+e− → hadrons): 
large logarithms 

Some typical graphs contributing to this order of the cross section are shown 
in figure 15.1 (note that, as with the O(α2αs) terms, some graphs will con-
tribute via their modulus squared and some via interference terms). The 
result was obtained numerically by Dine and Saperstein (1979), and analyti-
cally by Chetyrkin et al. (1979) and by Celmaster and Gonsalves (1980). For 
our present purposes, the crucial feature of the answer is the appearance of a 
term 

α2
|

s 
|

σpt −β0 ln(Q2/μ2) (15.2) 
π 

where μ is a mass scale (about which we shall shortly have a lot more to say, 
but which for the moment may be thought of as related in some way to an 
average quark mass), and the coefficient β0 is given by 

( 
33 − 2Nf 

)
β0 =  (15.3) 

12π 

where Nf is the number of ‘active’ flavours (e.g. Nf = 5 above the bb̄ thresh-
old). The term (15.2) raises the following problem. The ratio between it and 
the O(ααs) term is clearly 

−β0αs ln(Q
2/μ2).  (15.4) 

If we take Nf = 5, αs ≈ 0.4, μ  ∼ 1 GeV and Q2 ∼ (10 GeV)2, (15.4) is of order 
1, and can in no sense be regarded as a small perturbation. Furthermore, the 
correction (15.4), by itself, would predict large scaling violations in this cross 
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15.1 Higher-order QCD corrections to σ(e+e− → hadrons):
large logarithms

Some typical graphs contributing to this order of the cross section are shown
in figure 15.1 (note that, as with the O(α2αs) terms, some graphs will con-
tribute via their modulus squared and some via interference terms). The
result was obtained numerically by Dine and Saperstein (1979), and analyti-
cally by Chetyrkin et al. (1979) and by Celmaster and Gonsalves (1980). For
our present purposes, the crucial feature of the answer is the appearance of a
term

σpt

|
−β0

α2
s

π
ln(Q2/μ2)

|
(15.2)

where μ is a mass scale (about which we shall shortly have a lot more to say,
but which for the moment may be thought of as related in some way to an
average quark mass), and the coefficient β0 is given by

β0 =

(
33− 2Nf

12π

)
(15.3)

where Nf is the number of ‘active’ flavours (e.g. Nf = 5 above the bb̄ thresh-
old). The term (15.2) raises the following problem. The ratio between it and
the O(ααs) term is clearly

−β0αs ln(Q
2/μ2). (15.4)

If we take Nf = 5, αs ≈ 0.4, μ ∼ 1 GeV and Q2 ∼ (10 GeV)2, (15.4) is of order
1, and can in no sense be regarded as a small perturbation. Furthermore, the
correction (15.4), by itself, would predict large scaling violations in this cross

115 15.1. Higher-order QCD corrections to σ(e+e− → hadrons) 
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– which was, rather, through the calculations of Politzer (1973) and Gross 
and Wilczek (1973). Prior to their work, it was widely believed that any 
quantum field theory would have a running coupling which behaved like that 
of QED which, as we saw in section 11.5.3, increases for large Q2 (short 
distances). Such behaviour would make the scaling violations due to a term 
like (15.7) even worse. It was therefore a mystery how quantum field theory 
could account for the small scaling violations seen in the data. The discovery 
that the running couplings of non-Abelian gauge theories became weaker at 
large Q2 opened the way for a quantitative understanding of parton-model 
scaling, and perturbative QCD corrections to it. 

To place the asymptotic freedom calculation in its proper context requires 
a considerable detour. Referring to our previous discussion, we may ask: are 
we guaranteed that still-higher-order terms will indeed continue to contain 
pieces corresponding to the expression of (15.7)? And what exactly is the 
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where, from (11.23) and (11.24),

Π[2]
γ (q2) = 8e2i

{ 1

0

dx

{
d4k'

(2π)4
x(1 − x)

(k'2 −Δγ + iE)2
(15.9)

and Δγ = m2
e − x(1 − x)q2 with q2 < 0. We regularize the k' integral by a

cut-off Λ as explained in sections 10.3.1 and 10.3.2, obtaining (problem 15.1)

Π[2]
γ (q2) = − e2

π2

{ 1

0

dx x(1 − x)

{
ln

(
Λ +

/
Λ2 +Δγ

Δ
1
2
γ

)
− Λ

(Λ2 +Δγ)1/2

}
.

(15.10)
Setting q2 = 0 and retaining the dominant lnΛ term, we find that

(
Z

[2]
3

) 1
2

= 1−
( α

3π

)
ln(Λ/me). (15.11)

It is not a coincidence that the coefficient α/3π of the ultraviolet divergence
is also the coefficient of the ln(|q2|/m2

e) term in (11.55)–(11.57); we need to
understand why.

We first recall how (11.55) was arrived at. It refers to the renormalized
self-energy part, which is defined by the ‘subtracted’ form

Π̄[2]
γ (q2) = Π[2]

γ (q2)−Π[2]
γ (0). (15.12)

In the process of subtraction, the dependence on the cut-off Λ disappears and
we are left with

Π̄[2]
γ (q2) = −2α

π

{ 1

0

dx x(1 − x) ln

|
m2

e

m2
e − q2x(1 − x)

|
(15.13)

as in equation (11.34). For large values of |q2| this leads to the ‘large log’
term (α/3π) ln(|q2|/m2

e). Now, in order to form such a term, it is obviously
not possible to have just ‘ln |q2|’ appearing: the argument of the logarithm
must be dimensionless, so that some mass scale must be present, to which
|q2| can be compared. In the present case, that mass scale is evidently me,

which entered via the quantity Π
[2]
γ (0), or equivalently via the renormalization

constant Z
[2]
3 (cf (15.11)). This is the beginning of the answer to our questions.

Why is it me that enters into Π
[2]
γ (0) or Z3? Part of the answer – once

again – is of course that a ‘lnΛ’ cannot appear in that form, but must be
‘ln(Λ/some mass)’. So we must enquire: what determines the ‘some mass’?
With this question we have reached the heart of the problem (for the moment).
The answer is, in fact, not immediately obvious: it lies in the prescription used
to define the renormalized coupling constant; this prescription, whatever it is,
determines Z3.

The value (15.8) (or (11.31)) was determined from the requirement that
the O(e2) corrected photon propagator (in ξ = 1 gauge) had the simple form
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mass parameter μ? Answering these questions will lead to the important 
body of ideas going under the name of the ‘renormalization group’. 

15.2 The renormalization group and related ideas in QED 

15.2.1 Where do the large logs come from? 

We have taken the title of this section from that of Section 18.1 in Weinberg 
(1996), which we have found very illuminating, and to which we refer for a 
more detailed discussion. 

As we have just mentioned, the phenomenon of ‘large logarithms’ arises 
also in the simpler case of QED. There, however, the factor corresponding 

1to αsβ0 ∼ 4 is α/3π ∼ 10−3, so that it is only at quite unrealistically enor-
mous |q2| values that the corresponding factor (α/3π) ln(|q2|/m2) (where mee 
is the electron mass) becomes of order unity. Nevertheless, the origin of the 
logarithmic term is essentially the same in both cases, and the technicalities 
are much simpler for QED (no photon self-interactions, no ghosts). We shall 
therefore forget about QCD for a while, and concentrate on QED. Indeed, the 
discussion of renormalization of QED given in chapter 11 will be sufficient to 
answer the question in the title of this subsection. 

For the answer does, in fact, fundamentally have to do with renormaliza-
tion. Let us go back to the renormalization of the charge in QED. We learned 
in chapter 11 that the renormalized charge e was given in terms of the ‘bare’ 

1
2charge e0 by the relation e = e0(Z2/Z1)Z (see (11.6)), where in fact due 3 

to the Ward identity Z1 and Z2 are equal (section 11.6), so that only Z 
1 
2 
3 is 

2needed. To order e in renormalized perturbation theory, including only the 
+e e− loop of figure 15.2, Z3 is given by (cf (11.31)) 

[2] 
1 + Π[2]Z3 = γ (0) (15.8) 
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15.2 The renormalization group and related ideas in QED

15.2.1 Where do the large logs come from?

We have taken the title of this section from that of Section 18.1 in Weinberg
(1996), which we have found very illuminating, and to which we refer for a
more detailed discussion.

As we have just mentioned, the phenomenon of ‘large logarithms’ arises
also in the simpler case of QED. There, however, the factor corresponding
to αsβ0 ∼ 1

4 is α/3π ∼ 10−3, so that it is only at quite unrealistically enor-
mous |q2| values that the corresponding factor (α/3π) ln(|q2|/m2

e) (where me

is the electron mass) becomes of order unity. Nevertheless, the origin of the
logarithmic term is essentially the same in both cases, and the technicalities
are much simpler for QED (no photon self-interactions, no ghosts). We shall
therefore forget about QCD for a while, and concentrate on QED. Indeed, the
discussion of renormalization of QED given in chapter 11 will be sufficient to
answer the question in the title of this subsection.

For the answer does, in fact, fundamentally have to do with renormaliza-
tion. Let us go back to the renormalization of the charge in QED. We learned
in chapter 11 that the renormalized charge e was given in terms of the ‘bare’

charge e0 by the relation e = e0(Z2/Z1)Z
1
2
3 (see (11.6)), where in fact due

to the Ward identity Z1 and Z2 are equal (section 11.6), so that only Z
1
2
3 is

needed. To order e2 in renormalized perturbation theory, including only the
e+e− loop of figure 15.2, Z3 is given by (cf (11.31))

Z
[2]
3 = 1 + Π[2]

γ (0) (15.8)
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Z

) 1
2 
= 1  − 
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the O(e2) corrected photon propagator (in ξ = 1 gauge) had the simple form 
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rather than

e =
(
Z

[2]
3

) 1
2

e0 =
(
1− α

3π
ln(Λ/me)

)
e0, (15.18)

working always to one-loop order with an e+e− loop. The relation between
eμ and e is then

eμ =

(
1− α

3π ln(Λ/μ)
)

(
1− α

3π ln(Λ/me)
)e ≈

(
1 +

α

3π
ln(μ/me)

)
e (15.19)

to leading order in α. Equation (15.19) indeed represents, as anticipated,
a finite shift from ‘e’ to ‘eμ’, but the problem with it is that a ‘large log’
has resurfaced in the form of ln(μ/me) (remember that our idea was to take
μ2 >> m2

e). Although the numerical coefficient of the log in (15.19) is certainly
small, a similar procedure applied to QCD will involve the larger coefficient
β0αs as in (15.5), and the correction analogous to (15.19) will be of order 1,
invalidating the approach.

We have to be more subtle. Instead of making one jump from m2
e to a

large value μ2, we need to proceed in stages. We can calculate eμ from e as
long as μ is not too different from me. Then we can proceed to eμ' for μ'

not too different from μ, and so on. Rather than thinking of such a process
in discrete stages me → μ → μ' → . . ., it is more convenient to consider
infinitesimal steps – that is, we regard eμ' at the scale μ' as being a continuous
function of eμ at scale μ, and of whatever other dimensionless variables exist
in the problem (since the e’s are themselves dimensionless). In the present
case, these other variables are μ'/μ and me/μ, so that eμ' must have the
form

eμ' = E(eμ, μ
'/μ,me/μ). (15.20)

Differentiating (15.20) with respect to μ' and letting μ' = μ we obtain

μ
deμ
dμ

= βem(eμ,me/μ) (15.21)

where

βem(eμ,me/μ) =

|
∂

∂z
E(eμ, z,me/μ)

|

z=1

. (15.22)

For μ >> me equation (15.21) reduces to

μ
deμ
dμ

= βem(eμ, 0) ≡ βem(eμ), (15.23)

which is a form of Callan–Symanzik equation (Callan 1970, Symanzik 1970);
it governs the change of the coupling constant eμ as the renormalization scale
μ changes.
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2−igμν /q
2 as q → 0; that is, as the photon goes on-shell. Now, this is a 

perfectly ‘natural’ definition of the renormalized charge – but it is by no means 
[2]

forced upon us. In fact the appearance of a singularity in Z as me → 03 
suggests that it is inappropriate to the case in which fermion masses are 

2 2neglected. We could in principle choose a different value of q , say q = −μ2 , 
[2] 2at which to ‘subtract’. Certainly the difference between Πγ (q = 0) and 

[2] 2Πγ (q = −μ2) is finite as Λ → ∞, so such a redefinition of ‘the’ renormalized 
charge would only amount to a finite shift. Nevertheless, even a finite shift 

1is alarming, to those accustomed to a certain ‘sanctity’ in the value α = !137 
We have to concede, however, that if the point of renormalization is to render 
amplitudes finite by taking certain constants from experiment, then any choice 
of such constants should be as good as any other – for example, the ‘charge’ 

2 2defined at q = −μ2 rather than at q = 0. 
Thus there is, actually, a considerable arbitrariness in the way renormal-

ization can be done – a fact to which we did not draw attention in our earlier 
discussions in chapters 10 and 11. Nevertheless, it must somehow be the case 
that, despite this arbitrariness, physical results remain the same. We shall 
come back to this important point shortly. 

15.2.2 Changing the renormalization scale 
The recognition that the renormalization scale (−μ2 in this case) is arbitrary 
suggests a way in which we might exploit the situation, so as to avoid large 
‘ln(|q2|/m2)’ terms: we renormalize at a large value of μ2! Consider what e 

[2] 
happens if we define a new Z by3 

[2] 21 + Π[2] −μ2).Z3 (μ) = γ (q = (15.14) 

2Then for μ2 > m , but μ2 < Λ2, we have e 

[2]
(
Z (μ)

)
3 

1
2 
= 1  −

( α ) 
ln (Λ/μ) , (15.15) 

3π 
and a new renormalized self-energy 

Π̄[2] 2)−Π[2] 2(q 2, μ) = Π[2] (q (q = −μ2)γ γ γ 
2 2e

[ 1 | 
m + μ2x(1 − x)

|
e = − dx x(1 − x) ln . (15.16) 

2π2 m2 − q2x(1 − x)0 e 

2 2For μ2 and −q both > m , the logarithm is now ln(|q2|/μ2) which is small e 
when |q2| is of order μ2 . It seems, therefore, that with this different renor-
malization prescription we have ‘tamed’ the large logarithms. 

However, we have forgotten that, for consistency, the ‘e’ we should now be 
using is the one defined, in terms of e0, via 

eμ = 
[2]

(
Z (μ)

)
3 

1
2 α(

1− ln(Λ/μ)
) 
e0e0 = (15.17) 

3π 
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amplitudes finite by taking certain constants from experiment, then any choice
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Thus there is, actually, a considerable arbitrariness in the way renormal-
ization can be done – a fact to which we did not draw attention in our earlier
discussions in chapters 10 and 11. Nevertheless, it must somehow be the case
that, despite this arbitrariness, physical results remain the same. We shall
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15.2.2 Changing the renormalization scale

The recognition that the renormalization scale (−μ2 in this case) is arbitrary
suggests a way in which we might exploit the situation, so as to avoid large
‘ln(|q2|/m2

e)’ terms: we renormalize at a large value of μ2! Consider what

happens if we define a new Z
[2]
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Z
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3 (μ) = 1 + Π[2]

γ (q2 = −μ2). (15.14)

Then for μ2 > m2
e , but μ
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Z
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3 (μ)
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( α

3π
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and a new renormalized self-energy

Π̄[2]
γ (q2, μ) = Π[2]

γ (q2)−Π[2]
γ (q2 = −μ2)

= − e2

2π2
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0

dx x(1 − x) ln

|
m2

e + μ2x(1 − x)

m2
e − q2x(1 − x)

|
. (15.16)

For μ2 and −q2 both > m2
e , the logarithm is now ln(|q2|/μ2) which is small

when |q2| is of order μ2. It seems, therefore, that with this different renor-
malization prescription we have ‘tamed’ the large logarithms.

However, we have forgotten that, for consistency, the ‘e’ we should now be
using is the one defined, in terms of e0, via

eμ =
(
Z

[2]
3 (μ)

) 1
2

e0 =
(
1− α

3π
ln(Λ/μ)

)
e0 (15.17)
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rather than 
2[2] 

) 1 α 
e = 

(
Z e0 = 

(
1− ln(Λ/me)

) 
e0, (15.18) 3 3π 

working always to one-loop order with an e+e− loop. The relation between 
eμ and e is then 

α
(
1− ln(Λ/μ)

) 
α3π eμ =

)
) e ≈ 

(
1 +  ln(μ/me)

) 
e (15.19) α

(
1− ln(Λ/me 3π

3π 

to leading order in α. Equation (15.19) indeed represents, as anticipated, 
a finite shift from ‘e’ to ‘eμ’, but the problem with it is that a ‘large log’ 
has resurfaced in the form of ln(μ/me) (remember that our idea was to take 

2μ2 >> m ). Although the numerical coefficient of the log in (15.19) is certainly e 
small, a similar procedure applied to QCD will involve the larger coefficient 
β0αs as in (15.5), and the correction analogous to (15.19) will be of order 1, 
invalidating the approach. 

2We have to be more subtle. Instead of making one jump from me to a 
large value μ2, we need to proceed in stages. We can calculate eμ from e as 
long as μ is not too different from me. Then we can proceed to eμ' for μ' 

not too different from μ, and so on. Rather than thinking of such a process 
in discrete stages me → μ → μ' → . . ., it is more convenient to consider 
infinitesimal steps – that is, we regard eμ' at the scale μ' as being a continuous 
function of eμ at scale μ, and of whatever other dimensionless variables exist 
in the problem (since the e’s are themselves dimensionless). In the present 
case, these other variables are μ'/μ and me/μ, so that eμ' must have the 
form 

eμ' = E(eμ, μ
'/μ, me/μ). (15.20) 

Differentiating (15.20) with respect to μ' and letting μ' = μ we obtain 

deμ
μ = βem(eμ,me/μ) (15.21) 
dμ 

where | 
∂ 

|
βem(eμ,me/μ) = E(eμ, z,me/μ) . (15.22) 

∂z z=1 

For μ >> me equation (15.21) reduces to 

deμ
μ = βem(eμ, 0) ≡ βem(eμ), (15.23) 
dμ 

which is a form of Callan–Symanzik equation (Callan 1970, Symanzik 1970); 
it governs the change of the coupling constant eμ as the renormalization scale 
μ changes. 
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is to understand how this can help us with the large −q2 behaviour of our
cross section, the problem we originally started from.

15.2.3 The RGE and large –q2 behaviour in QED

To see the connection we need to implement the fundamental requirement,
stated at the end of section 15.2.2, that predictions for physically measurable
quantities must not depend on the renormalization scale μ. Consider, for
example, our annihilation cross section σ for e+e− → hadrons, pretending
that the one-loop corrections we are interested in are those due to QED rather
than QCD. We need to work in the spacelike region, so as to be consistent
with all the foregoing discussion. To make this clear, we shall now denote
the 4-momentum of the virtual photon by q rather than Q, and take q2 <
0 as in sections 15.2.1 and 15.2.2. Bearing in mind the way we used the
‘dimensionless-ness’ of the e’s in (15.20), let us focus on the dimensionless
ratio σ/σpt ≡ S. Neglecting all masses, S can only be a function of the
dimensionless ratio |q2|/μ2 and of eμ:

S = S(|q2|/μ2, eμ). (15.31)

But S must ultimately have no μ dependence. It follows that the μ2 depen-
dence arising via the |q2|/μ2 argument must cancel that associated with eμ.
This is why the μ2-dependence of eμ controls the |q2| dependence of S, and
hence of σ. In symbols, this condition is represented by the equation

(
∂

∂μ

||||
eμ

+
deμ
dμ

||||
e0

∂

∂eμ

)
S
(
|q2|/μ2, eμ

)
= 0, (15.32)

or (
μ

∂

∂μ

||||
eμ

+ βem(eμ)
∂

∂eμ

)
S
(
|q|2/μ2, eμ

)
= 0. (15.33)

Equation (15.33) is referred to as ‘the renormalization group equation
(RGE) for S’. The terminology goes back to Stueckelberg and Peterman
(1953), who were the first to discuss the freedom associated with the choice
of renormalization scale. The ‘group’ connotation is a trifle obscure – but all
it really amounts to is the idea that if we do one infinitesimal shift in μ2, and
then another, the result will be a third such shift; in other words, it is a kind of
‘translation group’. It was, however, Gell-Mann and Low (1954) who realized
how equation (15.33) could be used to calculate the large |q2| behaviour of S,
as we now explain.

It is convenient to work in terms of μ2 and α rather than μ and e. Equation
(15.33) is then

(
μ2 ∂

∂μ2

||||
αμ

+ βem(αμ)
∂

∂αμ

)
S
(
|q2|/μ2, αμ

)
= 0, (15.34)

[ 
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To this one-loop order, it is easy to calculate the crucial quantity βem(eμ). 
Returning to (15.17), we may write the bare coupling e0 as 

α 
e0 = eμ 

(
1− ln(Λ/μ)

)−1 

3π 
α ≈ eμ 

(
1 +  ln(Λ/μ)

) 

3π 
αμ≈ eμ 

(
1 +  ln(Λ/μ)

) 
(15.24)

3π 
where the last step follows from the fact that e and eμ differ by O(e3), which 
would be a higher-order correction to (15.24). Now the unrenormalized cou-
pling is certainly independent of μ. Hence, differentiating (15.24) with respect 
to μ at fixed e0, we find 

deμ eμαμ eμ 
2 deμ− − ln(Λ/μ) · = 0. (15.25)

dμ 

||||
e0 

3πμ 4π2 dμ 

||||
e0 

3Working to order e we can drop the last term in (15.25), obtaining finallyμ 
(to one-loop order) 

deμ e3 
μ = 

μ 
(
≡ β[2] (eμ)

) 
. (15.26)emdμ 

||||
e0 

12π2 

We can now integrate equation (15.26) to obtain eμ at an arbitrary scale μ, 
in terms of its value at some scale μ = M , chosen in practice large enough so 
that for variable scales μ greater than M we can neglect me compared with μ, 
but small enough so that ln(M/me) terms do not invalidate the perturbation 
theory calculation of eM from e. The solution of (15.26) is then (problem 
15.2) ( 

1 1 
)

ln(μ/M ) = 6π2 − (15.27) 
e2 e2 
M μ 

or equivalently 
2e

e 2 = M , (15.28)μ 2eM1− 12π2 ln(μ2/M 2) 
which is 

αM
αμ = (15.29)

1− αM ln (μ2/M 2)3π 

where α = e2/4π. The crucial point is that the ‘large log’ is now in the 
denominator (and has coefficient αM /3π!). We note that the general solution 
of (15.23) may be written as 

eμ de 
ln(μ/M ) = . (15.30) 

eM βem(e) 

We have made progress in understanding how the coupling changes as 
the renormalization scale changes, and how ‘large logarithmic’ change as in 
(15.19) can be brought under control via (15.29). The final piece in the puzzle 
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We can now integrate equation (15.26) to obtain eμ at an arbitrary scale μ,
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12π2 ln(μ2/M2)

, (15.28)

which is
αμ =

αM

1− αM
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(15.29)

where α = e2/4π. The crucial point is that the ‘large log’ is now in the
denominator (and has coefficient αM/3π!). We note that the general solution
of (15.23) may be written as
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[ eμ

eM

de

βem(e)
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We have made progress in understanding how the coupling changes as
the renormalization scale changes, and how ‘large logarithmic’ change as in
(15.19) can be brought under control via (15.29). The final piece in the puzzle
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2is to understand how this can help us with the large −q behaviour of our 
cross section, the problem we originally started from. 

15.2.3 The RGE and large –q2 behaviour in QED 
To see the connection we need to implement the fundamental requirement, 
stated at the end of section 15.2.2, that predictions for physically measurable 
quantities must not depend on the renormalization scale μ. Consider, for 

−example, our annihilation cross section σ for e+e → hadrons, pretending 
that the one-loop corrections we are interested in are those due to QED rather 
than QCD. We need to work in the spacelike region, so as to be consistent 
with all the foregoing discussion. To make this clear, we shall now denote 

2the 4-momentum of the virtual photon by q rather than Q, and take q < 
0 as in sections 15.2.1 and 15.2.2. Bearing in mind the way we used the 
‘dimensionless-ness’ of the e’s in (15.20), let us focus on the dimensionless 
ratio σ/σpt ≡ S. Neglecting all masses, S can only be a function of the 
dimensionless ratio |q2|/μ2 and of eμ: 

S = S(|q 2|/μ2 , eμ). (15.31) 

But S must ultimately have no μ dependence. It follows that the μ2 depen-
dence arising via the |q2|/μ2 argument must cancel that associated with eμ. 
This is why the μ2-dependence of eμ controls the |q2| dependence of S, and 
hence of σ. In symbols, this condition is represented by the equation 

( 
∂ deμ ∂ 

) 

+ S 
(
|q 2|/μ2 , eμ

) 
= 0, (15.32)

∂μ

||||
eμ 

dμ 

||||
e0 

∂eμ 

or ( 
∂ ∂ 

) 

μ + βem(eμ) S 
(
|q|2/μ2 , eμ

) 
= 0. (15.33)

∂μ

||||
eμ 

∂eμ 

Equation (15.33) is referred to as ‘the renormalization group equation 
(RGE) for S’. The terminology goes back to Stueckelberg and Peterman 
(1953), who were the first to discuss the freedom associated with the choice 
of renormalization scale. The ‘group’ connotation is a trifle obscure – but all 
it really amounts to is the idea that if we do one infinitesimal shift in μ2, and 
then another, the result will be a third such shift; in other words, it is a kind of 
‘translation group’. It was, however, Gell-Mann and Low (1954) who realized 
how equation (15.33) could be used to calculate the large |q2| behaviour of S, 
as we now explain. 

It is convenient to work in terms of μ2 and α rather than μ and e. Equation 
(15.33) is then 

( 

μ2 ∂ ∂ 
) 

+ βem(αμ) S 
(
|q 2|/μ2, αμ

) 
= 0, (15.34)

∂μ2 

||||
αμ 

∂αμ 
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This is a remarkable result. It shows that all the dependence of S on
the (momentum)2 variable |q2| enters through that of the running coupling
α(|q2|). Of course, this result is only valid in a regime of −q2 which is much
greater than all quantities with dimension (mass)2 – for example the squares of
all particle masses, which do not appear in (15.31). This is why the technique
applies only at ‘high’ −q2. The result implies that if we can calculate S(1, αμ)
(i.e. S at the point q2 = −μ2) at some definite order in perturbation theory,
then replacing αμ by α(|q2|) will allow us to predict the q2-dependence (at
large −q2). All we need to do is solve (15.39). Indeed, for QED with one

e+e− loop we have seen that β
[2]
em(α) = α2/3π. Hence integrating (15.39) we

obtain

α(|q2|) = αμ

1− αμ

3π t
=

αμ

1− αμ

3π ln(|q2|/μ2)
. (15.44)

This is almost exactly the formula we proposed in (11.57), on plausibility
grounds.1

Suppose now that the leading QED perturbative contribution to S(1, αμ)
is S1αμ. Then the terms contained in S(1, α(|q2|)) in this approximation can
be found by expanding in powers of αμ:

S(1, α(|q2|)) ≈ 1 + S1α(|q2|) = 1 + S1αμ

[
1− αμ

3π
t
]−1

= 1 + S1αμ

|
1 +

αμt

3π
+

(
αμt

3π

)2

+ . . .

|
, (15.45)

where t = ln(|q2|/μ2). The next-higher-order calculation of S(1, αμ) would be
S2α

2
μ, say, which generates the terms

S2α
2(|q2|) = S2α

2
μ

|
1 +

2αμt

3π
+ . . .

|
. (15.46)

Comparing (15.45) and (15.46) we see that each power of the large log factor
appearing in (15.46) comes with one more power of αμ than in (15.45). Pro-
vided αμ is small, then, the leading terms in t, t2, . . . are contained in (15.45).
It is in this sense that replacing S(1, αμ) by S(1, α(|q2|)) sums all ‘leading log
terms’.

In fact, of course, the one-loop (and higher) corrections to S in which we
are really interested are those due to QCD, rather than QED, corrections. But
the logic is exactly the same. The leading (O(αs)) perturbative contribution
to S = σ/σpt at q2 = −μ2 is given in (15.1) as αs(μ

2)/π. It follows that
the ‘leading log corrections’ at high −q2 are summed up by replacing this
expression by αs(|q2|)/π, where the running αs(|q2|) is determined by solving
(15.39) with the QCD analogue of (15.36) – to which we now turn.

1The difference has to do, of course, with the different renormalization prescriptions. Eq
(11.57) is written in terms of an ‘α’ defined at q2 = 0, and without neglect of me.
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where βem(αμ) is defined by 

∂αμ
βem(αμ) ≡ μ2 . (15.35) 

∂μ2

    
e0 

From (15.35) and (15.26) we deduce that, to the one-loop order to which we 
are working, 

α2 
β[2] eμ 

β[2] μ
(αμ) = (eμ) = . (15.36) em em4π 3π 

Now introduce the important variable 

t = ln(|q 2|/μ2). (15.37) 

Equation (15.34) then becomes 

[
∂ ∂ 

J
− + βem(αμ) S

 
e t, αμ

 
= 0. (15.38) 

∂t ∂αμ 

This is a first-order differential equation which can be solved by implicitly 
defining a new function – the running coupling α(|q2|) – as follows (compare 
(15.30): 

2|)J α(|q dα 
t = . (15.39) 

βem(α)αμ 

To see how this helps, we have to recall how to differentiate an integral with 
respect to one of its limits – or, more generally, the formulae 

J f(a)∂ ∂f 
g(x)dx = g (f(a)) . (15.40) 

∂a ∂a 

First, let us differentiate (15.39) with respect to t at fixed αμ; we obtain 

1 ∂α(|q2|)
1 =  . (15.41) 

βem(α(|q2|)) ∂t 

Next, differentiate (15.39) with respect to αμ at fixed t (note that α(|q2|) will 
depend on μ and hence on αμ); we obtain 

∂α(|q2|) 1 1 
0 =  − (15.42) 

∂αμ βem(α(|q2|)) βem(αμ) 

the minus sign coming from the fact that αμ is the lower limit in (15.39). 
From (15.41) and (15.42) we find 

[
− 

∂ 
+ βem(αμ) 

∂ 
J 
α(|q 2|) = 0. (15.43) 

∂t ∂αμ 

It follows that S(1, α(|q2|)) is a solution of (15.38). 
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(15.30):

t =

J α(|q2|)

αμ

dα

βem(α)
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1
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Next, differentiate (15.39) with respect to αμ at fixed t (note that α(|q2|) will
depend on μ and hence on αμ); we obtain

0 =
∂α(|q2|)
∂αμ

1

βem(α(|q2|))
− 1

βem(αμ)
(15.42)

the minus sign coming from the fact that αμ is the lower limit in (15.39).
From (15.41) and (15.42) we find
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− ∂

∂t
+ βem(αμ)

∂

∂αμ

J
α(|q2|) = 0. (15.43)

It follows that S(1, α(|q2|)) is a solution of (15.38).
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This is a remarkable result. It shows that all the dependence of S on 
the (momentum)2 variable |q2| enters through that of the running coupling 

2α(|q2|). Of course, this result is only valid in a regime of −q which is much 
greater than all quantities with dimension (mass)2 – for example the squares of 
all particle masses, which do not appear in (15.31). This is why the technique 

2applies only at ‘high’ −q . The result implies that if we can calculate S(1, αμ) 
2(i.e. S at the point q = −μ2) at some definite order in perturbation theory, 

then replacing αμ by α(|q2|) will allow us to predict the q2-dependence (at 
large −q2). All we need to do is solve (15.39). Indeed, for QED with one 
+ − [2]
e e loop we have seen that βem(α) =  α2/3π. Hence integrating (15.39) we 
obtain 

αμ αμ
α(|q 2|) = = αμ . (15.44) αμ1− t 1− ln(|q2|/μ2)3π 3π 

This is almost exactly the formula we proposed in (11.57), on plausibility 
grounds.1 

Suppose now that the leading QED perturbative contribution to S(1, αμ) 
is S1αμ. Then the terms contained in S(1, α(|q2|)) in this approximation can 
be found by expanding in powers of αμ: 

αμ
S(1, α(|q 2|)) ≈ 1 +  S1α(|q 2|) = 1 +  S1αμ 

[
1− t

]−1 

3π | 
αμt 

( 
αμt

)2 
| 

=  1 +  S1αμ 1 + + + . . .  , (15.45) 
3π 3π 

where t = ln(|q2|/μ2). The next-higher-order calculation of S(1, αμ) would be 
S2α

2 
μ, say, which generates the terms 

|
2αμt 

|
S2α

2(|q 2|) = S2α
2 1 +  + . . .  . (15.46) μ 3π 

Comparing (15.45) and (15.46) we see that each power of the large log factor 
appearing in (15.46) comes with one more power of αμ than in (15.45). Pro-
vided αμ is small, then, the leading terms in t, t2, . . . are contained in (15.45). 
It is in this sense that replacing S(1, αμ) by S(1, α(|q2|)) sums all ‘leading log 
terms’. 

In fact, of course, the one-loop (and higher) corrections to S in which we 
are really interested are those due to QCD, rather than QED, corrections. But 
the logic is exactly the same. The leading (O(αs)) perturbative contribution 

2to S = σ/σpt at q = −μ2 is given in (15.1) as αs(μ
2)/π. It follows that 

2the ‘leading log corrections’ at high −q are summed up by replacing this 
expression by αs(|q2|)/π, where the running αs(|q2|) is determined by solving 
(15.39) with the QCD analogue of (15.36) – to which we now turn. 

1The difference has to do, of course, with the different renormalization prescriptions. Eq 
(11.57) is written in terms of an ‘α’ defined at q2 = 0, and without neglect of me. 
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FIGURE 15.3
qq̄ vacuum polarization correction to the gluon propagator.

the motivations for a colour SU(3) group discussed in the previous chapter, led
rapidly to the general acceptance of QCD as the theory of strong interactions,
a conclusion reinforced by the demonstration by Coleman and Gross (1973)
that no theory without Yang-Mills fields possessed the property of asymptotic
freedom.

In section 11.5.3 we gave the conventional physical interpretation of the
way in which the running of the QED coupling tends to increase its value at
distances short enough to probe inside the screening provided by e+e− pairs
(|q|−1 << m−1

e ). This vacuum polarization screening effect is also present in
(15.49) via the term − 2Nf

12π , the value of which can be quite easily understood.
It arises from the ‘qq̄’ vacuum polarization diagram of figure 15.3, which is

precisely analogous to the e+e− diagram used to calculate Π̄
[2]
γ (q2) in QED.

The only new feature in figure 15.3 is the presence of the λ
2 -matrices at each

vertex. If ‘a’ and ‘b’ are the colour labels of the ingoing and outgoing gluons,
the λ

2 -matrix factors must be

3E
α,β=1

(
λa

2

)

αβ

(
λb

2

)

βα

(15.51)

since there are no free quark indices (of type α, β) on the external legs of the
diagram. It is simple to check that (15.51) has the value 1

2δab (this is, in fact,
the way the λ’s are conventionally normalized). Hence for one quark flavour
we expect ‘α/3π’ to be replaced by ‘αs/6π’, in agreement with the second
term in (15.49).

The all-important, positive, first term must therefore be due to the gluons.
The one-loop graphs contributing to the calculation of β0 are shown in figure
15.4. They include figure 15.3, of course, but there are also, characteristically,
graphs involving the gluon self-coupling which is absent in QED, and also (in
covariant gauges) ghost loops. We do not want to enter into the details of the
calculation of β(αs) here (they are given in Peskin and Schroeder 1995, chapter
16, for example), but it would be nice to have a simple intuitive picture of the
‘antiscreening’ result in terms of the gluon interactions, say. Unfortunately no
fully satisfactory simple explanation exists, though the reader may be inter-
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15.3 Back to QCD: asymptotic freedom 
15.3.1 One loop calculation 

The reader will of course have realized, some time back, that the quantity β0 
introduced in (15.3) must be precisely the coefficient of α2 in the one-loops 
contribution to the β-function of QCD defined by 

βs = μ2 ∂αs 

∂μ2 

||||
fixed bare αs 

; (15.47) 

that is to say, 

βs(one loop) = −β0α
2 
s (15.48) 

with 

β0 = 
33 − 2Nf 

12π 
. (15.49) 

For Nf ≤ 16 the quantity β0 is positive, so that the sign of (15.48)) is opposite 
to that of the QED analogue, equation (15.36). Correspondingly, (15.44) is 
replaced by 

αs
αs(|q 2|) = 

(μ2) 
, (15.50)

[1 + αs(μ2)β0 ln(Q2/μ2)]

2where Q2 = |q2|. Then replacing αs in (15.1) by (15.50) leads to (15.7). 
Thus in QCD the strong coupling runs in the opposite way to QED, be-

coming smaller at large values of Q2 (or small distances) – the property of 
asymptotic freedom. The justly famous result (15.49) was first obtained by 
Politzer (1973), Gross and Wilczek (1973), and ’t Hooft. ’t Hooft’s result, 
announced at a conference in Marseilles in 1972, was not published. The 
published calculation of Politzer and of Gross and Wilczek quickly attracted 
enormous interest, because it immediately offered a way to understand how 
the successful parton model could be reconciled with the undoubtedly very 
strong binding forces between quarks. The resolution, we now understand, 
lies in quite subtle properties of renormalized quantum field theory, involving 
first the exposure of ‘large logarithms’, then their re-summation in terms of 
the running coupling, and of course the crucial sign of the β-function. Not 
only did the result (15.49) explain the success of the parton model: it also, 
we repeat, opened the prospect of performing reliable perturbative calcula-
tions in a strongly interacting theory, at least at high Q2 . For example, at 
sufficiently high Q2, we can reliably compute the β function in perturbation 
theory. The result of Politzer and of Gross and Wilczek, when combined with 

2Except that in (15.50) αs is evaluated at large spacelike values of q2, whereas in (15.7) 
it is wanted at large timelike values. Readers troubled by this may consult Peskin and 
Schroeder (1995) section 18.5. The difficulty is evaded in the approach of section 15.6 
below. 
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For Nf ≤ 16 the quantity β0 is positive, so that the sign of (15.48)) is opposite
to that of the QED analogue, equation (15.36). Correspondingly, (15.44) is
replaced by

αs(|q2|) =
αs(μ

2)

[1 + αs(μ2)β0 ln(Q2/μ2)]
, (15.50)

where Q2 = |q2|.2 Then replacing αs in (15.1) by (15.50) leads to (15.7).
Thus in QCD the strong coupling runs in the opposite way to QED, be-

coming smaller at large values of Q2 (or small distances) – the property of
asymptotic freedom. The justly famous result (15.49) was first obtained by
Politzer (1973), Gross and Wilczek (1973), and ’t Hooft. ’t Hooft’s result,
announced at a conference in Marseilles in 1972, was not published. The
published calculation of Politzer and of Gross and Wilczek quickly attracted
enormous interest, because it immediately offered a way to understand how
the successful parton model could be reconciled with the undoubtedly very
strong binding forces between quarks. The resolution, we now understand,
lies in quite subtle properties of renormalized quantum field theory, involving
first the exposure of ‘large logarithms’, then their re-summation in terms of
the running coupling, and of course the crucial sign of the β-function. Not
only did the result (15.49) explain the success of the parton model: it also,
we repeat, opened the prospect of performing reliable perturbative calcula-
tions in a strongly interacting theory, at least at high Q2. For example, at
sufficiently high Q2, we can reliably compute the β function in perturbation
theory. The result of Politzer and of Gross and Wilczek, when combined with

2Except that in (15.50) αs is evaluated at large spacelike values of q2, whereas in (15.7)
it is wanted at large timelike values. Readers troubled by this may consult Peskin and
Schroeder (1995) section 18.5. The difficulty is evaded in the approach of section 15.6
below.
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FIGURE 15.3 
qq̄ vacuum polarization correction to the gluon propagator. 

the motivations for a colour SU(3) group discussed in the previous chapter, led 
rapidly to the general acceptance of QCD as the theory of strong interactions, 
a conclusion reinforced by the demonstration by Coleman and Gross (1973) 
that no theory without Yang-Mills fields possessed the property of asymptotic 
freedom. 

In section 11.5.3 we gave the conventional physical interpretation of the 
way in which the running of the QED coupling tends to increase its value at 
distances short enough to probe inside the screening provided by e+e− pairs 
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the way the λ’s are conventionally normalized). Hence for one quark flavour 
we expect ‘α/3π’ to be replaced by ‘αs/6π’, in agreement with the second 
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The all-important, positive, first term must therefore be due to the gluons. 
The one-loop graphs contributing to the calculation of β0 are shown in figure 
15.4. They include figure 15.3, of course, but there are also, characteristically, 
graphs involving the gluon self-coupling which is absent in QED, and also (in 
covariant gauges) ghost loops. We do not want to enter into the details of the 
calculation of β(αs) here (they are given in Peskin and Schroeder 1995, chapter 
16, for example), but it would be nice to have a simple intuitive picture of the 
‘antiscreening’ result in terms of the gluon interactions, say. Unfortunately no 
fully satisfactory simple explanation exists, though the reader may be inter-
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is a measure of the scale at which αs really does become ‘strong’. The extrac-
tion of a value of ΛQCD is a somewhat complicated matter, as we shall briefly
indicate in the following section, but a typical value is in the region of 200
MeV. Note that this is a distance scale of order (200 MeV)−1 ∼ 1 fm, just
about the size of a hadron – a satisfactory connection.

15.3.2 Higher-order calculations, and experimental compar-
ison

So far we have discussed only the ‘one-loop’ calculation of β(αs). The general
perturbative expansion for βs can be written as

βs(αs) = −β0α
2
s − β1α

3
s − β2α

4
s + . . . (15.55)

where β0 is the one-loop coefficient given in (15.49), β1 is the two-loop coeffi-
cient, and so on. β1 was calculated by Caswell (1974) and Jones (1974), and
has the value

β1 =
153− 19Nf

24π2
. (15.56)

The three-loop coefficient β2, obtained by Tarasov et al. (1980) and by Larin
and Vermaseren (1993), is

β2 =
77139− 15099Nf + 325N2

f

3456π2
. (15.57)

The four-loop coefficient β3 was calculated by van Ritbergen et al. (1997) and
by Czakon (2005); we shall not give it here. A technical point to note is that
while β0 and β1 are independent of the scheme adopted for renormalization
(see appendix O), the higher-order coefficients do depend on it; the value
(15.57) is in the widely used MS scheme. Likewise, ΛQCD will be scheme-
dependent (see appendix O), and the value ΛMS will be used here (the ‘QCD’
now being understood).

Only in the one-loop approximation for βs can an analytic solution of
(15.47) be obtained. However, a useful approximate solution can be found
iteratively, as follows. Consider the two-loop version of (15.54), namely

ln(Q2/Λ2
MS

) = −
[

dαs

β0α2
s + β1α3

s

. (15.58)

Expanding the denominator and integrating gives

ln(Q2/Λ2
MS

) =
1

β0αs
+

b1
β0

lnαs + C, (15.59)

where b1 = β1/β0 and C is a constant. In the MS scheme, C is given by
C = (b1/β0) lnβ0. Then the equation for αs is

L =
1

β0αs
+

b1
β0

lnβ0αs, (15.60)
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FIGURE 15.4 
Graphs contributing to the one-loop β function in QCD. The curly line rep-
resents a gluon, a dotted line a ghost (see section 13.3.3 ) and a straight line 
a quark. 

ested to consult Hughes (1980, 1981) and Nielsen (1981) for a ‘paramagnetic’ 
type of explanation, rather than a ‘dielectric’ one. 

Returning to (15.50), we note that the equation effectively provides a pre-
diction of αs at any scale Q

2, given its value at a particular scale Q2 = μ2 , 
which must be taken from experiment. The reference scale is now normally 

2taken to be the Z0 mass; the value αs(m ) then plays the role in QCD that Z

α ∼ 1/137 does in QED. 
Despite appearances, equation (15.50) does not really involve two param-

eters – after all, (15.47) is only a first-order differential equation. By intro-
ducing 

ln Λ2 = ln μ2 − 1/(β0αs(μ
2)), (15.52) QCD 

equation (15.50) can be rewritten (problem 15.3) as 

αs(Q
2) = 

1 
. (15.53) 

β0 ln(Q2/Λ2 )QCD

Equation (15.53) is equivalent to (cf (15.30)) 

[ ∞ dαs
ln 
(
Q2/Λ2 ) 

= (15.54) QCD
(Q2) βs(one loop) αs

with βs(one loop) = −β0α
2. ΛQCD is therefore an integration constant, rep-s 

resenting the scale at which αs would diverge to infinity (if we extended our 
calculation beyond its perturbative domain of validity). More usefully, ΛQCD 
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FIGURE 15.4
Graphs contributing to the one-loop β function in QCD. The curly line rep-
resents a gluon, a dotted line a ghost (see section 13.3.3 ) and a straight line
a quark.
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αs(Q
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1

β0 ln(Q2/Λ2
QCD)
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(
Q2/Λ2

QCD
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αs(Q2)

dαs

βs(one loop)
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with βs(one loop) = −β0α
2
s . ΛQCD is therefore an integration constant, rep-

resenting the scale at which αs would diverge to infinity (if we extended our
calculation beyond its perturbative domain of validity). More usefully, ΛQCD
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is a measure of the scale at which αs really does become ‘strong’. The extrac-
tion of a value of ΛQCD is a somewhat complicated matter, as we shall briefly 
indicate in the following section, but a typical value is in the region of 200 
MeV. Note that this is a distance scale of order (200 MeV)−1 ∼ 1 fm, just 
about the size of a hadron – a satisfactory connection. 

15.3.2  Higher-order calculations, and experimental compar-
ison 

So far we have discussed only the ‘one-loop’ calculation of β(αs). The general 
perturbative expansion for βs can be written as 

βs(αs) = −β0α
2 − β1α

3 − β2α
4 + . . .  (15.55) s s s 

where β0 is the one-loop coefficient given in (15.49), β1 is the two-loop coeffi-
cient, and so on. β1 was calculated by Caswell (1974) and Jones (1974), and 
has the value 

153 − 19Nf
β1 = .  (15.56) 

24π2 

The three-loop coefficient β2, obtained by Tarasov et al. (1980) and by Larin 
and Vermaseren (1993), is 

77139 − 15099Nf + 325N2 
fβ2 =  . (15.57) 

3456π2 

The four-loop coefficient β3 was calculated by van Ritbergen et al. (1997) and 
by Czakon (2005); we shall not give it here. A technical point to note is that 
while β0 and β1 are independent of the scheme adopted for renormalization 
(see appendix O), the higher-order coefficients do depend on it; the value 
(15.57) is in the widely used MS scheme. Likewise, ΛQCD will be scheme-
dependent (see appendix O), and the value Λ will be used here (the ‘QCD’ MS 
now being understood). 

Only in the one-loop approximation for βs can an analytic solution of 
(15.47) be obtained. However, a useful approximate solution can be found 
iteratively, as follows. Consider the two-loop version of (15.54), namely 

[ 
dαs

ln(Q2/Λ2 ) = − . (15.58) 
MS β0α2 + β1α3 

s s 

Expanding the denominator and integrating gives 

b1
ln(Q2/Λ2 ) =

1
+ ln αs + C, (15.59) 

MS β0αs β0 

where b1 = β1/β0 and C is a constant. In the MS scheme, C is given by 
C = (b1/β0) lnβ0. Then the equation for αs is 

1 b1
L = + ln β0αs, (15.60) 

β0αs β0 
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FIGURE 15.5
Comparison between measurements of αs and the theoretical prediction, as a
function of the energy scale Q (Bethke 2009). (See color plate I.)

power series in αs,

σ(e+e− → hadrons) = σpt(Q
2)

|
1 +

∞E
n=1

cn(Q
2/μ2)

(
αs(μ

2)

π

)n
|
, (15.63)

where μ is the renormalization scale. (A similar expansion can be written for
many other physical quantities too.) The coefficients from c2 onwards depend
on the renormalization scheme (see appendix O), and are usually quoted in
the MS scheme. c1 is the leading order (LO) coefficient, and we already know
that c1 = 1 from (15.1). c2 is the next-to-leading (NLO) coefficient; c2(1)
was calculated by Dine and Sapirstein (1979), Chetyrkin et al. (1979) and by
Celmaster and Gonsalves (1980), and has the value 1.9857− 0.1152Nf. The
next-to-next-to-leading (NNLO) coefficient c3(1) was calculated by Samuel
and Surguladze (1991) and by Gorishnii et al. (1991), and is equal to -12.8
for five flavours. The N3LO coefficient c4(1) (which requires the evaluation of
some twenty thousand diagrams) may be found in Baikov et al. (2008) and
Baikov et al. (2009).

The physical cross section σ(e+e− → hadrons) must be independent of the
renormalization scale μ2, and this would also be true of the series in (15.63) if
an infinite number of terms were kept: the μ2-dependence of the coefficients
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where we have defined L = ln(Q2/Λ2 ). In first approximation, one sets b1MS
to zero and finds αs = (1/β0L) as before. To obtain the next approximation, 
we set αs = (1/β0L) in the  b1 term of (15.60), and solve for αs to first order 
in b1. This gives (problem 15.4 (a)) 

1 1 
αs = − β1 ln L. (15.61) 

β3L2β0L 0 

Problem 15.4 (b) carries the calculation to the three-loop stage. 
2The current world average value of αs(m ) is (Bethke 2009) Z

2αs(mZ) = 0.1184 ± 0.0007. (15.62) 

The remarkable precision of this number represents extraordinary consistency 
among the many methods used to determine it3, which include deep inelastic 
scattering, electroweak fits, e+e− → jets, and lattice calculations (see chapter 
16). If (15.62) is used to determine Λ from (15.61), one finds Λ = 231MS MS 
MeV; using the 3-loop formula of problem 15.4 (b) gives Λ = 213 MeV MS 
(Bethke 2009). 

These values of Λ are for Nf = 5, appropriate for the Z0 mass region, MS 
well above the b threshold. As Q2 runs to smaller values, and a quark mass 
threshold is crossed, Nf changes by one unit, and so correspondingly do the 
coefficients β0, β1, . . .. Physical quantities must however be continuous across 
a quark threshold. This requires that the values of αs above and below that 
threshold satisfy certain matching conditions (Rodrigo and Santamaria 1993, 
Bernreuther and Wetzel 1982, Chetyrkin et al. 1997). These are satisfied by 
allowing Λ to depend on Nf . At one and two loop order, the matching con-MS 

(Nf −1) (Nf )dition is simply αs = αs , which can be straightforwardly implemented 
(Nf −1) (Nf −1)

in terms of Λ and Λ . In higher orders the matching conditions 
MS MS 

contain additional terms, which are required at (n−1)-loop order for an n-loop 
calculation of αs. 

Figure 15.5 shows a summary (Bethke 2009) of measurements of αs as 
a function of the energy scale Q, compared with the QCD prediction. The 
latter is evaluated in 4-loop approximation, using 3-loop threshold matching 
conditions at the masses mc = 1.5 GeV and mb = 4.7 GeV. The agreement is 
perfect, a triumph for both experiment and theory. 

15.4 σ(e+e− → hadrons) revisited 
We may now return to the physical process which originally motivated this 
extensive detour. The perturbative corrections to σpt(Q

2) are expressed as a 

3With the exception of a long-standing systematic difference: results from structure 
2functions prefer a smaller value of αs(mZ) than most of the others. 
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a function of the energy scale Q, compared with the QCD prediction. The
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conditions at the masses mc = 1.5 GeV and mb = 4.7 GeV. The agreement is
perfect, a triumph for both experiment and theory.

15.4 σ(e+e− → hadrons) revisited

We may now return to the physical process which originally motivated this
extensive detour. The perturbative corrections to σpt(Q

2) are expressed as a

3With the exception of a long-standing systematic difference: results from structure
functions prefer a smaller value of αs(m2

Z) than most of the others.
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FIGURE 15.5 
Comparison between measurements of αs and the theoretical prediction, as a 
function of the energy scale Q (Bethke 2009). (See color plate I.) 

power series in αs, 

∞| ( 
αs(μ

2)
)n

| 

σ(e+ e − → hadrons) = σpt(Q
2) 1 +  

E 
cn(Q

2/μ2) , (15.63) 
π 

n=1 

where μ is the renormalization scale. (A similar expansion can be written for 
many other physical quantities too.) The coefficients from c2 onwards depend 
on the renormalization scheme (see appendix O), and are usually quoted in 
the MS scheme. c1 is the leading order (LO) coefficient, and we already know 
that c1 = 1 from (15.1). c2 is the next-to-leading (NLO) coefficient; c2(1) 
was calculated by Dine and Sapirstein (1979), Chetyrkin et al. (1979) and by 
Celmaster and Gonsalves (1980), and has the value 1.9857 − 0.1152Nf. The 
next-to-next-to-leading (NNLO) coefficient c3(1) was calculated by Samuel 
and Surguladze (1991) and by Gorishnii et al. (1991), and is equal to -12.8 
for five flavours. The N3LO coefficient c4(1) (which requires the evaluation of 
some twenty thousand diagrams) may be found in Baikov et al. (2008) and 
Baikov et al. (2009). 

The physical cross section σ(e+e− → hadrons) must be independent of the 
renormalization scale μ2, and this would also be true of the series in (15.63) if 
an infinite number of terms were kept: the μ2-dependence of the coefficients 
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was given in equation (11.7). For QCD, although gauge invariance does imply
generalizations of the Ward identity used to prove Z1 = Z2 (Taylor 1971,
Slavnov 1972), the consequence is no longer the simple relation ‘Z1 = Z2’
in this case, due essentially to the ghost contributions. In order to see what
change Z1 /= Z2 would make, let us return to the one-loop calculation of β for
QED, pretending that Z1 /= Z2. We have

e0 =
Z1

Z2
Z

− 1
2

3 eμ (15.67)

where, because we are renormalizing at scale μ, all the Zi’s depend on μ (as
in (15.15)), but we shall now not indicate this explicitly. Taking logs and
differentiating with respect to μ at constant e0, we obtain

μ
d

dμ

||||
e0

lnZ1 − μ
d

dμ

||||
e0

lnZ2 −
1

2
μ

d

dμ

||||
e0

lnZ3 +
μ

eμ

deμ
dμ

||||
e0

= 0. (15.68)

Hence

β(eμ) ≡ μ
deμ
dμ

||||
e0

= eμγ3 + 2eμγ2 − eμμ
d

dμ
lnZ1, (15.69)

where

γ2 ≡ 1

2
μ

d

dμ

||||
e0

lnZ2, γ3 =
1

2
μ

d

dμ

||||
e0

lnZ3. (15.70)

To leading order in eμ, the γ3 term in (15.70) reproduces (15.26) when (15.15)
is used for Z3, the other two terms in (15.68) cancelling via Z1 = Z2. So if,
as in the case of QCD, Z1 is not equal to Z2, we need to introduce the con-
tributions from loops determining the fermion field strength renormalization
factor, as well as those related to the vertex parts (together with appropriate
ghost loops), in addition to the vacuum polarization loop associated in the
Z3.

Quantities such as γ2 and γ3 have an interesting and important signifi-
cance, which we shall illustrate in the case of γ2 for QED. Z2 enters into the
relation between the propagator of the bare fermion <Ω|T (ψ̂0(x)ψ̂0(0))|Ω> and
the renormalized one, via (cf (11.2))

<Ω|T (¯̂ψ(x)ψ̂(0)|Ω> = 1

Z2
<Ω|T (¯̂ψ0(x)ψ̂0(0))|Ω>, (15.71)

where (cf section 10.1.3) |Ω> is the vacuum of the interacting theory. The
Fourier transform of (15.71) is, of course, the Feynman propagator:

S̃'
F (q

2) =

[
d4xeiq·x<Ω|T (¯̂ψ(x)ψ̂(0))|Ω>. (15.72)

Suppose we now ask: what is the large −q2 behaviour of (15.72) for space-like
q2, with −q2 >> m2 where m is the fermion mass? This sounds very similar
to the question answered in 15.2.3 for the quantity S(|q2|/μ2, eμ). However,
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cn(Q
2/μ2) would cancel that of αs(μ

2). This requirement can be imposed 
order by order in αs to fix the μ

2-dependence of the coefficients, and is a 
direct way of applying the RGE idea. Consider, for example, truncating the 
series at the n = 2 stage: 

(
αs(μ

2)  
)

σ(e+ e − → hadrons) ≈ σpt(Q
2) 1 +  + c2(Q

2/μ2)(αs(μ
2)/π)2 . 

π 
(15.64) 

Differentiating with respect to μ2 and setting the result to zero we obtain 

dc2 πβ(αs(μ
2))

μ2 = −  (15.65) 
dμ2 (αs(μ2))2 

where an O(α3) term has been dropped. Substituting the one-loop result s 
(15.48) – as is consistent to this order – we find 

c2(Q
2/μ2) = c2(1) − πβ0 ln(Q

2/μ2). (15.66) 

The second term on the right-hand side of (15.66) gives the contribution iden-
tified in (15.2). 

In practice only a finite number of terms n = N will be available, and a μ2-
dependence will remain, which implies an uncertainty in the prediction of the 
cross section (and similar physical observables), due to the arbitrariness of the 
scale choice. This uncertainty will be of the same order as the neglected terms, 
i.e. of order αN+1 . Thus the scale dependence of a QCD prediction gives a s 
measure of the uncertainties due to neglected terms. For σ(e+e− → hadrons) 
the choice of scale μ2 = Q2 is usually made, so as to avoid large logarithms 
in relations such as (15.66). 

Before proceeding to our second main application of the RGE, scaling 
violations in deep inelastic scattering, it is necessary to take another detour, 
to enlarge our understanding of the scope of the RGE. 

15.5  A more general form of the RGE: anomalous 
dimensions and running masses 

The reader may have wondered why, for QCD, all the graphs of figure 15.6 
are needed, whereas for QED we got away with only figure 11.3. The reason 
for the simplification in QED was the equality between the renormalization 
constants Z1 and Z2, which therefore cancelled out in the relation between 
the renormalized and bare charges e and e0, as briefly stated before equation 
(15.8) (this equality was discussed in section 11.6). We recall that Z1 is the 
field strength renormalization factor for the charged fermion in QED, and Z1 
is the vertex part renormalization constant; their relation to the counter terms 
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tified in (15.2).

In practice only a finite number of terms n = N will be available, and a μ2-
dependence will remain, which implies an uncertainty in the prediction of the
cross section (and similar physical observables), due to the arbitrariness of the
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i.e. of order αN+1

s . Thus the scale dependence of a QCD prediction gives a
measure of the uncertainties due to neglected terms. For σ(e+e− → hadrons)
the choice of scale μ2 = Q2 is usually made, so as to avoid large logarithms
in relations such as (15.66).

Before proceeding to our second main application of the RGE, scaling
violations in deep inelastic scattering, it is necessary to take another detour,
to enlarge our understanding of the scope of the RGE.

15.5 A more general form of the RGE: anomalous
dimensions and running masses

The reader may have wondered why, for QCD, all the graphs of figure 15.6
are needed, whereas for QED we got away with only figure 11.3. The reason
for the simplification in QED was the equality between the renormalization
constants Z1 and Z2, which therefore cancelled out in the relation between
the renormalized and bare charges e and e0, as briefly stated before equation
(15.8) (this equality was discussed in section 11.6). We recall that Z1 is the
field strength renormalization factor for the charged fermion in QED, and Z1

is the vertex part renormalization constant; their relation to the counter terms
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was given in equation (11.7). For QCD, although gauge invariance does imply 
generalizations of the Ward identity used to prove Z1 = Z2 (Taylor 1971, 
Slavnov 1972), the consequence is no longer the simple relation ‘Z1 = Z2 ’ 
in this case, due essentially to the ghost contributions. In order to see what 
change Z1 / Z2 would make, let us return to the one-loop calculation of β for= 
QED, pretending that Z1 /= Z2. We have 

Z1 − 1 

e0 = Z 2 eμ (15.67)
Z2
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where, because we are renormalizing at scale μ, all the Zi’s depend on μ (as 
in (15.15)), but we shall now not indicate this explicitly. Taking logs and 
differentiating with respect to μ at constant e0, we obtain 

d d 1 d μ deμ
μ ln Z1 − μ ln Z2 − μ ln Z3 + = 0. (15.68)

2 eμdμ 

||||
e0 

dμ 

||||
e0 

dμ 

||||
e0 

dμ 

||||
e0 

Hence 
deμ d 

β(eμ) ≡ μ = eμγ3 + 2eμγ2 − eμμ ln Z1, (15.69)
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where 
1 d 1 d 
μ ln Z2, γ3 = μ ln Z3. (15.70)γ2 ≡ 
dμ 

||||
e0 

dμ 

||||
e0 

2 2 

To leading order in eμ, the γ3 term in (15.70) reproduces (15.26) when (15.15) 
is used for Z3, the other two terms in (15.68) cancelling via Z1 = Z2. So if, 
as in the case of QCD, Z1 is not equal to Z2, we need to introduce the con-
tributions from loops determining the fermion field strength renormalization 
factor, as well as those related to the vertex parts (together with appropriate 
ghost loops), in addition to the vacuum polarization loop associated in the 
Z3. 

Quantities such as γ2 and γ3 have an interesting and important signifi-
cance, which we shall illustrate in the case of γ2 for QED. Z2 enters into the 
relation between the propagator of the bare fermion <Ω|T (ψ̂0(x)ψ̂0(0))|Ω> and 
the renormalized one, via (cf (11.2)) 

¯ 1 ¯̂<Ω|T (ψ̂(x)ψ̂(0)|Ω> = <Ω|T (ψ0(x)ψ̂0(0))|Ω>, (15.71)
Z2 

where (cf section 10.1.3) |Ω> is the vacuum of the interacting theory. The 
Fourier transform of (15.71) is, of course, the Feynman propagator: 

S̃F 
' (q 2) = d4 xe iq·x<Ω|T (ψ̂(x)ψ̂(0))|Ω>. (15.72) 

Suppose we now ask: what is the large −q2 behaviour of (15.72) for space-like 
2 >> m2q2, with −q where m is the fermion mass? This sounds very similar 

to the question answered in 15.2.3 for the quantity S(|q2|/μ2, eμ). However, 
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FIGURE 15.6
Possible behaviour of β functions. (a) The slope is positive near the origin (as
in QED), and negative near α = α∗. (b) The slope is negative at the origin
(as in QCD), and positive near αs = α∗

s .

it here:

R̃'
F (|q2|/μ2), αμ),= R̃'

F (1, α(|q2|/μ2)) exp

{{ t

0

dt'γ2(α(t'))
}
. (15.76)

The first factor is the expected one from section 15.2.3; the second results
from the addition of the γ2 term in (15.73). Suppose now that β(α) has a
zero at some point α∗, in the vicinity of which β(α) ≈ −B(α−α∗) with B > 0.
Then, near this point the evolution of α is given by (cf (15.39))

ln(|q2|/μ2) =

{ α(|q2|)

αμ

=
dα

−B(α− α∗)
, (15.77)

which implies
α(|q2|) = α∗ + constant × (μ2/|q2|)B . (15.78)

Thus asymptotically for large |q2|, the coupling will evolve to the ‘fixed point’
α∗. In this case, at sufficiently large −q2, the integral in (15.76) can be eval-
uated by setting α(t') = α∗, and R̃'

F will scale with an anomalous dimension
γ2(α

∗) determined by the fixed point value of α. The behaviour of such an
α is shown in figure 15.6(a). We emphasize that there is no reason to believe
that the QED β function actually does behave like this.

The point α∗ in figure 15.6(a) is called an ultraviolet-stable fixed point:
α ‘flows’ towards it at large |q2|. In the case of QCD, the β function starts
out negative, so that the corresponding behaviour (with a zero at a α∗

s /= 0)
would look like that shown in figure 15.6(b). In this case, the reader can check
(problem 15.5) that α∗

s is reached in the infrared limit q2 → 0, and so α∗
s is

called an infrared-stable fixed point. Clearly it is the slope of β near the fixed
point that determines whether it is u-v or i-r stable. This applies equally to
a fixed point at the origin, so that QED is i-r stable at α = 0 while QCD is
u-v stable at αs = 0.
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the latter was dimensionless whereas (recalling that ψ̂ has mass dimension 3 )2 
S̃' (q2) has dimension M−1 . This dimensionality is, of course, just what aF 
propagator of the free-field form i/(/q − m) would provide. 

Accordingly, we extract this (q/)−1 factor (compare σ/σpt) and consider 

the dimensionless ratio R̃' (|q2|/μ2, αμ) = q/S̃' (q2). We might guess that, justF F 
as for S(|q2|/μ2, αμ), to get the leading large |q2| behaviour we will need to 
calculate R̃' to some order in αμ, and then replace αμ by α(|q2|/μ2). But thisF 
is not quite all. The factor Z2 in (15.71) will – as noted above – depend on 
the renormalization scale μ, just as Z3 of (15.15) did. Thus when we change 

2μ, the normalization of the ψ̂’s will change via the Z 
1 

factors – of course by2 
a finite amount here – and we must include this change when writing down 
the analogue of (15.33) for this case (i.e. the condition that the ‘total change, 
on changing μ, is zero’). The required equation is 

| 
∂ ∂ 

| 

μ2 R̃'+ β(αμ) + γ2(αμ) F (|q 2|/μ2, αμ) = 0. (15.73)
∂μ2 

||||
αμ 

∂αμ 

The solution of (15.73) is somewhat more complicated than that of (15.33). 
We can gain insight into the essential difference caused by the presence of γ2 
by considering the special case β(αμ) = 0. In this case, we easily find 

R̃F 
' (|q 2|/μ2, αμ) ∝ (μ2)−γ2 (αμ). (15.74) 

R̃'But since can only depend on μ via |q2|/μ2, we learn that if β = 0 thenF 
the large |q2| behaviour of R̃' is given by (|q2|/μ2)γ2 – or, in other words,F 
that at large |q2| 

1 
( 
|q2| 

)γ2(αμ) 

S̃F 
' (|q 2|/μ2, αμ) ∝ . (15.75)/q μ2 

Thus, at a zero of the β-function, S̃' has an ‘anomalous’power law dependenceF 
on |q2| (i.e. in addition to the obvious /q−1 factor), which is controlled by the 
parameter γ2. The latter is called the ‘anomalous dimension’ of the fermion 
field, since its presence effectively means that the |q2| behaviour of S̃' is notF 
determined by its ‘normal’ dimensionality M−1 . The behaviour (15.75) is 
often referred to as ‘scaling with anomalous dimension’, meaning that if we 
multiply |q2| by a scale factor λ, then S̃' is multiplied by λγ2(αμ)−1 rather thanF 
just λ−1 . Anomalous dimensions turn out to play a vital role in the theory of 
critical phenomena – they are, in fact, closely related to ‘critical exponents’ 
(see section 16.4.3, and Peskin and Schroeder 1995, chapter 13). Scaling with 
anomalous dimensions is also exactly what occurs in deep inelastic scattering 
of leptons from nucleons, as we shall see in section 15.6. 

The full solution of (15.73) for β / 0 is elegantly discussed in Coleman= 
(1985), chapter 3; see also Peskin and Schroeder (1995) section 12.3. We quote 
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Possible behaviour of β functions. (a) The slope is positive near the origin (as 
in QED), and negative near α = α∗ . (b) The slope is negative at the origin 
(as in QCD), and positive near αs = α∗ .s 

it here: 

t 
R̃F 

' (|q 2|/μ2), αμ), = R̃F 
' (1, α(|q 2|/μ2)) exp dt'γ2(α(t')) . (15.76) 

0 

The first factor is the expected one from section 15.2.3; the second results 
from the addition of the γ2 term in (15.73). Suppose now that β(α) has a 
zero at some point α∗, in the vicinity of which β(α) ≈ −B(α−α∗) with B >  0. 
Then, near this point the evolution of α is given by (cf (15.39)) 
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Thus asymptotically for large |q2|, the coupling will evolve to the ‘fixed point’ 
α∗ . In this case, at sufficiently large −q2, the integral in (15.76) can be eval-
uated by setting α(t') = α∗, and R̃' will scale with an anomalous dimension F 
γ2(α

∗) determined by the fixed point value of α. The behaviour of such an 
α is shown in figure 15.6(a). We emphasize that there is no reason to believe 
that the QED β function actually does behave like this. 

The point α∗ in figure 15.6(a) is called an ultraviolet-stable fixed point: 
α ‘flows’ towards it at large |q2|. In the case of QCD, the β function starts 
out negative, so that the corresponding behaviour (with a zero at a α∗ /= 0)s 
would look like that shown in figure 15.6(b). In this case, the reader can check 

2(problem 15.5) that α∗ is reached in the infrared limit q → 0, and so α∗ iss s 
called an infrared-stable fixed point. Clearly it is the slope of β near the fixed 
point that determines whether it is u-v or i-r stable. This applies equally to 
a fixed point at the origin, so that QED is i-r stable at α = 0 while QCD is 
u-v stable at αs = 0. 
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ables. Here the γi are the anomalous dimensions relevant to the quantity R,
and γm is an analogous ‘anomalous mass dimension’, arising from finite shifts
in the mass parameter when the scale μ2 is changed. Just as with the solution
(15.76) of (15.73), the solution of (15.79) is given in terms of a ‘running mass’
m(|q2|). Formally, we can think of γm in (15.79) as analogous to β(αs) and
lnm as analogous to αs. Then equation (15.41) for the running αs,

∂αs(|q2|)
∂t

= β(αs(|q2|)) (15.80)

where t = ln(|q2|/μ2), becomes

∂(lnm(|q2|))
∂t

= γm(αs(|q|2)). (15.81)

Equation (15.81) has the solution

m(|q2|) = m(μ2) exp

[ ln |q2|

lnμ2

d ln |q'2| γm(αs(|q'2|). (15.82)

To one-loop order in QCD, γm(αs) turns out to be − 1
παs (Peskin and

Schroeder 1995, section 18.1). Inserting the one-loop solution for αs in the
form (15.53), we find

m(|q2|) = m(μ2)

|
ln(μ2/Λ2)

ln(|q2|/Λ2)

| 1
πβ0

, (15.83)

where (πβ0)
−1 = 12/(33− 2Nf). Thus the quark masses decrease logarithmi-

cally as |q2| increases, rather like αs(|q2|). It follows that, in general, quark
mass effects are suppressed both by explicit m2/|q2| factors, and by the log-
arithmic decrease given by (15.83). Further discussion of the treatment of
quark masses is contained in Ellis, Stirling and Webber (1996), section 2.4;
see also the review by Manohar and Sachrajda in Nakamura et al. 2010.

15.6 QCD corrections to the parton model predictions
for deep inelastic scattering: scaling violations

As we saw in section 9.2, the parton model provides a simple intuitive expla-
nation for the experimental observation that the nucleon structure functions
in deep inelastic scattering depend, to a good first approximation, only on
the dimensionless ratio x = Q2/2Mν, rather than on Q2 and ν separately;
this behaviour is referred to as ‘scaling’. Here M is the nucleon mass, and Q2

and ν are defined in (9.7) and (9.8). In this section we shall show how QCD
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We must now point out to the reader an error in the foregoing analysis, in 
the case of a gauge theory. The quantity Z2 is not gauge invariant in QED 
(or QCD), and hence γ2 depends on the choice of gauge. This is really no 
surprise, because the full fermion propagator itself is not gauge invariant (the 
free-field propagator is gauge invariant, of course). What ultimately matters 
is that the complete physical amplitude for any process, at a given order of 
α, be gauge invariant. Thus the analysis given above really only applies – in 
this simple form – to non-gauge theories, such as the ABC model of chapter 
6, or to gauge-invariant quantities. 

This is an appropriate point at which to consider the treatment of quark 
masses in the RGE-based approach. Up to now we have simply assumed 
that the relevant |q2| is very much greater than all quark masses, the latter 
therefore being neglected. While this may be adequate for the light quarks u, 
d, s, it seems surely a progressively worse assumption for c, b and t. However, 
in thinking about how to re-introduce the quark masses into our formalism, 
we are at once faced with a difficulty: how are they to be defined? For an 
unconfined particle, such as a lepton, it seems natural to define ‘the’ mass as 

2the position of the pole of the propagator (i.e. the ‘on-shell’ value p = m2), a 
definition we followed in chapters 10 and 11. Significantly, renormalization is 
required (in the shape of a mass counter-term) to achieve a pole at the ‘right’ 
physical mass m, in this sense. But this prescription is inherently perturbative, 
and cannot be used for a confined particle, which never ‘escapes’ beyond the 
range of the non-perturbative confining forces, and whose propagator can 
therefore never approach the form ∼ ('p − m)−1 of a free particle. 

Our present perspective on renormalization suggests an obvious way for-
ward. Just as there was, in principle, no necessity to define the QED coupling 
parameter e via an on-shell prescription, so here a mass parameter in the La-
grangian can be defined in any way we find convenient; all that is necessary 
is that it should be possible to determine its value from some measurable 
quantity (for example, quark masses from lattice QCD predictions of hadron 

¯
masses). Effectively, we are regarding the ‘m’  in  a  term such as  −mψ̂(x)ψ̂(x) 
as a ‘coupling constant’ having mass dimension 1 (and, after all, the ABC 

¯
coupling itself had mass dimension 1). Incidentally, the operator ψ̂(x)ψ̂(x) is 
gauge invariant, as is any such local operator. Taking this point of view, it is 
clear that a renormalization scale will be involved in such a general definition 
of mass, and we must expect to see our mass parameters ‘evolve’ with this 
scale, just as the gauge (or other) couplings do. In turn, this will get trans-
lated into a |q2|-dependence of the mass parameters, just as for α(|q2|) and 
αs(|q2|). 

The RGE in such a scheme now takes the form
 

∂ ∂ ∂ 
 

μ2 + β(αs) + 
E 

γi(αs) +  γm(αs)m R(|q 2|/μ2, αs,m/|q|) = 0  
∂μ2 ∂αs ∂m

i 
(15.79) 

where the partial derivatives are taken at fixed values of the other two vari-
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We must now point out to the reader an error in the foregoing analysis, in
the case of a gauge theory. The quantity Z2 is not gauge invariant in QED
(or QCD), and hence γ2 depends on the choice of gauge. This is really no
surprise, because the full fermion propagator itself is not gauge invariant (the
free-field propagator is gauge invariant, of course). What ultimately matters
is that the complete physical amplitude for any process, at a given order of
α, be gauge invariant. Thus the analysis given above really only applies – in
this simple form – to non-gauge theories, such as the ABC model of chapter
6, or to gauge-invariant quantities.

This is an appropriate point at which to consider the treatment of quark
masses in the RGE-based approach. Up to now we have simply assumed
that the relevant |q2| is very much greater than all quark masses, the latter
therefore being neglected. While this may be adequate for the light quarks u,
d, s, it seems surely a progressively worse assumption for c, b and t. However,
in thinking about how to re-introduce the quark masses into our formalism,
we are at once faced with a difficulty: how are they to be defined? For an
unconfined particle, such as a lepton, it seems natural to define ‘the’ mass as
the position of the pole of the propagator (i.e. the ‘on-shell’ value p2 = m2), a
definition we followed in chapters 10 and 11. Significantly, renormalization is
required (in the shape of a mass counter-term) to achieve a pole at the ‘right’
physical massm, in this sense. But this prescription is inherently perturbative,
and cannot be used for a confined particle, which never ‘escapes’ beyond the
range of the non-perturbative confining forces, and whose propagator can
therefore never approach the form ∼ ('p−m)−1 of a free particle.

Our present perspective on renormalization suggests an obvious way for-
ward. Just as there was, in principle, no necessity to define the QED coupling
parameter e via an on-shell prescription, so here a mass parameter in the La-
grangian can be defined in any way we find convenient; all that is necessary
is that it should be possible to determine its value from some measurable
quantity (for example, quark masses from lattice QCD predictions of hadron

masses). Effectively, we are regarding the ‘m’ in a term such as −m
¯̂
ψ(x)ψ̂(x)

as a ‘coupling constant’ having mass dimension 1 (and, after all, the ABC

coupling itself had mass dimension 1). Incidentally, the operator
¯̂
ψ(x)ψ̂(x) is

gauge invariant, as is any such local operator. Taking this point of view, it is
clear that a renormalization scale will be involved in such a general definition
of mass, and we must expect to see our mass parameters ‘evolve’ with this
scale, just as the gauge (or other) couplings do. In turn, this will get trans-
lated into a |q2|-dependence of the mass parameters, just as for α(|q2|) and
αs(|q2|).

The RGE in such a scheme now takes the form

μ2 ∂

∂μ2
+ β(αs)

∂

∂αs
+

i

γi(αs) + γm(αs)m
∂

∂m
R(|q2|/μ2, αs,m/|q|) = 0

(15.79)
where the partial derivatives are taken at fixed values of the other two vari-

 E  
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ables. Here the γi are the anomalous dimensions relevant to the quantity R, 
and γm is an analogous ‘anomalous mass dimension’, arising from finite shifts 
in the mass parameter when the scale μ2 is changed. Just as with the solution 
(15.76) of (15.73), the solution of (15.79) is given in terms of a ‘running mass’ 
m(|q2|). Formally, we can think of γm in (15.79) as analogous to β(αs) and 
ln m as analogous to αs. Then equation (15.41) for the running αs, 

∂αs(|q2|) 
= β(αs(|q 2|))  (15.80) 

∂t 

where t = ln(|q2|/μ2), becomes 

∂(ln m(|q2|)) 
= γm(αs(|q|2)).  (15.81) 

∂t 

Equation (15.81) has the solution 

[ ln |q 2| 
m(|q 2|) = m(μ2) exp d ln |q '2| γm(αs(|q '2|). (15.82) 

ln μ2 

To one-loop order in QCD, γm(αs) turns out to be − 1 αs (Peskin and π 
Schroeder 1995, section 18.1). Inserting the one-loop solution for αs in the 
form (15.53), we find 

πβ0
| 
ln(μ2/Λ2)

| 1 

m(|q 2|) = m(μ2) , (15.83) 
ln(|q2|/Λ2) 

where (πβ0)
−1 = 12/(33 − 2Nf ). Thus the quark masses decrease logarithmi-

cally as |q2| increases, rather like αs(|q2|). It follows that, in general, quark 
mass effects are suppressed both by explicit m2/|q2| factors, and by the log-
arithmic decrease given by (15.83). Further discussion of the treatment of 
quark masses is contained in Ellis, Stirling and Webber (1996), section 2.4; 
see also the review by Manohar and Sachrajda in Nakamura et al. 2010. 

15.6  QCD corrections to the parton model predictions 
for deep inelastic scattering: scaling violations 

As we saw in section 9.2, the parton model provides a simple intuitive expla-
nation for the experimental observation that the nucleon structure functions 
in deep inelastic scattering depend, to a good first approximation, only on 
the dimensionless ratio x = Q2/2Mν, rather than on Q2 and ν separately; 
this behaviour is referred to as ‘scaling’. Here M is the nucleon mass, and Q2 

and ν are defined in (9.7) and (9.8). In this section we shall show how QCD 
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FIGURE 15.7
Electron-quark scattering via one-photon exchange.

FIGURE 15.8
Electron-quark scattering with single-gluon emission

FIGURE 15.9
Virtual single-gluon corrections to figure 15.7.

FIGURE 15.10
Electron-gluon scattering with q̄q production.
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corrections to the simple parton model, calculated using RGE techniques, pre-
dict observable violations of scaling in deep inelastic scattering. As we shall 
see, comparison between the theoretical predictions and experimental mea-
surements provides strong evidence for the correctness of QCD as the theory 
of nucleonic constituents. 

15.6.1 Uncancelled mass singularities at order αs. 
The free parton model amplitudes we considered in chapter 9 for deep inelastic 
lepton-nucleon scattering were of the form shown in figure 15.7 (cf figure 9.4). 
The obvious first QCD corrections will be due to real gluon emission by either 
the initial or final quark, as shown in figure 15.8, but to these we must add the 
one-loop virtual gluon processes of figure 15.9 in order (see below) to get rid 
of infrared divergences similar to those encountered in section 14.4.2, and also 
the diagram of figure 15.10, corresponding to the presence of gluons in the 
nucleon. To simplify matters, we shall consider what is called a ‘non-singlet 
structure function’ FNS, such as F ep −F en in which the (flavour) singlet gluon 2 2 2 
contribution cancels out, leaving only the diagrams of figures 15.8 and 15.9. 

We now want to perform, for these diagrams, calculations analogous to 
those of section 9.2, which enabled us to find the e-N structure functions 
νW2 and MW1 from the simple parton process of figure 15.7. There are two 
problems here: one is to find the parton level W ’s corresponding to figure 
15.8 (leaving aside figure 15.9 for the moment) – cf equations (9.29) and 
(9.30) in the case of the free parton diagram figure 15.7; the other is to relate 
these parton W ’s to observed nucleon W ’s via an integration over momentum 
fractions. In section 9.2 we solved the first problem by explicitly calculating 
the parton level d2σi/dQ2dν and picking off the associated νW2

i, W1
i . In 

principle, the same can be done here, starting from the five-fold differential 
−cross section for our e− + q  → e + q + g process. However, a simpler – if 

somewhat heuristic – way is available. We note from (9.46) that in general 
F1 = MW1 is given by the transverse virtual photon cross section 

1 
μ(λ)Eν (λ)W

μνW1 = σT /(4π
2α/K) = 

E 
E ∗ (15.84) 

2 
λ=±1 

where Wμν was defined in (9.3). Further, the Callan–Gross relation is still 
true (the photon only interacts with the charged partons, which are quarks 

1with spin and charge ei), and so 2 

F2/x = 2F1 = 2MW1 = σT /(4π
2α/2MK). (15.85) 

These formulae are valid for both parton and protonW1’s and W
μν ’s, with ap-

propriate changes for parton masses M̂ . Hence the parton level 2 F̂1 for figure 
15.8 is just the transverse photon cross section as calculated from the graphs 
of figure 15.11, divided by the factor 4π2α/2M̂K̂, where as usual ‘ˆ’ denotes 
kinematic quantities in the corresponding parton process. This cross section, 
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corrections to the simple parton model, calculated using RGE techniques, pre-
dict observable violations of scaling in deep inelastic scattering. As we shall
see, comparison between the theoretical predictions and experimental mea-
surements provides strong evidence for the correctness of QCD as the theory
of nucleonic constituents.

15.6.1 Uncancelled mass singularities at order αs.

The free parton model amplitudes we considered in chapter 9 for deep inelastic
lepton-nucleon scattering were of the form shown in figure 15.7 (cf figure 9.4).
The obvious first QCD corrections will be due to real gluon emission by either
the initial or final quark, as shown in figure 15.8, but to these we must add the
one-loop virtual gluon processes of figure 15.9 in order (see below) to get rid
of infrared divergences similar to those encountered in section 14.4.2, and also
the diagram of figure 15.10, corresponding to the presence of gluons in the
nucleon. To simplify matters, we shall consider what is called a ‘non-singlet
structure function’ FNS

2 , such as F ep
2 −F en

2 in which the (flavour) singlet gluon
contribution cancels out, leaving only the diagrams of figures 15.8 and 15.9.

We now want to perform, for these diagrams, calculations analogous to
those of section 9.2, which enabled us to find the e-N structure functions
νW2 and MW1 from the simple parton process of figure 15.7. There are two
problems here: one is to find the parton level W ’s corresponding to figure
15.8 (leaving aside figure 15.9 for the moment) – cf equations (9.29) and
(9.30) in the case of the free parton diagram figure 15.7; the other is to relate
these parton W ’s to observed nucleon W ’s via an integration over momentum
fractions. In section 9.2 we solved the first problem by explicitly calculating
the parton level d2σi/dQ2dν and picking off the associated νW i

2, W i
1. In

principle, the same can be done here, starting from the five-fold differential
cross section for our e− + q → e− + q + g process. However, a simpler – if
somewhat heuristic – way is available. We note from (9.46) that in general
F1 = MW1 is given by the transverse virtual photon cross section

W1 = σT /(4π
2α/K) =

1

2

E
λ=±1

E∗μ(λ)Eν(λ)W
μν (15.84)

where Wμν was defined in (9.3). Further, the Callan–Gross relation is still
true (the photon only interacts with the charged partons, which are quarks
with spin 1

2 and charge ei), and so

F2/x = 2F1 = 2MW1 = σT /(4π
2α/2MK). (15.85)

These formulae are valid for both parton and protonW1’s and Wμν ’s, with ap-
propriate changes for parton masses M̂ . Hence the parton level 2F̂1 for figure
15.8 is just the transverse photon cross section as calculated from the graphs
of figure 15.11, divided by the factor 4π2α/2M̂K̂, where as usual ‘ˆ’ denotes
kinematic quantities in the corresponding parton process. This cross section,
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FIGURE 15.7 
Electron-quark scattering via one-photon exchange. 

FIGURE 15.8 
Electron-quark scattering with single-gluon emission 

FIGURE 15.9 
Virtual single-gluon corrections to figure 15.7. 

FIGURE 15.10 
Electron-gluon scattering with q̄q production. 
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FIGURE 15.12
The first process of figure 15.11, viewed as a contribution to e−-nucleon scat-
tering.

FIGURE 15.13
Kinematics for the parton process of figure 15.12.

the sum is over contributing partons. The reader may enjoy checking that
(15.90) does reduce to (9.34) for free partons by showing that in that case
2F̂ i

1 = e2i δ(1− z) (see Halzen and Martin 1984, section 10.3, for help), so that
2F free

1 =
E

i e
2
i fi(x).

To proceed further with the calculation (i.e. of (15.87) inserted into (15.90)),
we need to look at the kinematics of the γq → qg process, in the CMS. Re-
ferring to figure 15.13, we let k, k' be the magnitudes of the CMS momenta
k,k'. Then

ŝ = 4k'2 = (yp+ q)2 = Q2(1− z)/z, z = Q2/(ŝ+Q2)

t̂ = (q − p')2 = −2kk'(1 − cos θ) = −Q2(1 − c)/2z, c = cos θ

û = (q − q')2 = −2kk'(1 + cos θ) = −Q2(1 + c)/2z. (15.91)

We now note that in the integral (15.87) for F̂1, when we integrate over
c = cos θ, we shall obtain an infinite result

∼
[ 1 dc

1− c
(15.92)

associated with the vanishing of t̂ in the ‘forward’ direction (i.e. when q and p'
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FIGURE 15.11 
Virtual photon processes entering into figure 15.8. 

however, is – apart from a colour factor – just the virtual Compton cross sec-
tion calculated in section 8.6. Also, taking the same (Hand) convention for 
the individual photon flux factors, 

2M̂K̂ = ŝ. (15.86) 

Thus for the parton processes of figure 15.9, 

2F̂1 = σ̂T /(4π
2α/2M̂K̂) 

ŝ
/ 1 4 πei 

2ααs(μ
2)

(
t̂ ŝ 2ûQ2 ) 

= d cos θ · · − − + (15.87) 
4π2α −1 3 ŝ ŝ t̂ ŝt̂

4where, in going from (8.181) to (15.87), we have inserted a colour factor 3 
(problem 14.5 (a)), renamed the variables t̂ → ˆ u → t̂ in accordance with u, ˆ
figure 15.11, and replaced α2 by ei 

2ααs(μ
2). 

Before proceeding with (15.87), it is helpful to consider the other part of 
the calculation – namely the relation between the nucleon F1 and the parton 
F̂1. We mimic the discussion of section 9.2, but with one significant difference: 
the quark ‘taken’ from the proton still has momentum fraction y (momentum 
yp), but now its longitudinal momentum must be degraded in the final state 
due to the gluon bremsstrahlung process we are calculating. Let us call the 
quark momentum after gluon emission zyp (figure 15.12). Then, assuming as 
in section 9.2 that it stays on-shell, we have 

q 2 + 2zyq · p = 0 (15.88) 

or 
2 x = yz, x = Q2/2q · p, q = −Q2 (15.89) 

and we can write (cf (9.31)) 

F2 
/ 1 / 1 

= 2F1 = 
E 

dyfi(y) dz 2F̂1
iδ(x − yz) (15.90) 

x 0 0i 

where the fi(y) are the parton distribution functions introduced in section 9.2 
(we often call them q(x) or g(x) as the case may be) for parton type i, and 
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FIGURE 15.11
Virtual photon processes entering into figure 15.8.

however, is – apart from a colour factor – just the virtual Compton cross sec-
tion calculated in section 8.6. Also, taking the same (Hand) convention for
the individual photon flux factors,

2M̂K̂ = ŝ. (15.86)

Thus for the parton processes of figure 15.9,

2F̂1 = σ̂T /(4π
2α/2M̂K̂)

=
ŝ

4π2α

/ 1

−1

d cos θ · 4
3
· πei

2ααs(μ
2)

ŝ

(
− t̂

ŝ
− ŝ

t̂
+

2ûQ2

ŝt̂

)
(15.87)

where, in going from (8.181) to (15.87), we have inserted a colour factor 4
3

(problem 14.5 (a)), renamed the variables t̂ → û, û → t̂ in accordance with
figure 15.11, and replaced α2 by ei

2ααs(μ
2).

Before proceeding with (15.87), it is helpful to consider the other part of
the calculation – namely the relation between the nucleon F1 and the parton
F̂1. We mimic the discussion of section 9.2, but with one significant difference:
the quark ‘taken’ from the proton still has momentum fraction y (momentum
yp), but now its longitudinal momentum must be degraded in the final state
due to the gluon bremsstrahlung process we are calculating. Let us call the
quark momentum after gluon emission zyp (figure 15.12). Then, assuming as
in section 9.2 that it stays on-shell, we have

q2 + 2zyq · p = 0 (15.88)

or
x = yz, x = Q2/2q · p, q2 = −Q2 (15.89)

and we can write (cf (9.31))

F2

x
= 2F1 =

E
i

/ 1

0

dyfi(y)

/ 1

0

dz 2F̂ i
1δ(x− yz) (15.90)

where the fi(y) are the parton distribution functions introduced in section 9.2
(we often call them q(x) or g(x) as the case may be) for parton type i, and ' 
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FIGURE 15.12 
The first process of figure 15.11, viewed as a contribution to e−-nucleon scat-
tering. 

FIGURE 15.13 
Kinematics for the parton process of figure 15.12. 

the sum is over contributing partons. The reader may enjoy checking that 
(15.90) does reduce to (9.34) for free partons by showing that in that case 

22F̂1 
i = ei δ(1− z) (see Halzen and Martin 1984, section 10.3, for help), so that 

2F free = 
E

i e
2fi(x).1 i 

To proceed further with the calculation (i.e. of (15.87) inserted into (15.90)), 
we need to look at the kinematics of the γq → qg process, in the CMS. Re-
ferring to figure 15.13, we let k, k' be the magnitudes of the CMS momenta 
k, k' . Then 

ŝ = 4k'2 = (yp + q)2 = Q2(1 − z)/z, z = Q2/(ŝ + Q2) 

t̂ = (q − p ')2 = −2kk'(1 − cos θ) = −Q2(1 − c)/2z, c = cos θ 
')2 û = (q − q = −2kk'(1 + cos θ) = −Q2(1 + c)/2z. (15.91) 

We now note that in the integral (15.87) for F̂1, when we integrate over 
c = cos θ, we shall obtain an infinite result 

[ 1 dc ∼ (15.92) 
1− c 

associated with the vanishing of t̂ in the ‘forward’ direction (i.e. when q and p
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yzp after gluon emission becomes equal to the quark momentum yp before
emission), and we expect that it can be cured by including the virtual gluon
diagrams of figure 15.9, as indicated at the start of the section (and as was
done analogously in the case of e+e− annihilation). This has been verified
explicitly by Kim and Schilcher (1978) and by Altarelli et al. (1978 a, b;
1979). Alternatively, we follow the procedure of Altarelli and Parisi (1977).
First we regulate the divergence as z → 1 by defining a regulated function
1/(1− z)+ such that

[ 1

0

f(z)

(1− z)+
dz =

[ 1

0

f(z)− f(1)

(1− z)
dz =

[ 1

0

ln(1− z)
df(z)

dz
dz, (15.99)

where f(z) is any test function sufficiently regular at the end points. Now the
gluon loops which will cancel the i-r divergence only contribute at z → 1, in
leading log approximation. Thus the i-r finite version of P̂qq has the form

Pqq(z) =
4

3

1 + z2

(1− z)+
+Aδ(1 − z). (15.100)

The coefficient A is determined by the physical requirement that the net
number of quarks (i.e. the number of quarks minus the number of antiquarks)
does not vary with Q2. From (15.98) this implies

[ 1

0

Pqq(z)dz = 0. (15.101)

Inserting (15.100) into (15.101), and using (15.99), we find (problem 15.6)

A = 2, (15.102)

so that

Pqq(z) =
4

3

(1 + z2)

(1 − z)+
+ 2δ(1− z). (15.103)

The function Pqq is called a ‘splitting function’, and it has an impor-
tant physical interpretation. The quantity αs(μ

2)/(2π) Pqq(z) is, for z < 1,
the probability that, to first order in αs, a quark having radiated a gluon is
left with a fraction z of its original momentum. Similar functions arise in
QED in connection with what is called the ‘equivalent photon approximation’
(Weizsäcker 1934, Williams 1934, Chen and Zerwas 1975). The application
of these techniques to QCD corrections to the free parton model is due to
Altarelli and Parisi (1977), who thereby opened the way to this simpler and
more physical way of understanding scaling violations, which had previously
been discussed mainly within the rather technical operator product formalism
(Wilson 1969).

We must now find some way of making sense, physically, of the uncancelled
mass divergence in (15.97).
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are parallel). This is a divergence of the ‘collinear’ type, in the terminology of 
section 14.4.2 – or, as there, a ‘mass singularity’, occurring in the zero quark 
mass limit. If we simply replace the propagator factor t̂−1 = [(q − p')2]−1 by 
[(q − p')2 − m2]−1, where m is a quark mass, then (15.92) becomes 

{ 1 dc ∼ (15.93) 
(1 + 2m2z/Q2)− c 

which will produce a factor of the form ln(Q2/m2) as m2 → 0. Thus m reg-
ulates the divergence. We have here an uncancelled mass singularity, and it 
violates scaling. This crucial physical result is present in the lowest-order QCD 
correction to the parton model, in this case. As we are learning, such loga-
rithmic violations of scaling are a characteristic feature of all QCD corrections 
to the free (scaling) parton model. 

We may calculate the coefficient of the lnQ2 term by retaining in (15.87) 
only the terms proportional to t̂−1: 

2{ 1 dc 
( 
αs(μ

2) 4 1 +  z
)

22F̂1 
i ≈ e · · (15.94) i 1− c 2π 3 1− z−1 

and so, for just one quark species, this QCD correction contributes (from 
(15.90)) a term 

2ei αs(μ
2)

{ 1 dy 
q(y)

{
P̂qq(x/y) ln(Q

2/m2) +  C(x/y)
} 

(15.95) 
2π yx 

to 2F1, where 
24 

( 
1 +  z

)
P̂qq(z) = , (15.96) 

3 1− z 

and C(x/y) has no mass singularity. 
Our result so far is therefore that the ‘free’ quark distribution function 

q(x), which depended only on the scaling variable x, becomes modified to 

αs(μ
2)

{ 1 dy 
q(x) +  q(y)

{
P̂qq(x/y) ln

(
Q2/m2

) 
+ C(x/y)

} 
(15.97) 

2π yx 

αs(μ
2)

{ 1 { 1 
= q(x) +  dy dzδ(zy − x)q(y){P̂qq(z) ln(Q

2/m2)
2π 0 0 

+ C(z)} (15.98) 

due to lowest-order gluon radiation. Clearly, this corrected distribution func-
tion violates scaling because of the ln Q2 term. But the result as it stands 
cannot represent a well-controlled approximation, since it contains divergences 
as z → 1 and as m2 → 0. 

We postpone discussion of the mass divergence until the next section. The 
divergence as z → 1 is a standard infrared divergence (the quark momentum 
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are parallel). This is a divergence of the ‘collinear’ type, in the terminology of
section 14.4.2 – or, as there, a ‘mass singularity’, occurring in the zero quark
mass limit. If we simply replace the propagator factor t̂−1 = [(q − p')2]−1 by
[(q − p')2 −m2]−1, where m is a quark mass, then (15.92) becomes

∼
{ 1 dc

(1 + 2m2z/Q2)− c
(15.93)

which will produce a factor of the form ln(Q2/m2) as m2 → 0. Thus m reg-
ulates the divergence. We have here an uncancelled mass singularity, and it
violates scaling. This crucial physical result is present in the lowest-order QCD
correction to the parton model, in this case. As we are learning, such loga-
rithmic violations of scaling are a characteristic feature of all QCD corrections
to the free (scaling) parton model.

We may calculate the coefficient of the lnQ2 term by retaining in (15.87)
only the terms proportional to t̂−1:

2F̂ i
1 ≈ e2i

{ 1

−1

dc

1− c

(
αs(μ

2)

2π
· 4
3
· 1 + z2

1− z

)
(15.94)

and so, for just one quark species, this QCD correction contributes (from
(15.90)) a term

e2iαs(μ
2)

2π

{ 1

x

dy

y
q(y)

{
P̂qq(x/y) ln(Q

2/m2) + C(x/y)
}

(15.95)

to 2F1, where

P̂qq(z) =
4

3

(
1 + z2

1− z

)
, (15.96)

and C(x/y) has no mass singularity.
Our result so far is therefore that the ‘free’ quark distribution function

q(x), which depended only on the scaling variable x, becomes modified to

q(x) +
αs(μ

2)

2π

{ 1

x

dy

y
q(y)

{
P̂qq(x/y) ln

(
Q2/m2

)
+ C(x/y)

}
(15.97)

= q(x) +
αs(μ

2)

2π

{ 1

0

dy

{ 1

0

dzδ(zy − x)q(y){P̂qq(z) ln(Q
2/m2)

+ C(z)} (15.98)

due to lowest-order gluon radiation. Clearly, this corrected distribution func-
tion violates scaling because of the lnQ2 term. But the result as it stands
cannot represent a well-controlled approximation, since it contains divergences
as z → 1 and as m2 → 0.

We postpone discussion of the mass divergence until the next section. The
divergence as z → 1 is a standard infrared divergence (the quark momentum
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yzp after gluon emission becomes equal to the quark momentum yp before 
emission), and we expect that it can be cured by including the virtual gluon 
diagrams of figure 15.9, as indicated at the start of the section (and as was 

−done analogously in the case of e+e annihilation). This has been verified 
explicitly by Kim and Schilcher (1978) and by Altarelli et al. (1978 a, b; 
1979). Alternatively, we follow the procedure of Altarelli and Parisi (1977). 
First we regulate the divergence as z → 1 by defining a regulated function 
1/(1 − z)+ such that 

[ 1 f(z) 
[ 1 f(z)− f(1) 

[ 1 df(z)
dz = dz = ln(1− z) dz, (15.99) 

(1 − z)+ (1 − z) dz0 0 0 

where f(z) is any test function sufficiently regular at the end points. Now the 
gluon loops which will cancel the i-r divergence only contribute at z → 1, in 
leading log approximation. Thus the i-r finite version of P̂qq has the form 

24 1 +  z
Pqq(z) = + Aδ(1 − z). (15.100) 

3 (1 − z)+ 

The coefficient A is determined by the physical requirement that the net 
number of quarks (i.e. the number of quarks minus the number of antiquarks) 
does not vary with Q2 . From (15.98) this implies 

[ 1 
Pqq(z)dz = 0. (15.101) 

0 

Inserting (15.100) into (15.101), and using (15.99), we find (problem 15.6) 

A = 2, (15.102) 

so that 
4 (1 + z2)

Pqq(z) =  + 2δ(1 − z). (15.103) 
3 (1 − z)+ 

The function Pqq is called a ‘splitting function’, and it has an impor-
tant physical interpretation. The quantity αs(μ

2)/(2π) Pqq(z) is, for z <  1, 
the probability that, to first order in αs, a quark having radiated a gluon is 
left with a fraction z of its original momentum. Similar functions arise in 
QED in connection with what is called the ‘equivalent photon approximation’ 
(Weizsäcker 1934, Williams 1934, Chen and Zerwas 1975). The application 
of these techniques to QCD corrections to the free parton model is due to 
Altarelli and Parisi (1977), who thereby opened the way to this simpler and 
more physical way of understanding scaling violations, which had previously 
been discussed mainly within the rather technical operator product formalism 
(Wilson 1969). 

We must now find some way of making sense, physically, of the uncancelled 
mass divergence in (15.97). 



15.6. QCD corrections to the parton model predictions: scaling violations 143

partially with respect to μ2
F, and setting the result to zero, we obtain (to order

αs on the right-hand side)

μ2
F

∂q(x, μ2
F)

∂μ2
F

=
αs(μ

2)

2π

{ 1

x

dy

y
Pqq(x/y)q(y, μ

2
F). (15.108)

This equation is the analogue of equation (15.35) describing the running of
the coupling αs with μ2, and is a fundamental equation in the theory of
perturbative applications of QCD. It is called the DGLAP equation, after
Dokshitzer (1977), Gribov and Lipatov (1972), and Altarelli and Parisi (1977).
The above derivation is not rigorous: a more sophisticated treatment (Georgi
and Politzer 1974, Gross and Wilczek 1974) confirms the result and extends
it to higher orders.

Equation (15.108) shows that, although perturbation theory cannot be
used to calculate the distribution function q(x, μ2

F) at any particular value
μ2
F = μ2

0, it can be used to predict how the distribution changes (or ‘evolves’) as
μ2
F varies. (We recall from (15.105) that q(x, μ2

0) can be found experimentally
via xq(x, μ2

0) = 2F2(x,Q
2 = μ2

0)/e
2
i .) As in the case of σ(e+e− → hadrons)

and the scale μ2, the choice of factorization scale is arbitrary, and would
cancel from physical quantities if all powers in the perturbation series were

included. Truncating at N terms results in an ambiguity of order α
(N+1)
s . In

deep inelastic predictions, the standard choice for scales is μ2 = μ2
F = Q2.

The way the non-singlet distribution changes can be understood qualita-
tively as follows. The change in the distribution for a quark with momentum
fraction x, which absorbs the virtual photon, is given by the integral over y of
the corresponding distribution for a quark with momentum fraction y, which
radiated away (via a gluon) a fraction x/y of its momentum with probabil-
ity (αs/2π)Pqq(x/y). This probability is high for large momentum fractions:
high-momentum quarks lose momentum by radiating gluons. Thus there is
a predicted tendency for the distribution function q(x, μ2) to get smaller at
large x as μ2 increases, and larger at small x (due to the build-up of slower
partons), while maintaining the integral of the distribution over x as a con-
stant. The effect is illustrated qualitatively in figure 15.14. In addition, the
radiated gluons produce more qq̄ pairs at small x. Thus the nucleon may be
pictured as having more and more constituents, all contributing to its total
momentum, as its structure is probed on ever smaller distance (larger μ2)
scales.

In general, the right-hand side of (15.108) will have to be supplemented
by terms (calculable from figure 15.10) in which quarks are generated from
the gluon distribution; the equations must then be closed by a corresponding
one describing the evolution of the gluon distributions (Altarelli 1982). In the
now commonly used notation, this generalization of (15.108) reads

μ2
F

∂fi/p(x, μ
2
F)

∂μ2
F

=
E
j=q,g

αs(μ
2
F)

2π

{ 1

x

dy

y
P

(1)
i←j(x/y)fj/p(y, μ

2
F), (15.109)
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15.6.2 Factorization, and the order αs DGLAP equation 
The key is to realize that when two partons are in the collinear configuration 
their relative momentum is very small, and hence the interaction between 
them is very strong, beyond the reach of a perturbative calculation. This 
suggests that we should absorb such uncalculable effects into a modified dis-
tribution function q(x, μ2 ) given by F

αs(μ
2)

/ 1 dy 
q(x, μ2 =

2π y 
(x/y)

{
ln(μ2 

F) q(x) +  q(y)Pqq F/m
2) +  C(x/y)

} 

x 
(15.104) 

which we have to take from experiment. Note that we have also absorbed the 
non-singular term C(x/y) into q(x, μ2 ). In terms of this quantity, then, we F

have 

2F2(x, Q2) ≡ ei xq(x, Q
2) (15.105) 

2 
/ 1 dy 

{
αs(μ

2) 
} 

= xe q(y, μ2
F) δ(1 − x/y) +  Pqq(x/y) ln(Q

2/μ2
F)i y 2πx 

(15.106) 

to this order in αs, and for one quark type. 
This procedure is, of course, very reminiscent of ultraviolet renormaliza-

tion, in which u-v divergences are controlled by similarly importing some 
quantities from experiment. In this example, we have essentially made use of 
the simple fact that 

ln(Q2/m2) = F) + ln(μ2 (15.107) ln(Q2/μ2
F/m

2). 

The arbitrary scale μF is analogous to renormalization scale μ (which we have 
retained in αs(μ

2)), and is here referred to as a ‘factorization scale’. It is 
the scale entering into the separation in (15.107), between one (uncalculable) 
factor which depends on the i-r parameter m but not on Q2, and the other 
(calculable) factor which depends on Q2 . The scale μF can be thought of 
as one which separates the perturbative short-distance physics from the non-
perturbative long-distance physics. Thus partons emitted at small transverse 
momenta < μF (i.e. approximately collinear processes) should be considered 
as part of the hadron structure, and are absorbed into q(x, μ2 ). Partons emit-F

ted at large transverse momenta contribute to the short-distance (calculable) 
part of the cross section. Just as for the renormalization scale, the more terms 
that can be included in the perturbative contributions to the mass-singular 
terms, the weaker the dependence on μF will be. We have demonstrated the 
possibility of factorization only to O(αs), but proofs to all orders in pertur-
bation theory exist; reviews are provided by Collins and Soper (1987, 1988). 

Returning now to (15.106), the reader can guess what is coming next: 
we shall impose the condition that the physical quantity F2(x, Q2) must be 
independent of the choice of factorization scale μ2 Differentiating (15.106) F. 
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retained in αs(μ
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the scale entering into the separation in (15.107), between one (uncalculable)
factor which depends on the i-r parameter m but not on Q2, and the other
(calculable) factor which depends on Q2. The scale μF can be thought of
as one which separates the perturbative short-distance physics from the non-
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momenta < μF (i.e. approximately collinear processes) should be considered
as part of the hadron structure, and are absorbed into q(x, μ2

F). Partons emit-
ted at large transverse momenta contribute to the short-distance (calculable)
part of the cross section. Just as for the renormalization scale, the more terms
that can be included in the perturbative contributions to the mass-singular
terms, the weaker the dependence on μF will be. We have demonstrated the
possibility of factorization only to O(αs), but proofs to all orders in pertur-
bation theory exist; reviews are provided by Collins and Soper (1987, 1988).

Returning now to (15.106), the reader can guess what is coming next:
we shall impose the condition that the physical quantity F2(x,Q

2) must be
independent of the choice of factorization scale μ2
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partially with respect to μ2 , and setting the result to zero, we obtain (to order F

αs on the right-hand side) 

μ2 ∂q(x, μ2 ) αs(μ
2)

{ 1 dyF
F = Pqq(x/y)q(y, μ2 (15.108) F). ∂μ2 2π yF x 

This equation is the analogue of equation (15.35) describing the running of 
the coupling αs with μ

2, and is a fundamental equation in the theory of 
perturbative applications of QCD. It is called the DGLAP equation, after 
Dokshitzer (1977), Gribov and Lipatov (1972), and Altarelli and Parisi (1977). 
The above derivation is not rigorous: a more sophisticated treatment (Georgi 
and Politzer 1974, Gross and Wilczek 1974) confirms the result and extends 
it to higher orders. 

Equation (15.108) shows that, although perturbation theory cannot be 
used to calculate the distribution function q(x, μ2 ) at any particular value F

μ2 = μ0
2, it can be used to predict how the distribution changes (or ‘evolves’) as F 

μ2 varies. (We recall from (15.105) that q(x, μ2
0) can be found experimentally F −via xq(x, μ2

0) = 2F2(x, Q2 = μ0
2)/e2.) As in the case of σ(e+e → hadrons) i 

and the scale μ2, the choice of factorization scale is arbitrary, and would 
cancel from physical quantities if all powers in the perturbation series were 

(N+1)
included. Truncating at N terms results in an ambiguity of order αs . In 
deep inelastic predictions, the standard choice for scales is μ2 = μ2 = Q2 .F 

The way the non-singlet distribution changes can be understood qualita-
tively as follows. The change in the distribution for a quark with momentum 
fraction x, which absorbs the virtual photon, is given by the integral over y of 
the corresponding distribution for a quark with momentum fraction y, which 
radiated away (via a gluon) a fraction x/y of its momentum with probabil-
ity (αs/2π)Pqq(x/y). This probability is high for large momentum fractions: 
high-momentum quarks lose momentum by radiating gluons. Thus there is 
a predicted tendency for the distribution function q(x, μ2) to get smaller at 
large x as μ2 increases, and larger at small x (due to the build-up of slower 
partons), while maintaining the integral of the distribution over x as a con-
stant. The effect is illustrated qualitatively in figure 15.14. In addition, the 
radiated gluons produce more qq̄ pairs at small x. Thus the nucleon may be 
pictured as having more and more constituents, all contributing to its total 
momentum, as its structure is probed on ever smaller distance (larger μ2) 
scales. 

In general, the right-hand side of (15.108) will have to be supplemented 
by terms (calculable from figure 15.10) in which quarks are generated from 
the gluon distribution; the equations must then be closed by a corresponding 
one describing the evolution of the gluon distributions (Altarelli 1982). In the 
now commonly used notation, this generalization of (15.108) reads 

∂fi/p(x, μ2 ) αs(μ
2 )

{ 1 dyF F (1)
μ2 = 

E 
P (x/y)fj/p(y, μF

2 ), (15.109) F i←j∂μ2 2π yF xj=q,g 
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FIGURE 15.15
Q2-dependence of the proton structure function F p

2 for various fixed x values
(Hagiwara et al. 2002). ix is a number depending on the x-bin, ranging from
ix = 1 (x = 0.85) to ix = 28 (x = 0.000063). Figure reprinted with permission
from K Hagiwara et al. Phys.Rev. D 66 010001 (2002). Copyright 2002 by
the American Physical Society.

15.6.3 Comparison with experiment

Data on nucleon structure functions do indeed show the trend described in
the previous section. Figure 15.15 shows the Q2-dependence of the proton
structure function F p

2 (x,Q
2) =

E
e2ixfi/p(x,Q

2) for various fixed x values, as
compiled by B. Foster, A.D. Martin and M.G. Vincter for the 2002 Particle
Data Group review (Hagiwara et al. 2002). Clearly at larger x (x ≥ 0.13) the
function gets smaller as Q2 increases, while at smaller x it increases.
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FIGURE 15.14 
Evolution of the distribution function with μ2 . 

(1)
where the sum is over quark types q and gluons g, P is the j → i splitting i←j 
function to this order, and fi/p is the parton distribution function for partons 

(1)
of type i in the proton. In our previous notation, Pq←q(x/y) =  Pqq(x/y), 
and fq/p(x, μ2 ) =  q(x, μ2 ). The other splitting functions may be found in F F

Altarelli (1982). 

Both the splitting functions and expression (15.106) for F2(x, Q2) can be 
extended to higher orders in αs. Thus the perturbative expansion (15.106) 
becomes 

∞
αn(μ2 ) 

/ 1 dzs F (n)
F2(x, Q2) = x 

E E 
C (z, Q2, μ2 (x/z, μ2 (15.110) 2,i F)fi/p F),(2π)n zxn=0 i=q,g 

where we have chosen μ = μF. The expansion (15.110) is analogous to (15.63), 
and as in that case the coefficient functions will depend on μ2 in such a way F 
that, order by order, the μ2 dependence will cancel. At zeroth order theF 

2coefficients are the μ2 -independent free parton ones, C
(0) 

= e δ(1 − z) and F 2,q q
(0) 

= 0. In most cases the coefficients have been calculated up to order α2 
2,g s 

(Nakamura et al. 2010). 

We ought also to mention that there are in principle non-perturbative 
corrections to both (15.63) and (15.110), which are of order (Λ2 /Q2)2 and 

MS

(Λ2 /Q2) respectively. 
MS

C
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αn
s (μ

2
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(2π)n

E
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/ 1

x
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z
C

(n)
2,i (z,Q

2, μ2
F)fi/p(x/z, μ

2
F), (15.110)

where we have chosen μ = μF. The expansion (15.110) is analogous to (15.63),
and as in that case the coefficient functions will depend on μ2
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that, order by order, the μ2
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coefficients are the μ2
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(0)
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(0)
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s

(Nakamura et al. 2010).
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15.6.3 Comparison with experiment 

Data on nucleon structure functions do indeed show the trend described in 
the previous section. Figure 15.15 shows the Q2-dependence of the proton 

2structure function F p(x, Q2) = 
E 

e xfi/p(x, Q2) for various fixed x values, as 2 i 
compiled by B. Foster, A.D. Martin and M.G. Vincter for the 2002 Particle 
Data Group review (Hagiwara et al. 2002). Clearly at larger x (x ≥ 0.13) the 
function gets smaller as Q2 increases, while at smaller x it increases. 
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FIGURE 15.16
Distributions of x times the unpolarized parton distributions f(x, μ2) (where
f = uv, dv, ū, d̄, s, c, g) using the MRST2001 parametrization (Martin et al.
2002) at a scale μ2 = 10GeV2. Figure reprinted with permission from K
Hagiwara et al. Phys. Rev. D 66 010001 (2002). Copyright 2002 by the
American Physical Society.

and then

dnqq =
4

33− 2Nf

⎡
⎣1− 2

n(n+ 1)
+ 4

nE
j=2

1

j

⎤
⎦ . (15.119)

We emphasize again that all the foregoing analysis is directly relevant
only to distributions in which the flavour singlet gluon distributions do not
contribute to the evolution equations. In the more general case, analogous
splitting functions Pqg, Pgq and Pgg will enter, folded appropriately with the
gluon distribution function g(x, t), together with the related quantities γn

qg, γ
n
gq

and γn
gg. Equation (15.108) is then replaced by a 2 × 2 matrix equation for

the evolution of the quark and gluon moments Mn
q and Mn

g .

Returning to (15.117), one way of testing it is to plot the logarithm of one
moment, lnMn

q , versus the logarithm of another, lnMm
q , for different n,m

values. A more direct procedure, applicable to the non-singlet case too of
course, is to choose a reference point μ2

0 and parametrize the parton distribu-
tion functions fi(x, t0) in some way. These may then be evolved numerically,
via the DGLAP equations, to the desired scale. Figure 15.16 shows a typical
set of distributions at μ2 = 10 GeV2 (Martin et al. 2002). A global numerical
fit is then performed to determine the best values of the parameters, including
the parameter ΛMS which enters into αs(t). An example of such a fit, due to
Martin et al. (1994), is shown in figure 15.17.
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Fits to the data have been made in various ways. One (theoretically con-
venient) way is to consider ‘moments’ (Mellin transforms) of the structure 
functions, defined by 

/ 1 
Mn n−1 

q (t) = dxx q(x, t), (15.111) 
0 

where we have taken μ2 = μ2 and introduced the variable t = ln μ2 . Taking F 
moments of both sides of (15.108) and interchanging the order of the x and y 
integrations, we find 

dMq 
n(t) αs(t)

/ 1 / y dxn−1 = dyy q(y, t) (x/y)n−1Pqq(x/y). (15.112) 
dt 2π y0 0 

Changing the variable to z = x/y in the second integral, and defining4 

γn 
/ 1 

qq = 4  dzz n−1Pqq(z), (15.113) 
0 

we obtain 
dMn(t) (t)q αs

γn Mn = qq q (t). (15.114) 
dt 8π 

Thus the integral in (15.108) – which is of convolution type – has been reduced 
to product form by this transformation. Now we also know from (15.47) and 
(15.48) that 

dαs 
= −β0α

2 (15.115) sdt 
with β0 = (33 − 2Nf )/12π as usual, to this (one-loop) order. Thus (15.114) 
becomes 

γnd lnMn 
q qq

= − = −dn , say. (15.116) 
d lnαs 8πβ0 

qq

The solution to (15.116) is easily found to be 

)dn 
qq

( 
αs(t0)

Mq 
n(t) = Mq 

n(t0) . (15.117) 
αs(t) 

Applying the prescription (15.99) to γn, we find (problem 15.9) 

⎡ 
n

⎤
8 2 1 

γn 
qq ⎣1− + 4  

E
= − (15.118) 

3 n(n + 1) j 
⎦ 

j=2 

4The notation is not chosen accidentally: the γ’s are indeed anomalous dimensions of 
certain operators which appear in Wilson’s operator product approach to scaling violations 
(Wilson 1969); interested readers may pursue this with Peskin and Schroeder 1995, chapter 
18. 
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γn
qqM

n
q (t). (15.114)

Thus the integral in (15.108) – which is of convolution type – has been reduced
to product form by this transformation. Now we also know from (15.47) and
(15.48) that

dαs

dt
= −β0α

2
s (15.115)

with β0 = (33 − 2Nf)/12π as usual, to this (one-loop) order. Thus (15.114)
becomes

d lnMn
q

d lnαs
= −

γn
qq

8πβ0
= −dnqq, say. (15.116)

The solution to (15.116) is easily found to be

Mn
q (t) = Mn

q (t0)

(
αs(t0)

αs(t)

)dn
qq

. (15.117)

Applying the prescription (15.99) to γn, we find (problem 15.9)

γn
qq = −8

3

⎡
⎣1− 2

n(n+ 1)
+ 4

nE
j=2

1

j

⎤
⎦ (15.118)

4The notation is not chosen accidentally: the γ’s are indeed anomalous dimensions of
certain operators which appear in Wilson’s operator product approach to scaling violations
(Wilson 1969); interested readers may pursue this with Peskin and Schroeder 1995, chapter
18.
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FIGURE 15.16 
Distributions of x times the unpolarized parton distributions f(x, μ2) (where 

¯f = uv u,, dv , ¯ d, s, c, g) using the MRST2001 parametrization (Martin et al. 
2002) at a scale μ2 = 10GeV2 . Figure reprinted with permission from K 
Hagiwara et al. Phys. Rev. D 66 010001 (2002). Copyright 2002 by the 
American Physical Society. 

and then ⎡
⎣

n

1− 

We emphasize again that all the foregoing analysis is directly relevant 
only to distributions in which the flavour singlet gluon distributions do not 
contribute to the evolution equations. In the more general case, analogous 
splitting functions Pqg, Pgq and Pgg will enter, folded appropriately with the 
gluon distribution function g(x, t), together with the related quantities γn , γn 

qg gq 
and γn . Equation (15.108) is then replaced by a 2 × 2 matrix equation for gg

the evolution of the quark and gluon moments Mn and Mn .q g 
Returning to (15.117), one way of testing it is to plot the logarithm of one 

moment, ln Mn, versus the logarithm of another, lnMm, for different n, m q q 
values. A more direct procedure, applicable to the non-singlet case too of 
course, is to choose a reference point μ2

0 and parametrize the parton distribu-
tion functions fi(x, t0) in some way. These may then be evolved numerically, 
via the DGLAP equations, to the desired scale. Figure 15.16 shows a typical 
set of distributions at μ2 = 10 GeV2 (Martin et al. 2002). A global numerical 
fit is then performed to determine the best values of the parameters, including 
the parameter Λ which enters into αs(t). An example of such a fit, due to MS 
Martin et al. (1994), is shown in figure 15.17. 

⎤
⎦4 2 1 

dn 
qq + 4  (15.119) = . 

33 − 2Nf n(n + 1) j
j=2 
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Problems

15.1 Verify equation (15.10).

15.2 Verify equation (15.27).

15.3 Check that (15.50) can be rewritten as (15.53).

15.4 (a) Verify (15.61). (b) Show that the next term in the expansion (15.60)
is

(b2 − b21)

β0
αs

where b2 = β2/β0. By iteratively solving the resulting modified equation
(15.60), show that the corresponding correction to (15.61) is

+
1

β3
0L

3
[b21(ln

2 L2 − lnL− 1) + b2].

15.5 Verify that for the type of behaviour of the β function shown in figure
15.7(b), α∗

s is reached as q2 → 0.

15.6 Verify equation (15.102).

15.7 Check that the electromagnetic charge e has dimension (mass)e/2 in
d = 4− e dimensions.

15.8 Verify equation (O.20) in appendix O.

15.9 Verify equation (15.118).
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FIGURE 15.17 
Data on the structure function F2 in muon-proton deep inelastic scattering, 
from BCDMS (Benvenuti et al. 1989) and NMC (Amaudruz et al. 1992). 
The curves are QCD fits (Martin et al. 1994) as described in the text. Figure 
reprinted with permission from A D Martin et al. Phys. Rev. D 50 6734 
(1994). Copyright 1994 by the American Physical Society. 

It may be worth pausing to reflect on how far our understanding of struc-
ture has developed, via quantum field theory, from the simple ‘fixed number 
of constituents’ models which are useful in atomic and nuclear physics. When 
nucleons are probed on finer and finer scales, more and more partons (gluons, 
qq̄ pairs) appear, in a way quantitatively predicted by QCD. The precise ex-
perimental confirmation of these predictions (and many others, as discussed 
by Ellis, Stirling and Webber 1996, for example) constitutes a remarkable vote 
of confidence, by Nature, in relativistic quantum field theory. 
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The curves are QCD fits (Martin et al. 1994) as described in the text. Figure
reprinted with permission from A D Martin et al. Phys. Rev. D 50 6734
(1994). Copyright 1994 by the American Physical Society.

It may be worth pausing to reflect on how far our understanding of struc-
ture has developed, via quantum field theory, from the simple ‘fixed number
of constituents’ models which are useful in atomic and nuclear physics. When
nucleons are probed on finer and finer scales, more and more partons (gluons,
qq̄ pairs) appear, in a way quantitatively predicted by QCD. The precise ex-
perimental confirmation of these predictions (and many others, as discussed
by Ellis, Stirling and Webber 1996, for example) constitutes a remarkable vote
of confidence, by Nature, in relativistic quantum field theory.
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16  
Lattice Field Theory, and the 
Renormalization Group Revisited 

16.1 Introduction 
Throughout this book, thus far, we have relied on perturbation theory as the 
calculational tool, justifying its use in the case of QCD by the smallness of the 
coupling constant at short distances; note, however, that this result itself re-
quired the summation of an infinite series of perturbative terms. As remarked 
in section 15.3, the concomitant of asymptotic freedom is that αs really does 
become strong at small Q2, or at long distances of order Λ−1 ∼ 1 fm. Here we 

MS 
have no prospect of getting useful results from perturbation theory: it is the 
non-perturbative regime. But this is precisely the regime in which quarks bind 
together to form hadrons. If QCD is indeed the true theory of the interaction 
between quarks, then it should be able to explain, ultimately, the vast amount 
of data that exists in low energy hadronic physics. For example: what are 
the masses of mesons and baryons? Are there novel colourless states such as 
glueballs? Is SU(2)f or SU(3)f chiral symmetry spontaneously broken? What 
is the form of the effective interquark potential? What are the hadronic form 
factors, in electromagnetic (chapter 9) or weak (chapter 20) processes? 

After more than 30 years of theoretical development, and machine ad-
vances, numerical simulations of lattice QCD are now yielding precise answers 
to many of these questions, thereby helping to establish QCD as the correct 
theory of the strong interactions of quarks, and also providing reliable input 
needed for the discovery of new physics. Lattice QCD is a highly mature 
field, and many technical details are beyond our scope. Rather, in this chap-
ter we aim to give an elementary introduction to lattice field theory in general, 
including some important insights that it generates concerning the renormal-
ization group. We return to QCD in the final section, with some illustrative 
results. 

In thinking about how to formulate a non-perturbative approach to quan-
tum field theory, several questions immediately arise. First of all, how can we 
regulate the ultraviolet divergences, and thus define the theory, if we cannot 
get to grips with them via the specific divergent integrals supplied by per-
turbation theory? We need to be able to regulate the divergences in a way 
which does not rely on their appearance in the Feynman graphs of pertur-
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that we shall still want to formulate the theory in terms of an action of the
form

S =

/
d4x L(φ,∇φ, φ̇). (16.1)

It seems plausible that it might be advantageous to treat space and time
as symmetrically as possible, from the start, by formulating the theory in
‘Euclidean’ space, instead of Minkowskian, by introducing t = −iτ ; further
motivation for doing this will be provided in section 16.3. In that case, the
action (16.1) becomes

S → −i

/
d3xdτ L(φ,∇φ, i

∂φ

∂τ
) (16.2)

≡ i

/
d3xdτ LE ≡ iSE. (16.3)

A typical free scalar action is then

SE(φ) =
1

2

/
d3xdτ

[
(∂τφ)

2 + (∇φ)2 +m2φ2
]
. (16.4)

We now represent all of space-time by a finite-volume ‘hypercube’. For
example, we may have N1 lattice points along the x-axis, so that a field φ(x)
is replaced by the N1 numbers φ(n1a) with n1 = 0, 1, . . .N1 − 1. We write
L = N1a for the length of the cube side. In this notation, integrals and
differentials are replaced by the finite sums and difference expressions

/
dx → a

e
n1

,
∂φ

∂x
→ 1

a
[φ(n1 + 1)− φ(n1)], (16.5)

so that a typical integral (in one dimension) becomes

/
dx

(
∂φ

∂x

)2

→ a
e
n1

1

a2
[φ(n1 + 1)− φ(n1)]

2
. (16.6)

As in all our previous work, we can alternatively consider a formulation in
momentum space, which will also be discretized. It is convenient to impose
periodic boundary conditions such that φ(x) = φ(x + L). Then the allowed
k-values may be taken to be kν1 = 2πν1/L with ν1 = −N1/2+1, . . .0, . . .N1/2
(we take N1 to be even). It follows that the maximum allowed magnitude of
the momentum is then π/a, indicating that a−1 is (as anticipated) playing
the role of our earlier momentum cut-off Λ. We then write

φ(n1) =
e
ν1

1

(N1a)
1
2

ei2πν1n1/N1 φ̃(ν1), (16.7)

which has the inverse

φ̃(ν1) =

(
a

N1

) 1
2 e

n1

e−i2πν1n1/N1φ(n1), (16.8)
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bation theory. As Wilson (1974, 1975) was the first to propose, one quite 
natural non-perturbative way of regulating ultraviolet divergences is to ap-
proximate continuous space-time by a discrete lattice of points. Such a lattice 
will introduce a minimum distance – namely the lattice spacing ‘a’ between 
neighbouring points. Since no two points can ever be closer than a, there is 
now a corresponding maximum momentum Λ = π/a (see following equation 
(16.6)) in the lattice version of the theory. Thus the theory is automatically 
ultraviolet finite from the start, without presupposing the existence of any 
perturbative expansion; renormalization questions will, however, enter when 
we consider the a dependence of our parameters. As long as the lattice spac-
ing is much smaller than the physical size of the hadrons one is studying, 
the lattice version of the theory should be a good approximation. Of course, 
Lorentz invariance is sacrificed in such an approach, and replaced by some 
form of hypercubic symmetry; we must hope that for small enough a this will 
not matter. We shall discuss how simple field theories are ‘discretized’ in the 
next section; scalar fields, fermion fields, and gauge fields each require their 
own prescriptions. 

Next, we must ask how a discretized quantum field theory can be formu-
lated in a way suitable for numerical computation. Any formalism based on 
non-commuting operators seems to be ruled out, since it is hard to see how 
they could be numerically simulated. Indeed, the same would be true of ordi-
nary quantum mechanics. Fortunately a formulation does exist which avoids 
operators: Feynman’s sum over paths approach, which was briefly mentioned 
in section 5.2.2. This method is the essential starting point for the lattice ap-
proach to quantum field theory, and it will be introduced in section 16.3. The 
sum over paths approach does not involve quantum operators, but fermions 
still have to be accommodated somehow. The way this is done is briefly 
described in section 16.3: see also appendix P. 

It turns out that this formulation enables direct contact to be made be-
tween quantum field theory and statistical mechanics, as we shall discuss in 
section 16.3.3. This relationship has proved to be extremely fruitful, allowing 
physical insights and numerical techniques to pass from one subject to the 
other, in a way that has been very beneficial to both. In section 16.4 we make 
a worthwhile detour to explore the physics of renormalization and of the RGE 
from a lattice/statistical mechanics perspective, before returning to QCD in 
section 16.5. 

16.2 Discretization 

16.2.1 Scalar fields 

We start by considering a simple field theory involving a scalar field φ. Post-
poning until section 16.3 the question of exactly how we shall use it, we assume 
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that we shall still want to formulate the theory in terms of an action of the 
form 

S = d4 x L(φ,∇φ, φ̇). (16.1) 

It seems plausible that it might be advantageous to treat space and time 
as symmetrically as possible, from the start, by formulating the theory in 
‘Euclidean’ space, instead of Minkowskian, by introducing t = −iτ ; further 
motivation for doing this will be provided in section 16.3. In that case, the 
action (16.1) becomes 

S → −i

/ 
d3 xdτ L(φ,∇φ, i 

∂φ 
∂τ 
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≡ i
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d3 xdτ LE ≡ iSE. (16.3) 
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1 
SE(φ) = 

/ 
d3 xdτ 

[
(∂τ φ)

2 + (∇φ)2 + m 2φ2
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. (16.4) 

2 

We now represent all of space-time by a finite-volume ‘hypercube’. For 
example, we may have N1 lattice points along the x-axis, so that a field φ(x) 
is replaced by the N1 numbers φ(n1a) with n1 = 0, 1, . . .N1 − 1. We write 
L = N1a for the length of the cube side. In this notation, integrals and 
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e 
, → [φ(n1 + 1)− φ(n1)], (16.5) 

∂x a 
n1 

so that a typical integral (in one dimension) becomes 

/ ( 
∂φ

)2 
1 2

dx → a
e 

[φ(n1 + 1) − φ(n1)] . (16.6) 
∂x a2 

n1 

As in all our previous work, we can alternatively consider a formulation in 
momentum space, which will also be discretized. It is convenient to impose 
periodic boundary conditions such that φ(x) =  φ(x + L). Then the allowed 
k-values may be taken to be kν1 = 2πν1/L with ν1 = −N1/2+1, . . .0, . . .N1/2 
(we take N1 to be even). It follows that the maximum allowed magnitude of 
the momentum is then π/a, indicating that a−1 is (as anticipated) playing 
the role of our earlier momentum cut-off Λ. We then write 

1 i2πν1n1 /N1 ˜φ(n1) = 
e 

1 e φ(ν1), (16.7) 
2 

ν1 
(N1a) 

which has the inverse 
) 1 

2 
˜

( 
a −i2πν1n1 /N1 φ(n1),φ(ν1) = 

e 
e (16.8) 

N1 n1 
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a form suitable for numerical simulation, which we defer until section 16.3.
There is, however, a quite separate problem which arises when we try to repeat
for the Dirac field the discretization used for the scalar field.

First note that the Euclidean Dirac matrices γE
μ are related to the usual

Minkowski ones γM
μ by γE

1,2,3 ≡ −iγM
1,2,3, γ

E
4 ≡ −iγM

4 ≡ γM
0 . They satisfy

{γE
μ , γ

E
ν } = 2δμν for μ = 1, 2, 3, 4. The Euclidean Dirac Lagrangian is then

ψ̄(x)
[
γE
μ ∂μ +m

]
ψ(x), which should be written now in Hermitean form

mψ̄(x)ψ(x) +
1

2

{
ψ̄(x)γE

μ ∂μψ(x) − (∂μψ̄(x))γ
E
μψ(x)

}
. (16.16)

The corresponding ‘one-dimensional’ discretized action is then

a
e
n1

mψ̄(n1)ψ(n1) +
a

2

{e
n1

ψ̄(n1)γ
E
1

|
ψ(n1 + 1)− ψ(n1)

a

|

−
e
n1

(
ψ̄(n1 + 1)− ψ̄(n1)

a

)
γE
1 ψ(n1)

}
(16.17)

= a
e
n1

{
mψ̄(n1)ψ(n1) +

1

2a

[
ψ̄(n1)γ

E
1 ψ(n1 + 1)− ψ̄(n1 + 1)γE

1 ψ(n1)
]}

.

(16.18)
In momentum space this becomes (problem 16.3)

e
kν1

¯̃
ψ(kν1 )

|
iγE

1

sin(kν1a)

a
+m

|
ψ̃(kν1 ), (16.19)

and the inverse propagator is
[
iγE

1
sin(kν1a)

a +m
]
. Thus the propagator itself

is |
m− iγE

1

sin(kν1a)

a

|
/
|
m2 +

sin2(kν1a)

a2

|
. (16.20)

But here there is a problem: in addition to the correct continuum limit (a → 0)
found at kν1 → 0, an alternative finite a → 0 limit is found at kν1 → π/a
(consider expanding a−1 sin [(π/a− δ)a] for small δ). Thus two modes survive
as a → 0, a phenomenon known as the ‘fermion doubling problem’. Actually
in four dimensions there are sixteen such corners of the hypercube, so we have
far too many degenerate lattice copies (which are called different ‘tastes’, to
distinguish them from the real quark flavours).

Various solutions to this problem have been proposed. Wilson (1975), for
example, suggested adding the extra term

− 1

2a
r
e
n1

ψ̄(n1)[ψ(n1 + 1) + ψ(n1 − 1)− 2ψ(n1)] (16.21)
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since (problem 16.1) 

N1−1
1 i2πn1(ν1−ν2)/N1

 
e = δν1 ,ν2 . (16.9) 

N1 n1=0 

Equation (16.9) is a discrete version of the δ-function relation given in (E.25) of 
volume 1. A one-dimensional version of the mass term in (16.4) then becomes 
(problem 16.2) 

1 

2

 
dx m  2φ(x)2 → 

1 

2 
m 2
 

φ̃(ν1)φ̃(−ν1), (16.10) 
ν1 

while 

1 

2

 
dx

 
∂φ 
dx

 2 

→ 
2 

a2

 
ν1 

φ̃(ν1) sin
2

 
πν1 

N1

 
φ̃(−ν1) (16.11) 

= 
1 

2a2

 
φ̃(kν1 )4 sin

2

 
kν1 a 
2

 
φ̃(−kν1 ). (16.12) 

kν1 

Thus a one-dimensional version of the free action (16.4) is 

1  
φ̃(kν1 )

[
4 sin2(kν1 a/2) + m 2

] 
φ̃(−kν1 ). (16.13) 

2 a2 
kν1 

In the continuum case, (16.13) would be replaced by 

1 dk
 

φ̃(k)
[
k2 + m 2

] 
φ̃(−k) (16.14) 

2 2π 

as usual, which implies that the propagator in the discrete case is proportional 
to [ 

4 sin2(kν1 a/2) 
]−1 

2+ m (16.15) 
a2 

rather than to 
[
k2 + m2

]−1 
(remember we are in one-dimensional Euclidean 

space). The two expressions do coincide in the continuum limit a → 0. The 
manipulations we have been going through will be easily recognized by readers 
familiar with the theory of lattice vibrations and phonons, and lead to a 
satisfactory discretization of scalar fields. For Dirac fields the matter is not 
so straightforward. 

16.2.2 Dirac fields 
The first obvious problem has already been mentioned: how are we to rep-
resent such entirely non-classical objects, which obey anticommutation rela-
tions? This is part of the wider problem of representing field operators in 
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a form suitable for numerical simulation, which we defer until section 16.3. 
There is, however, a quite separate problem which arises when we try to repeat 
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First note that the Euclidean Dirac matrices γμ 
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M . They satisfy μ 1,2,3  
γE { μ , γν 

E} = 2δμν for μ = 1, 2, 3, 4. The Euclidean Dirac Lagrangian is then 

ψ̄(x)
[
γμ 
E∂μ + m

] 
ψ(x), which should be written now in Hermitean form 

1¯ ¯mψ(x)ψ(x) +  
{
ψ̄(x)γμ 

E∂μψ(x) − (∂μψ(x))γμ 
Eψ(x)

} 
. (16.16) 

2 

The corresponding ‘one-dimensional’ discretized action is then 

a 
e 

¯ a 
{e 

ψ̄(n1)γ
E 
|
ψ(n1 + 1) − ψ(n1)

| 
mψ(n1)ψ(n1) +  12 a 

n1 n1 ( 
ψ̄(n1 + 1)− ψ̄(n1)

) }
− 

e 
γ1
Eψ(n1) (16.17) 

a 
n1 

= a 
e{ 

mψ̄(n1)ψ(n1) +  
1 [

ψ̄(n1)γ1
Eψ(n1 + 1)− ψ̄(n1 + 1)γ1

Eψ(n1)
]} 

. 
2a 

n1 

(16.18) 
In momentum space this becomes (problem 16.3) 

¯
|

sin(kν1 a) 
| 
˜

e 
ψ̃(kν1 ) iγE + m ψ(kν1 ), (16.19) 1 a 

kν1 

sin(kν1 a)and the inverse propagator is 
[
iγE + m

]
. Thus the propagator itself 1 a 

is | 
sin(kν1 a) 

| 
sin2(kν1 a)

|
2 m − iγE 

| 
/ m + . (16.20) 1 a2a 

But here there is a problem: in addition to the correct continuum limit (a → 0) 
found at kν1 → 0, an alternative finite a → 0 limit is found at kν1 → π/a 
(consider expanding a−1 sin [(π/a − δ)a] for small δ). Thus two modes survive 
as a → 0, a phenomenon known as the ‘fermion doubling problem’. Actually 
in four dimensions there are sixteen such corners of the hypercube, so we have 
far too many degenerate lattice copies (which are called different ‘tastes’, to 
distinguish them from the real quark flavours). 

Various solutions to this problem have been proposed. Wilson (1975), for 
example, suggested adding the extra term 

1 ¯− r 
e 

ψ(n1)[ψ(n1 + 1) +  ψ(n1 − 1) − 2ψ(n1)] (16.21) 
2a 

n1 
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where /D is the SU(3)c-covariant Dirac derivative. Any addition to /D which
is proportional to the unit 4 × 4 matrix will violate (16.24), and hence break
chiral symmetry. The Lagrangian mass m itself is of this form, and it breaks
chiral symmetry, but ‘softly’ – i.e. in a way that disappears as m goes to zero
(thereby preserving the symmetry in this limit). The Wilson addition (16.21)
also breaks chiral symmetry, but it remains there even as m → 0: it is a ‘hard’
breaking.

This means that in the theory with the Wilson modification (i.e. with
‘Wilson fermions’) fermion mass renormalization will not be protected by the
chiral symmetry, so that large additive renormalizations are possible. This
will require repeated fine-tunings of the bare mass parameters, to bring them
down to the desired small values. And it turns out that this seriously lengthens
the computing time.

Another approach (‘staggered fermions’) was suggested by Kogut and
Susskind (1975), Banks et al. (1976), and Susskind (1977). This essentially
involves distributing the 4 spin degrees of freedom of the Dirac field across
different lattice sites (we shall not need the details). At each site there is now
a one-component fermion, with the colour degrees of freedom, which speeds
the calculations. The 16-fold ‘doubling’ degeneracy can be re-arranged as
four different tastes of 4-component fermions, while retaining enough chiral
symmetry to forbid additive mass renormalizations.

Since the different components of the staggered Dirac field now live on
different sites, they will experience slightly different gauge field interactions.
(These are of course local in the continuum limit, but the point remains true
after discretization, as we shall see in the following section.) These interactions
will mix fields of different tastes, causing new problems, but they can be
suppressed by adding further terms to the action. There is still the 4-fold
degeneracy to get rid of, but a trick is available for that, as we shall explain
in section 16.3.

One might wonder if a lattice theory with fermions could be formulated
such that it both avoids doublers and preserves chiral symmetry. For quite
a long time it was believed that this was not possible – a conclusion which
was essentially the content of the Nielsen–Ninomaya theorem (Nielsen and
Ninomaya 1981a, b, c). But more recently a way was found to formulate chiral
gauge theories with fermions satisfactorily on the lattice at finite spacing a.
The key is to replace the condition (16.24) by the Ginsparg–Wilson (1982)
relation

γ5 /D+ /Dγ5 = a /Dγ5 /D . (16.25)

This relation implies (Lüscher 1998) that the associated action has an exact
symmetry, with infinitesimal variations proportional to

δψ = γ5

(
1− 1

2
a /D

)
ψ (16.26)

δψ = ψ

(
1− 1

2
a /D

)
γ5 . (16.27)

/ 
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to the fermion action in this one-dimensional case, where r is dimensionless. 
Evidently this is a second difference, and it would correspond to the term 

− ¯1 
ra d3 xdτ ψ(x)(∂τ 

2 + ∇2)ψ(x) (16.22) 
2 

in the four-dimensional continuum action. Note the presence of the lattice 
spacing ‘a’ in (16.22), which ensures its disappearance as a → 0. The higher-
derivative term ψ̄(∂τ 

2 + ∇2)ψ has mass dimension 5, and therefore requires a 
coupling constant with mass dimension -1, i.e. a length in units h = c = 1; 
it is, in fact, a non-renormalizable term. However, if we recall the discus-
sion of section 11.8 in volume 1, we would expect it to be suppressed at low 
momenta much less than the cut-off π/a. Hence it is natural to see a cou-
pling proportional to a appearing in (16.22). (We shall see in section 16.5.3 
how renormalization group ideas provide a different perspective on such non-
renormalizable interactions, classifying them as ‘irrelevant’). 

How does the extra term (16.21) help the doubling problem? One easily 
finds that it changes the (one-dimensional) inverse propagator to 

|
iγE 

1 
sin(kν1 a) 

a 
+ m 

| 
+ 

r 
a 
(1 − cos(kν1 a)). (16.23) 

By considering the expansion of the cosine near kν1 ≈ 0 it can be seen that 
the second term disappears in the continuum limit, as expected. However, 
for kν1 ≈ π/a it gives a large term of order 1 which adds to the mass m,a 
effectively banishing the ‘doubled’ state to a very high mass, far from the 
physical spectrum. 

Unfortunately there is a price to pay. The problem is that, as we learned in 
section 12.3.2, the QCD lagrangian has an exact chiral symmetry for massless 
quarks. To the extent that mu and md (and ms, but less so) are small on 
a hadronic scale such as Λ , we expect chiral symmetry to have important MS

physical consequences. These will indeed be explored in chapter 18. For the 
moment, we note merely that it is important for lattice-based QCD calcu-
lations to be able to deal correctly with the light quarks. Now we cannot 
simply choose the bare Lagrangian mass parameters to be small, and leave it 
at that. In any interacting theory, renormalization effects will cause shifts in 
these masses. In a chirally symmetric theory, or one which is chirally sym-
metric as a fermion mass goes to zero, such a mass shift is proportional to the 
fermion mass itself; in particular it does not simply add to the mass. We drew 
attention to this fact in the case of the electron mass renormalization in QED, 
in section 11.2. So in chirally symmetric theories, mass renormalizations are 
‘protected’, in this sense. But the modification (16.21), while avoiding phys-
ical fermion doublers, breaks chiral symmetry badly. This can easily be seen 
by noting (see (12.154) for example) that the crucial property required for 
chiral symmetry to hold is 

γ5 / / (16.24) D+ Dγ5 = 0, 
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Unfortunately there is a price to pay. The problem is that, as we learned in
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simply choose the bare Lagrangian mass parameters to be small, and leave it
at that. In any interacting theory, renormalization effects will cause shifts in
these masses. In a chirally symmetric theory, or one which is chirally sym-
metric as a fermion mass goes to zero, such a mass shift is proportional to the
fermion mass itself; in particular it does not simply add to the mass. We drew
attention to this fact in the case of the electron mass renormalization in QED,
in section 11.2. So in chirally symmetric theories, mass renormalizations are
‘protected’, in this sense. But the modification (16.21), while avoiding phys-
ical fermion doublers, breaks chiral symmetry badly. This can easily be seen
by noting (see (12.154) for example) that the crucial property required for
chiral symmetry to hold is

γ5 /D+ /Dγ5 = 0, (16.24)
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where /D is the SU(3)c-covariant Dirac derivative. Any addition to D/ which 
is proportional to the unit 4 × 4 matrix will violate (16.24), and hence break 
chiral symmetry. The Lagrangian mass m itself is of this form, and it breaks 
chiral symmetry, but ‘softly’ – i.e. in a way that disappears as m goes to zero 
(thereby preserving the symmetry in this limit). The Wilson addition (16.21) 
also breaks chiral symmetry, but it remains there even as m → 0: it is a ‘hard’ 
breaking. 

This means that in the theory with the Wilson modification (i.e. with 
‘Wilson fermions’) fermion mass renormalization will not be protected by the 
chiral symmetry, so that large additive renormalizations are possible. This 
will require repeated fine-tunings of the bare mass parameters, to bring them 
down to the desired small values. And it turns out that this seriously lengthens 
the computing time. 

Another approach (‘staggered fermions’) was suggested by Kogut and 
Susskind (1975), Banks et al. (1976), and Susskind (1977). This essentially 
involves distributing the 4 spin degrees of freedom of the Dirac field across 
different lattice sites (we shall not need the details). At each site there is now 
a one-component fermion, with the colour degrees of freedom, which speeds 
the calculations. The 16-fold ‘doubling’ degeneracy can be re-arranged as 
four different tastes of 4-component fermions, while retaining enough chiral 
symmetry to forbid additive mass renormalizations. 

Since the different components of the staggered Dirac field now live on 
different sites, they will experience slightly different gauge field interactions. 
(These are of course local in the continuum limit, but the point remains true 
after discretization, as we shall see in the following section.) These interactions 
will mix fields of different tastes, causing new problems, but they can be 
suppressed by adding further terms to the action. There is still the 4-fold 
degeneracy to get rid of, but a trick is available for that, as we shall explain 
in section 16.3. 

One might wonder if a lattice theory with fermions could be formulated 
such that it both avoids doublers and preserves chiral symmetry. For quite 
a long time it was believed that this was not possible – a conclusion which 
was essentially the content of the Nielsen–Ninomaya theorem (Nielsen and 
Ninomaya 1981a, b, c). But more recently a way was found to formulate chiral 
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The key is to replace the condition (16.24) by the Ginsparg–Wilson (1982) 
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This relation implies (Lüscher 1998) that the associated action has an exact 
symmetry, with infinitesimal variations proportional to 

(
1 

)
δψ = γ5 1− a / ψD (16.26) 

2 (
1 

)
δψ = ψ 1− a / γ5 . (16.27) D
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Under the gauge transformation (16.29), O(x, y) transforms by

O(x, y) → φ†(x)e−ieθ(x)e{ie
f

x
y

Adx'+ie[θ(x)−θ(y)]}eieθ(y)φ(y) = O(x, y),
(16.32)

and it is therefore gauge invariant. The familiar ‘covariant derivative’ rule can
be recovered by letting y = x+dx for infinitesimal dx, and by considering the
gauge-invariant quantity

lim
dx→0

|
O(x, x + dx)−O(x, x)

dx

|
. (16.33)

Evaluating (16.33) one finds (problem 16.4) the result

φ†(x)
(

d

dx
− ieA

)
φ(x) (16.34)

≡ φ†(x)Dxφ(x) (16.35)

with the usual definition of the covariant derivative. In the discrete case, we
merely keep the finite version of (16.31), and replace φ†(n1)φ(n1+1) in (16.28)
by the gauge invariant quantity

φ†(n1)U(n1, n1 + 1)φ(n1 + 1), (16.36)

where the link variable U is defined by

U(n1, n1 + 1) = exp

|
ie

[ n1a

(n1+1)a

Adx'
|
. (16.37)

Note that
U(n1, n1 + 1) → exp[−ieA(n1)a] (16.38)

in the small a limit.
Similarly, the free Dirac term ψ̄(n1)γ

E
1 ψ(n1 + 1) − ψ̄(n1 + 1)γE

1 ψ(n1) in
(16.18) is replaced by the gauge-invariant term

ψ̄(n1)γ
E
1 U(n1, n1 + 1)ψ(n1 + 1)− ψ̄(n1 + 1)γE

1 U(n1 + 1, n1)ψ(n1). (16.39)

The generalization to more dimensions is straightforward. In the non-
Abelian SU(2) or SU(3) case, ‘eA’ in (16.38) is replaced by gtaAa(n1) where
the t’s are the appropriate matrices, as in the continuum form of the covariant
derivative. A link variable U(n2, n1) may be drawn as in figure 16.1. Note
that the order of the arguments is significant: U(n2, n1) = U−1(n1, n2) =
U †(n1, n2) from (16.38), which is why the link carries an arrow.

Thus gauge invariant discretized derivatives of charged fields can be con-
structed. What about the Maxwell action for the U(1) gauge field? This does
not exist in only one dimension (∂μAν − ∂νAμ cannot be formed), so let us
move into two. Again, our discussion of the geometrical significance of Fμν as

[ 
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The symmetry under (16.26)–(16.27), which is proportional to the infinitesi-
mal version of (12.152) as a → 0, provides a lattice theory with all the funda-
mental symmetry properties of continuum chiral gauge theories (Hasenfratz 
et al. 1998). Finding an operator which satisfies (16.25) is, however, not so 
easy – but that problem has now been solved, indeed in three different ways: 
Kaplan’s ‘domain wall’ fermions (Kaplan 1992); ‘classically perfect fermions’ 
(Hasenfratz and Niedermayer 1994); and overlap fermions (Narayanan and 
Neuberger 1993a, b, 1994, 1995). Unfortunately all these proposals are com-
putationally more expensive than the Wilson or staggered fermion alterna-
tives. 

16.2.3 Gauge fields 
Having explored the discretization of actions for free scalars and Dirac fermions, 
we must now think about how to implement gauge invariance on the lattice. In 
the usual (continuum) case, we saw in chapter 13 how this was implemented by 
replacing ordinary derivatives by covariant derivatives, the geometrical signif-
icance of which (in terms of parallel transport) is discussed in appendix N. It 
is very instructive to see how the same ideas arise naturally in the lattice case. 

We illustrate the idea in the simple case of the Abelian U(1) theory, QED. 
Consider, for example, a charged scalar field φ(x), with charge e. To construct 
a gauge-invariant current, for example, we replaced φ†∂μφ by φ†(∂μ +ieAμ)φ, 

∂so we ask: what is the discrete analogue of this? The term φ†(x) φ(x)∂x 
becomes, as we have seen, 

φ†(n1)
1
[φ(n1 + 1)− φ(n1)a] (16.28) 

a 
in one dimension. We do not expect (16.28) by itself to be gauge invariant, 
and it is easy to check that it is not. Under a gauge transformation for the 
continuous case, we have 

dθ(x)
φ(x) → e ieθ(x)φ(x), A(x) → A(x) +  

dx 
; (16.29) 

then φ†(x)φ(y) transforms by 

φ†(x)φ(y) → e −ie[θ(x)−θ(y)]φ†(x)φ(y), (16.30) 

and is clearly not invariant. The essential reason is that this operator involves 
the fields at two different points, and so the term φ†(n1)φ(n1 + 1) in (16.28) 
will not be gauge invariant either. The discussion in appendix N prepares us 
for this: we are trying to compare two ‘vectors’ (here, fields) at two different 
points, when the ‘coordinate axes’ are changing as we move about. We need 
to parallel transport one field to the same point as the other, before they can 
be properly compared. The solution (N.18) shows us how to do this. Consider 
the quantity 

x 
O(x, y) = φ†(x)exp[ie Adx ']φ(y). (16.31) 

y 
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a gauge-invariant current, for example, we replaced φ†∂μφ by φ†(∂μ+ieAμ)φ,
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φ†(n1)
1

a
[φ(n1 + 1)− φ(n1)a] (16.28)

in one dimension. We do not expect (16.28) by itself to be gauge invariant,
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then φ†(x)φ(y) transforms by

φ†(x)φ(y) → e−ie[θ(x)−θ(y)]φ†(x)φ(y), (16.30)

and is clearly not invariant. The essential reason is that this operator involves
the fields at two different points, and so the term φ†(n1)φ(n1 + 1) in (16.28)
will not be gauge invariant either. The discussion in appendix N prepares us
for this: we are trying to compare two ‘vectors’ (here, fields) at two different
points, when the ‘coordinate axes’ are changing as we move about. We need
to parallel transport one field to the same point as the other, before they can
be properly compared. The solution (N.18) shows us how to do this. Consider
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y
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Under the gauge transformation (16.29), O(x, y) transforms by 

{ie 
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x Adx +ie[θ(x)−θ(y)]} ieθ(y)φ(y)yO(x, y) → φ†(x)e−ieθ(x)e
'

e = O(x, y), 
(16.32) 

and it is therefore gauge invariant. The familiar ‘covariant derivative’ rule can 
be recovered by letting y = x+dx for infinitesimal dx, and by considering the 
gauge-invariant quantity 
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|
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dx→0 dx 

Evaluating (16.33) one finds (problem 16.4) the result 

( 
d 
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with the usual definition of the covariant derivative. In the discrete case, we 
merely keep the finite version of (16.31), and replace φ†(n1)φ(n1 +1) in (16.28) 
by the gauge invariant quantity 
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n1a 
U(n1, n1 + 1) = exp ie Adx . (16.37) 

(n1+1)a 

Note that 
U(n1, n1 + 1) → exp[−ieA(n1)a] (16.38) 

in the small a limit. 
Similarly, the free Dirac term ψ̄(n1)γ1

Eψ(n1 + 1) − ψ̄(n1 + 1)γ1
Eψ(n1) in 

(16.18) is replaced by the gauge-invariant term 

ψ̄(n1)γ1
EU(n1, n1 + 1)ψ(n1 + 1)− ψ̄(n1 + 1)γ1

EU(n1 + 1, n1)ψ(n1). (16.39) 

The generalization to more dimensions is straightforward. In the non-
Abelian SU(2) or SU(3) case, ‘eA’ in (16.38) is replaced by gtaAa(n1) where 
the t’s are the appropriate matrices, as in the continuum form of the covariant 
derivative. A link variable U(n2, n1) may be drawn as in figure 16.1. Note 
that the order of the arguments is significant: U(n2, n1) =  U−1(n1, n2) =  
U †(n1, n2) from (16.38), which is why the link carries an arrow. 

Thus gauge invariant discretized derivatives of charged fields can be con-
structed. What about the Maxwell action for the U(1) gauge field? This does 
not exist in only one dimension (∂μAν − ∂ν Aμ cannot be formed), so let us 
move into two. Again, our discussion of the geometrical significance of Fμν as 
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FIGURE 16.2
A simple plaquette in two dimensions.

sum. Thus

E
o

(1− Re Uo) → 1

4

E
n1,n2

e2a4F 2
xy

→ e2a2
[ [

1

4
F 2
xydxdy. (16.46)

(Note that in two dimensions ‘e’ has dimensions of mass.) In four dimensions
similar manipulations lead to the form

SE =
1

e2

E
o

(1 − Re Uo) →
1

4

[
d3xdτF 2

μν (16.47)

for the lattice action, as required. In the non-Abelian case, as noted above,
‘eA’ is replaced by ‘gt · A’; for SU(3), the analogue of (16.47) is

Sg =
2

g2

E
o

Tr(1 − Re Uo), (16.48)

where the trace is over the SU(3) matrices.

16.3 Representation of quantum amplitudes

So (with some suitable fermionic action) we have a gauge-invariant ‘classical’
field theory defined on a lattice, with a suitable continuum limit. (Actually,

o  o 
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FIGURE 16.1 
Link variable U(n2;n1) in one dimension. 

a curvature guides us to the answer. Consider the product Uo of link variables 
around a square path (figure 16.2) of side a (reading from the right): 

Uo =  U(nx, ny;nx, ny+1)U(nx, ny+1;nx+1, ny+1) 

× U(nx+1, ny+1;nx+1, ny)U(nx+1, ny;nx, ny). (16.40) 

It is straightforward to verify, first, that Uo is gauge invariant. Under a 
gauge transformation, the link U(nx+1, ny;nx, ny), for example, transforms 
by a factor (cf equation (16.32)) 

exp{ie[θ(nx+1, ny)− θ(nx, ny)]}, (16.41) 

and similarly for the three other links in Uo. In this Abelian case the expo-
nentials contain no matrices, and the accumulated phase factors cancel out, 
verifying the gauge invariance. Next, let us see how to recover the Maxwell 
action. Adding the exponentials again, we can write 

Uo ≡ exp{−ieaAy(nx, ny)− ieaAx(nx, ny + 1) 

+ ieaAy(nx + 1, ny) + ieaAx(nx, ny)} (16.42) {
2 
| 
Ax(nx, ny + 1)− Ax(nx, ny)

| 
= exp  −iea 

a 

2 
| 
Ay(nx + 1, ny)− Ay(nx, ny)

|}
+ iea  (16.43) 

a {
2 
( 
∂Ay ∂Ax 

)} 
= exp  +iea − , (16.44) 

∂x ∂y 

using the derivative definition of (16.5). For small ‘a’ we may expand the 
exponential in (16.44). We also take the real part to remove the imaginary 
terms, leading to 

1 2
E

(1 − Re Uo) → 
E 

e a 4(Fxy)
2 , (16.45) 

2 

∂Ay − ∂Axwhere Fxy = as usual. To relate this to the continuum limit∂x ∂y 
we must note that we sum over each such plaquette with only one definite 
orientation, so that the sum over plaquettes is equivalent to half of the entire 
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FIGURE 16.1
Link variable U(n2;n1) in one dimension.

a curvature guides us to the answer. Consider the product Uo of link variables
around a square path (figure 16.2) of side a (reading from the right):

Uo = U(nx, ny;nx, ny+1)U(nx, ny+1;nx+1, ny+1)

× U(nx+1, ny+1;nx+1, ny)U(nx+1, ny;nx, ny). (16.40)

It is straightforward to verify, first, that Uo is gauge invariant. Under a
gauge transformation, the link U(nx+1, ny;nx, ny), for example, transforms
by a factor (cf equation (16.32))

exp{ie[θ(nx+1, ny)− θ(nx, ny)]}, (16.41)

and similarly for the three other links in Uo. In this Abelian case the expo-
nentials contain no matrices, and the accumulated phase factors cancel out,
verifying the gauge invariance. Next, let us see how to recover the Maxwell
action. Adding the exponentials again, we can write

Uo ≡ exp{−ieaAy(nx, ny)− ieaAx(nx, ny + 1)

+ ieaAy(nx + 1, ny) + ieaAx(nx, ny)} (16.42)

= exp

{
−iea2

|
Ax(nx, ny + 1)−Ax(nx, ny)

a

|

+ iea2
|
Ay(nx + 1, ny)−Ay(nx, ny)

a

|}
(16.43)

= exp

{
+iea2

(
∂Ay

∂x
− ∂Ax

∂y

)}
, (16.44)

using the derivative definition of (16.5). For small ‘a’ we may expand the
exponential in (16.44). We also take the real part to remove the imaginary
terms, leading to

E
o

(1− Re Uo) →
1

2

E
o

e2a4(Fxy)
2, (16.45)

where Fxy =
∂Ay

∂x − ∂Ax

∂y as usual. To relate this to the continuum limit
we must note that we sum over each such plaquette with only one definite
orientation, so that the sum over plaquettes is equivalent to half of the entire

o 

o 
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FIGURE 16.2 
A simple plaquette in two dimensions. 

sum. Thus 

1 2
E

(1 − Re Uo) → 
E

e a 4F 2 
xy4 

o n1,n2 

2 2 
[ [  

1 
F 2→ e a xydxdy. (16.46) 

4 

(Note that in two dimensions ‘e’ has dimensions of mass.) In four dimensions 
similar manipulations lead to the form 

[
d3SE = 

E
(1 − Re Uo) → 

1 1 
xdτF 2 (16.47) 

e2 4 μν 

for the lattice action, as required. In the non-Abelian case, as noted above, 
‘eA’ is replaced by ‘gt · A’; for SU(3), the analogue of (16.47) is 

2 
Sg = 

g2 

E
Tr(1 − Re Uo), (16.48) 

where the trace is over the SU(3) matrices. 

16.3 Representation of quantum amplitudes 
So (with some suitable fermionic action) we have a gauge-invariant ‘classical’ 
field theory defined on a lattice, with a suitable continuum limit. (Actually, 
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which is, indeed, the amplitude for the system described by Ĥ to go from qi

at ti to qf at tf . Using (16.52) we can write

H<qftf |q
i
ti>H = <qf |e−iĤ(tf−ti)|qi> ; (16.55)

we want to understand how (16.55) can be represented as (16.49).
We shall demonstrate the connection explicitly for the special case of a

free particle, for which

Ĥ =
p̂2

2m
. (16.56)

For this case, we can evaluate (16.55) directly as follows. Inserting a complete
set of momentum eigenstates, we obtain1

<qf |e−iĤ(tf−ti)|qi> =

/ ∞

−∞
<qf |p><p|e−iĤ(tf−ti)|qi> dp

=
1

2π

/ ∞

−∞
eipq

f

e−ip2(tf−ti)/2me−ipqi dp

=
1

2π

/ ∞

−∞
exp

{
−i

|
p2(tf − ti)

2m
− p(qf − qi)

|}
dp .

(16.57)

To evaluate the integral, we complete the square via the steps

p2(tf − ti)

2m
− p(qf − qi) =

(
tf − ti
2m

)|
p2 − 2mp(qf − qi)

tf − ti

|

=

(
tf − ti
2m

){|
p− m(qf − qi)

tf − ti

|2
− m2(qf − qi)2

(tf − ti)2

}

=

(
tf − ti
2m

)
p'2 − m(qf − qi)2

2(tf − ti)
, (16.58)

where

p' = p− m(qf − qi)

tf − ti
. (16.59)

We then shift the integration variable in (16.57) to p', and obtain

<qf |e−iĤ(tf−ti)|qi> = 1

2π
exp

|
i
m(qf − qi)2

2(tf − ti)

| / ∞

−∞
dp' exp

|
− i(tf − ti)p

'2

2m

|
.

(16.60)
As it stands, the integral in (16.60) is not well-defined, being rapidly oscillatory
for large p'. However, it is at this point that the motivation for passing to

1Remember that <q|p> is the q-space wavefunction of a state with definite momentum p,
and is therefore a plane wave; we are using the normalization of equation (E.26) in volume 1.
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the a → 0 limit of the quantum theory is, as we shall see in section 16.5, 
more subtle than the naive replacements (16.5) because of renormalization 
issues, as should be no surprise to the reader by now). However, we have 
not yet considered how we are going to turn this classical lattice theory into 
a quantum one. The fact that the calculations are mostly going to have to 
be done numerically seems at once to require a formulation that avoids non-
commuting operators. This is precisely what is provided by Feynman’s sum 
over paths formulation of quantum mechanics and of quantum field theory, 
and it is therefore an essential element in the lattice approach to quantum 
field theory. In this section we give a brief introduction to this formalism, 
starting with quantum mechanics. 

16.3.1 Quantum mechanics 
In section 5.2.2 we stated that in this approach the amplitude for a quantum 
system, described by a Lagrangian L depending on one degree of freedom q(t), 

i fto pass from a state in which q = q at t = ti to a state in which q = q at 
time t = tf , is proportional to (with 1 = 1) 

L 
exp 

(
i

l tf 

L(q(t), q̇(t))dt

) 
, (16.49) 

tiall paths q(t) 

fwhere q(ti) =  qi, and q(tf ) =  q . We shall now provide some justification for 
this assertion. 

We begin by recalling how, in ordinary quantum mechanics, state vectors 
and observables are related in the Schrödinger and Heisenberg pictures (see 
appendix I of volume 1). Let q̂ be the canonical coordinate operator in the 
Schrödinger picture, with an associated complete set of eigenvectors |q) such 
that 

q̂|q) = q|q) . (16.50) 

The corresponding Heisenberg operator q̂H(t)is defined by 

H(t−t0) ̂ −iĤ(t−t0)q̂H(t) = ei
ˆ

qe (16.51) 

ˆwhere H is the Hamiltonian, and t0 is the (arbitrary) time at which the two 
pictures coincide. Now define the Heisenberg picture state |qt)H by 

i ˆ|qt)H = e  H(t−t0)|q) . (16.52) 

We then easily obtain from (16.50)–(16.52) the result 

q̂H(t)|qt)H = q|qt)H , (16.53) 

which shows that |qt)H is the (Heisenberg picture) state which at time t is an 
eigenstate of q̂H(t) with eigenvalue q. Consider now the quantity 

f i 
H qtf |q )H (16.54) ti 
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the a → 0 limit of the quantum theory is, as we shall see in section 16.5,
more subtle than the naive replacements (16.5) because of renormalization
issues, as should be no surprise to the reader by now). However, we have
not yet considered how we are going to turn this classical lattice theory into
a quantum one. The fact that the calculations are mostly going to have to
be done numerically seems at once to require a formulation that avoids non-
commuting operators. This is precisely what is provided by Feynman’s sum
over paths formulation of quantum mechanics and of quantum field theory,
and it is therefore an essential element in the lattice approach to quantum
field theory. In this section we give a brief introduction to this formalism,
starting with quantum mechanics.

16.3.1 Quantum mechanics

In section 5.2.2 we stated that in this approach the amplitude for a quantum
system, described by a Lagrangian L depending on one degree of freedom q(t),
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where q(ti) = qi, and q(tf) = qf . We shall now provide some justification for
this assertion.

We begin by recalling how, in ordinary quantum mechanics, state vectors
and observables are related in the Schrödinger and Heisenberg pictures (see
appendix I of volume 1). Let q̂ be the canonical coordinate operator in the
Schrödinger picture, with an associated complete set of eigenvectors |q) such
that

q̂|q) = q|q) . (16.50)

The corresponding Heisenberg operator q̂H(t)is defined by

q̂H(t) = eiĤ(t−t0)q̂e−iĤ(t−t0) (16.51)

where Ĥ is the Hamiltonian, and t0 is the (arbitrary) time at which the two
pictures coincide. Now define the Heisenberg picture state |qt)H by

|qt)H = eiĤ(t−t0)|q) . (16.52)

We then easily obtain from (16.50)–(16.52) the result

q̂H(t)|qt)H = q|qt)H , (16.53)

which shows that |qt)H is the (Heisenberg picture) state which at time t is an
eigenstate of q̂H(t) with eigenvalue q. Consider now the quantity

H qftf |q
i
ti)H (16.54) 
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which is, indeed, the amplitude for the system described by Ĥ to go from q
fat ti to q at tf . Using (16.52) we can write 

H<q f |q i >H = <q f |e −iĤ(tf −ti)|q i> ; (16.55) tf ti 

we want to understand how (16.55) can be represented as (16.49). 
We shall demonstrate the connection explicitly for the special case of a 

free particle, for which 
2p̂

Ĥ = . (16.56) 
2m 

For this case, we can evaluate (16.55) directly as follows. Inserting a complete 
set of momentum eigenstates, we obtain1 

/ ∞ 
−i ˆ −i ˆ<q f |e H(tf −ti)|q i> = <q f |p><p|e H(tf −ti)|q i> dp 

−∞ 

1 
/ ∞ 

f 2 iipq −ip (tf −ti)/2m −ipq= e e e dp
2π −∞ 

1 
/ ∞ { |

p2(tf − ti) 
|} 

= exp −i − p(q f − q i) dp .
2π 2m−∞ 

(16.57) 

To evaluate the integral, we complete the square via the steps 

p2(tf − ti) 
( 
tf − ti 2mp(qf − qi)− p(q f − q i) =  

)|  
p 2 − 

| 

2m 2m tf − ti ( 
tf − ti 

) {| 
m(qf − qi)

|2 
m2(qf − qi)2 

} 

= p − − 
2m tf − ti (tf − ti)2 

( 
tf − ti 

) 
m(qf − qi)2 

= p '2 − , (16.58) 
2m 2(tf − ti) 

where 

' m(qf − qi) 
p = p − . (16.59) 

tf − ti 
We then shift the integration variable in (16.57) to p', and obtain 

<q f |e −iĤ(tf −ti)|q i> = 
1 
exp 

|
i 
m(qf − qi)2 | / ∞ 

dp ' exp 

| 

− 
i(tf − ti)p'2 

| 

. 
2π 2(tf − ti) 2m−∞ 

(16.60) 
As it stands, the integral in (16.60) is not well-defined, being rapidly oscillatory 
for large p' . However, it is at this point that the motivation for passing to 

1Remember that <q|p> is the q-space wavefunction of a state with definite momentum p, 
and is therefore a plane wave; we are using the normalization of equation (E.26) in volume 1. 
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FIGURE 16.3
A ‘path’ from q0 ≡ qi at τi to qN ≡ qf at τf , via the intermediate positions
q1, q2, . . . , qN−1 at τ1, τ2, . . . , τN−1.

This can be evaluated by completing the square, shifting the integration vari-
able, and using (16.62), to obtain (problem 16.5)

I1 =
(πE
m

) 1
2

exp

|
−m

4E
(q2 − qi)2

|
. (16.68)

Now the procedure may be repeated for the q2 integral

I2 ≡
/

exp
{
−m

4E
(q2 − qi)2 − m

2E
(q3 − q2)2

}
dq2 , (16.69)

which yields (problem 16.5)

I2 =

(
4πE

3m

) 1
2

exp

|
−m

6E
(q3 − qi)2

|
. (16.70)

As far as the exponential factors in (16.63) in (16.64) are concerned, the
pattern is now clear: after n− 1 steps we shall have an exponential factor

exp
[
−m(qn − qi)2/(2nE)

]
. (16.71)
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‘Euclidean’ space-time arises. If we make the replacement t → −iτ , (16.60) 
becomes 

'2 
f | −Ĥ(τf −τi)| i> 1 

|
m(qf − qi)2 | / ∞

' 
| 

(τf − τi)p
| 

<q e q = exp − dp exp −
2π 2(τf − τi) 2m−∞ 

(16.61) 
and the integral is a simple convergent Gaussian. Using the result 

π
/ ∞

−bξ2 
/

dξe = (16.62) 
b−∞ 

we finally obtain 

1 
2 f − qi)2 

f | −Ĥ(τf −τi)| i>
| 

m 
| |

m(q
|

<q e q = exp − . (16.63) 
2π(τf − τi) 2(τf − τi) 

We must now understand how the result (16.63) can be represented in the 
form (16.49). In Euclidean space, (16.49) is 

2
( / τf 1 

(
dq

) )E
exp − m dτ (16.64) 

2 dττipaths 

in the free-particle case. We interpret the τ integral in terms of a discretization 
procedure, similar to that introduced in section 16.2. We split the interval 
τf − τi into N segments each of size E, as shown in figure 16.3. The τ -integral 
in (16.64) becomes the sum 

N j−1)2(qj − q
m

E 
, (16.65) 

2E 
j=1 

0 i N fand the ‘sum over paths’, in going from q ≡ q at τi to q ≡ q at τf , is 
now interpreted as a multiple integral over all the intermediate positions 
1 2q , q , . . . , qN−1 which paths can pass through at ‘times’ τ1, τ2, . . . , τN−1: 

N
1 

/ / / ⎡ 
(qj − qj−1)2 

⎤
dq1 dq2 dqN−1 

. . .  exp −m
E 

. . .  , (16.66) 
A(E) 

⎣
2E 

⎦
A(E) A(E) A(E)

j=1 

where A(E) is a normalizing factor, depending on E, which is to be determined. 
The integrals in (16.66) are all of Gaussian form, and since the integral 

of a Gaussian is again a Gaussian (cf the manipulations leading from (16.57) 
to (16.60), but without the ‘i’ in the exponents), we may perform all the 
integrations analytically. We follow the method of Feynman and Hibbs (1965), 

1section 3.1. Consider the integral over q : 

m
/ {

1I1 ≡ exp − 
[
(q 2 − q 1)2 + (q 1 − q i)2

]}
dq . (16.67) 

2E 
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‘Euclidean’ space-time arises. If we make the replacement t → −iτ , (16.60)
becomes

<qf |e−Ĥ(τf−τi)|qi> = 1

2π
exp

|
−m(qf − qi)2

2(τf − τi)

| / ∞

−∞
dp' exp

|
− (τf − τi)p

'2

2m

|

(16.61)
and the integral is a simple convergent Gaussian. Using the result

/ ∞

−∞
dξe−bξ2 =

/
π

b
(16.62)

we finally obtain

<qf |e−Ĥ(τf−τi)|qi> =
|

m

2π(τf − τi)

| 1
2

exp

|
−m(qf − qi)2

2(τf − τi)

|
. (16.63)

We must now understand how the result (16.63) can be represented in the
form (16.49). In Euclidean space, (16.49) is

E
paths

exp

(
−
/ τf

τi

1

2
m

(
dq

dτ

)2

dτ

)
(16.64)

in the free-particle case. We interpret the τ integral in terms of a discretization
procedure, similar to that introduced in section 16.2. We split the interval
τf − τi into N segments each of size E, as shown in figure 16.3. The τ -integral
in (16.64) becomes the sum

m

NE
j=1

(qj − qj−1)2

2E
, (16.65)

and the ‘sum over paths’, in going from q0 ≡ qi at τi to qN ≡ qf at τf , is
now interpreted as a multiple integral over all the intermediate positions
q1, q2, . . . , qN−1 which paths can pass through at ‘times’ τ1, τ2, . . . , τN−1:

1

A(E)

/ /
. . .

/
exp

⎡
⎣−m

NE
j=1

(qj − qj−1)2

2E

⎤
⎦ dq1

A(E)

dq2

A(E)
. . .

dqN−1

A(E)
, (16.66)

where A(E) is a normalizing factor, depending on E, which is to be determined.
The integrals in (16.66) are all of Gaussian form, and since the integral

of a Gaussian is again a Gaussian (cf the manipulations leading from (16.57)
to (16.60), but without the ‘i’ in the exponents), we may perform all the
integrations analytically. We follow the method of Feynman and Hibbs (1965),
section 3.1. Consider the integral over q1:

I1 ≡
/

exp
{
−m

2E

[
(q2 − q1)2 + (q1 − qi)2

]}
dq1 . (16.67)
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FIGURE 16.3 
0 i N fA ‘path’ from q ≡ q at τi to q ≡ q at τf , via the intermediate positions 

1 2 N−1q , q , . . . , q at τ1, τ2, . . . , τN−1. 

This can be evaluated by completing the square, shifting the integration vari-
able, and using (16.62), to obtain (problem 16.5) 

| 
−m 

|( πE 
I1 

)
= 

1
2 

(q 2 − q i)2 . (16.68) exp 
4Em 

Now the procedure may be repeated for the q2 integral 

m m 
I2 ≡ 

/ {
− 2 − q i)2 − 3 − q 2)2

} 
dq 2 exp (q (q , (16.69) 

4E 2E

which yields (problem 16.5) 

( 
4πE

) | 
−m 

|1
2 

I2 (q 3 − q i)2 . (16.70) = exp
3m 6E 

As far as the exponential factors in (16.63) in (16.64) are concerned, the 
pattern is now clear: after n− 1 steps we shall have an exponential factor 

exp 
[
−m(q n − q i)2/(2nE)

] 
. (16.71) 
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state of lowest energy E0 (the ground state) provides the dominant contribu-
tion. Thus, in this limit, our amplitude will represent the process in which
the system begins in its ground state |Ω> at τi → −∞, with q = qi, and ends
in |Ω> at τf → ∞, with q = qf .

How do we represent propagators in this formalism? Consider the expres-
sion (somewhat analogous to a field theory propagator)

Gfi(ta, tb) ≡ <qftf |T {q̂H(ta)q̂H(tb)} |qiti> , (16.79)

where T is the usual time-ordering operator. Using (16.51) and (16.52),
(16.79) can be written, for tb > ta, as

Gfi(ta, tb) = <qf |e−iĤ(tf−tb)q̂e−iĤ(tb−ta)q̂e−iĤ(ta−ti)|qi> . (16.80)

Inserting a complete set of states and Euclideanizing, (16.80) becomes

Gfi(ta, tb) =

/
dqadqb qaqb<qf |e−Ĥ(τf−τb)|qb>

× <qb|e−Ĥ(τb−τa)|qa><qa|e−Ĥ(τa−τi)|qi> . (16.81)

Now, each of the three matrix elements has a discretized representation of the
form (16.63), with say N1−1 variables in the interval (τa, τi), N2−1 in (τb, τa)
and N3 − 1 in (τf , τb). Each such representation carries one ‘surplus’ factor
of [A(E)]−1, making an overall factor of [A(E)]−3. Two of these factors can be
associated with the dqadqb integration in (16.81), so that we have a total of
N1 +N2 +N3 − 1 properly normalized integrations, and one ‘surplus’ factor
[A(E)]−1 as in (16.66). If we now identify q(τa) ≡ qa, q(τn) ≡ qb, it follows
that (16.81) is simply

/
Dq(τ)q(τa)q(τb)e

− / τf
τi

L dτ
. (16.82)

In obtaining (16.82), we took the case τb > τa. Suppose alternatively that
τa > τb. Then the order of τa and τb inside the interval (τi, τf) is simply
reversed, but since qa and qb in (16.81), or q(τa) and q(τb) in (16.82), are
ordinary (commuting) numbers, the formula (16.82) is unaltered, and actually
does represent the matrix element (16.79) of the time-ordered product.

16.3.2 Quantum field theory

The generalizations of these results to the field theory case are intuitively
clear. For example, in the case of a single scalar field φ(x), we expect the
analogue of (16.82) to be (cf (16.4))

/
Dφ(x)φ(xa)φ(xb)exp

|
−
/ τf

τi

LE(φ,∇φ, ∂τφ) d
4xE

|
, (16.83)
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Hence, after N − 1 steps we shall have a factor 

exp
 
−m(q f − q i)2/2(τf − τi)

 
, (16.72) 

N fremembering that q ≡ q and that τf − τi = Ne. So we have recovered the 
correct exponential factor of (16.63), and all that remains is to choose A(e) in 
(16.66) so as to produce the same normalization as (16.63). 

The required A(e) is   
2πe  

A(e) = , (16.73) 
m 

as we now verify. For the first (q1) integration, the formula (16.66) contains 
two factors of A−1(e), so that the result (16.68) becomes 

1 
I1 m ( πe) 1 [

− 
m 2 − q i)2

]
2 

= exp (q2
[A(e)] 2πe m 4e

2
( m ) 1 [

− 
m 2 − q i)2

]
= exp (q . (16.74) 

2π2e 4e

For the second (q2) integration, the accumulated constant factor is 

21 ( m )
2
1 ( 

4πe
) 1 ( m ) 1 

2 
= . (16.75) 

A(e) 2π2e 3m 2π3e

Proceeding in this way, one can convince oneself that after N − 1 steps, the 
accumulated constant is 

2m ) 1  
m 

 1 
2

( 
= , (16.76) 

2πNe 2π(τf − τi)

as in (16.63). 
The equivalence of (16.63) and (16.64) (in the sense e → 0) is therefore 

established for the free-particle case. More general cases are discussed in 
Feynman and Hibbs (1965) chapter 5, and in Peskin and Schroeder (1995) 
chapter 9. The conventional notation for the path-integral amplitude is

− ˆ −  
τf L dτ q f |e H(τf −τi)|q i) =

 
Dq(τ)e τi , (16.77) 

where the right-hand side of (16.77) is interpreted in the sense of (16.66). 
We now proceed to discuss further aspects of the path-integral formula-

− ˆtion. Consider the (Euclideanized) amplitude  qf |e H(τf −τi)|qi), and insert a 
complete set of energy eigenstates |n) such that Ĥ |n) = En|n):

− ˆ q f |e H(τf −τi)|q i) =
 

 q f |n) n|q i)e −En(τf −τi) . (16.78) 
n

Equation (16.78) shows that if we take the limits τi → −∞, τf → ∞, then the 
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Hence, after N − 1 steps we shall have a factor

exp −m(qf − qi)2/2(τf − τi) , (16.72)

remembering that qN ≡ qf and that τf − τi = Ne. So we have recovered the
correct exponential factor of (16.63), and all that remains is to choose A(e) in
(16.66) so as to produce the same normalization as (16.63).

The required A(e) is

A(e) =
2πe

m
, (16.73)

as we now verify. For the first (q1) integration, the formula (16.66) contains
two factors of A−1(e), so that the result (16.68) becomes

1

[A(e)]
2 I

1 =
m

2πe

(πe
m

) 1
2

exp
[
−m

4e
(q2 − qi)2

]

=
( m

2π2e

) 1
2

exp
[
−m

4e
(q2 − qi)2

]
. (16.74)

For the second (q2) integration, the accumulated constant factor is

1

A(e)

( m

2π2e

) 1
2

(
4πe

3m

) 1
2

=
( m

2π3e

) 1
2

. (16.75)

Proceeding in this way, one can convince oneself that after N − 1 steps, the
accumulated constant is

( m

2πNe

) 1
2

=
m

2π(τf − τi)

1
2

, (16.76)

as in (16.63).
The equivalence of (16.63) and (16.64) (in the sense e → 0) is therefore

established for the free-particle case. More general cases are discussed in
Feynman and Hibbs (1965) chapter 5, and in Peskin and Schroeder (1995)
chapter 9. The conventional notation for the path-integral amplitude is

qf |e−Ĥ(τf−τi)|qi) = Dq(τ)e
− τf

τi
L dτ

, (16.77)

where the right-hand side of (16.77) is interpreted in the sense of (16.66).
We now proceed to discuss further aspects of the path-integral formula-

tion. Consider the (Euclideanized) amplitude qf |e−Ĥ(τf−τi)|qi), and insert a
complete set of energy eigenstates |n) such that Ĥ |n) = En|n):

qf |e−Ĥ(τf−τi)|qi) =
n

qf |n) n|qi)e−En(τf−τi) . (16.78)

Equation (16.78) shows that if we take the limits τi → −∞, τf → ∞, then the
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state of lowest energy E0 (the ground state) provides the dominant contribu-
tion. Thus, in this limit, our amplitude will represent the process in which 
the system begins in its ground state |Ω> at τi → −∞, with q = qi, and ends 

fin |Ω> at τf → ∞, with q = q . 
How do we represent propagators in this formalism? Consider the expres-

sion (somewhat analogous to a field theory propagator) 

f iGfi(ta, tb) ≡ <qtf |T {q̂H(ta)q̂H(tb)} |qti > , (16.79) 

where T is the usual time-ordering operator. Using (16.51) and (16.52), 
(16.79) can be written, for tb > ta, as 

Gfi(ta, tb) = <q f |e −iĤ(tf −tb)q̂e −iĤ(tb−ta )q̂e −iĤ(ta−ti)|q i> . (16.80) 

Inserting a complete set of states and Euclideanizing, (16.80) becomes 

Gfi(ta, tb) =  

/ 
dq adq b q a q b<q f |e −Ĥ(τf −τb)|q b> 

−Ĥ(τb−τa −Ĥ(τa× <q b|e )|q a><q a|e −τi)|q i> . (16.81) 

Now, each of the three matrix elements has a discretized representation of the 
form (16.63), with say N1 −1 variables in the interval (τa, τi), N2 −1 in (τb, τa) 
and N3 − 1 in (τf , τb). Each such representation carries one ‘surplus’ factor 
of [A(E)]−1, making an overall factor of [A(E)]−3 . Two of these factors can be 

bassociated with the dqadq integration in (16.81), so that we have a total of 
N1 + N2 + N3 − 1 properly normalized integrations, and one ‘surplus’ factor 

a[A(E)]−1 as in (16.66). If we now identify q(τa) ≡ q , q(τn) ≡ qb, it follows 
that (16.81) is simply 

/ 
− 

/ τf L dτDq(τ)q(τa )q(τb)e τi . (16.82) 

In obtaining (16.82), we took the case τb > τa. Suppose alternatively that 
τa > τb. Then the order of τa and τb inside the interval (τi, τf ) is simply 

a breversed, but since q and q in (16.81), or q(τa) and q(τb) in (16.82), are 
ordinary (commuting) numbers, the formula (16.82) is unaltered, and actually 
does represent the matrix element (16.79) of the time-ordered product. 

16.3.2 Quantum field theory 

The generalizations of these results to the field theory case are intuitively 
clear. For example, in the case of a single scalar field φ(x), we expect the 
analogue of (16.82) to be (cf (16.4)) 

/ τf 
Dφ(x)φ(xa )φ(xb)exp − LE(φ,∇φ, ∂τ φ) d

4 xE , (16.83) 
τi 
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some constraint, such as the Lorentz gauge condition. Such constraints can
be imposed on the corresponding path integral, and indeed this was the route
followed by Faddeev and Popov (1967) in first obtaining the Feynman rules
for non-Abelian gauge theories, as mentioned in section 13.5.3.

In the discrete case, the appropriate integration variables are the link vari-
ables U(li) where li is the ith link. They are elements of the relevant gauge
group – for example U(n1, n1 + 1) of (16.3.1) is an element of U(1). In the
case of the unitary groups, such elements typically have the form (cf (12.35))
∼ exp(i Hermitean matrix), where the ‘Hermitean matrix’ can be parametrized
in some convenient way – for example, as in (12.31) for SU(2). In all these
cases, the variables in the parametrization of U vary over some bounded do-
main (they are essentially ‘angle-type’ variables, as in the simple U(1) case),
and so, with a finite number of lattice points, the integral over the link vari-
ables is well-defined without gauge-fixing. The integration measure for the
link variables can be chosen so as to be gauge invariant, and hence provided
the action is gauge invariant, the formalism provides well-defined expressions,
independently of perturbation theory, for vevs of gauge invariant quantities.

There remains one more conceptual problem to be addressed in this ap-
proach: namely, how are we to deal with fermions? It seems that we must
introduce new variables which, though not quantum field operators, must
nevertheless anticommute with each other. Such ‘classical’ anticommuting
variables are called Grassmann variables, and are briefly described in ap-
pendix P. Further details are contained in Ryder (1985) and in Peskin and
Schroeder (1995) section 9.5). For our purposes, the important point is that
the fermion Lagrangian is bilinear in the (Grassmann) fermion fields ψ, the
fermionic action for one flavour having the form

Sψf
=

/
d4xE ψ̄fMf(U)ψf , (16.89)

whereMf is a matrix representing the Dirac operator i /D−mf in its discretized
and Euclideanized form. This means that in a typical fermionic amplitude of
the form (cf the denominator of (16.87))

Zψf
=

/
Dψ̄fDψf exp[−Sψf

] , (16.90)

one has essentially an integral of Gaussian type (albeit with Grassmann vari-
ables), which can actually be performed analytically2. The result is simply
det [Mf(U)], the determinant of the Dirac operator matrix. For Nf flavours,
this easily generalizes to

Nfh
f=1

detMf(U). (16.91)

2See appendix P.
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where 
d4 xE = d3 xdτ, (16.84) 

and the boundary conditions are given by φ(x, τi) =  φi(x), φ(x, τf ) =  φf (x), 
φ(x, τa) = φa(x) and φ(x, τb) = φb(x), say. In (16.83), we have to understand 
that a four-dimensional discretization of Euclidean space-time is implied, the 
fields being Fourier-analyzed by four-dimensional generalizations of expres-
sions such as (16.7). Just as in (16.79)–(16.82), (16.83) is equal to 

Hτi |φi(x)> .<φf (x)|e −Hτˆ f T 
{
φ̂H(xa)φ̂H(xb)

}
e − ˆ (16.85) 

Taking the limits τi → −∞, τf → ∞  will project out the configuration of 
lowest energy, as discussed after (16.78), which in this case is the (interacting) 
vacuum state |Ω>. Thus in this limit the surviving part of (16.85) is 

<φf (x)|Ω>e −EΩ τ <Ω|T 
{
φ̂H(xa)φ̂H(xb)

}
|Ω>e −EΩτ <Ω|φi(x)> (16.86) 

with τ → ∞. The exponential and overlap factors can be removed by dividing 
by the same quantity as (16.85) but without the additional fields φ(xa) and 
φ(xb). In this way, we obtain the formula for the field theory propagator in 
four-dimensional Euclidean space: 

/ 
Dφ φ(xa)φ(xb)exp[−

/
−
τ

τ LEd
4xE]<Ω|T 

{
φ̂H(xa)φ̂H(xb)

}
|Ω> = lim . 

τ→∞ 
/ 
Dφ exp[−

/ τ LEd4xE]−τ 
(16.87) 

Vacuum expectation values of time-ordered products of more fields will simply 
have more factors of φ on both sides. 

Perturbation theory can be developed in this formalism also. Suppose 
0 int 0 int LE = LE+L , where L describes a free scalar field and L is an interaction, E E E 

for example λφ4 . Then, assuming λ is small, the exponential in (16.87) can 
be expressed as 

| / 
0 int 

| ( / 
0 
)( / ) 

exp − d4 xE (LE + L ) = exp − d4 xE L 1− λ d4 xEφ
4 + . . .E E 

(16.88) 
and both numerator and denominator of (16.87) may be expressed as vevs of 
products of free fields. Compact techniques exist for analyzing this formula-
tion of perturbation theory (Ryder 1985, chapter 6, Peskin & Schroeder 1995, 
chapter 9), and one finds exactly the same ‘Feynman rules’ as in the canonical 
(operator) approach. 

In the case of gauge theories, we can easily imagine a formula similar to 
(16.87) for the gauge field propagator, in which the integral is carried out over 
all gauge fields Aμ(x) (in the U(1) case, for example). But we already know 
from chapter 7 (or from chapter 13 in the non-Abelian case) that we shall 
not be able to construct a well-defined perturbation theory in this way, since 
the gauge field propagator will not exist unless we ‘fix the gauge’ by imposing 
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e−Ĥτi |φi(x)> . (16.85)

Taking the limits τi → −∞, τf → ∞ will project out the configuration of
lowest energy, as discussed after (16.78), which in this case is the (interacting)
vacuum state |Ω>. Thus in this limit the surviving part of (16.85) is
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φ̂H(xa)φ̂H(xb)

}
|Ω>e−EΩτ <Ω|φi(x)> (16.86)

with τ → ∞. The exponential and overlap factors can be removed by dividing
by the same quantity as (16.85) but without the additional fields φ(xa) and
φ(xb). In this way, we obtain the formula for the field theory propagator in
four-dimensional Euclidean space:
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.

(16.87)
Vacuum expectation values of time-ordered products of more fields will simply
have more factors of φ on both sides.

Perturbation theory can be developed in this formalism also. Suppose
LE = L0

E+Lint
E , where L0

E describes a free scalar field and Lint
E is an interaction,

for example λφ4. Then, assuming λ is small, the exponential in (16.87) can
be expressed as

exp
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−
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|
=
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exp−
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d4xE L0
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)(
1− λ

/
d4xEφ

4 + . . .

)

(16.88)
and both numerator and denominator of (16.87) may be expressed as vevs of
products of free fields. Compact techniques exist for analyzing this formula-
tion of perturbation theory (Ryder 1985, chapter 6, Peskin & Schroeder 1995,
chapter 9), and one finds exactly the same ‘Feynman rules’ as in the canonical
(operator) approach.

In the case of gauge theories, we can easily imagine a formula similar to
(16.87) for the gauge field propagator, in which the integral is carried out over
all gauge fields Aμ(x) (in the U(1) case, for example). But we already know
from chapter 7 (or from chapter 13 in the non-Abelian case) that we shall
not be able to construct a well-defined perturbation theory in this way, since
the gauge field propagator will not exist unless we ‘fix the gauge’ by imposing
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some constraint, such as the Lorentz gauge condition. Such constraints can 
be imposed on the corresponding path integral, and indeed this was the route 
followed by Faddeev and Popov (1967) in first obtaining the Feynman rules 
for non-Abelian gauge theories, as mentioned in section 13.5.3. 

In the discrete case, the appropriate integration variables are the link vari
ables U(li) where li is the i

th link. They are elements of the relevant gauge 
group – for example U(n1, n1 + 1) of (16.3.1) is an element of U(1). In the 
case of the unitary groups, such elements typically have the form (cf (12.35)) 
∼ exp(i Hermitean matrix), where the ‘Hermitean matrix’ can be parametrized 
in some convenient way – for example, as in (12.31) for SU(2). In all these 
cases, the variables in the parametrization of U vary over some bounded do-
main (they are essentially ‘angle-type’ variables, as in the simple U(1) case), 
and so, with a finite number of lattice points, the integral over the link vari
ables is well-defined without gauge-fixing. The integration measure for the 
link variables can be chosen so as to be gauge invariant, and hence provided 
the action is gauge invariant, the formalism provides well-defined expressions, 
independently of perturbation theory, for vevs of gauge invariant quantities. 

There remains one more conceptual problem to be addressed in this ap
proach: namely, how are we to deal with fermions? It seems that we must 
introduce new variables which, though not quantum field operators, must 
nevertheless anticommute with each other. Such ‘classical’ anticommuting 
variables are called Grassmann variables, and are briefly described in ap
pendix P. Further details are contained in Ryder (1985) and in Peskin and 
Schroeder (1995) section 9.5). For our purposes, the important point is that 
the fermion Lagrangian is bilinear in the (Grassmann) fermion fields ψ, the 
fermionic action for one flavour having the form 

/ 
d4 ¯Sψf = xE ψf Mf (U)ψf , (16.89) 

where Mf is a matrix representing the Dirac operator i /D−mf in its discretized 
and Euclideanized form. This means that in a typical fermionic amplitude of 
the form (cf the denominator of (16.87)) 

Zψf = Dψ̄f Dψf exp[−Sψf ] , (16.90) 

one has essentially an integral of Gaussian type (albeit with Grassmann vari
ables), which can actually be performed analytically2 . The result is simply 
det [Mf (U)], the determinant of the Dirac operator matrix. For Nf flavours, 
this easily generalizes to 

Nfh 
detMf (U). (16.91) 

f=1 

2See appendix P. 
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16.3.3 Connection with statistical mechanics

Not the least advantage of the path integral formulation of quantum field
theory (especially in its lattice form) is that it enables a highly suggestive
connection to be set up between quantum field theory and statistical me-
chanics. We introduce this connection now, by way of a preliminary to the
discussion of renormalization in the following section.

The connection is made via the fundamental quantity of equilibrium sta-
tistical mechanics, the partition function Z defined by

Z =
E

configurations

exp

(
− H

kBT

)
, (16.96)

which is simply the ‘sum over states’ (or configurations) of the relevant de-
grees of freedom, with the Boltzmann weighting factor. H is the classical
Hamiltonian evaluated for each configuration. Consider, for comparison, the
denominator in (16.87), namely

Zφ =

/
Dφ exp(−SE) , (16.97)

where

SE =

/
d4xELE =

/
d4xE

{
1

2
(∂τφ)

2 +
1

2
(∇φ)2 +

1

2
m2φ2 + λφ4

}
(16.98)

in the case of a single scalar field with mass m and self-interaction λφ4. The
Euclideanized Lagrangian density LE is like an energy density: it is bounded
from below, and increases when the field has large magnitude or has large
gradients in τ or x. The factor exp(−SE) is then a sensible statistical weight
for the fluctuations in φ, and Zφ may be interpreted as the partition function
for a system described by the field degree of freedom φ, but of course in four
‘spatial’ dimensions.

The parallel becomes perhaps even stronger when we discretize space-time.
In an Ising model (see the following section), the Hamiltonian has the form

H = −J
E
n

snsn+1 , (16.99)

where J is a constant, and the sum is over lattice sites n, the system variables
taking the values ±1. When (16.99) is inserted into (16.96), we arrive at
something very reminiscent of the φ(n1)φ(n1 + 1) term in (16.6). Naturally,
the effective ‘Hamiltonian’ is not quite the same – though we may note that
Wilson (1971b) argued that in the case of a φ4 interaction the parameters can
be chosen so as to make the values φ = ±1 the most heavily weighted in SE.
Statistical mechanics does, of course, deal in three spatial dimensions, not
the four of our Euclideanized space-time. Nevertheless, it is remarkable that
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Now we may write 

NfH 
detMf (U) = exp 

|E 
ln detMf (U) 

| 

, (16.92) 
f=1 f 

so that the effect of Nf fermions is to contribute an additional term 

Seff (U) = − 
E 

ln det[Mf (U)] (16.93) 
f 

to the gluonic action. But although formally correct, this fermionic contribu-
tion is computationally very time-consuming to include. Until the mid-1990s 
it could not be done, and instead calculations were made using the quenched 
approximation, in which the determinant is set equal to a constant indepen-
dent of the link variables U . This is equivalent to the neglect of closed fermion 
loops in a Feynman graph approach, i.e. no vacuum polarization insertions 
on virtual gluon lines. Vacuum polarization amplitudes typically behave as 

2q2/m2 for q2 << m , where q is the momentum flowing into the loop (see equa-f f 
tion (11.39), for example, in the case of QED). The quenched approximation 
is therefore poorer for the light quarks u, d and s. 

By the later 1990s it was possible to include the determinant provided the 
quark masses were not too small: the computation slowed down seriously for 
light quark masses. So calculations were done for unphysically large values of 
mu,md and ms, and the results extrapolated towards the physical values. 

Beginning in the early 2000s, however, more precise calculations with sub-
stantially lighter quark masses became possible, using the staggered fermion 
formulation discussed in section 16.2.2. It will be recalled that this saves a 
factor of four in the number of degrees of freedom. But there is still the re-
maining problem of the four unwanted additional ‘tastes’. If these tastes are 
degenerate, as they would be in the continuum limit, then we can use the 

1simple trick of replacing Seff (U) by Seff (U), which means that we take the 4 
fourth root of the staggered fermion determinant. The true physical (non-
degenerate) quark flavour multiplicity still remains, of course, and we arrive 
at 

Seff,stag. = − ln det{Mstag. u(U)Mstag. d(U)Mstag. s(U)}1/4 . (16.94) 

Unfortunately, things are not so simple away from the continuum limit, at 
finite lattice spacing a. Bernard, Golterman and Shamir (2006) pointed out 
that the quantity 

{detMstag.(U)}1/4 (16.95) 

cannot be represented by a local single-taste theory except in the continuum 
limit: at finite a, it represents a non-local single-taste action. Locality is a 
very fundamental property of all successful quantum field theories, and its 
recovery from (16.95) in the limit a → 0 is not obvious. We refer to Sharpe 
(2006) for a full discussion, and further references. Meanwhile, as we shall see 
in section 16.6, some of the currently (in 2011) most accurate published results 
in lattice QCD are using staggered fermions with the ‘rooting’ procedure. 
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16.3.3 Connection with statistical mechanics 

Not the least advantage of the path integral formulation of quantum field 
theory (especially in its lattice form) is that it enables a highly suggestive 
connection to be set up between quantum field theory and statistical me-
chanics. We introduce this connection now, by way of a preliminary to the 
discussion of renormalization in the following section. 

The connection is made via the fundamental quantity of equilibrium sta-
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which is simply the ‘sum over states’ (or configurations) of the relevant de-
grees of freedom, with the Boltzmann weighting factor. H is the classical 
Hamiltonian evaluated for each configuration. Consider, for comparison, the 
denominator in (16.87), namely 

Zφ = Dφ exp(−SE) , (16.97) 
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2 2 2 

in the case of a single scalar field with mass m and self-interaction λφ4 . The 
Euclideanized Lagrangian density LE is like an energy density: it is bounded 
from below, and increases when the field has large magnitude or has large 
gradients in τ or x. The factor exp(−SE) is then a sensible statistical weight 
for the fluctuations in φ, and Zφ may be interpreted as the partition function 
for a system described by the field degree of freedom φ, but of course in four 
‘spatial’ dimensions. 

The parallel becomes perhaps even stronger when we discretize space-time. 
In an Ising model (see the following section), the Hamiltonian has the form 
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where J is a constant, and the sum is over lattice sites n, the system variables 
taking the values ±1. When (16.99) is inserted into (16.96), we arrive at 
something very reminiscent of the φ(n1)φ(n1 + 1) term in (16.6). Naturally, 
the effective ‘Hamiltonian’ is not quite the same – though we may note that 
Wilson (1971b) argued that in the case of a φ4 interaction the parameters can 
be chosen so as to make the values φ = ±1 the most heavily weighted in SE. 
Statistical mechanics does, of course, deal in three spatial dimensions, not 
the four of our Euclideanized space-time. Nevertheless, it is remarkable that 
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in the limit Λ → ∞, which are controlled (in a renormalizable theory) by
the procedure of renormalization. Such divergent fluctuations turn out, in
fact, to affect a renormalizable theory only through the values of some of
its parameters and, if these parameters are taken from experiment, all other
quantities become finite, even as Λ → ∞. This latter assertion is not easy
to prove, and indeed is quite surprising. However, this is by no means all
there is to renormalization theory: we have seen the power of ‘renormal-
ization group’ ideas in making testable predictions for QCD. Nevertheless,
the methods of chapter 15 were rather formal, and the reader may well
feel the need of a more physical picture of what is going on. Such a pic-
ture was provided by Wilson (1971a) (see also Wilson and Kogut 1974), us-
ing the ‘lattice + path integral’ approach. Another important advantage
of this formalism is, therefore, precisely the way in which, thanks to Wil-
son’s work, it provides access to a more intuitive way of understanding renor-
malization theory. The aim of this section is to give a brief introduction
to Wilson’s ideas, so as to illuminate the formal treatment of the previous
chapter.

In the ‘lattice + path integral’ approach to quantum field theory, the
degrees of freedom involved are the values of the field(s) at each lattice site,
as we have seen. Quantum amplitudes are formed by integrating suitable
quantities over all values of these degrees of freedom, as in (16.87) for example.
From this point of view, it should be possible to examine specifically how the
‘short distance’ or ‘high momentum’ degrees of freedom affect the result. In
fact, the idea suggests itself that we might be able to perform explicitly the
integration (or summation) over those degrees of freedom located near the
cutoff Λ in momentum space, or separated by only a lattice site or two in
co-ordinate space. If we can do this, the result may be compared with the
theory as originally formulated, to see how this ‘integration over short-distance
degrees of freedom’ affects the physical predictions of the theory. Having done
this once, we can imagine doing it again – and indeed iterating the process,
until eventually we arrive at some kind of ‘effective theory’ describing physics
in terms of ‘long-distance’ degrees of freedom.

There are several aspects of such a programme which invite comment.
First, the process of ‘integrating out’ short-distance degrees of freedom will
obviously reduce the number of effective degrees of freedom, which is neces-
sarily very large in the case ξ >> a, as envisaged above. Thus it must be
a step in the right direction. Secondly, the above sketch of the ‘integrating
out’ procedure suggests that, at any given stage of the integration, we shall
be considering the system as described by parameters (including masses and
couplings) appropriate to that scale, which is of course strongly reminiscent
of RGE ideas. And thirdly, we may perhaps anticipate that the result of
this ‘integrating out’ will be not only to render the parameters of the theory
scale-dependent, but also, in general, to introduce new kinds of effective in-
teractions into the theory. We now consider some simple examples which we
hope will illustrate these points.
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quantum field theory in three spatial dimensions appears to have such a close 
relationship to equilibrium statistical mechanics in four spatial dimensions. 

One insight we may draw from this connection is that, in the case of pure 
gauge actions (16.47) or (16.48), the gauge coupling is seen to be analogous 
to an inverse temperature, by comparison with (16.96). One is led to wonder 
whether something like transitions between different ‘phases’ exist, as coupling 
constants (or other parameters) vary – and, indeed, such changes of ‘phase’ 
can occur. 

A second point is somewhat related to this. In statistical mechanics, an 
important quantity is the correlation length ξ, which for a spin system may 
be defined via the spin-spin correlation function 

s(x)s(0)e−H/kB TG(x) = <s(x)s(0)> = 
E 

, (16.100) 
all s(x) 

where we are once more reverting to a continuous x variable. For large |x|, 
this takes the form 

1 
( 
−|x| 

)
G(x) ∝ exp .  (16.101) |x| ξ(T ) 

The Fourier transform of this (in the continuum limit) is 

G̃(k2) ∝ 
(
k2 + ξ−2(T )

)−1 
,  (16.102) 

as we learned in section 1.3.3. Comparing (16.100) with (16.87), it is clear 
that (16.100) is proportional to the propagator (or Green function) for the field 
s(x); (16.102) then shows that ξ−1(T ) is playing the role of a mass term m. 
Now, near a critical point for a statistical system, correlations exist over very 
large scales ξ compared to the inter-atomic spacing a; in fact, at the critical 
point ξ(Tc) ∼ L, where L is the size of the system. In the quantum field 
theory, as indicated earlier, we may regard a−1 as playing a role analogous to 
a momentum cut-off Λ, so the regime ξ >> a is equivalent to m << Λ, as was 
indeed always our assumption. Thus studying a quantum field theory this way 
is analogous to studying a four-dimensional statistical system near a critical 
point. This shows rather clearly why it is not going to be easy: correlations 
over all scales will have to be included. At this point, we are naturally led to 
the consideration of renormalization in the lattice formulation. 

16.4  Renormalization, and the renormalization group, 
on the lattice 

16.4.1 Introduction 
In the continuum formulation which we have used elsewhere in this book, 
fluctuations over short distances of order Λ−1 generally lead to divergences 
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indeed always our assumption. Thus studying a quantum field theory this way
is analogous to studying a four-dimensional statistical system near a critical
point. This shows rather clearly why it is not going to be easy: correlations
over all scales will have to be included. At this point, we are naturally led to
the consideration of renormalization in the lattice formulation.

16.4 Renormalization, and the renormalization group,
on the lattice

16.4.1 Introduction

In the continuum formulation which we have used elsewhere in this book,
fluctuations over short distances of order Λ−1 generally lead to divergences
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in the limit Λ → ∞, which are controlled (in a renormalizable theory) by 
the procedure of renormalization. Such divergent fluctuations turn out, in 
fact, to affect a renormalizable theory only through the values of some of 
its parameters and, if these parameters are taken from experiment, all other 
quantities become finite, even as Λ → ∞. This latter assertion is not easy 
to prove, and indeed is quite surprising. However, this is by no means all 
there is to renormalization theory: we have seen the power of ‘renormal-
ization group’ ideas in making testable predictions for QCD. Nevertheless, 
the methods of chapter 15 were rather formal, and the reader may well 
feel the need of a more physical picture of what is going on. Such a pic-
ture was provided by Wilson (1971a) (see also Wilson and Kogut 1974), us-
ing the ‘lattice + path integral’ approach. Another important advantage 
of this formalism is, therefore, precisely the way in which, thanks to Wil-
son’s work, it provides access to a more intuitive way of understanding renor-
malization theory. The aim of this section is to give a brief introduction 
to Wilson’s ideas, so as to illuminate the formal treatment of the previous 
chapter. 
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as we have seen. Quantum amplitudes are formed by integrating suitable 
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From this point of view, it should be possible to examine specifically how the 
‘short distance’ or ‘high momentum’ degrees of freedom affect the result. In 
fact, the idea suggests itself that we might be able to perform explicitly the 
integration (or summation) over those degrees of freedom located near the 
cutoff Λ in momentum space, or separated by only a lattice site or two in 
co-ordinate space. If we can do this, the result may be compared with the 
theory as originally formulated, to see how this ‘integration over short-distance 
degrees of freedom’ affects the physical predictions of the theory. Having done 
this once, we can imagine doing it again – and indeed iterating the process, 
until eventually we arrive at some kind of ‘effective theory’ describing physics 
in terms of ‘long-distance’ degrees of freedom. 

There are several aspects of such a programme which invite comment. 
First, the process of ‘integrating out’ short-distance degrees of freedom will 
obviously reduce the number of effective degrees of freedom, which is neces-
sarily very large in the case ξ >> a, as envisaged above. Thus it must be 
a step in the right direction. Secondly, the above sketch of the ‘integrating 
out’ procedure suggests that, at any given stage of the integration, we shall 
be considering the system as described by parameters (including masses and 
couplings) appropriate to that scale, which is of course strongly reminiscent 
of RGE ideas. And thirdly, we may perhaps anticipate that the result of 
this ‘integrating out’ will be not only to render the parameters of the theory 
scale-dependent, but also, in general, to introduce new kinds of effective in-
teractions into the theory. We now consider some simple examples which we 
hope will illustrate these points. 
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FIGURE 16.5
A ‘coarsening’ transformation applied to the lattice portion shown in figure
16.4. The new (primed) spin variables are situated twice as far apart as the
original (unprimed) ones.

where we have used (s'0s1)
2 = 1. It follows that

exp(Ks'0s1) = coshK (1 + s'0s1 tanhK) , (16.107)

and similarly
exp(Ks1s

'
1) = coshK (1 + s1s

'
1 tanhK) . (16.108)

Thus the sum over s1 is

E
s1=±1

cosh2 K
(
1 + s'0s1 tanhK + s1s

'
1 tanhK + s'0s

'
1 tanh

2 K
)
. (16.109)

Clearly, the terms linear in s1 vanish after summing, and the s1 sum becomes
just

2 cosh2 K
(
1 + s'0s

'
1 tanh

2 K
)
. (16.110)

Remarkably, (16.110) contains a new ‘nearest-neighbour’ interaction, s'0s
'
1,

just like the original one in (16.103), but with an altered coupling (and a dif-
ferent spin-independent piece). In fact, we can write (16.110) in the standard
form

exp [g1(K) +K 's'0s
'
1] (16.111)

and then use (16.107) to set

tanhK ' = tanh2 K (16.112)

and identify

g1(K) = ln

(
2 cosh2 K

coshK '

)
. (16.113)

Exactly the same steps can be followed through for the sum on s3 in (16.105),
and indeed for all the sums over the ‘integrated out’ spins. The upshot is
that, apart from the accumulated spin-independent part, the new partition

| | 

' ' ' 

' ' ' ' ' 

' ' ' 

' 
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FIGURE 16.4 
A portion of the one-dimensional lattice of spins in the Ising model. 

16.4.2 Two one-dimensional examples 
Consider first a simple one-dimensional Ising model with Hamiltonian (16.99) 
and partition function 

N−1

Z = 
E 

exp K 
E 

snsn+1 , (16.103) 
{sn} n=0 

where K = J/(kBT ) > 0. In (16.103) all the sn variables take the values 
±1 and the ‘sum over {sn}’ means that all possible configurations of the N 
variables s0, s1, s2, . . . , sN−1 are to be included. The spin sn is located at the 
lattice site na, and we shall (implicitly) be assuming the periodic boundary 
condition sn = sN+n. Figure 16.4 shows a portion of the one-dimensional 
lattice with the spins on the sites, each site being separated by the lattice 
constant a. Thus, for the portion {sN−1, s0, . . . s4} we are evaluating 

E 
exp[K(sN−1s0 + s0s1 + s1s2 + s2s3 + s3s4)] . (16.104) 

sN −1,s0,s1,s2,s3,s4 

Now suppose we want to describe the system in terms of a ‘coarser’ lattice, 
with lattice spacing 2a, and corresponding new spin variables s' . There are n

many ways we could choose to describe the s' , but here we shall only consider n

a very simple one (Kadanoff 1977) in which each s' is simply identified with n 
the sn at the corresponding site (see figure 16.5). For the portion of the lattice 
under consideration, then, (16.104) becomes 

E 
exp [K (sN−1s0 + s0s1 + s1s1 + s1s3 + s3s2)] . (16.105) 

sN −1,s ,s1,s ,s3,s0 1 2 

If we can now perform the sums over s1 and s3 in (16.105), we shall end up 
(for this portion) with an expression involving the ‘effective’ spin variables 
s0, s and s2, situated twice as far apart as the original ones, and therefore 
providing a more ‘coarse grained’ description of the system. Summing over s1 
and s3 corresponds to ‘integrating out’ two short-distance degrees of freedom 
as discussed earlier. 

In fact, these sums are easy to do. Consider the quantity exp(Ks0
' s1), 

expanded as a power series: 

K2 K3 
exp(Ks' 0s1) = 1 +Ks' 0s1 + + (s0s1) +  . . .  (16.106) 

2! 3! 

1 
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FIGURE 16.4
A portion of the one-dimensional lattice of spins in the Ising model.

16.4.2 Two one-dimensional examples

Consider first a simple one-dimensional Ising model with Hamiltonian (16.99)
and partition function

Z =
E
{sn}

exp

|
K

N−1E
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|
, (16.103)

where K = J/(kBT ) > 0. In (16.103) all the sn variables take the values
±1 and the ‘sum over {sn}’ means that all possible configurations of the N
variables s0, s1, s2, . . . , sN−1 are to be included. The spin sn is located at the
lattice site na, and we shall (implicitly) be assuming the periodic boundary
condition sn = sN+n. Figure 16.4 shows a portion of the one-dimensional
lattice with the spins on the sites, each site being separated by the lattice
constant a. Thus, for the portion {sN−1, s0, . . . s4} we are evaluating

E
sN−1,s0,s1,s2,s3,s4

exp[K(sN−1s0 + s0s1 + s1s2 + s2s3 + s3s4)] . (16.104)

Now suppose we want to describe the system in terms of a ‘coarser’ lattice,
with lattice spacing 2a, and corresponding new spin variables s'n. There are
many ways we could choose to describe the s'n, but here we shall only consider
a very simple one (Kadanoff 1977) in which each s'n is simply identified with
the sn at the corresponding site (see figure 16.5). For the portion of the lattice
under consideration, then, (16.104) becomes

E
sN−1,s'0,s1,s

'
1,s3,s

'
2

exp [K (sN−1s
'
0 + s'0s1 + s1s

'
1 + s'1s3 + s3s

'
2)] . (16.105)

If we can now perform the sums over s1 and s3 in (16.105), we shall end up
(for this portion) with an expression involving the ‘effective’ spin variables
s'0, s

'
1 and s'2, situated twice as far apart as the original ones, and therefore

providing a more ‘coarse grained’ description of the system. Summing over s1
and s3 corresponds to ‘integrating out’ two short-distance degrees of freedom
as discussed earlier.

In fact, these sums are easy to do. Consider the quantity exp(Ks'0s1),
expanded as a power series:

exp(Ks'0s1) = 1 +Ks'0s1 +
K2

2!
+

K3

3!
(s'0s1) + . . . (16.106)
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FIGURE 16.5 
A ‘coarsening’ transformation applied to the lattice portion shown in figure 
16.4. The new (primed) spin variables are situated twice as far apart as the 
original (unprimed) ones. 

where we have used (s0s1)
2 = 1. It follows that 

exp(Ks' )s10 s0s1 tanh K) ,coshK (1 + (16.107) = 
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Remarkably, (16.110) contains a new ‘nearest-neighbour’ interaction, s
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0s (16.110) 
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just like the original one in (16.103), but with an altered coupling (and a dif-
ferent spin-independent piece). In fact, we can write (16.110) in the standard 
form 
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exp [g1(K) +  K ' s0s1] (16.111) 

and then use (16.107) to set 

tanh K ' = tanh2 K (16.112) 

and identify 

g1(K) = ln

( 
2 cosh2 K 
cosh K ' 

) 
. (16.113) 

Exactly the same steps can be followed through for the sum on s3 in (16.105), 
and indeed for all the sums over the ‘integrated out’ spins. The upshot is 
that, apart from the accumulated spin-independent part, the new partition 
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FIGURE 16.6
‘Renormalization flow’: the arrows show the direction of flow of the coupling
K as the lattice constant is increased. The starred values are fixed points.

FIGURE 16.7
The renormalization flow for the transformation (16.120).

this will correspond to a critical point at a finite temperature. A simple such
example given by Kadanoff (1977) is the transformation

K ' =
1

2
(2K)2 (16.119)

for a doubling of the effective lattice size, or

K(n) =
1

2
(2K)n (16.120)

for n such iterations. The model leading to (16.120) involves fermions in one
dimension, but the details are irrelevant to our purpose here. The renormal-
ization transformation (16.120) has three fixed points: K∗ = 0, K∗ = ∞ and
the finite point K∗ = 1

2 . The renormalization flow is shown in figure 16.7.
The striking feature of this flow is that the motion is always away from

the finite fixed point, under successive iterations. This may be understood by
recalling that at the fixed point (which is a critical point for the statistical
system) the correlation length ξ must be infinite (as L → ∞). As we iterate
away from this point, ξ decreases and we leave the fixed (or critical) point.
For this model, ξ is given by Kadanoff (1977) as

ξ =
a

|ln 2K| (16.121)

which indeed goes to infinity at K = 1
2 .

16.4.3 Connections with particle physics

Let us now begin to think about how all this may relate to the treatment of
the renormalization group in particle physics, as given in the previous chapter.
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function, defined on a lattice of size 2a, has the same form as the old one, but 
with a new coupling K ' related to the old one K by (16.112). 

Equation (16.112) is an example of a renormalization transformation: the 
number of degrees of freedom has been halved, the lattice spacing has doubled, 
and the coupling K has been renormalized to K ' . 

It is clear that we could apply the same procedure to the new Hamiltonian, 
introducing a coupling K '' which is related to K ' , and thence to K by 

tanh K '' = (tanh K ')2 = (tanh K)4 . (16.114) 

This is equivalent to iterating the renormalization transformation; after n 
iterations, the effective lattice constant is 2na, and the effective coupling is 
given by 

tanh K(n) = (tanh K)n . (16.115) 

The successive values K ', K '' , . . .  of the coupling under these iterations can 
be regarded as a ‘flow’ in the (one-dimensional) space of K-values: a renor-
malization flow. 

Of particular interest is a point (or points) K∗ such that 

tanh K ∗ = tanh2 K ∗ . (16.116) 

This is called a fixed point of the renormalization tranformation. At such a 
point in K-space, changing the scale by a factor of 2 (or 2n for that matter) 
will make no difference, which means that the system must be in some sense 
ordered. Remembering that K = J/(kBT ), we see that K = K∗ when the 
temperature is ‘tuned’ to the value T = T ∗ = J/(kBK

∗). Such a T ∗ would 
be the temperature of a critical point for the thermodynamics of the system, 
corresponding to the onset of ordering. In the present case, the only fixed 
points are K∗ = ∞ and K∗ = 0. Thus there is no critical point at a non-zero 
T ∗, and hence no transition to an ordered phase. However, we may describe 
the behaviour as T → 0 as ‘quasi-critical’. For large K, we may  use  

tanh K - 1− 2e−2K (16.117) 

to write (16.115) as 
1 

K(n) = K − ln n, (16.118) 
2 

which shows that Kn changes only very slowly (logarithmically) under itera-
tions when in the vicinity of a very large value of K, so that this is ‘almost’ 
a fixed point. 

We may represent the flow of K, under the renormalization transformation 
(16.115), as in figure 16.6. Note that the flow is away from the quasi-fixed 
point at K∗ = ∞ (T = 0) and towards the (non-interacting) fixed point at 
K∗ = 0. 

A renormalization transformation which has a fixed point at a finite (nei-
ther zero nor infinite) value of the coupling is clearly of greater interest, since 
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function, defined on a lattice of size 2a, has the same form as the old one, but
with a new coupling K ' related to the old one K by (16.112).

Equation (16.112) is an example of a renormalization transformation: the
number of degrees of freedom has been halved, the lattice spacing has doubled,
and the coupling K has been renormalized to K '.

It is clear that we could apply the same procedure to the new Hamiltonian,
introducing a coupling K '' which is related to K ' , and thence to K by

tanhK '' = (tanhK ')2 = (tanhK)4. (16.114)

This is equivalent to iterating the renormalization transformation; after n
iterations, the effective lattice constant is 2na, and the effective coupling is
given by
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The successive values K ', K '', . . . of the coupling under these iterations can
be regarded as a ‘flow’ in the (one-dimensional) space of K-values: a renor-
malization flow.

Of particular interest is a point (or points) K∗ such that

tanhK∗ = tanh2 K∗. (16.116)

This is called a fixed point of the renormalization tranformation. At such a
point in K-space, changing the scale by a factor of 2 (or 2n for that matter)
will make no difference, which means that the system must be in some sense
ordered. Remembering that K = J/(kBT ), we see that K = K∗ when the
temperature is ‘tuned’ to the value T = T ∗ = J/(kBK

∗). Such a T ∗ would
be the temperature of a critical point for the thermodynamics of the system,
corresponding to the onset of ordering. In the present case, the only fixed
points are K∗ = ∞ and K∗ = 0. Thus there is no critical point at a non-zero
T ∗, and hence no transition to an ordered phase. However, we may describe
the behaviour as T → 0 as ‘quasi-critical’. For large K, we may use

tanhK - 1− 2e−2K (16.117)

to write (16.115) as

K(n) = K − 1

2
lnn, (16.118)

which shows that Kn changes only very slowly (logarithmically) under itera-
tions when in the vicinity of a very large value of K, so that this is ‘almost’
a fixed point.

We may represent the flow of K, under the renormalization transformation
(16.115), as in figure 16.6. Note that the flow is away from the quasi-fixed
point at K∗ = ∞ (T = 0) and towards the (non-interacting) fixed point at
K∗ = 0.

A renormalization transformation which has a fixed point at a finite (nei-
ther zero nor infinite) value of the coupling is clearly of greater interest, since
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FIGURE 16.6 
‘Renormalization flow’: the arrows show the direction of flow of the coupling 
K as the lattice constant is increased. The starred values are fixed points. 

FIGURE 16.7 
The renormalization flow for the transformation (16.120). 

this will correspond to a critical point at a finite temperature. A simple such 
example given by Kadanoff (1977) is the transformation 

K ' = 
1
(2K)2 (16.119) 

2

for a doubling of the effective lattice size, or 

1 
K(n) = (2K)n (16.120) 

2

for n such iterations. The model leading to (16.120) involves fermions in one 
dimension, but the details are irrelevant to our purpose here. The renormal-
ization transformation (16.120) has three fixed points: K∗ = 0, K∗ = ∞ and 

1the finite point K∗ = 2 . The renormalization flow is shown in figure 16.7. 
The striking feature of this flow is that the motion is always away from 

the finite fixed point, under successive iterations. This may be understood by 
recalling that at the fixed point (which is a critical point for the statistical 
system) the correlation length ξ must be infinite (as L → ∞). As we iterate 
away from this point, ξ decreases and we leave the fixed (or critical) point. 
For this model, ξ is given by Kadanoff (1977) as 

a 
ξ = (16.121) |ln 2K| 

1which indeed goes to infinity at K = 2 . 

16.4.3 Connections with particle physics 
Let us now begin to think about how all this may relate to the treatment of 
the renormalization group in particle physics, as given in the previous chapter. 
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We have emphasized that, at a critical point, and in the continuum limit,
the correlation length ξ → ∞, or equivalently the mass parameter (cf (16.102))
m = ξ−1 → 0. In this case, the Fourier transform of the spin-spin correlation
function should behave as

G̃(k2) ∝ 1

k2
. (16.125)

This is indeed the k2-dependence of the propagator of a free, massless scalar
particle, but – as we learned for the fermion propagator in section 15.5 – it
is no longer true in an interacting theory. In the interacting case, (16.125)
generally becomes modified to

G̃(k2) ∝ 1

(k2)1−
η
2

, (16.126)

or equivalently

G(x) ∝ 1

|x|1+η (16.127)

in three spatial dimensions, and in the continuum limit. Thus, at a critical
point, the spin-spin correlation function exhibits scaling under the transforma-
tion x' = fx, but it is not free-field scaling. Comparing (16.126) with (15.75),
we see that η/2 is precisely the anomalous dimension of the field s(x), so –
just as in section 15.5 – we have an example of scaling with anomalous di-
mension. In the statistical mechanics case, η is a critical exponent, one of a
number of such quantities characterizing the critical behaviour of a system.
In general, η will depend on the coupling constant η(K): at a non-trivial
fixed point, η will be evaluated at the fixed point value K∗, η(K∗). Enormous
progress was made in the theory of critical phenomena when the powerful
methods of quantum field theory were applied to calculate critical exponents
(see for example Peskin & Schroeder 1995, chapter 13, and Binney et al.
1992).

In our discussion so far, we have only considered simple models with just
one ‘coupling constant’, so that diagrams of renormalization flow were one-
dimensional. Generally, of course, Hamiltonians will consist of several terms,
and the behaviour of all their coefficients will need to be considered under a
renormalization transformation. The general analysis of renormalization flow
in multi-dimensional coupling space was given by Wegner (1972). In simple
terms, the coefficients show one of three types of behaviour under renormal-
ization transformations such that a → fa, characterized by their behaviour in
the vicinity of a fixed point: (i) the difference from the fixed point value grows
as f increases, so that the system moves away from the fixed point (as in the
single-coupling examples considered earlier); (ii) the difference decreases as f
increases, so the system moves towards the fixed point; (iii) there is no change
in the value of the coupling as f changes. The corresponding coefficients are
called, respectively, (i) relevant, (ii) irrelevant and (iii) marginal couplings; the
terminology is also frequently applied to the operators in the Hamiltonians
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FIGURE 16.8 
The β-function of (16.124); the arrows indicate increasing f .  

First, we need to consider a continuous change of scale, say by a factor of f .  
In the present model, the transformation (16.120) then becomes 

K(fa) = 
1 

2
(2K(a))f . (16.122) 

Differentiating (16.122) with respect to f , we find 

f 
dK(fa) 

df 
= K(fa) ln [2K(fa)] . (16.123) 

We may reasonably call (16.123) a renormalization group equation, describing 
the ‘running’ of K(fa) with the scale f , analogous to the RGE’s for α and αs 
considered in chapter 15. In this case, the β-function is 

β(K) = K ln(2K), (16.124) 

which is sketched in figure 16.8. The zero of β is indeed at the fixed (critical) 
point K = 12 , and this is an infrared unstable fixed point, the flow being away 
from it as f increases. 

The foregoing is exactly analogous to the discussion in section 15.5: see in 
particular figure 15.6 and the related discussion. Note, however, that in the 
present case we are considering rescalings in position space, not momentum 
space. Since momenta are measured in units of a−1, it is clear that scaling 
a by f is the same as scaling k by f−1 = t, say. This will produce a change 
in sign in dK/dt relative to dK/df , and accounts for the fact that K = 1

2 is 

san infrared unstable fixed point in figure 16.8, while α∗  

fixed point in figure 15.6(b). Allowing for the change in sign, figure 16.8 is  
quite analogous to figure 15.6(a).  

is an infrared stable 
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We have emphasized that, at a critical point, and in the continuum limit, 
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number of such quantities characterizing the critical behaviour of a system. 
In general, η will depend on the coupling constant η(K): at a non-trivial 
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progress was made in the theory of critical phenomena when the powerful 
methods of quantum field theory were applied to calculate critical exponents 
(see for example Peskin & Schroeder 1995, chapter 13, and Binney et al. 
1992). 
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unchanged:

/
d4xE (∂μφ)

2 =

/
d4x'

E(∂
'
μφ

')2

=

/
1

f2
d4xE(∂μφ

')2 , (16.129)

from which it follows that φ' = fφ. Consider now a term of the form Aφ6:

A

/
d4xE φ6 =

A

f2

/
d4x'

E φ'6 . (16.130)

(16.130) shows that the ‘new’ A' is related to the old one by A' = A
f2 , and

in particular that, as f increases, A' decreases and is therefore an irrelevant
coupling, tending to zero as we reach large scales. But such an interaction
is precisely a non-renormalizable one (in four dimensions), according to the
criterion of section 11.8. The mass dimension of φ is unity, and hence that
of A must be -2 so that the action is dimensionless; couplings with negative
mass dimensions correspond to non-renormalizable interactions. The reader
may verify the generality of this result for any interaction with p powers of φ,
and q derivatives of φ.

However, the mass term m2φ2 behaves differently:

m2

/
d4xE φ2 = m2f2

/
d4x'

E φ'2 (16.131)

showing that m'2 = m2f2 and the ‘coupling’ m2 is relevant, since it grows
with f2. Such a term has positive mass dimension, and corresponds to a
‘super-renormalizable’ interaction. Finally, the λφ4 interaction transforms as

λ

/
d4xE φ4 = λ

/
d4x'

E φ'4 (16.132)

and so λ' = λ. The coupling is marginal, which may correspond (though
not necessarily) to a renormalizable interaction. To find out if such couplings
increase or decrease with f , we have to include higher-order loop corrections.
The foregoing analysis in terms of the suppression of non-renormalizable in-
teractions by powers of f−1 parallels precisely the similar one in section 11.8.
We saw that such terms were suppressed at low energies by factors of E/Λ,
where Λ is the cut-off scale beyond which the theory is supposed to fail on
physical grounds (e.g. Λ might be the Planck mass). The result is that as
we renormalize, in Wilson’s sense, down to much lower energy scales, the
non-renormalizable terms disappear and we are left with an effective renor-
malizable theory. This is the field theory analogue of ‘universality’.

These ideas have an important application in lattice QCD. One of the
reasons for systematic inaccuracies in lattice computations is that the contin-
uum is being simulated by a lattice of finite spacing. Symanzik (1983) showed
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themselves. The intuitive meaning of ‘irrelevant’ is clear enough: the system 
will head towards a fixed point as f → ∞ whatever the initial values of the 
irrelevant couplings. The critical behaviour of the system will therefore be 
independent of the number and type of all irrelevant couplings, and will be 
determined by the relatively few (in general) marginal and relevant couplings. 
Thus all systems which flow close to the fixed point will display the same 
critical exponents determined by the dynamics of these few couplings. This 
explains the property of universality observed in the physics of phase transi-
tions, whereby many apparently quite different physical systems are described 
(in the vicinity of their critical points) by the same critical exponents. 

Additional terms in the Hamiltonian are, in fact, generally introduced 
following a renormalization transformation. In the quantum field case, we 
may expect that renormalization transformations associated with a → fa, 
and iterations thereof, will in general lead to an effective theory involving all 
possible couplings allowed by whatever symmetries are assumed to be relevant. 
Thus, if we start with a typical ‘φ4’ scalar theory as given by (16.98), we 
shall expect to generate all possible couplings involving φ and its derivatives. 
At first sight, this may seem disturbing: after all, the original theory (in 
four dimensions) is a renormalizable one, but an interaction such as Aφ6 is 
not renormalizable according to the criterion given in section 11.8 (in four 
dimensions φ has mass dimension unity, so that A must have mass dimension 
-2). It is, however, essential to remember that in this ‘Wilsonian’ approach to 
renormalization, summations over momenta appearing in loops do not, after 
one iteration a → fa, run up to the original cut-off value π/a, but only up 
to the lower cut-off π/fa. The additional interactions compensate for this 
change. 

In fact, we shall now see how the coefficients of non-renormalizable inter-
actions correspond precisely to irrelevant couplings in Wilson’s approach, so 
that their effect becomes negligible as we iterate to scales much larger than 
a. We consider continuous changes of scale characterized by a factor f , and 
we discuss a theory with only a single scalar field φ for simplicity. Imagine, 
therefore, that we have integrated out, in (16.97), those components of φ(x) 
with a <  |x| <  fa. We will be left with a functional integral of the form 
(16.97), but with φ(x) restricted to |x| >  fa, and with additional interaction 
terms in the action. In order to interpret the result in Wilson’s terms, we 
must rewrite it so that it has the same general form as the original Zφ of 
(16.97). A simple way to do this is to rescale distances by 

x'x = (16.128) 
f 

so that the functional integral is now over φ(x') with |x'| > a, as in (16.97). 
We now define the fixed point of the renormalization transformation to be 
that in which all the terms in the action are zero, except the ‘kinetic’ piece; 
this is the ‘free-field’ fixed point. Thus, we require the kinetic action to be 
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that their effect becomes negligible as we iterate to scales much larger than
a. We consider continuous changes of scale characterized by a factor f , and
we discuss a theory with only a single scalar field φ for simplicity. Imagine,
therefore, that we have integrated out, in (16.97), those components of φ(x)
with a < |x| < fa. We will be left with a functional integral of the form
(16.97), but with φ(x) restricted to |x| > fa, and with additional interaction
terms in the action. In order to interpret the result in Wilson’s terms, we
must rewrite it so that it has the same general form as the original Zφ of
(16.97). A simple way to do this is to rescale distances by
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so that the functional integral is now over φ(x') with |x'| > a, as in (16.97).
We now define the fixed point of the renormalization transformation to be
that in which all the terms in the action are zero, except the ‘kinetic’ piece;
this is the ‘free-field’ fixed point. Thus, we require the kinetic action to be
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criterion of section 11.8. The mass dimension of φ is unity, and hence that 
of A must be -2 so that the action is dimensionless; couplings with negative 
mass dimensions correspond to non-renormalizable interactions. The reader 
may verify the generality of this result for any interaction with p powers of φ, 
and q derivatives of φ. 

However, the mass term m2φ2 behaves differently: 

d4 d4 m 2 
/ 

xE φ
2 = m 2f2 

/ 
xE 
' φ'2 

(16.131) 

'2 2f2 2showing that m = m and the ‘coupling’ m is relevant, since it grows 
with f2 . Such a term has positive mass dimension, and corresponds to a 
‘super-renormalizable’ interaction. Finally, the λφ4 interaction transforms as 

λ d4 xE φ
4 = λ d4 xE φ

'4 
(16.132) 

and so λ' = λ. The coupling is marginal, which may correspond (though 
not necessarily) to a renormalizable interaction. To find out if such couplings 
increase or decrease with f , we have to include higher-order loop corrections. 
The foregoing analysis in terms of the suppression of non-renormalizable in-
teractions by powers of f−1 parallels precisely the similar one in section 11.8. 
We saw that such terms were suppressed at low energies by factors of E/Λ, 
where Λ is the cut-off scale beyond which the theory is supposed to fail on 
physical grounds (e.g. Λ might be the Planck mass). The result is that as 
we renormalize, in Wilson’s sense, down to much lower energy scales, the 
non-renormalizable terms disappear and we are left with an effective renor-
malizable theory. This is the field theory analogue of ‘universality’. 

These ideas have an important application in lattice QCD. One of the 
reasons for systematic inaccuracies in lattice computations is that the contin-
uum is being simulated by a lattice of finite spacing. Symanzik (1983) showed 
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gL suitably, so as to ensure that M remains finite. This is, of course, quite
analogous to saying that, in a renormalizable theory, the bare parameters of
the theory depend on the momentum cut-off Λ in such a way that, as Λ → ∞,
finite values are obtained for the corresponding physical parameters (see the
last paragraph of section 10.1.2, for example). In practice, of course, the
extent to which the lattice ‘a’ can really be taken to be very small is severely
limited by the computational resources available – that is, essentially, by the
number of mesh points N .

Equation (16.134) should therefore really read

M =
1

a
f (gL(a)) . (16.135)

As a → 0, M should be finite and independent of a. However, we know that
the behaviour of gL(a) at small scales is in fact calculable in perturbation
theory, thanks to the asymptotic freedom of QCD. This will allow us to deter-
mine the form of f(gL), up to a constant, and lead to an interesting prediction
for M (equations (16.141)–(16.142)).

Differentiating (16.135) we find

0 =
dM

da
= − 1

a2
f (gL(a)) +

1

a

df

dgL

dgL(a)

da
, (16.136)

so that (
a
dgL(a)

da

)
df

dgL
= f (gL(a)) . (16.137)

Meanwhile, the scale dependence of gL is given (to one loop order) by

a
dgL(a)

da
=

β0

4π
g3L(a) , (16.138)

where the sign is the opposite of (15.47) since a ∼ μ−1 is the relevant scale
parameter here (compare the comments after equation (16.124)). The inte-
gration of (16.138) requires, as usual, a dimensionful constant of integration
(cf (15.53)):

g2L(a)

4π
=

1

β0 ln(1/a2Λ2
L)

. (16.139)

Equation (16.139) shows that gL(a) tends logarithmically to zero as a → 0, as
we expect from asymptotic freedom. ΛL can be regarded as a lattice equivalent
of the continuum ΛMS, and it is defined (at one loop order) by

ΛL ≡ lim
gL→0

1

a
exp

(
− 2π

β0g2L

)
. (16.140)

Equation (16.140) may also be read as showing that the lattice spacing a must
go exponentially to zero as gL tends to zero. Higher-order corrections can of
course be included.
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that corrections to continuum theory results stemming from finite lattice spac-
ing could be diminished systematically by the use of lattice actions that also 
include suitable irrelevant terms. This procedure is routinely adopted in ac-
curate lattice calculations with ‘Symanzik-improved’ actions. 

One further word should be said about terms such as ‘m2φ2’ (which arise 
in the Higgs sector of the Standard Model, for instance). As we have seen, 

m2 scales by m'2 
= m2f2, which is a rapid growth with f . If we imagine 

starting at a very high scale, such as 1015 TeV and flowing down to 1 TeV, 
then the ‘initial’ value of m will have to be very finely ‘tuned’ in order to end 
up with a mass of order 1 TeV. Thus, in this picture, it seems unnatural to 
have scalar particles with masses much less than the physical cut-off scale, 
unless some symmetry principle ‘protects’ their light masses. We shall return 
to this problem in section 22.8.1. 

We now return to lattice QCD, with a brief survey of some of the impressive 
results now being obtained numerically. 

16.5 Lattice QCD 
16.5.1 Introduction, and the continuum limit 
Let us begin by considering some numbers. The lattice must be large enough 
so that the spatial dimension R of the object we wish to describe – say the size 
of a hadron – fits comfortably inside it, otherwise the result will be subject 
to ‘finite size effects’ as the hypercube side length L is varied. We also need 
R >> a, or else the granularity of the lattice resolution will become apparent. 
Further, as indicated earlier, we expect the mass m (which is of order R−1) 
to be very much less than a−1 . Thus ideally we need 

a << R ∼ 1/m << L = Na  (16.133) 

so that N must be large. For example, if N = 64 and a ∼ 0.1fm the condition 
(16.133) would be reasonably satisfied by a light hadron mass. But remember 
that each field at each lattice point is an independent degree of freedom: deal-
ing with integrals such as (16.87) presents a formidable numerical challenge. 

Ignoring any statistical inaccuracy, the results will depend on the param-
eters gL and N , where gL is the bare lattice gauge coupling (we assume for 
simplicity that the quarks are massless). Despite the fact that gL is dimen-
sionless, we shall now see that its value actually controls the physical size of 
the lattice spacing a, as a result of renormalization effects. The computed 
mass of a hadron M , say, must be related to the only quantity with mass 
dimension, a−1, by a relation of the form 

1 
M = f(gL). (16.134) 

a 
Thus in approaching the continuum limit a → 0, we shall also have to change 
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that each field at each lattice point is an independent degree of freedom: deal-
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Ignoring any statistical inaccuracy, the results will depend on the param-
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simplicity that the quarks are massless). Despite the fact that gL is dimen-
sionless, we shall now see that its value actually controls the physical size of
the lattice spacing a, as a result of renormalization effects. The computed
mass of a hadron M , say, must be related to the only quantity with mass
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Thus in approaching the continuum limit a → 0, we shall also have to change
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gL suitably, so as to ensure that M remains finite. This is, of course, quite 
analogous to saying that, in a renormalizable theory, the bare parameters of 
the theory depend on the momentum cut-off Λ in such a way that, as Λ → ∞, 
finite values are obtained for the corresponding physical parameters (see the 
last paragraph of section 10.1.2, for example). In practice, of course, the 
extent to which the lattice ‘a’ can really be taken to be very small is severely 
limited by the computational resources available – that is, essentially, by the 
number of mesh points N . 

Equation (16.134) should therefore really read 

1 
M = f (gL(a)) . (16.135) 

a 

As a → 0, M should be finite and independent of a. However, we know that 
the behaviour of gL(a) at small scales is in fact calculable in perturbation 
theory, thanks to the asymptotic freedom of QCD. This will allow us to deter-
mine the form of f(gL), up to a constant, and lead to an interesting prediction 
for M (equations (16.141)–(16.142)). 

Differentiating (16.135) we find 

dM 1 1 df dgL(a)
0 =  = − f (gL(a)) + , (16.136) 

da a2 a dgL da 

so that ( 
dgL(a)

) 
df 

a = f (gL(a)) . (16.137) 
da dgL 

Meanwhile, the scale dependence of gL is given (to one loop order) by 

dgL(a) β0 3 a = gL(a) , (16.138) 
da 4π 

where the sign is the opposite of (15.47) since a ∼ μ−1 is the relevant scale 
parameter here (compare the comments after equation (16.124)). The inte-
gration of (16.138) requires, as usual, a dimensionful constant of integration 
(cf (15.53)): 

2g (a) 1L = . (16.139) 
4π β0 ln(1/a2Λ2 )L

Equation (16.139) shows that gL(a) tends logarithmically to zero as a → 0, as 
we expect from asymptotic freedom. ΛL can be regarded as a lattice equivalent 
of the continuum Λ , and it is defined (at one loop order) by MS

1 
(

2π 
)

ΛL ≡ lim exp − . (16.140) 2gL→0 a β0gL 

Equation (16.140) may also be read as showing that the lattice spacing a must 
go exponentially to zero as gL tends to zero. Higher-order corrections can of 
course be included. 
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FIGURE 16.9
ln(a−1 in GeV) plotted against 1/g2L; figure from R K Ellis, W J Stirling and B
R Webber (1996) QCD and Collider Physics, courtesy Cambridge University
Press, as adapted from Allton (1995).

FIGURE 16.10
The static QCD potential, expressed in units of r0. The broken curve is the
functional form (16.147). Figure reprinted with permission from C R Allton
et al. (UKQCD Collaboration) Phys. Rev. D 65 054502 (2002). Copyright
2002 by the American Physical Society.
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In a similar way, integrating (16.137) using (16.138) gives, in (16.134), 

| 
1 

(
2π 

)|
M = constant × exp − (16.141) 

2a β0gL 
= constant × ΛL . (16.142) 

Equation (16.141) is known as asymptotic scaling: it predicts how any physical 
mass, expressed in lattice units a−1, should vary as a function of gL. The 
form (16.142) is remarkable, as it implies that all calculated masses must be 
proportional, in the continuum limit a → 0, to the same universal scale factor 
ΛL. 

How are masses calculated on the lattice? The principle is very similar to 
the way in which the ground state was selected out as τi → −∞, τf → +∞ in 
(16.78). Consider a correlation function for a scalar field, for simplicity: 

C(τ) =  <Ω|φ(x = 0, τ)φ(0)|Ω> 
−Enτ = 

E 
|<Ω|φ(0)|n>|2 e . (16.143) 

n 

As τ → ∞, the term with the minimum value of En, namely En = Mφ, will 
survive; Mφ can be measured from a fit to the exponential fall-off as a function 
of τ . 

The behaviour predicted by (16.141) and (16.142) can be tested in actual 
calculations. A quantity such as the ρ meson mass is calculated via a corre-
lation function of the form (16.143), the result being expressed in terms of a 
certain number of lattice units a−1 at a certain value of gL. By comparison 
with the known ρ mass, a−1 can be converted to GeV. Then the calculation 
is repeated for a different gL value and the new a

−1 (GeV) extracted. A 
plot of ln[a−1(GeV)] versus 1/g2 should then give a straight line with slope L 
2π/β0 and intercept ln ΛL. Figure 16.9 shows such a plot, taken from Ellis 
et al. (1996), from which it appears that the calculations are indeed being 
performed close to the continuum limit. The value of ΛL has been adjusted 
to fit the numerical data, and has the value ΛL = 1.74 MeV in this case. This 
may seem alarmingly far from the kind of value expected for ΛQCD, but we 
must remember that the renormalization schemes involved in the two cases are 
quite different. In fact, we may expect ΛQCD ≈ 50ΛL (Montvay and Munster 
(1994), section 5.1.6). 

16.5.2 The static qq̄ potential 

The calculations of mρ represented in figure 16.9 were done in the quenched ap-
proximation. As a first example of a calculation with dynamical (unquenched) 
fermions we show in figure 16.10 a lattice calculation of the static qq̄ potential 
(Allton et al. 2002, UKQCD Collaboration ), using two degenerate flavours of 
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performed close to the continuum limit. The value of ΛL has been adjusted
to fit the numerical data, and has the value ΛL = 1.74 MeV in this case. This
may seem alarmingly far from the kind of value expected for ΛQCD, but we
must remember that the renormalization schemes involved in the two cases are
quite different. In fact, we may expect ΛQCD ≈ 50ΛL (Montvay and Munster
(1994), section 5.1.6).

16.5.2 The static qq̄ potential

The calculations ofmρ represented in figure 16.9 were done in the quenched ap-
proximation. As a first example of a calculation with dynamical (unquenched)
fermions we show in figure 16.10 a lattice calculation of the static qq̄ potential
(Allton et al. 2002, UKQCD Collaboration ), using two degenerate flavours of
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FIGURE 16.9 
ln(a−1 in GeV) plotted against 1/g2 ; figure from R K Ellis, W J Stirling and B L

R Webber (1996) QCD and Collider Physics, courtesy Cambridge University 
Press, as adapted from Allton (1995). 

FIGURE 16.10 
The static QCD potential, expressed in units of r0. The broken curve is the 
functional form (16.147). Figure reprinted with permission from C R Allton 
et al. (UKQCD Collaboration) Phys. Rev. D 65 054502 (2002). Copyright 
2002 by the American Physical Society. 
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16.5.3 Calculation of α(M 2
Z)

Our second example of a precision lattice calculation with dynamical quarks is
the determination of αs(M

2
Z) by Davies et al. (2008) (HPQCD Collaboration).

The reported value is
αs(M

2
Z) = 0.1183(8). (16.149)

The accuracy of this result is extremely impressive, and it implies that this
determination is an important ingredient in the world average value quoted
in (15.62). It is worth sketching some of the elements that went into this
landmark calculation.

The work used 12 gluon configurations from the MILC collaboration (Aubin
et al. 2004), and built on a joint effort by several groups (see Davies et al.
(HPQCD, UKQCD, MILC, and Fermilab collaborations) 2004). Vacuum po-
larization effects from all three light quarks u, d and s were included, using a
Symanzik-improved staggered-quark discretization, with rooting. The effects
of c and b quarks were incorporated using perturbation theory. The strange
quark mass was physical, while the u and d quark mass (set to be the same)
was three times too large, but small enough for chiral perturbation theory
(see chapter 18) to be reliable for extrapolating to the physical mass.

There were 5 parameters: mu = md,ms,mc,mb and the bare QCD cou-
pling gL (or equivalently the lattice spacing a). The mass parameters were
tuned to reproduce experimentally measured values ofm2

π, 2m
2
K−m2

π,mD and
mΥ respectively. The lattice spacing was adjusted to make the Υ − Υ' mass
difference agree with experiment (Gray et al. 2005). With the free parameters
all determined, the simulation accurately reproduced QCD, and predictions
for physical quantities could proceed. En passant, we show in figure 16.11 re-
sults obtained (Davies et al. 2004), divided by experimental results, for nine
different quantities, with and without quark vacuum polarization (left and
right panels respectively). The values on the left deviate from experiment by
as much as 10% − 15%; those on the right agree with experiment to within
systematic and statistical errors of 3% or less.

To extract a value of the coupling constant, the general strategy is to
calculate (with the tuned simulation) a non-perturbative numerical value for
a short-distance quantity, for which perturbation theory should be reliable.
Then, by comparing the numerically computed value to the known perturba-
tive expansion, a value of the coupling constant can be found.

In this case, the quantities calculated were vacuum expectation values of
small Wilson loop operators Wmn (and related quantities) where

Wmn ≡ 1

3
<0|ReTrP exp[−igL

/

nm

A · dx]|0>, (16.150)

where P denotes path ordering, Aμ = λ/2 · Aμ is the QCD (matrix-valued)
vector potential, and the integral is over a closed ma× na rectangular path,
not necessarily planar. The 1 × 1 Wilson loop is just the vev of the simple
plaquette operator UO of section 16.2.3.
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dynamical quarks3 on a 163 × 32 lattice. As usual, one dimensionful quantity 
has to be fixed in order to set the scale. In the present case this has been 
done via the scale parameter r0 of Sommer (1994), defined by 

dV2 r = 1.65 . (16.144)0 dr 

||||
r=r0 

Applying (16.144) to the Cornell (Eichten et al. 1980) or Richardson (1979) 
phenomenological potentials gives r0 - 0.49 fm, conveniently in the range 
which is well-determined by cc̄ and bb̄ data. The data are well described by 
the expression 

A 
V (r) =  V0 + σr − , (16.145) 

r 
where in accordance with (16.144) 

(1.65 − A)
σ = , (16.146)2r0 

and where V0 has been chosen such that V (r0) = 0. Thus (16.145) becomes 

( 
r 

) 
r0V (r) = (1.65 − A) − 1 − A 

(r0 − 1
) 

. (16.147) 
r0 r 

This is – up to a constant – exactly the functional form mentioned in chapter√ 
1, equation (1.33). The quantity σ (there called b) is referred to as the 
‘string tension’, and has a value of about 465 MeV in the present calculations. 
Phenomenological models suggest a value of around 440 MeV (Eichten et al. 
1980). The parameter A is found to have a value of about 0.3. In lowest-
order perturbation theory, and in the continuum limit, A would be given by 
one-gluon exchange as 

4 
A = αs(μ) (16.148)

3 

where μ is some energy scale. This would give αs - 0.22, a reasonable value 
for μ - 3 GeV. Interestingly, the form (16.147) is predicted by the ‘universal 
bosonic string model’ (Lüscher et al. 1980, Lüscher 1981), in which A has the 

π‘universal’ value - 0.26.12 
The existence of the linearly rising term with σ >  0 is a signal for confine-

ment, since – if the potential maintained this form – it would cost an infinite 
amount of energy to separate a quark and an antiquark. But at some point, 
enough energy will be stored in the ‘string’ to create a qq̄ pair from the vac-
uum: the string then breaks, and the two qq̄ pairs form mesons. There is no 
evidence for string breaking in figure 16.10, but we must note that the largest 
distance probed is only about 1.3 fm. 

3Comparison with matched data in the quenched approximation revealed very little 
difference, in this case. 
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ment, since – if the potential maintained this form – it would cost an infinite
amount of energy to separate a quark and an antiquark. But at some point,
enough energy will be stored in the ‘string’ to create a qq̄ pair from the vac-
uum: the string then breaks, and the two qq̄ pairs form mesons. There is no
evidence for string breaking in figure 16.10, but we must note that the largest
distance probed is only about 1.3 fm.

3Comparison with matched data in the quenched approximation revealed very little
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16.5.3 Calculation of α(M 2 
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The accuracy of this result is extremely impressive, and it implies that this 
determination is an important ingredient in the world average value quoted 
in (15.62). It is worth sketching some of the elements that went into this 
landmark calculation. 

The work used 12 gluon configurations from the MILC collaboration (Aubin 
et al. 2004), and built on a joint effort by several groups (see Davies et al. 
(HPQCD, UKQCD, MILC, and Fermilab collaborations) 2004). Vacuum po-
larization effects from all three light quarks u, d and s were included, using a 
Symanzik-improved staggered-quark discretization, with rooting. The effects 
of c and b quarks were incorporated using perturbation theory. The strange 
quark mass was physical, while the u and d quark mass (set to be the same) 
was three times too large, but small enough for chiral perturbation theory 
(see chapter 18) to be reliable for extrapolating to the physical mass. 

There were 5 parameters: mu = md,ms,mc,mb and the bare QCD cou-
pling gL (or equivalently the lattice spacing a). The mass parameters were 
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mΥ respectively. The lattice spacing was adjusted to make the Υ − Υ' mass 
difference agree with experiment (Gray et al. 2005). With the free parameters 
all determined, the simulation accurately reproduced QCD, and predictions 
for physical quantities could proceed. En passant, we show in figure 16.11 re-
sults obtained (Davies et al. 2004), divided by experimental results, for nine 
different quantities, with and without quark vacuum polarization (left and 
right panels respectively). The values on the left deviate from experiment by 
as much as 10% − 15%; those on the right agree with experiment to within 
systematic and statistical errors of 3% or less. 

To extract a value of the coupling constant, the general strategy is to 
calculate (with the tuned simulation) a non-perturbative numerical value for 
a short-distance quantity, for which perturbation theory should be reliable. 
Then, by comparing the numerically computed value to the known perturba-
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1 
Wmn ≡ <0|ReTrP exp[−igL A · dx]|0>, (16.150) 
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where P denotes path ordering, Aμ = λ/2 · Aμ is the QCD (matrix-valued) 
vector potential, and the integral is over a closed ma× na rectangular path, 
not necessarily planar. The 1 × 1 Wilson loop is just the vev of the simple 
plaquette operator UO of section 16.2.3. 
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where c
(r)
n and d(r) are dimensionless constants independent of the lattice spac-

ing a, but dependent on the particular Y (r), and αV(d
(r)/a) is the running

QCD coupling in the V-scheme, with Nf = 3 light quark flavours. The per-

turbative coefficients c
(r)
n for the various Y ’s were computed using Feynman

diagrams, for n ≤ 3, for the same quark and gluon actions which were used to
create the sets of gluon field configurations employed in the numerical evalua-
tion of the Y ’s. The renormalization scale d(r)/a varies for each short-distance
quantity, being chosen according to the Lepage-Mackenzie (1993) prescription
(or in some cases a more robust procedure due to Hornbostel, Lepage and
Morningstar (2003)).

There were 22 Y (r)’s, each of which was analyzed separately, fitting the
expansion (16.152) to the 12 values of that Y calculated using the 12 gluon
configurations. In the simplest terms, the result of each such fit would be the
value of αV at a particular scale, which was chosen to be αV(7.5 GeV). The
values required at the scales αV(d

(r)/ai) were found by numerically integrat-
ing the evolution equation (at four-loop order) for αV; here ai is the lattice
spacing for each configuration (there were 6 different spacings). In fact, the
fitting was more sophisticated, including further parameters related to vari-
ous corrections; the interested reader can consult Davies et al. (2008) for the
details. Having obtained αV(7.5 GeV), this was then converted to the MS
scheme, using the relation (Brodsky, Lepage and Mackenzie 1983)

αV(μ) = αMS(e
−5/6μ). (16.153)

Finally, the resultant αMS was evolved to M2
Z. The value (16.149) is the final

result after performing a weighted average over the 22 separate determina-
tions. A full discussion of the error estimate, which includes finite lattice
spacing, finite lattice volume, and chiral extrapolation uncertainties, is given
in Davies et al. (2008).

16.5.4 Hadron masses

For our last example of a precise lattice QCD calculation, it is appropriate to
consider the mass spectrum of light hadrons. After all, protons and neutrons
account for nearly all the mass of ordinary matter, and 95% of their mass is
the result of QCD interactions. It has long been a fundamental challenge to
predict hadron masses accurately from QCD.

As one example of such calculations, we show in figure 16.12 the light
hadron spectrum of QCD as reported by Dürr et al. (2008). Horizontal lines
and bands are the experimental values (which have been isospin-averaged)
with their decay widths. The solid circles are the predicted values. Vertical
error bars represent combined statistical and systematic error estimates. The
masses of the π, K and Ξ have no error bars, because they have been used to
set the values of mu = md, ms and the overall scale, respectively. Once again,
the agreement with experiment is very impressive.
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FIGURE 16.11 
Lattice QCD results divided by experimental results for nine different quan-
tities, with and without quark vacuum polarization (left and right panels, 
respectively). Figure reprinted with permission from C T H Davies et al. 
(HPQCD Collaboration) Phys. Rev. Lett. 92 022001 (2004). Copyright 2004 
by the American Physical Society. 

In order to compare the numerical evaluation of (16.150) with perturbation 
theory, one has to decide what is a suitable expansion parameter. It was shown 
by Lepage and Mackenzie (1993) that the obvious first choice, the bare lattice 
coupling constant, is generally a poor one due to renormalization effects, even 
for short distance quantities. Instead, a renormalized coupling should be used 
– but this raises the questions of what renormalization scheme to adopt, and 
what scale at which to evaluate the (now running) coupling. In the present 
case, the scheme proposed by Brodsky, Lepage and Mackenzie (1983) was 
followed. It is defined in terms of the heavy quark potential V (q), and is 
called the ‘V-scheme’. The strong coupling in the V-scheme is defined by 

4 4παV(q)
V (q) = − (16.151) 

3 q2 

with no higher-order corrections. 
The numerically calculated short-distance quantities Y (r) are therefore to 

be expanded as the series 

∞
Y (r) (r)αn = 

E 
c V(d

(r)/a), (16.152) n 
n=1 

0.9 1 1.1 0.9 1 1.1 
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FIGURE 16.11
Lattice QCD results divided by experimental results for nine different quan-
tities, with and without quark vacuum polarization (left and right panels,
respectively). Figure reprinted with permission from C T H Davies et al.
(HPQCD Collaboration) Phys. Rev. Lett. 92 022001 (2004). Copyright 2004
by the American Physical Society.

In order to compare the numerical evaluation of (16.150) with perturbation
theory, one has to decide what is a suitable expansion parameter. It was shown
by Lepage and Mackenzie (1993) that the obvious first choice, the bare lattice
coupling constant, is generally a poor one due to renormalization effects, even
for short distance quantities. Instead, a renormalized coupling should be used
– but this raises the questions of what renormalization scheme to adopt, and
what scale at which to evaluate the (now running) coupling. In the present
case, the scheme proposed by Brodsky, Lepage and Mackenzie (1983) was
followed. It is defined in terms of the heavy quark potential V (q), and is
called the ‘V-scheme’. The strong coupling in the V-scheme is defined by

V (q) = −4

3

4παV(q)

q2
(16.151)

with no higher-order corrections.
The numerically calculated short-distance quantities Y (r) are therefore to

be expanded as the series

Y (r) =
∞E
n=1

c(r)n αn
V(d

(r)/a), (16.152)
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and d(r) are dimensionless constants independent of the lattice spac-
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(r)/a) is the running 
QCD coupling in the V-scheme, with Nf = 3 light quark flavours. The per-

(r)
turbative coefficients cn for the various Y ’s were computed using Feynman 
diagrams, for n ≤ 3, for the same quark and gluon actions which were used to 
create the sets of gluon field configurations employed in the numerical evalua-
tion of the Y ’s. The renormalization scale d(r)/a varies for each short-distance 
quantity, being chosen according to the Lepage-Mackenzie (1993) prescription 
(or in some cases a more robust procedure due to Hornbostel, Lepage and 
Morningstar (2003)). 

There were 22 Y (r)’s, each of which was analyzed separately, fitting the 
expansion (16.152) to the 12 values of that Y calculated using the 12 gluon 
configurations. In the simplest terms, the result of each such fit would be the 
value of αV at a particular scale, which was chosen to be αV(7.5 GeV). The 
values required at the scales αV(d

(r)/ai) were found by numerically integrat-
ing the evolution equation (at four-loop order) for αV; here ai is the lattice 
spacing for each configuration (there were 6 different spacings). In fact, the 
fitting was more sophisticated, including further parameters related to vari-
ous corrections; the interested reader can consult Davies et al. (2008) for the 
details. Having obtained αV(7.5 GeV), this was then converted to the MS 
scheme, using the relation (Brodsky, Lepage and Mackenzie 1983) 

αV(μ) = α (e−5/6μ). (16.153) MS

Finally, the resultant α was evolved to MZ
2 . The value (16.149) is the final MS 

result after performing a weighted average over the 22 separate determina-
tions. A full discussion of the error estimate, which includes finite lattice 
spacing, finite lattice volume, and chiral extrapolation uncertainties, is given 
in Davies et al. (2008). 

16.5.4 Hadron masses 

For our last example of a precise lattice QCD calculation, it is appropriate to 
consider the mass spectrum of light hadrons. After all, protons and neutrons 
account for nearly all the mass of ordinary matter, and 95% of their mass is 
the result of QCD interactions. It has long been a fundamental challenge to 
predict hadron masses accurately from QCD. 

As one example of such calculations, we show in figure 16.12 the light 
hadron spectrum of QCD as reported by Dürr et al. (2008). Horizontal lines 
and bands are the experimental values (which have been isospin-averaged) 
with their decay widths. The solid circles are the predicted values. Vertical 
error bars represent combined statistical and systematic error estimates. The 
masses of the π, K and Ξ have no error bars, because they have been used to 
set the values of mu = md, ms and the overall scale, respectively. Once again, 
the agreement with experiment is very impressive. 
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Problems

16.1 Verify equation (16.9).

16.2 Verify equation (16.10).

16.3 Show that the momentum space version of (16.18) is (16.19).

16.4 Use (16.31) in (16.33) to verify (16.34).

16.5 Verify (16.68) and (16.70).

16.6 In a modified one-dimensional Ising model, spin variables sn at sites
labelled by n = 1, 2, 3, . . .N take the values sn = ±1, and the energy of each
spin configuration is

E = −
N−1E
n=1

Jnsnsn+1 ,

where all the constants Jn are positive. Show that the partition function ZN

is given by

ZN = 2

N−1H
n=1

(2 coshKn) ,

where Kn = Jn/kBT . Hence calculate the entropy for the particular case in
which all the Jn’s are equal to J and N >> 1, and discuss the behaviour of
the entropy in the limits T → ∞ and T → 0.

Let ‘p’ denote a particular site such that 1 << p << N . Show that the
average value <spsp+1> of the product spsp+1 is given by

<spsp+1> =
1

ZN

∂ZN

∂Kp
.

Show further that

<spsp+j> =
1

ZN

∂jZN

∂Kp∂Kp+1 . . . ∂Kp+j−1
.

Hence show that in the case J1 = J2 = . . . = JN = J ,

<spsp+j> = e−ja/ξ ,

where
ξ = −a/[ln(tanhK)] ,

and K = J/kBT . Discuss the physical meaning of ξ, considering the T → ∞
and T → 0 limits explicitly.
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FIGURE 16.12 
The light hadron spectrum of QCD, from Dürr et al. (2008). (See color plate 
II.) 

These calculations used a Symanzik-improved gauge action (Lüscher and 
Weisz 1985), and 2+1 flavours of light dynamical Wilson fermions, with var-
ious improvements (Morningstar and Peardon 2004). The physical scale was 
set either by fitting to the mass of the Ξ, or to the mass of the Ω; the two 
ways gave consistent results. Pion masses in the range (approximately) 800 
MeV to 190 MeV were used to extrapolate to the physical value, with lat-
tice sizes approximately four times the inverse pion mass. A particular type 
of finite-volume effect arises in the case of strongly decaying resonant states: 
a procedure for reconstructing the infinite-volume resonance mass, given by 
Lüscher (1986, 1991a, 1991b), was followed here. This was satisfactory, ex-
cept for the ρ and Δ at the lightest pion mass point, which was omitted from 
the extrapolation for these two channels. For further details, and additional 
references, we refer the reader to the supplementary material to Dürr et al. 
(2008) provided online. 

We have been able to give only a brief introduction into what is now, almost 
forty years after its initial inception by Wilson (1974), the highly mature field 
of lattice QCD. A great deal of effort has gone into ingenious and subtle 
improvements to the lattice action, to the numerical algorithms, and to the 
treatment of fermions – to name a few of the issues. Lattice QCD is now 
a major part of particle physics. From the perspective of this chapter and 
the previous one, we can confidently say that, both in the short-distance 
(perturbative) regime, and in the long-distance (non-perturbative) regime, 
QCD is established as the correct theory of the strong interactions of quarks, 
beyond reasonable doubt. 
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FIGURE 16.12
The light hadron spectrum of QCD, from Dürr et al. (2008). (See color plate
II.)

These calculations used a Symanzik-improved gauge action (Lüscher and
Weisz 1985), and 2+1 flavours of light dynamical Wilson fermions, with var-
ious improvements (Morningstar and Peardon 2004). The physical scale was
set either by fitting to the mass of the Ξ, or to the mass of the Ω; the two
ways gave consistent results. Pion masses in the range (approximately) 800
MeV to 190 MeV were used to extrapolate to the physical value, with lat-
tice sizes approximately four times the inverse pion mass. A particular type
of finite-volume effect arises in the case of strongly decaying resonant states:
a procedure for reconstructing the infinite-volume resonance mass, given by
Lüscher (1986, 1991a, 1991b), was followed here. This was satisfactory, ex-
cept for the ρ and Δ at the lightest pion mass point, which was omitted from
the extrapolation for these two channels. For further details, and additional
references, we refer the reader to the supplementary material to Dürr et al.
(2008) provided online.

We have been able to give only a brief introduction into what is now, almost
forty years after its initial inception by Wilson (1974), the highly mature field
of lattice QCD. A great deal of effort has gone into ingenious and subtle
improvements to the lattice action, to the numerical algorithms, and to the
treatment of fermions – to name a few of the issues. Lattice QCD is now
a major part of particle physics. From the perspective of this chapter and
the previous one, we can confidently say that, both in the short-distance
(perturbative) regime, and in the long-distance (non-perturbative) regime,
QCD is established as the correct theory of the strong interactions of quarks,
beyond reasonable doubt.
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Problems 
16.1 Verify equation (16.9). 

16.2 Verify equation (16.10). 

16.3 Show that the momentum space version of (16.18) is (16.19). 

16.4 Use (16.31) in (16.33) to verify (16.34). 

16.5 Verify (16.68) and (16.70). 

16.6 In a modified one-dimensional Ising model, spin variables sn at sites 
labelled by n = 1, 2, 3, . . .N  take the values sn = ±1, and the energy of each 
spin configuration is 

N−1

E = −
E 

Jnsnsn+1 , 
n=1 

where all the constants Jn are positive. Show that the partition function ZN 
is given by 

N−1

ZN = 2  
H 

(2 coshKn) , 
n=1 

where Kn = Jn/kBT . Hence calculate the entropy for the particular case in 
which all the Jn’s are equal to J and N >> 1, and discuss the behaviour of 
the entropy in the limits T → ∞ and T → 0. 

Let ‘p’ denote a particular site such that 1 << p << N . Show that the 
average value <spsp+1> of the product spsp+1 is given by 

1 ∂ZN<spsp+1> = . 
ZN ∂Kp 

Show further that 

1 ∂j ZN<spsp+j > = . 
ZN ∂Kp∂Kp+1 . . . ∂Kp+j−1 

Hence show that in the case J1 = J2 = . . . = JN = J , 

−ja/ξ <spsp+j > = e  , 

where 
ξ = −a/[ln(tanh K)] , 

and K = J/kBT . Discuss the physical meaning of ξ, considering the T → ∞  
and T → 0 limits explicitly. 
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17  
Spontaneously Broken Global Symmetry 

Previous chapters have introduced the non-Abelian symmetries SU(2) and 
SU(3) in both global and local forms, and we have seen how they may be 
applied to describe such typical physical phenomena as particle multiplets, 
and massless gauge fields. Remarkably enough, however, these symmetries 
are also applied, in the Standard Model, in two cases where the physical 
phenomena appear to be very different. Consider the following two questions: 
(i) Why are there no signs in the baryonic spectrum, such as parity doublets 
in particular, of the global chiral symmetry introduced in section 12.3.2? (ii) 
How can weak interactions be described by a local non-Abelian gauge theory 
when we know the mediating gauge field quanta are not massless? The answers 
to these questions each involve the same fundamental idea, which is a crucial 
component of the Standard Model, and perhaps also of theories which go 
beyond it. This is the idea that a symmetry can be ‘spontaneously broken’, 
or ‘hidden’. By contrast, the symmetries considered hitherto may be termed 
‘manifest symmetries’. 

The physical consequences of spontaneous symmetry breaking turn out to 
be rather different in the global and local cases. However, the essentials for 
a theoretical understanding of the phenomenon are contained in the simpler 
global case, which we consider in this chapter. The application to sponta-
neously broken chiral symmetry will be treated in chapter 18, and sponta-
neously broken local symmetry will be discussed in chapter 19, and applied in 
chapter 22. 

17.1 Introduction 
We begin by considering, in response to question (i) above, what could go 
wrong with the argument for symmetry multiplets that we gave in chapter 12. 
To understand this, we must use the field theory formulation of section 12.3, 
in which the generators of the symmetry are Hermitian field operators, and 
the states are created by operators acting on the vacuum. Thus consider two 
states |A>, |B>1 : 

† †ˆ ˆ|A> = φ |0>, |B> = φ |0> (17.1) A B 

1We now revert to the ordinary notation |0> for the vacuum state, rather than |Ω>, but 
it must be borne in mind that |0> is the full (interacting) vacuum. 
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symmetry, this will not be manifested in the form of multiplets of mass-
degenerate particles.

The preceding italicized sentence does correctly define what is meant by
a spontaneously broken symmetry in field theory, but there is another way of
thinking about it which is somewhat less abstract though also less rigorous.
The basic condition is Q̂|0< /= 0, and it seems tempting to infer that, in this
case, the application of Q̂ to the vacuum gives, not zero, but another possible
vacuum, |0<'. Thus we have the physically suggestive idea of ‘degenerate
vacua’ (they must be degenerate since [Q̂,H ] = 0). We shall see in a moment
why this notion, though intuitively helpful, is not rigorous.

It would seem, in any case, that the properties of the vacuum are all-
important, so we begin our discussion with a somewhat formal, but nonethe-
less fundamental, theorem about the quantum field vacuum.

17.2 The Fabri–Picasso theorem

Suppose that a given Lagrangian L̂ is invariant under some one-parameter
continuous global internal symmetry with a conserved Noether current ĵμ,
such that ∂μĵ

μ = 0. The associated ‘charge’ is the Hermitian operator Q̂ =/
ĵ0d3x, and

˙̂
Q = 0. We have hitherto assumed that the transformations of

such a U(1) group are representable in the space of physical states by unitary
operations Û(λ) = exp iλQ̂ for arbitrary λ, with the vacuum invariant under
Û , so that Q̂|0< = 0. Fabri and Picasso (1966) showed that there are actually
two possibilities:

(i) Q̂|0< = 0, and |0< is an eigenstate of Q̂ with eigenvalue 0, so that
|0< is invariant under Û(i.e. Û |0< = |0<);
or

(ii) Q̂|0< does not exist in the space (its norm is infinite).

The statement (ii) is technically more correct than the more intuitive state-
ments ‘Q̂|0< /= 0’ or ‘Û |0< = |0<'’, suggested above.

To prove this result, consider the vacuum matrix element <0|ĵ0(x)Q̂|0<.
From translation invariance, implemented by the unitary operator2 Û(x) =
exp iP̂ · x (where P̂μ is the 4-momentum operator) we obtain

<0|ĵ0(x)Q̂|0< = <0|eiP̂ ·xĵ0(0)e−iP̂ ·xQ̂|0<
= <0|eiP̂ ·xĵ0(0)Q̂e−iP̂ ·x|0<

2If this seems unfamiliar, it may be regarded as the 4-dimensional generalization of the
transformation (I.7) in appendix I of volume 1, from Schrödinger picture operators at t = 0
to Heisenberg operators at t �= 0.
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where φ̂ and φ̂A B 
†† are related to each other by (cf (12.100)) 

[Q̂, φ̂† ] =  φ̂A B 
† (17.2) 

for some generator Q̂ of a symmetry group, such that 

[Q̂, Ĥ] = 0. (17.3) 

(17.2) is equivalent to 

for an infinitesimal transformation Û ≈ 1+ iEQ̂. 

†ˆ+ iEφB Û φ̂† U−1 ≈ φ̂A A 
†ˆ (17.4) 

†† is ‘rotated’ into φ̂A BThus φ̂

by Û , and the operators will create states related by the symmetry transfor-
mation. We want to see what are the assumptions necessary to prove that 

ˆ ˆEA = EB , where H|A> = EA|A> and H |B> = EB |B>. (17.5) 

We have 
†ˆ ˆH |B> = Hφ̂ |0> = Ĥ(Q̂φ̂ †† − φ̂A A Q̂)|0>. (17.6) EB |B> = B 

Now if 

Q̂|0> = 0 (17.7) 

we can rewrite the right-hand side of (17.6) as 

†ĤQ̂ˆ †Q̂Ĥφ̂ ˆ ˆQĤ |A> = EAQ|A>|0> 
†
|0> 

Q̂φ̂

φ using (17.3) = = A A

†† + φ̂B AEA(φ̂ 

if (17.7) holds; (17.8)  
Q̂)|0>|0> =EA using (17.2) = A

EA|B>= 

whence, comparing (17.8) with (17.6), we see that 

EA = EB if (17.7) holds. (17.9) 

Remembering that Û = exp(iαQ̂), we see that (17.7) is equivalent to 

|0>' ≡ Û |0> = |0>. (17.10) 

Thus a multiplet structure will emerge provided that the vacuum is left in-
variant under the symmetry transformation. The ‘spontaneously broken sym-
metry’ situation arises in the contrary case – that is, when the vacuum is not 
invariant under the symmetry, which is to say when 

Q̂|0> /= 0. (17.11) 

In this case, the argument for the existence of symmetry multiplets breaks 
down, and although the Hamiltonian or Lagrangianmay exhibit a non-Abelian 
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Remembering that Û = exp(iαQ̂), we see that (17.7) is equivalent to
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Thus a multiplet structure will emerge provided that the vacuum is left in-
variant under the symmetry transformation. The ‘spontaneously broken sym-
metry’ situation arises in the contrary case – that is, when the vacuum is not
invariant under the symmetry, which is to say when
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In this case, the argument for the existence of symmetry multiplets breaks
down, and although the Hamiltonian or Lagrangianmay exhibit a non-Abelian
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symmetry, this will not be manifested in the form of multiplets of mass-
degenerate particles. 

The preceding italicized sentence does correctly define what is meant by 
a spontaneously broken symmetry in field theory, but there is another way of 
thinking about it which is somewhat less abstract though also less rigorous. 
The basic condition is Q̂|0< /= 0, and it seems tempting to infer that, in this 
case, the application of Q̂ to the vacuum gives, not zero, but another possible 
vacuum, |0< . Thus we have the physically suggestive idea of ‘degenerate 
vacua’ (they must be degenerate since [ Q, Hˆ ] = 0). We shall see in a moment 
why this notion, though intuitively helpful, is not rigorous. 

It would seem, in any case, that the properties of the vacuum are all-
important, so we begin our discussion with a somewhat formal, but nonethe-
less fundamental, theorem about the quantum field vacuum. 

17.2 The Fabri–Picasso theorem 
Suppose that a given Lagrangian L̂ is invariant under some one-parameter 
continuous global internal symmetry with a conserved Noether current ĵμ , 
such that ∂μĵ

μ = 0. The associated ‘charge’ is the Hermitian operator Q̂ = 
˙̂/ 

ĵ0d3x, and Q = 0. We have hitherto assumed that the transformations of 
such a U(1) group are representable in the space of physical states by unitary 
operations Û(λ) = exp iλQ̂ for arbitrary λ, with the vacuum invariant under 
Û , so that Q̂|0< = 0. Fabri and Picasso (1966) showed that there are actually 
two possibilities: 

ˆ(i)  Q|0< = 0, and |0< is an eigenstate of Q̂ with eigenvalue 0, so that 
ˆ|0< is invariant under Û(i.e. U |0< = |0<); 

or 

ˆ(ii) Q|0< does not exist in the space (its norm is infinite). 

The statement (ii) is technically more correct than the more intuitive state-
ments ‘ Q̂|0< /= 0’ or ‘Û |0< = |0<'’, suggested above. 

To prove this result, consider the vacuum matrix element <0|ĵ0(x)Q̂|0<. 
From translation invariance, implemented by the unitary operator2 Û(x) =  
exp i P̂ · x (where P̂μ is the 4-momentum operator) we obtain 

iP̂ ·xˆ P ·x ˆ<0|ĵ0(x)Q̂|0< = <0|e j0(0)e−i ˆ Q|0< 
iP̂ ·xˆ −iP̂= <0|e j0(0) Q̂e ·x|0< 

2If this seems unfamiliar, it may be regarded as the 4-dimensional generalization of the 
transformation (I.7) in appendix I of volume 1, from Schrödinger picture operators at t = 0  
to Heisenberg operators at t / 0.= 
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Returning to condensed matter systems, we introduce the BCS ground state
for a superconductor, in a way which builds on the Bogoliubov model of a
superfluid. We are then prepared for the application, in chapter 18, to spon-
taneous chiral symmetry breaking (question (i) above), following Nambu’s
profound analogy with one aspect of superconductivity. In chapter 19 we
shall see how a different aspect of superconductivity provides a model for the
answer to question (ii) above.

17.3 Spontaneously broken symmetry in condensed
matter physics

17.3.1 The ferromagnet

We have seen that everything depends on the properties of the vacuum state.
An essential aid to understanding hidden symmetry in quantum field theory
is provided by Nambu’s (1960) remarkable insight that the vacuum state of a
quantum field theory is analogous to the ground state of an interacting many-
body system. It is the state of lowest energy – the equilibrium state, given
the kinetic and potential energies as specified in the Hamiltonian. Now the
ground state of a complicated system (for example, one involving interacting
fields) may well have unsuspected properties – which may, indeed, be very
hard to predict from the Hamiltonian. But we can postulate (even if we
cannot yet prove) properties of the quantum field theory vacuum |0> which
are analogous to those of the ground states of many physically interesting
many-body systems – such as superfluids and superconductors, to name two
with which we shall be principally concerned.

Now it is generally the case, in quantum mechanics, that the ground state
of any system described by a Hamiltonian is non-degenerate. Sometimes we
may meet systems in which apparently more than one state has the same
lowest energy eigenvalue. Yet in fact none of these states will be the true
ground state: tunnelling will take place between the various degenerate states,
and the true ground state will turn out to be a unique linear superposition
of them. This is, in fact, the only possibility for systems of finite spatial
extent, though in practice a state which is not the true ground state may
have an extremely long lifetime. However, in the case of fields (extending
presumably throughout all space), the Fabri–Picasso theorem shows that there
is an alternative possibility, which is often described as involving a ‘degenerate
ground state’ – a term we shall now elucidate. In case (a) of the theorem, the
ground state is unique. For, suppose that several ground states |0, a>, |0, b>, . . .
existed, with the symmetry unitarily implemented. Then one ground state will
be related to another by

|0, a> = eiλQ̂|0, b> (17.18)

/ 

198 17. Spontaneously Broken Global Symmetry 

where the second line follows from 

[P̂μ , Q̂] = 0 (17.12) 

since Q̂ is an internal symmetry. But the vacuum is an eigenstate of P̂μ with 
eigenvalue zero, and so 

<0|ĵ0(x)Q̂|0> = <0|ĵ0(0) Q̂|0> (17.13) 

which states that the matrix element we started from is in fact independent 
of x. Now consider the norm of Q̂|0>: 

<0|Q̂Q̂|0> = 

/ 
d3 x<0|ĵ0(x)Q̂|0> (17.14) 

/ 
d3 = x<0|ĵ0(0) Q̂|0>, (17.15) 

which must diverge in the infinite volume limit, unless Q̂|0> = 0. Thus either 
ˆ ˆQ|0> = 0 or Q|0> has infinite norm. The foregoing can be easily generalized 
to non-Abelian symmetry operators T̂i. 

Remarkably enough, the argument can also, in a sense, be reversed. Cole-
man (1966) proved that if an operator 

Q̂(t) = d3 xĵ0(x) (17.16) 

is the spatial integral of the μ = 0 component of a 4-vector (but not assumed 
to be conserved), and if it annihilates the vacuum 

Q̂(t)|0> = 0, (17.17) 

then in fact ∂μĵ
μ = 0, Q̂ is independent of t, and the symmetry is unitarily 

implementable by operators Û = exp(iλQ̂). 
We might now simply proceed to the chiral symmetry application. We 

believe, however, that the concept of spontaneous symmetry breaking is so 
important to particle physics that a more extended discussion is amply justi-
fied. In particular, there are crucial insights to be gained by considering the 
analogous phenomenon in condensed matter physics. After a brief look at the 
ferromagnet, we shall describe the Bogoliubov model for the ground state of a 
superfluid, which provides an important physical example of a spontaneously 
broken global Abelian U(1) symmetry. We shall see that the excitations away 
from the ground state are massless modes and we shall learn, via Goldstone’s 
theorem, that such modes are an inevitable result of spontaneously breaking a 
global symmetry. Next, we shall introduce the ‘Goldstone model’ which is the 
simplest example of a spontaneously broken global U(1) symmetry, involving 
just one complex scalar field. The generalization of this to the non-Abelian 
case will draw us in the direction of the Higgs sector of the Standard Model. 
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where the second line follows from

[P̂μ, Q̂] = 0 (17.12)

since Q̂ is an internal symmetry. But the vacuum is an eigenstate of P̂μ with
eigenvalue zero, and so
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implementable by operators Û = exp(iλQ̂).
We might now simply proceed to the chiral symmetry application. We

believe, however, that the concept of spontaneous symmetry breaking is so
important to particle physics that a more extended discussion is amply justi-
fied. In particular, there are crucial insights to be gained by considering the
analogous phenomenon in condensed matter physics. After a brief look at the
ferromagnet, we shall describe the Bogoliubov model for the ground state of a
superfluid, which provides an important physical example of a spontaneously
broken global Abelian U(1) symmetry. We shall see that the excitations away
from the ground state are massless modes and we shall learn, via Goldstone’s
theorem, that such modes are an inevitable result of spontaneously breaking a
global symmetry. Next, we shall introduce the ‘Goldstone model’ which is the
simplest example of a spontaneously broken global U(1) symmetry, involving
just one complex scalar field. The generalization of this to the non-Abelian
case will draw us in the direction of the Higgs sector of the Standard Model.
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Returning to condensed matter systems, we introduce the BCS ground state 
for a superconductor, in a way which builds on the Bogoliubov model of a 
superfluid. We are then prepared for the application, in chapter 18, to spon-
taneous chiral symmetry breaking (question (i) above), following Nambu’s 
profound analogy with one aspect of superconductivity. In chapter 19 we 
shall see how a different aspect of superconductivity provides a model for the 
answer to question (ii) above. 

17.3  Spontaneously broken symmetry in condensed 
matter physics 

17.3.1 The ferromagnet 

We have seen that everything depends on the properties of the vacuum state. 
An essential aid to understanding hidden symmetry in quantum field theory 
is provided by Nambu’s (1960) remarkable insight that the vacuum state of a 
quantum field theory is analogous to the ground state of an interacting many-
body system. It is the state of lowest energy – the equilibrium state, given 
the kinetic and potential energies as specified in the Hamiltonian. Now the 
ground state of a complicated system (for example, one involving interacting 
fields) may well have unsuspected properties – which may, indeed, be very 
hard to predict from the Hamiltonian. But we can postulate (even if we 
cannot yet prove) properties of the quantum field theory vacuum |0> which 
are analogous to those of the ground states of many physically interesting 
many-body systems – such as superfluids and superconductors, to name two 
with which we shall be principally concerned. 

Now it is generally the case, in quantum mechanics, that the ground state 
of any system described by a Hamiltonian is non-degenerate. Sometimes we 
may meet systems in which apparently more than one state has the same 
lowest energy eigenvalue. Yet in fact none of these states will be the true 
ground state: tunnelling will take place between the various degenerate states, 
and the true ground state will turn out to be a unique linear superposition 
of them. This is, in fact, the only possibility for systems of finite spatial 
extent, though in practice a state which is not the true ground state may 
have an extremely long lifetime. However, in the case of fields (extending 
presumably throughout all space), the Fabri–Picasso theorem shows that there 
is an alternative possibility, which is often described as involving a ‘degenerate 
ground state’ – a term we shall now elucidate. In case (a) of the theorem, the 
ground state is unique. For, suppose that several ground states |0, a>, |0, b>, . . .  
existed, with the symmetry unitarily implemented. Then one ground state will 
be related to another by 

iλ ˆ|0, a> = e  Q|0, b>  (17.18) 
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the axis n̂ = (0, sinα, cosα). Thus the first ground state is

χ0 =

(
1
0

)

1

(
1
0

)

2

. . .

(
1
0

)

N

(N products) (17.19)

while the second is (cf (4.31), (4.32))

χ
(α)
0 =

(
cosα/2
i sinα/2

)

1

. . .

(
cosα/2
i sinα/2

)

N

. (17.20)

The scalar product of (17.19) and (17.20) is (cosα/2)N , which goes to zero as
N → ∞. Thus any two such ‘rotated ground states’ are indeed orthogonal in
the infinite volume (or infinite number of degrees of freedom) limit.

We may also enquire about the excited states built on one such ground
state, say the one with Ŝz eigenvalue N/2. Suppose for simplicity that
the magnet is one-dimensional (but the spins have all three components).
Consider the state χn = Ŝn−χ0 where Ŝn− is the spin lowering operator
Ŝn− = (Ŝnx − iŜny) at site n, such that

Ŝn−

(
1
0

)

n

=

(
0
1

)

n

; (17.21)

so Ŝn−χ0 differs from the ground state χ0 by having the spin at site n flipped.
The action of ĤS on χn can be found by writing

E
i/=j

Ŝi · Ŝj =
E
i/=j

1

2
(Ŝi−Ŝj+ + Ŝj−Ŝi+) + ŜizŜjz (17.22)

(remembering that spins on different sites commute), where Ŝi+ = Ŝix +
iŜiy. Since all Ŝi+ operators give zero on a spin ‘up’ state, the only non-zero
contributions from the first (bracketed) term in (17.22) come from terms in
which either Ŝi+ or Ŝj+ act on the ‘down’ spin at n, so as to restore it to ‘up’.

The ‘partner’ operator Ŝi− (or Ŝj−) then simply lowers the spin at i (or j),
leading to the result

E
i/=j

1

2
(Ŝi−Ŝj+ + Ŝj−Ŝi+)χn =

E
i/=n

χi. (17.23)

Thus the state χn is not an eigenstate of ĤS . However, a little more work
shows that the superpostitions

χ̃q =
1√
N

E
n

eiqnaχn (17.24)

are eigenstates; here q is one of the discretized wavenumbers produced by
appropriate boundary conditions, as is usual in one-dimensional ‘chain’ prob-
lems. The states (17.24) represent spin waves, and they have the important
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for some λ. However, in case (a) the charge annihilates a ground state, and 
so all of them are really identical. In case (b), on the other hand, we cannot 
write (17.18) – since Q̂|0> does not exist – and we do have the possibility 
of many degenerate ground states. In simple models one can verify that 
these alternative ground states are all orthogonal to each other, in the infinite 
volume limit – or perhaps more physically, the limit in which the number 
of degrees of freedom becomes infinite. And each member of every ‘tower’ 
of excited states, built on these alternative ground states, is also orthogonal 
to all the members of other towers. But any single tower must constitute a 
complete space of states. It follows that states in different towers belong to 
different complete spaces of states, that is to different – and inequivalent – 
‘worlds’, each one built on one of the possible orthogonal ground states. 

At first sight, a familiar example of these ideas seems to be that of a fer-
romagnet, below its Curie temperature TC. Consider an ‘ideal Heisenberg 
ferromagnet’ with N atoms each of spin 1/2, described by a Hamiltonian of 

Heisenberg exchange form HS = −J 
E 

Ŝi · Ŝj , where i and j label the atomic 
sites. This Hamiltonian is invariant under spatial rotations, since it only 
depends on the dot product of the spin operators. Such rotations are im-

ˆplemented by unitary operators exp(iŜ · α) where Ŝ = 
E

i Si, and spins at 
different sites are assumed to commute. As usual with angular momentum 
in quantum mechanics, the eigenstates of HS are labelled by the eigenvalues 
of total squared spin, and of one component of spin, say of Ŝz = 

E
i Ŝiz . 

The quantum mechanical ground state of HS is an eigenstate with total spin 
quantum number S = N/2, and this state is (2 · N/2 + 1) = (N + 1)− fold 
degenerate, allowing for all the possible eigenvalues (N/2, N/2− 1, . . .  − N/2) 
of Ŝz for this value of S. We are free to choose any one of these degenerate 
states as ‘the’ ground state, say the state with eigenvalue Sz = N/2. 

It is clear that the ground state is not invariant under the spin-rotation 
symmetry of HS , which would require the eigenvalues S = Sz = 0. Further-
more, this ground state is degenerate. So two important features of what 
we have so far learned to expect of a spontaneously broken symmetry are 
present – namely, ‘the ground state is not invariant under the symmetry of 
the Hamiltonian’, and ‘the ground state is degenerate’. However, it has to 
be emphasized that this ferromagnetic ground state does, in fact, respect the 
symmetry of HS , in the sense that it belongs to an irreducible representation 
of the symmetry group: the unusual feature is that it is not the ‘trivial’ (sin-
glet) representation, as would be the case for an invariant ground state. The 
spontaneous symmetry breaking which is the true model for particle physics 
is that in which a many body ground state is not an eigenstate (trivial or 
otherwise) of the symmetry operators of the Hamiltonian: rather it is a su-
perposition of such eigenstates. We shall explore this for the superfluid and 
the superconductor in due course. 

Nevertheless, there are some useful insights to be gained from the ferro-
magnet. First, consider two ground states differing by a spin rotation. In the 
first, the spins are all aligned along the 3-axis, say, and in the second along 
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depends on the dot product of the spin operators. Such rotations are im-
plemented by unitary operators exp(iŜ · α) where Ŝ =
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i Ŝi, and spins at

different sites are assumed to commute. As usual with angular momentum
in quantum mechanics, the eigenstates of HS are labelled by the eigenvalues
of total squared spin, and of one component of spin, say of Ŝz =
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The quantum mechanical ground state of HS is an eigenstate with total spin
quantum number S = N/2, and this state is (2 · N/2 + 1) = (N + 1)− fold
degenerate, allowing for all the possible eigenvalues (N/2, N/2− 1, . . .−N/2)
of Ŝz for this value of S. We are free to choose any one of these degenerate
states as ‘the’ ground state, say the state with eigenvalue Sz = N/2.

It is clear that the ground state is not invariant under the spin-rotation
symmetry of HS , which would require the eigenvalues S = Sz = 0. Further-
more, this ground state is degenerate. So two important features of what
we have so far learned to expect of a spontaneously broken symmetry are
present – namely, ‘the ground state is not invariant under the symmetry of
the Hamiltonian’, and ‘the ground state is degenerate’. However, it has to
be emphasized that this ferromagnetic ground state does, in fact, respect the
symmetry of HS , in the sense that it belongs to an irreducible representation
of the symmetry group: the unusual feature is that it is not the ‘trivial’ (sin-
glet) representation, as would be the case for an invariant ground state. The
spontaneous symmetry breaking which is the true model for particle physics
is that in which a many body ground state is not an eigenstate (trivial or
otherwise) of the symmetry operators of the Hamiltonian: rather it is a su-
perposition of such eigenstates. We shall explore this for the superfluid and
the superconductor in due course.

Nevertheless, there are some useful insights to be gained from the ferro-
magnet. First, consider two ground states differing by a spin rotation. In the
first, the spins are all aligned along the 3-axis, say, and in the second along
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the axis n̂ = (0, sin α, cos α). Thus the first ground state is 
( 

1 
) ( 

1 
) ( 

1 
)

χ0 = . . .  (N products) (17.19) 
0 0 0 

1 2 N 

while the second is (cf (4.31), (4.32)) 

(α) 
( 

cos α/2 
) ( 

cos α/2 
)

χ = . . .  . (17.20) 0 i sinα/2 i sinα/2 
1 N 

The scalar product of (17.19) and (17.20) is (cosα/2)N , which goes to zero as 
N → ∞. Thus any two such ‘rotated ground states’ are indeed orthogonal in 
the infinite volume (or infinite number of degrees of freedom) limit. 

We may also enquire about the excited states built on one such ground 
ˆstate, say the one with Sz eigenvalue N/2. Suppose for simplicity that 

the magnet is one-dimensional (but the spins have all three components). 
ˆ ˆConsider the state χn = Sn−χ0 where Sn− is the spin lowering operator 

Ŝn− = (Ŝnx − iŜny) at site  n, such that 

( 
1 
) ( 

0 
)

Ŝn− = ; (17.21) 
0 1 

n n 

ˆso Sn−χ0 differs from the ground state χ0 by having the spin at site n flipped. 
ˆThe action of HS on χn can be found by writing 

1E 
Ŝi · Ŝj = 

E 
(Ŝi−Ŝj+ + Ŝj−Ŝi+) +  Ŝiz Ŝjz (17.22) 

2
i/ i=j=j /

(remembering that spins on different sites commute), where Ŝi+ = Ŝix + 
iŜiy . Since all Ŝi+ operators give zero on a spin ‘up’ state, the only non-zero 
contributions from the first (bracketed) term in (17.22) come from terms in 

ˆwhich either Ŝi+ or Sj+ act on the ‘down’ spin at n, so as to restore it to ‘up’. 

The ‘partner’ operator Ŝi− (or Ŝj−) then simply lowers the spin at i (or j), 
leading to the result 

1 ˆ ˆ(Ŝi−Sj+ + Ŝj−Si+)χn = 
E 

χi. (17.23) 
2

i/ i=n=j /

ˆThus the state χn is not an eigenstate of HS . However, a little more work 
shows that the superpostitions 

1 
χ̃q = √ 

E 
e iqnaχn (17.24) 

N n 

are eigenstates; here q is one of the discretized wavenumbers produced by 
appropriate boundary conditions, as is usual in one-dimensional ‘chain’ prob-
lems. The states (17.24) represent spin waves, and they have the important 
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at once that Ĥ is invariant under the global U(1) symmetry

φ̂(x) → φ̂'(x) = e−iαφ̂(x), (17.26)

the generator being the conserved number operator

N̂ =

/
φ̂†φ̂ d3x (17.27)

which obeys [N̂ , Ĥ] = 0. Our ultimate concern will be with the way this
symmetry is ‘spontaneously broken’ in the superfluid ground state. Naturally,
since this is an Abelian, rather than a non-Abelian, symmetry the physics will
not involve any (hidden) multiplet structure. But the nature of the ‘symmetry
breaking ground state’ in this U(1) case (and in the BCS model of section 17.7)
will serve as a physical model for non-Abelian cases also.

We begin by re-writing Ĥ in terms of mode creation and annihilation
operators in the usual way. We expand φ̂(x) as a superposition of solutions of
the v = 0 problem, which are plane waves quantized in a large cube of volume
Ω:

φ̂(x) =
1

Ω
1
2

E

k

âke
ik·x (17.28)

where âk|0> = 0, â†
k
|0> is a one-particle state, and [âk, â

†
k' ] = δk,k' , with

all other commutators vanishing. We impose periodic boundary conditions
at the cube faces, and the free particle energies are Ek = k2/2m. Inserting
(17.28) into (17.25) leads (problem 17.1) to

Ĥ =
E

k

Ekâ
†
k
ak +

1

2Ω

E
Δ

v̄(|k1 − k'
1|)â

†
k1

â†
k2

â
k

'
2

â
k

'
1

Δ(k1 + k2 − k'
1 − k'

2)

(17.29)
where the sum is over all momenta k1,k2,k

'
1,k

'
2 subject to the conservation

law imposed by the Δ function:

Δ(k) = 1 if k = 0 (17.30)

= 0 if k /= 0. (17.31)

The interaction term in (17.29) is easily visualized as in figure 17.1. A pair
of particles in states k'

1,k
'
2 is scattered (conserving momentum) to a pair in

states k1,k2 via the Fourier transform of v:

v̄(|k|) =
/

v(r)e−ik·rd3r. (17.32)

Now, below the superfluid transition temperature TS, we know that in the
limit as v → 0 the ground state has all the particles ‘condensed’ into the lowest
energy state, which has k = 0. Thus the ground state will be proportional to

|N, 0> = (â†0)
N |0>. (17.33)
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feature that for low q (long wavelength) their frequency ω tends to zero with 
q (actually ω ∝ q2). In this respect, therefore, they behave like massless par-
ticles when quantized – and this is another feature we should expect when a 
symmetry is spontaneously broken. 

The ferromagnet gives us one more useful insight. We have been assuming 
that one particular ground state (e.g. the one with Sz = N/2) has been some-
how ‘chosen’. But what does the choosing? The answer to this is clear enough 
in the (perfectly realistic) case in which the Hamiltonian ĤS is supplemented 

ˆby a term −gμB 
L

Siz , representing the effect of an applied field B directedi 
along the z-axis. This term will indeed ensure that the ground state is unique, 
and has Sz = N/2. Consider now the two limits B → 0 and N → ∞, both 
at finite temperature. When B → 0 at finite N , the N + 1 different Sz eigen-
states become degenerate, and we have an ensemble in which each enters with 
an equal weight; there is therefore no loss of symmetry, even as N → ∞ (but 
only after B → 0). On the other hand, if N → ∞ at finite B  0, the single = 
state with Sz = N/2 will be selected out as the unique ground state and this 
asymmetric situation will persist even in the limit B → 0. In a (classical) 
mean field theory approximation we suppose that an ‘internal field’ is ‘spon-
taneously generated’, which is aligned with the external B and survives even 
as B → 0, thus ‘spontaneously’ breaking the symmetry. 

The ferromagnet therefore provides an easily pictured system exhibiting 
many of the features associated with spontaneous symmetry breaking; most 
importantly, it strongly suggests that what is really characteristic about the 
phenonenon is that it entails ‘spontaneous ordering’.3 Generally such ordering 
occurs below some characteristic ‘critical temperature’, TC. The field which 
develops a non-zero equilibrium value below TC is called an ‘order parame-
ter’. This concept forms the basis of Landau’s theory of second-order phase 
transitions (see for example chapter XIV of Landau and Lifshitz 1980). 

We now turn to an example much more closely analogous to the particle 
physics applications: the superfluid. 

17.3.2 The Bogoliubov superfluid 
Consider the non-relativistic Hamiltonian (in the Schrödinger picture) 

1 
J

Ĥ = d3 x∇φ̂† ·∇φ̂
2m  

1  
+ 

J J
d3 x d3 y v(|x − y|)φ̂†(x)φ̂†(y)φ̂(y)φ̂(x) (17.25) 

2 

where φ̂†(x) creates a boson of mass m at position x. This Ĥ describes 
identical bosons interacting via a potential v, which is assumed to be weak 
(see, for example, Schiff 1968 section 55, or Parry 1973 chapter 1). We note 

3It is worth pausing to reflect on the idea that ordering is associated with symmetry 
breaking. 
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feature that for low q (long wavelength) their frequency ω tends to zero with
q (actually ω ∝ q2). In this respect, therefore, they behave like massless par-
ticles when quantized – and this is another feature we should expect when a
symmetry is spontaneously broken.

The ferromagnet gives us one more useful insight. We have been assuming
that one particular ground state (e.g. the one with Sz = N/2) has been some-
how ‘chosen’. But what does the choosing? The answer to this is clear enough
in the (perfectly realistic) case in which the Hamiltonian ĤS is supplemented
by a term −gμB

L
i Ŝiz , representing the effect of an applied field B directed

along the z-axis. This term will indeed ensure that the ground state is unique,
and has Sz = N/2. Consider now the two limits B → 0 and N → ∞, both
at finite temperature. When B → 0 at finite N , the N + 1 different Sz eigen-
states become degenerate, and we have an ensemble in which each enters with
an equal weight; there is therefore no loss of symmetry, even as N → ∞ (but
only after B → 0). On the other hand, if N → ∞ at finite B = 0, the single
state with Sz = N/2 will be selected out as the unique ground state and this
asymmetric situation will persist even in the limit B → 0. In a (classical)
mean field theory approximation we suppose that an ‘internal field’ is ‘spon-
taneously generated’, which is aligned with the external B and survives even
as B → 0, thus ‘spontaneously’ breaking the symmetry.

The ferromagnet therefore provides an easily pictured system exhibiting
many of the features associated with spontaneous symmetry breaking; most
importantly, it strongly suggests that what is really characteristic about the
phenonenon is that it entails ‘spontaneous ordering’.3 Generally such ordering
occurs below some characteristic ‘critical temperature’, TC. The field which
develops a non-zero equilibrium value below TC is called an ‘order parame-
ter’. This concept forms the basis of Landau’s theory of second-order phase
transitions (see for example chapter XIV of Landau and Lifshitz 1980).

We now turn to an example much more closely analogous to the particle
physics applications: the superfluid.

17.3.2 The Bogoliubov superfluid

Consider the non-relativistic Hamiltonian (in the Schrödinger picture)
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1
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J
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1
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J J
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where φ̂†(x) creates a boson of mass m at position x. This Ĥ describes
identical bosons interacting via a potential v, which is assumed to be weak
(see, for example, Schiff 1968 section 55, or Parry 1973 chapter 1). We note

3It is worth pausing to reflect on the idea that ordering is associated with symmetry
breaking.
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ˆat once that H is invariant under the global U(1) symmetry 

φ̂(x) → φ̂'(x) = e −iαφ̂(x), (17.26) 

the generator being the conserved number operator 

N̂ = φ̂†φ̂ d3 x (17.27) 

which obeys [ ˆ H] 0. Our ultimate concern will be with the way this N,  ˆ = 
symmetry is ‘spontaneously broken’ in the superfluid ground state. Naturally, 
since this is an Abelian, rather than a non-Abelian, symmetry the physics will 
not involve any (hidden) multiplet structure. But the nature of the ‘symmetry 
breaking ground state’ in this U(1) case (and in the BCS model of section 17.7) 
will serve as a physical model for non-Abelian cases also. 

We begin by re-writing Ĥ in terms of mode creation and annihilation 
operators in the usual way. We expand φ̂(x) as a superposition of solutions of 
the v = 0 problem, which are plane waves quantized in a large cube of volume 
Ω: 

1ˆ ik·xφ(x) = 1 

E 
âke (17.28) 

Ω 2 
k 

† †where âk|0> = 0, â |0> is a one-particle state, and [âk, âk' ] =  δk,k' , with 
k

all other commutators vanishing. We impose periodic boundary conditions 
k2at the cube faces, and the free particle energies are Ek = /2m. Inserting 

(17.28) into (17.25) leads (problem 17.1) to 

1† † †Ĥ = 
E 

Ekâ ak + 
E 

v̄(|k1 − k' 
1|)â â â ' â Δ(k1 + k2 − k1 

' − k' 
2)k 2Ω k1 k2 k2 k ' 

1 
Δk 

(17.29) 
where the sum is over all momenta k1, k2, k' 

1, k
' subject to the conservation 2 

law imposed by the Δ function: 

Δ(k) = 1 if  k = 0 (17.30) 

= 0 / 0. (17.31) if k = 

The interaction term in (17.29) is easily visualized as in figure 17.1. A pair 
of particles in states k' 

1, k
' is scattered (conserving momentum) to a pair in 2 

states k1, k2 via the Fourier transform of v: 

v̄(|k|) = 

/ 
v(r)e−ik·rd3 r. (17.32) 

Now, below the superfluid transition temperature TS, we know that in the 
limit as v → 0 the ground state has all the particles ‘condensed’ into the lowest 
energy state, which has k = 0. Thus the ground state will be proportional to 

†|N, 0> = (â )N |0>. (17.33) 0
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operator. However, it is important to be clear that the number non-conserving
aspect of (17.35) is of a completely different kind, conceptually, from that
which would be associated with a (hypothetical) ‘explicit ’ number violating
term in the original Hamiltonian – for example, the addition of a term of the
form ‘â†ââ’. In arriving at (17.35), we effectively replaced (17.28) by

φ̂B(x) = ρ
1/2
0 +

1

Ω1/2

E

k /=0
âke

ik·x (17.37)

where ρ0 = N0/Ω, N0 ≈ N , and N0/Ω remains finite as Ω → ∞. The limit is
crucial here: it enables us to picture the condensate N0 as providing an infinite
reservoir of particles, with which excitations away from the ground state can
exchange particle number. From this point of view, a number non-conserving
ground state may appear more reasonable. The ultimate test, of course, is
whether such a state is a good approximation to the true ground state, for a
large but finite system.

What is |ground>B? Remarkably, ĤB can be exactly diagonalized by means
of the Bogoliubov quasiparticle operators (for k /= 0)

α̂k = fkâk + gkâ
†
−k, α̂†

k
= fkâ

†
k
+ gkâ

†
−k (17.38)

where fk and gk are real functions of k = |k|. We must again at once draw
attention to the fact that this transformation does not respect the symmetry
(17.26) either, since âk → e−iαâk while â†−k → e+iαâ†−k. In fact, the op-

erators α̂†
k

will turn out to be precisely creation operators for quasiparticles

which exchange particle number with the ground state.
The commutator of α̂k and α̂†

k
is easily evaluated:

[α̂k, α̂
†
k
] = f2

k − g2k, (17.39)

while two α̂’s or two α̂†’s commute. We choose fk and gk such that f2
k−g2k = 1,

so that the â’s and the α̂’s have the same (bosonic) commutation relations,
and the transformation (17.38) is ‘canonical’. A convenient choice is fk =
cosh θk, gk = sinh θk. We now assert that ĤB can be written in the form

ĤB =
E'

k

ωkα̂
†
k
α̂k + β (17.40)

for certain ωk and β. Equation (17.40) implies, of course, that the eigenvalues

of ĤB are β +
E

k(n+ 1/2)ωk, and that α̂†
k
acts as the creation operator for

the quasiparticle of energy ωk, as just anticipated.
We verify (17.40) slightly indirectly. We note first that it implies that

[ĤB, α̂
†
l
] = ωlα̂

†
l
. (17.41)

E' † 

E' † † 
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FIGURE 17.1 
The interaction term in (17.29). 

When a weak repulsive v is included, it is reasonable to hope that most of 
the particles remain in the condensate, only relatively few being excited to 
states with k / 0. Let N0 be the number of particles with k = 0, where by = 
assumption N0 ≈ N . We now consider the limit N (and N0) → ∞ and Ω → ∞  
such that the density ρ = N/Ω (and ρ0 = N0/Ω) stays constant. Bogoliubov 

(1947) argued that in this limit we may effectively replace both â0 and â † in0 
1/2

the second term in (17.29) by the number N . This amounts to saying that 0 
in the commutator 

†â0 â† â â0 10 − = (17.34) 
Ω1/2 Ω1/2 Ω1/2 Ω1/2 Ω 

the two terms on the left-hand side are each of order N0/Ω and hence finite, 
†while their difference may be neglected as Ω → ∞. Replacing â0 and â by0 

N
1/2 

leads (problem 17.2) to the following approximate form for Ĥ :0 

21N 
Ĥ ≈ ˆ ≡ â ˆ v̄(0) HB k

akEk + 
2 Ω 

k 
1 N 

+ v̄(|k|)[â â + ˆ a (17.35) 
k −k akˆ−k], 

k 
2 Ω 

where 
N 

Ek = Ek + v̄(|k|), (17.36) 
Ω 

primed summations do not include k = 0, and terms which tend to zero as 
Ω → ∞ have been dropped (thus, N0 has been replaced by N). 

The most immediately striking feature of (17.35), as compared with Ĥ of 
(17.29), is that ĤB does not conserve the U(1) (number) symmetry (17.26) 

ˆwhile H does: it is easy to see that for (17.26) to be a good symmetry, the 
number of â’s must equal the number of â†’s in every term. Thus the ground 
state of ĤB, |ground>B, cannot be expected to be an eigenstate of the number 
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FIGURE 17.1
The interaction term in (17.29).

When a weak repulsive v is included, it is reasonable to hope that most of
the particles remain in the condensate, only relatively few being excited to
states with k /= 0. Let N0 be the number of particles with k = 0, where by
assumptionN0 ≈ N . We now consider the limit N (andN0) → ∞ and Ω → ∞
such that the density ρ = N/Ω (and ρ0 = N0/Ω) stays constant. Bogoliubov
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the second term in (17.29) by the number N
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1
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(17.34)

the two terms on the left-hand side are each of order N0/Ω and hence finite,

while their difference may be neglected as Ω → ∞. Replacing â0 and â†0 by

N
1/2
0 leads (problem 17.2) to the following approximate form for Ĥ :

Ĥ ≈ ĤB ≡
E'

k

â†
k
âkEk +

1

2

N

Ω

2

v̄(0)

+
1

2

E'

k

N

Ω
v̄(|k|)[â†

k
â†−k + âkâ−k], (17.35)

where

Ek = Ek +
N

Ω
v̄(|k|), (17.36)

primed summations do not include k = 0, and terms which tend to zero as
Ω → ∞ have been dropped (thus, N0 has been replaced by N).

The most immediately striking feature of (17.35), as compared with Ĥ of
(17.29), is that ĤB does not conserve the U(1) (number) symmetry (17.26)
while Ĥ does: it is easy to see that for (17.26) to be a good symmetry, the
number of â’s must equal the number of â†’s in every term. Thus the ground
state of ĤB, |ground>B, cannot be expected to be an eigenstate of the number

E' † 

205 17.3. Spontaneously broken symmetry in condensed matter physics 

operator. However, it is important to be clear that the number non-conserving 
aspect of (17.35) is of a completely different kind, conceptually, from that 
which would be associated with a (hypothetical) ‘explicit ’ number violating 
term in the original Hamiltonian – for example, the addition of a term of the 
form ‘â†ââ’. In arriving at (17.35), we effectively replaced (17.28) by 

11/2 ik·xφ̂B(x) = ρ + 
E 

ˆ (17.37) 0 ake Ω1/2 
k /=0 

where ρ0 = N0/Ω, N0 ≈ N , and N0/Ω remains finite as Ω → ∞. The limit is 
crucial here: it enables us to picture the condensate N0 as providing an infinite 
reservoir of particles, with which excitations away from the ground state can 
exchange particle number. From this point of view, a number non-conserving 
ground state may appear more reasonable. The ultimate test, of course, is 
whether such a state is a good approximation to the true ground state, for a 
large but finite system. 

What is |ground>B? Remarkably, ĤB can be exactly diagonalized by means 
of the Bogoliubov quasiparticle operators (for k / 0)= 

† † † †α̂k = fkâk + gkâ α̂ = fkâ + gkâ (17.38) −k, k k −k 

where fk and gk are real functions of k = |k|. We must again at once draw 
attention to the fact that this transformation does not respect the symmetry 

−iαˆ † +iαˆ†(17.26) either, since âk → e ak while â → e a In fact, the op-−k −k. 

erators α̂† will turn out to be precisely creation operators for quasiparticles 
k 

which exchange particle number with the ground state. 
†The commutator of α̂k and α̂ is easily evaluated: 
k 

† 2[ˆ α ] =  f2 (17.39) αk, ˆk k − gk, 

2while two α̂’s or two α̂†’s commute. We choose fk and gk such that f2 −g = 1,k k 
so that the â’s and the α̂’s have the same (bosonic) commutation relations, 
and the transformation (17.38) is ‘canonical’. A convenient choice is fk = 
cosh θk, gk = sinh θk. We now assert that ĤB can be written in the form 

ĤB = ωkα̂ α̂k + β (17.40) 
k 

k 

for certain ωk and β. Equation (17.40) implies, of course, that the eigenvalues 
†of ĤB are β +

E
k(n+ 1/2)ωk, and that α̂ acts as the creation operator for 

k 
the quasiparticle of energy ωk, as just anticipated. 

We verify (17.40) slightly indirectly. We note first that it implies that 

† †[ĤB, α̂l
] =  ωlα̂l

. (17.41) 
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There is still more to be learned from (17.46). If, in fact, v̄(|l|) ∼ 1/l2,
then ωl → constant as |l| → 0, and the spectrum would not be phonon-like.
Indeed, if v̄(|l|) ∼ e2/l2, then ωl ∼ |e|(ρ/m)1/2 for small |l|, which is just the
‘plasma frequency’ ωp. In particle physics terms, this would be analogous to
a dispersion relation of the form ωl ∼ (ω2

p + l2)1/2, which describes a particle
with mass ωp. Such a v̄ is, of course, Colombic (the Fourier transform of
e2/|x|), indicating that in the case of such a long-range force the frequency
spectrum acquires a mass-gap. This will be the topic of chapter 19.

Having discussed the spectrum of quasiparticle excitations, let us now
concentrate on the ground state in this model. From (17.40), it is clear that
it is defined as the state |ground>B such that

α̂k|ground>B = 0 for all k /= 0; (17.47)

i.e. as the state with no non-zero-momentum quasiparticles in it. This is a
complicated state in terms of the original âk and â†

k
operators, but we can

give a formal expression for it, as follows. Since the α̂’s and â’s are related by
a canonical transformation, there must exist a unitary operator ÛB such that

α̂k = ÛBâkÛ
−1
B , âk = Û−1

B α̂kÛB. (17.48)

Now we know that âk|0> = 0. Hence it follows that

α̂kÛB|0> = 0, (17.49)

and we can identify |ground>B with ÛB|0>. In problem 17.4, ÛB is evaluated for
an ĤB consisting of a single k-mode only, in which case the operator effecting
the transformation analogous to (17.48) is Û1 = exp[θ(ââ − â†â†)/2] where
θ replaces θk in this case. This generalizes (in the form of products of such
operators) to the full ĤB case, but we shall not need the detailed result; an
analogous result for the BCS ground state is discussed more fully in section
17.7. The important point is the following. It is clear from expanding the
exponentials that ÛB creates a state in which the number of a-quanta (i.e. the
original bosons) is not fixed. Thus unlike the simple non-interacting ground
state |N, 0> of (17.33), |ground>B = ÛB|0> does not have a fixed number of
particles in it: that is to say, it is not an eigenstate of the symmetry operator
N̂ , as anticipated in the comment following (17.36). This is just the situation
alluded to in the paragraph before equation (17.19), in our discussion of the
ferromagnet.

Consider now the expectation value of φ̂(x) in any state of definite particle
number – that is, in an eigenstate of the symmetry operator N̂ . It is easy to
see that this must vanish (remember that φ̂ destroys a boson, and so φ̂|N> is
proportional to |N − 1>, which is orthogonal to |N>). On the other hand, this

is not true of φ̂B(x): for example, in the non-interacting ground state (17.33),
we have

<N, 0|φ̂B(x)|N, 0> = ρ
1/2
0 . (17.50)
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Substituting for α̂† from (17.38), we require 
l 

† †[ĤB, cosh θl â + sinh θl â−l] =  ωl(cosh θl â + sinh θl â−l), (17.42) 
l l 

which must hold as an identity in the â’s and â†’s. Using the expression (17.35) 
for ĤB, and some patient work with the commutation relations (problem 17.3), 
one finds 

N 
(ωl − El) cosh θl + v̄(|l|) sinh θl = 0  (17.43) 

Ω 
N 

v̄(|l|) cosh θl − (ωl + El) sinh θl = 0. (17.44) 
Ω 

For consistency, therefore, we require 

( 
N 

)2 

E2 − ω2 − (v̄(|l|))2 = 0, (17.45) l l Ω2 

or (recalling the definitions of El and El) 

| 
l2 ( 

l2 )|1/2 

ωl = + 2ρv̄(|l|) (17.46) 
2m 2m 

where ρ = N/Ω. The value of tanh θl is then determined via either of (17.43), 
(17.44). 

Equation (17.46) is an important result, giving the frequency as a function 
of the momentum (or wavenumber); it is an example of a ‘dispersion relation’. 
At the risk of stating the obvious, let us emphasize that equation (17.40) tells 
us that the original system of interacting bosons is equivalent (under the 
approximations made) to a system of non-interacting quasiparticles, whose 
frequency ωl is related to wavenumber by (17.46). These are the true modes 
of the system. Let us consider this dispersion relation. 

First of all, in the non-interacting case v̄ = 0, we recover the usual 
frequency-wavenumber relation for a massive non-relativistic particle, ωl = 
l2/2m. But if v̄(0) /= 0, the behaviour at small l is very different: ωl ≈ cs|l|, 

1/2where cs = (ρv̄(0)/m) . This dispersion relation is characteristic of a mass-
less mode, but in this case it is sound rather than light, with speed of sound 
cs. The spectrum is therefore phonon-like, not (non-relativistic) particle-like. 
The two behaviours can be easily distinguished experimentally, by measuring 
the low-temperature specific heat: in three dimensions, for ωl ∼ l2 it goes 
to zero as T 3/2, whereas for ωl ∼ |l| it goes as T 3 . The latter behaviour 
is observed in superfluids. At large values of |l|, however, ωl behaves essen-
tially like l2/2m and the spectrum returns to the ‘particle-like’ one of massive 
bosons. Thus (17.46) interpolates between phonon-like behaviour at small |l|
and particle-like behaviour at large |l|. 
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Substituting for α̂†
l
from (17.38), we require

[ĤB, cosh θl â
†
l
+ sinh θl â−l] = ωl(cosh θl â

†
l
+ sinh θl â−l), (17.42)

which must hold as an identity in the â’s and â†’s. Using the expression (17.35)
for ĤB, and some patient work with the commutation relations (problem 17.3),
one finds

(ωl − El) cosh θl +
N

Ω
v̄(|l|) sinh θl = 0 (17.43)

N

Ω
v̄(|l|) cosh θl − (ωl + El) sinh θl = 0. (17.44)

For consistency, therefore, we require

E2
l − ω2

l −
(
N

Ω2

)2

(v̄(|l|))2 = 0, (17.45)

or (recalling the definitions of El and El)

ωl =

|
l2

2m

(
l2

2m
+ 2ρv̄(|l|)

)|1/2
(17.46)

where ρ = N/Ω. The value of tanh θl is then determined via either of (17.43),
(17.44).

Equation (17.46) is an important result, giving the frequency as a function
of the momentum (or wavenumber); it is an example of a ‘dispersion relation’.
At the risk of stating the obvious, let us emphasize that equation (17.40) tells
us that the original system of interacting bosons is equivalent (under the
approximations made) to a system of non-interacting quasiparticles, whose
frequency ωl is related to wavenumber by (17.46). These are the true modes
of the system. Let us consider this dispersion relation.

First of all, in the non-interacting case v̄ = 0, we recover the usual
frequency-wavenumber relation for a massive non-relativistic particle, ωl =
l2/2m. But if v̄(0) /= 0, the behaviour at small l is very different: ωl ≈ cs|l|,
where cs = (ρv̄(0)/m)1/2. This dispersion relation is characteristic of a mass-
less mode, but in this case it is sound rather than light, with speed of sound
cs. The spectrum is therefore phonon-like, not (non-relativistic) particle-like.
The two behaviours can be easily distinguished experimentally, by measuring
the low-temperature specific heat: in three dimensions, for ωl ∼ l2 it goes
to zero as T 3/2, whereas for ωl ∼ |l| it goes as T 3. The latter behaviour
is observed in superfluids. At large values of |l|, however, ωl behaves essen-
tially like l2/2m and the spectrum returns to the ‘particle-like’ one of massive
bosons. Thus (17.46) interpolates between phonon-like behaviour at small |l|
and particle-like behaviour at large |l|.
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There is still more to be learned from (17.46). If, in fact, v̄(|l|) ∼ 1/l2 , 
then ωl → constant as |l| → 0, and the spectrum would not be phonon-like. 
Indeed, if v̄(|l|) ∼ e2/l2, then ωl ∼ |e|(ρ/m)1/2 for small |l|, which is just the 
‘plasma frequency’ ωp. In particle physics terms, this would be analogous to 
a dispersion relation of the form ωl ∼ (ω2 + l2)1/2, which describes a particle p 
with mass ωp. Such a v̄ is, of course, Colombic (the Fourier transform of 
e2/|x|), indicating that in the case of such a long-range force the frequency 
spectrum acquires a mass-gap. This will be the topic of chapter 19. 

Having discussed the spectrum of quasiparticle excitations, let us now 
concentrate on the ground state in this model. From (17.40), it is clear that 
it is defined as the state |ground>B such that 

α̂k|ground>B = 0 for all k /= 0; (17.47) 

i.e. as the state with no non-zero-momentum quasiparticles in it. This is a 
†complicated state in terms of the original âk and â operators, but we can 
k 

give a formal expression for it, as follows. Since the α̂’s and â’s are related by 
ˆa canonical transformation, there must exist a unitary operator UB such that 

ˆ Û−1 Û−1 ˆα̂k = UBâk B , âk = α̂kUB. (17.48) B 

Now we know that  âk|0> = 0. Hence it follows that 

ˆα̂kUB|0> = 0, (17.49) 

and we can identify |ground>B with ÛB|0>. In problem 17.4, ÛB is evaluated for 
ˆan HB consisting of a single k-mode only, in which case the operator effecting 

the transformation analogous to (17.48) is Û1 = exp[θ(ââ − â†â†)/2] where 
θ replaces θk in this case. This generalizes (in the form of products of such 

ˆoperators) to the full HB case, but we shall not need the detailed result; an 
analogous result for the BCS ground state is discussed more fully in section 
17.7. The important point is the following. It is clear from expanding the 
exponentials that ÛB creates a state in which the number of a-quanta (i.e. the 
original bosons) is not fixed. Thus unlike the simple non-interacting ground 

ˆstate |N, 0> of (17.33), |ground>B = UB|0> does not have a fixed number of 
particles in it: that is to say, it is not an eigenstate of the symmetry operator 
N̂ , as anticipated in the comment following (17.36). This is just the situation 
alluded to in the paragraph before equation (17.19), in our discussion of the 
ferromagnet. 

Consider now the expectation value of φ̂(x) in any state of definite particle 
number – that is, in an eigenstate of the symmetry operator N̂ . It is easy to 
see that this must vanish (remember that φ̂ destroys a boson, and so φ̂|N> is 
proportional to |N − 1>, which is orthogonal to |N>). On the other hand, this 

is not true of φ̂B(x): for example, in the non-interacting ground state (17.33), 
we have 

1/2<N, 0|φ̂B(x)|N, 0> = ρ . (17.50) 0 
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contradiction. Instead, however, knowing that |ground>B is not an eigen-
state of N̂ , we can regard Û−1

α |ground>B as an ‘alternative ground state’
|ground, α>B such that

B<ground, α|φ̂|ground, α>B = e−iα
B<ground|φ̂B|ground>B, (17.57)

the original choice (17.52) corresponding to α = 0. There are infinitely many
such ground states since α is a continuous parameter. No physical consequence
follows from choosing one rather than another, but we do have to choose one,
thus ‘spontaneously’ breaking the symmetry. In choosing say α = 0, we are
deciding (arbitrarily) to pick the ground state such thatB<ground|φ̂|ground>B
is aligned in the ‘real’ direction. By hypothesis, a similar situation obtains
for the true ground state. None of the states |ground, α> is an eigenstate for
N̂ : instead, they are certain coherent superpositions of states with different
eigenvalues N , such that the expectation value of φ̂ has a definite phase.

17.4 Goldstone’s theorem

We return to quantum field theory proper, and show following Goldstone
(1961) (see also Goldstone, Salam and Weinberg 1962) how in case (b) of the
Fabri–Picasso theorem massless particles will necessarily be present. Whether
these particles will actually be observable depends, however, on whether the
theory also contains gauge fields. In this chapter we are concerned solely with
global symmetries, and gauge fields are absent; the local symmetry case is
treated in chapter 19.

Suppose, then, that we have a Lagrangian L̂ with a continuous symmetry
generated by a charge Q̂, which is independent of time, and is the space
integral of the μ = 0 component of a conserved Noether current:

Q̂ =

/
ĵ0(x) d

3x. (17.58)

We consider the case in which the vacuum of this theory is not invariant, i.e.
is not annihilated by Q̂.

Suppose φ̂(y) is some field operator which is not invariant under the con-
tinuous symmetry in question, and consider the vacuum expectation value

<0|[Q̂, φ̂(y)]|0>. (17.59)

Just as in equation (17.13), translation invariance implies that this vev is, in
fact, independent of y, and we may set y = 0. If Q̂ were to annihilate |0>, the
expression (17.18) would clearly vanish: we investigate the consequences of it

not vanishing. Since φ̂ is not invariant under Q̂, the commutator in (17.59) will

give some other field, call it φ̂'(y); thus the hallmark of the hidden symmetry
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Furthermore, using the inverse of (17.38) 

† âk = cosh θkα̂k − sinh θkα̂ (17.51) −k 

together with (17.47), we find the similar result: 

1/2 
B<ground|φ̂B(x)|ground>B = ρ . (17.52) 0 

The question is now how to generalize (17.50) or (17.52) to the complete φ̂(x) 
and the true ground state |ground>, in the limit N, Ω → ∞ with fixed N/Ω. 
We make the assumption that 

<ground|φ̂(x)|ground> /= 0; (17.53) 

that is, we abstract from the Bogoliubov model the crucial feature that the 
field acquires a non-zero expectation value in the ground state, in the infinite 
volume limit. 

We are now at the heart of spontaneous symmetry breaking in field theory. 
Condition (17.53) has the form of an ‘ordering’ condition: it is analogous to 
the non-zero value of the total spin in the ferromagnetic case, but in (17.53) 
– we must again emphasize – |ground> is not an eigenstate of the symmetry 
operator N̂ ; if it were, (17.53) would vanish, as we have just seen. Recall-
ing the association ‘quantum vacuum ↔ many body ground state’ we expect 
that the occurrence of a non-zero vacuum expectation value (vev) for an op-
erator transforming non-trivially under a symmetry operator will be the key 
requirement for spontaneous symmetry breaking in field theory. Such opera-
tors are generically called order parameters. In the next section we show how 
this requirement necessitates one (or more) massless modes, via Goldstone’s 
theorem (1961). 

Before leaving the superfluid, we examine (17.37) and (17.52) in another 
way, which is only rigorous for a finite system but is nevertheless very sugges-
tive. Since the original Ĥ has a U(1) symmetry under which φ̂ transforms to 

φ̂' = exp(−iα)φ̂, we should be at liberty to replace (17.37) by 

11/2 −iα ik·xφ̂' 
B = e  −iαρ + 

E 
ˆ e . (17.54) 0 ake Ω1/2 

k /=0 

But in that case our condition (17.52) becomes 

−iαφ' 
B<ground|ˆB|ground>B = e  B<ground|φ̂B|ground>B. (17.55) 

Now φ̂' = Ûαφ̂Ûα 
−1 where Ûα = exp(iαN̂ ). Hence (17.55) may be written as 

ˆU−1 −iα 
B<ground|Ûαφ ̂ |ground>B = e  B<ground|φ̂B|ground>B. (17.56) α 

If |ground>B were an eigenstate of N̂ with eigenvalue N , say, then the  Ûα fac-
−iαNtors in (17.56) would become just eiαN ·e and would cancel out, leaving a 
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Furthermore, using the inverse of (17.38)

âk = cosh θkα̂k − sinh θkα̂
†
−k (17.51)

together with (17.47), we find the similar result:

B<ground|φ̂B(x)|ground>B = ρ
1/2
0 . (17.52)

The question is now how to generalize (17.50) or (17.52) to the complete φ̂(x)
and the true ground state |ground>, in the limit N,Ω → ∞ with fixed N/Ω.
We make the assumption that

<ground|φ̂(x)|ground> /= 0; (17.53)

that is, we abstract from the Bogoliubov model the crucial feature that the
field acquires a non-zero expectation value in the ground state, in the infinite
volume limit.

We are now at the heart of spontaneous symmetry breaking in field theory.
Condition (17.53) has the form of an ‘ordering’ condition: it is analogous to
the non-zero value of the total spin in the ferromagnetic case, but in (17.53)
– we must again emphasize – |ground> is not an eigenstate of the symmetry
operator N̂ ; if it were, (17.53) would vanish, as we have just seen. Recall-
ing the association ‘quantum vacuum ↔ many body ground state’ we expect
that the occurrence of a non-zero vacuum expectation value (vev) for an op-
erator transforming non-trivially under a symmetry operator will be the key
requirement for spontaneous symmetry breaking in field theory. Such opera-
tors are generically called order parameters. In the next section we show how
this requirement necessitates one (or more) massless modes, via Goldstone’s
theorem (1961).

Before leaving the superfluid, we examine (17.37) and (17.52) in another
way, which is only rigorous for a finite system but is nevertheless very sugges-
tive. Since the original Ĥ has a U(1) symmetry under which φ̂ transforms to

φ̂' = exp(−iα)φ̂, we should be at liberty to replace (17.37) by

φ̂'
B = e−iαρ

1/2
0 +

1

Ω1/2

E

k /=0
âke

−iαeik·x. (17.54)

But in that case our condition (17.52) becomes

B<ground|φ̂'
B|ground>B = e−iα

B<ground|φ̂B|ground>B. (17.55)

Now φ̂' = Ûαφ̂Û
−1
α where Ûα = exp(iαN̂ ). Hence (17.55) may be written as

B<ground|Ûαφ̂Û
−1
α |ground>B = e−iα

B<ground|φ̂B|ground>B. (17.56)

If |ground>B were an eigenstate of N̂ with eigenvalue N , say, then the Ûα fac-
tors in (17.56) would become just eiαN ·e−iαN and would cancel out, leaving a

/ 
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contradiction. Instead, however, knowing that |ground>B is not an eigen-
ˆ U−1state of N , we can regard ˆ |ground>B as an ‘alternative ground state’ α 

|ground, α>B such that 

−iα 
B<ground, α|φ̂|ground, α>B = e  B<ground|φ̂B|ground>B, (17.57) 

the original choice (17.52) corresponding to α = 0. There are infinitely many 
such ground states since α is a continuous parameter. No physical consequence 
follows from choosing one rather than another, but we do have to choose one, 
thus ‘spontaneously’ breaking the symmetry. In choosing say α = 0, we are 
deciding (arbitrarily) to pick the ground state such thatB<ground|φ̂|ground>B 
is aligned in the ‘real’ direction. By hypothesis, a similar situation obtains 
for the true ground state. None of the states |ground, α> is an eigenstate for 
N̂ : instead, they are certain coherent superpositions of states with different 
eigenvalues N , such that the expectation value of φ̂ has a definite phase. 

17.4 Goldstone’s theorem 
We return to quantum field theory proper, and show following Goldstone 
(1961) (see also Goldstone, Salam and Weinberg 1962) how in case (b) of the 
Fabri–Picasso theorem massless particles will necessarily be present. Whether 
these particles will actually be observable depends, however, on whether the 
theory also contains gauge fields. In this chapter we are concerned solely with 
global symmetries, and gauge fields are absent; the local symmetry case is 
treated in chapter 19. 

ˆSuppose, then, that we have a Lagrangian L with a continuous symmetry 
generated by a charge Q̂, which is independent of time, and is the space 
integral of the μ = 0 component of a conserved Noether current: 

Q̂ = ĵ0(x) d
3 x. (17.58) 

We consider the case in which the vacuum of this theory is not invariant, i.e. 
is not annihilated by Q̂. 

Suppose φ̂(y) is some field operator which is not invariant under the con-
tinuous symmetry in question, and consider the vacuum expectation value 

<0|[Q̂, φ̂(y)]|0>. (17.59) 

Just as in equation (17.13), translation invariance implies that this vev is, in 
fact, independent of y, and we may set y = 0. If Q̂ were to annihilate |0>, the 
expression (17.18) would clearly vanish: we investigate the consequences of it 

not vanishing. Since φ̂ is not invariant under Q̂, the commutator in (17.59) will 

give some other field, call it φ̂'(y); thus the hallmark of the hidden symmetry 
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But this expression is independent of x0. Massive states |n> will produce
explicit x0-dependent factors e

±iMnx0 (pn0 → Mn as the δ-function constrains
pn = 0), hence the matrix elements of ĵ0 between |0> and such a massive state
must vanish, and such states contribute zero to (17.67). Equally, if we take
|n> = |0>, (17.67) vanishes identically. But it has been assumed to be not zero.
Hence some state or states must exist among |n> such that <0|j0|n> /= 0 and
yet (17.67) is independent of x0. The only possibility is states whose energy
pn0 goes to zero as their 3-momentum does (from δ3(pn)). Such states are,
of course, massless; they are called generically Goldstone modes. Thus the
existence of a non-vanishing vacuum expectation value for a field, in a theory
with a continuous symmetry, appears to lead inevitably to the necessity of
having a massless particle, or particles, in the theory. This is the Goldstone
result.

The superfluid provided us with an explicit model exhibiting the crucial
non-zero expectation value <ground|φ̂|ground> /= 0, in which the now expected
massless mode emerged dynamically. We now discuss a simpler, relativistic
model, in which the symmetry breaking is brought about more ‘by hand’ –
that is, by choosing a parameter in the Lagrangian appropriately. Although
in a sense less ‘dynamical’ than the Bogoliubov superfluid (or the BCS su-
perconductor, to be discussed shortly) this Goldstone model does provide a
very simple example of the phenomenon of spontaneous symmetry breaking
in field theory.

17.5 Spontaneously broken global U(1) symmetry: the
Goldstone model

We consider, following Goldstone (1961), a complex scalar field φ̂ as in sec-
tion 7.1, with

φ̂ =
1√
2
(φ̂1 − iφ̂2), φ̂† =

1√
2
(φ̂1 + iφ̂2), (17.68)

described by the Lagrangian

L̂G = (∂μφ̂
†)(∂μφ̂)− V̂ (φ̂). (17.69)

We begin by considering the ‘normal’ case in which the potential has the form

V̂ = V̂S ≡ 1

4
λ(φ̂†φ̂)2 + μ2φ̂†φ̂ (17.70)

with μ2, λ > 0. The Hamiltonian density is then

ĤG =
˙̂
φ
† ˙̂
φ+∇φ̂† ·∇φ̂+ V̂ (φ̂). (17.71)

/ 

/ / 

/ / 

/ 
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situation is the existence of some field (here φ̂'(y)) with non-vanishing vacuum 
expectation value, just as in (17.53). 

From (17.58), we can write (17.59) as 

0 / <0|φ̂'(y)|0> (17.60) = 

ˆ= <0|[ d3 xĵ0(x), φ(y)]|0>. (17.61) 

Since, by assumption, ∂μĵ
μ = 0, we have as usual  

∂ 
d3 xĵ0(x) +  d3 x divĵ(x) = 0, (17.62) 

∂x0 

whence 

∂ ˆd3 x<0|[ĵ0(x), φ(y)]|0> = − d3 x<0|[divĵ(x), φ̂(y)]|0> (17.63) 
∂x0 

ˆ= − dS · <0|[ĵ(x), φ(y)]|0>. (17.64) 

If the surface integral vanishes in (17.64), (17.61) will be independent of x0. 
The commutator in (17.64) involves local operators separated by a very large 
space-like interval, and therefore the vanishing of (17.64) would seem to be 
unproblematic. Indeed so it is – with the exception of the case in which the 
symmetry is local and gauge fields are present. A detailed analysis of exactly 
how this changes the argument being presented here will take us too far afield 
at this point, and the reader is referred to Guralnik et al. (1968) and Bernstein 
(1974). We shall treat the ‘spontaneously broken’ gauge theory case in chapter 
19, but in less formal terms. 

Let us now see how the independence of (17.61) on x0 leads to the necessity 
for a massless particle in the spectrum. Inserting a complete set of states in 
(17.61), we obtain 

0 / d3 {<0|ˆ φ(y)|0> − <0| ̂ j0(x)|0>}= 

/ 
x 
E 

j0(x)|n><n| ̂ φ(y)|n><n|ˆ (17.65) 
n 

= 

/ 
d3 x 

E
{<0|ĵ0(0)|n><n|φ̂(y)|0>e −ipn ·x − <0|φ̂(y)|n><n|ĵ0(0)|0>e ipn ·x}

n 

(17.66) 

using translation invariance, with pn the 4-momentum eigenvalue of the state 
|n>. Performing the spatial integral on the right-hand side we find (omitting 
the irrelevant (2π)3) 

ipn0x00 /
E 

)[<0|ˆ φ(y)|0>e φ(y)|n><n|ˆ −ipn0x0 ].= δ3(p j0(0)|n><n| ̂ − <0| ̂ j0(0)|0>en 
n  

(17.67) 
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situation is the existence of some field (here φ̂'(y)) with non-vanishing vacuum
expectation value, just as in (17.53).

From (17.58), we can write (17.59) as

0 /= <0|φ̂'(y)|0> (17.60)

= <0|[
/

d3xĵ0(x), φ̂(y)]|0>. (17.61)

Since, by assumption, ∂μĵ
μ = 0, we have as usual

∂

∂x0

/
d3xĵ0(x) +

/
d3x divĵ(x) = 0, (17.62)

whence

∂

∂x0

/
d3x<0|[ĵ0(x), φ̂(y)]|0> = −

/
d3x<0|[divĵ(x), φ̂(y)]|0> (17.63)

= −
/

dS · <0|[ĵ(x), φ̂(y)]|0>. (17.64)

If the surface integral vanishes in (17.64), (17.61) will be independent of x0.
The commutator in (17.64) involves local operators separated by a very large
space-like interval, and therefore the vanishing of (17.64) would seem to be
unproblematic. Indeed so it is – with the exception of the case in which the
symmetry is local and gauge fields are present. A detailed analysis of exactly
how this changes the argument being presented here will take us too far afield
at this point, and the reader is referred to Guralnik et al. (1968) and Bernstein
(1974). We shall treat the ‘spontaneously broken’ gauge theory case in chapter
19, but in less formal terms.

Let us now see how the independence of (17.61) on x0 leads to the necessity
for a massless particle in the spectrum. Inserting a complete set of states in
(17.61), we obtain

0 /=
/

d3x
E
n

{<0|ĵ0(x)|n><n|φ̂(y)|0> − <0|φ̂(y)|n><n|ĵ0(x)|0>} (17.65)

=

/
d3x

E
n

{<0|ĵ0(0)|n><n|φ̂(y)|0>e−ipn·x − <0|φ̂(y)|n><n|ĵ0(0)|0>eipn·x}

(17.66)

using translation invariance, with pn the 4-momentum eigenvalue of the state
|n>. Performing the spatial integral on the right-hand side we find (omitting
the irrelevant (2π)3)

0 /=
E
n

δ3(pn)[<0|ĵ0(0)|n><n|φ̂(y)|0>eipn0x0 − <0|φ̂(y)|n><n|ĵ0(0)|0>e−ipn0x0 ].

(17.67)
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But this expression is independent of x0. Massive states |n> will produce 
explicit x0-dependent factors e

±iMnx0 (pn0 → Mn as the δ-function constrains 
p = 0), hence the matrix elements of ĵ0 between |0> and such a massive state n 
must vanish, and such states contribute zero to (17.67). Equally, if we take 
|n> = |0>, (17.67) vanishes identically. But it has been assumed to be not zero. 
Hence some state or states must exist among |n> such that <0|j0|n> /= 0 and 
yet (17.67) is independent of x0. The only possibility is states whose energy 
pn0 goes to zero as their 3-momentum does (from δ3(p )). Such states are, n

of course, massless; they are called generically Goldstone modes. Thus the 
existence of a non-vanishing vacuum expectation value for a field, in a theory 
with a continuous symmetry, appears to lead inevitably to the necessity of 
having a massless particle, or particles, in the theory. This is the Goldstone 
result. 

The superfluid provided us with an explicit model exhibiting the crucial 
non-zero expectation value <ground|φ̂|ground> /= 0, in which the now expected 
massless mode emerged dynamically. We now discuss a simpler, relativistic 
model, in which the symmetry breaking is brought about more ‘by hand’ – 
that is, by choosing a parameter in the Lagrangian appropriately. Although 
in a sense less ‘dynamical’ than the Bogoliubov superfluid (or the BCS su-
perconductor, to be discussed shortly) this Goldstone model does provide a 
very simple example of the phenomenon of spontaneous symmetry breaking 
in field theory. 

17.5  Spontaneously broken global U(1) symmetry: the 
Goldstone model 

We consider, following Goldstone (1961), a complex scalar field φ̂ as in sec-
tion 7.1, with 

φ̂ = √ 1 (φ̂1 − iφ̂2), φ̂† = √ 1 (φ̂1 + iφ̂2), (17.68) 
2 2

described by the Lagrangian 

L̂G = (∂μφ̂
†)(∂μφ̂)− V̂ (φ̂). (17.69) 

We begin by considering the ‘normal’ case in which the potential has the form 

ˆ ˆV = VS ≡ 
1 
λ(φ̂†φ̂)2 + μ2φ̂†φ̂ (17.70) 

4 

with μ2, λ > 0. The Hamiltonian density is then  

ĤG = φ̂
˙ † 
φ̂
˙
+ ∇φ̂† ·∇φ̂+ V̂ (φ̂). (17.71)  



17.5. Spontaneously broken global U(1) symmetry: the Goldstone model 213

FIGURE 17.2
The classical potential VSB of (17.77).

This is sketched versus φ1 and φ2 in figure 17.2. This time, although the
origin φ1 = φ2 = 0 is a stationary point, it is an (unstable) maximum rather
than a minimum. The minimum of VSB occurs when

(φ†φ) =
2μ2

λ
, (17.78)

or alternatively when

φ2
1 + φ2

2 =
4μ2

λ
≡ v2 (17.79)

where

v =
2|μ|
λ1/2

. (17.80)

The condition (17.79) can also be written as

|φ| = v/
√
2. (17.81)

To have a clearer picture, it is helpful to introduce the ‘polar’ variables ρ(x)
and θ(x) via

φ(x) = (ρ(x)/
√
2) exp(iθ(x)/v) (17.82)

where for convenience the v is inserted so that θ has the same dimension
(mass) as ρ and φ. The minimum condition (17.81) therefore represents the
circle ρ = v; any point on this circle, at any value of θ, represents a possible
classical ground state – and it is clear that they are (infinitely) degenerate.

Before proceeding further, we briefly outline a condensed matter analogue
of (17.77) and (17.81) which may help in understanding the change in sign of
the parameter μ2. Consider the free energy F of a ferromagnet as a function
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ˆClearly LG is invariant under the global U(1) symmetry 

φ̂ → φ̂' −iα ˆ= e φ,  (17.72) 

the generator being N̂φ of (7.23). We shall see how this symmetry may be 
‘spontaneously broken’. 

We know that everything depends on the nature of the ground state of 
this field system – that is, the vacuum of the quantum field theory. In gen-
eral, it is a difficult, non-perturbative, problem to find the ground state (or a 
good approximation to it – witness the superfluid). But we can make some 
progress by first considering the theory classically. It is clear that the absolute 
minimum of the classical Hamiltonian HG is reached for 

(i) φ = constant, which reduces the φ̇ and ∇φ terms to zero; 

(ii)  φ = φ0 where φ0 is the minimum of the classical version of the 
potential, V . 

For V = VS as in (17.70) but without the hats, and with λ and μ2 both 
positive, the minimum of VS is clearly at φ = 0, and is unique. In the quantum 
theory, we expect to treat small oscillations of the field about this minimum as 
approximately harmonic, leading to the usual quantized modes. To implement 

ˆthis, we expand φ about the classical minimum at φ = 0, writing as usual 

d3k 
φ̂ = 

/ 
√ [â(k)e−ik·x + b†(k)eik.x] (17.73) 

(2π)3 2ω 

where the plane waves are solutions of the ‘free’ (λ = 0) problem. For λ = 0  
the Lagrangian is simply 

ˆ φ̂†∂μφ̂− μ2φ̂† ˆLfree = ∂μ φ,  (17.74) 

which represents a complex scalar field, consisting of two degrees of freedom, 
each with the same mass μ (see section 7.1). Thus in (17.73) ω = (k2 +μ2)1/2 , 
and the vacuum is defined by 

ˆâ(k)|0> = b(k)|0> = 0,  (17.75) 

and so clearly 
<0|φ̂|0> = 0. (17.76) 

It seems reasonable to interpret quantum field average values as corresponding 
to classical field values, and on this interpretation (17.76) is consistent with 
the fact that the classical minimum energy configuration has φ = 0. 

Consider now the case in which the classical minimum is not at φ = 0. 
This can be achieved by altering the sign of μ2 in (17.70) ‘by hand’, so that 
the classical potential is now the ‘symmetry breaking’ one 

V = VSB ≡ 
1 
λ(φ†φ)2 − μ2φ†φ. (17.77) 

4 
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Clearly L̂G is invariant under the global U(1) symmetry

φ̂ → φ̂' = e−iαφ̂, (17.72)

the generator being N̂φ of (7.23). We shall see how this symmetry may be
‘spontaneously broken’.
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this field system – that is, the vacuum of the quantum field theory. In gen-
eral, it is a difficult, non-perturbative, problem to find the ground state (or a
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minimum of the classical Hamiltonian HG is reached for

(i) φ = constant, which reduces the φ̇ and ∇φ terms to zero;

(ii) φ = φ0 where φ0 is the minimum of the classical version of the
potential, V .

For V = VS as in (17.70) but without the hats, and with λ and μ2 both
positive, the minimum of VS is clearly at φ = 0, and is unique. In the quantum
theory, we expect to treat small oscillations of the field about this minimum as
approximately harmonic, leading to the usual quantized modes. To implement
this, we expand φ̂ about the classical minimum at φ = 0, writing as usual

φ̂ =

/
d3k

(2π)3
√
2ω

[â(k)e−ik·x + b†(k)eik.x] (17.73)

where the plane waves are solutions of the ‘free’ (λ = 0) problem. For λ = 0
the Lagrangian is simply

L̂free = ∂μφ̂
†∂μφ̂− μ2φ̂†φ̂, (17.74)

which represents a complex scalar field, consisting of two degrees of freedom,
each with the same mass μ (see section 7.1). Thus in (17.73) ω = (k2+μ2)1/2,
and the vacuum is defined by

â(k)|0> = b̂(k)|0> = 0, (17.75)

and so clearly
<0|φ̂|0> = 0. (17.76)

It seems reasonable to interpret quantum field average values as corresponding
to classical field values, and on this interpretation (17.76) is consistent with
the fact that the classical minimum energy configuration has φ = 0.

Consider now the case in which the classical minimum is not at φ = 0.
This can be achieved by altering the sign of μ2 in (17.70) ‘by hand’, so that
the classical potential is now the ‘symmetry breaking’ one

V = VSB ≡ 1

4
λ(φ†φ)2 − μ2φ†φ. (17.77)
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FIGURE 17.2 
The classical potential VSB of (17.77). 

This is sketched versus φ1 and φ2 in figure 17.2. This time, although the 
origin φ1 = φ2 = 0 is a stationary point, it is an (unstable) maximum rather 
than a minimum. The minimum of VSB occurs when 
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The condition (17.79) can also be written as 

√ 
|φ| = v/ 2. (17.81) 

To have a clearer picture, it is helpful to introduce the ‘polar’ variables ρ(x) 
and θ(x) via √ 

φ(x) = (ρ(x)/ 2) exp(iθ(x)/v) (17.82) 

where for convenience the v is inserted so that θ has the same dimension 
(mass) as ρ and φ. The minimum condition (17.81) therefore represents the 
circle ρ = v; any point on this circle, at any value of θ, represents a possible 
classical ground state – and it is clear that they are (infinitely) degenerate. 

Before proceeding further, we briefly outline a condensed matter analogue 
of (17.77) and (17.81) which may help in understanding the change in sign of 
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+
ĥ

v
∂μθ̂∂

μθ̂ +
1

2

ĥ2

v2
∂μθ̂∂

μθ̂ − λ

16
vĥ3 − λ

16
ĥ4, (17.85)

Equation (17.85) is very important. First of all, the first line shows that the
particle spectrum in the ‘spontaneously broken’ case is dramatically different
from that in the normal case: instead of two degrees of freedom with the same
mass μ, one (the θ-mode) is massless, and the other (the h-mode) has a mass
of

√
2μ. We expect the vacuum |0>B to be annihilated by the mode operators

âh and âθ for these fields. This implies, however, that

B<0|φ̂|0>B = v/
√
2 (17.86)

which is consistent with our interpretation of the vacuum expectation value
(vev) as the classical minimum, and with the occurrence of massless modes.
(The constant term in (17.85), which does not affect equations of motion,
merely reflects the fact that the minimum value of VSB is −μ4/λ.) The
ansatz (17.84) and the non-zero vev (17.86) may be compared with (17.37)
and (17.52), respectively, in the superfluid case.

Secondly, the second line of equation (17.85) shows that only the derivative

of the θ̂ field appears in the interaction terms, whereas this is not true of the ĥ
field. Indeed, the Lagrangian for the θ-mode cannot have any dependence on
a constant value of θ̂, since this could be transformed away by a global U(1)
transformation (17.72), which is a symmetry of the theory, and under which

θ̂ → θ̂ + vα. This will be an important point to remember when we consider
effective Lagrangians for Goldstone modes in section 18.3.

Goldstone’s model, then, contains much of the essence of spontaneous
symmetry breaking in field theory: a non-zero vacuum value of a field which
is not an invariant under the symmetry group, zero mass bosons, and massive
excitations in a direction in field space which is ‘orthogonal’ to the degenerate
ground states. However, it has to be noted that the triggering mechanism for
the symmetry breaking (μ2 → −μ2) has to be put in by hand, in contrast to
the – admittedly approximate, but more ‘dynamical’ – Bogoliubov approach.
The Goldstone model, in short, is essentially phenomenological.

As in the case of the superfluid, we may perfectly well choose a vacuum
corresponding to a classical ground state with non-zero θ, say θ = −vα. Then

B<0, α|φ̂|0, α>B = e−iα v√
2

(17.87)

= e−iα
B<0|φ̂|0>B, (17.88)

as in (17.57). But we know (see (7.27) and (7.28)) that

e−iαφ̂ = φ̂' = Ûαφ̂Û
−1
α (17.89)

where

Ûα = eiαN̂φ . (17.90)
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of the magnetization M at temperature T , and make an expansion of the 
form 

F ≈ F0(T ) +  μ2(T )M2 + 
λ 
M4 + · · ·  (17.83) 

4 

valid for weak and slowly varying magnetization. If the parameter μ2 is posi-
tive, it is clear that F has a simple ‘bowl’ shape as a function of |M |, with a 
minimum at |M | = 0. This is the case for T greater than the ferromagnetic 
transition temperature TC. However, if one assumes that μ2(T ) changes sign 
at TC, becoming negative for T  < TC, then F will now resemble a vertical 
section of figure 17.2, the minimum being at |M | /= 0. Any direction of M 
is possible (only |M | is specified); but the system must choose one particular 
direction (e.g. via the influence of a very weak external field, as discussed in 
section 17.3.1), and when it does so the rotational invariance exhibited by F 
of (17.83) is lost. This symmetry has been broken ‘spontaneously’ – though 
this is still only a classical analogue. Nevertheless, the model is essentially 
the Landau mean field theory of ferromagnetism, and suggests that we should 
think of the ‘symmetric’ and ‘broken symmetry’ situations as different phases 
of the same system. It may also be the case in particle physics, that parame-
ters such as μ2 change sign as a function of T , or some other variable, thereby 
effectively precipitating a phase change. 

If we maintain the idea that the vacuum expectation value of the quantum 
field should equal the ground state value of the classical field, the vacuum in 
this μ2 < 0 case must therefore be |0>B such that B<0|φ̂|0>B does not vanish, 
in contrast to (17.76). It is clear that this is exactly the situation met in the 
superfluid (but ‘B’ here will stand for ‘broken symmetry’), and is moreover 
the condition for the existence of massless (Goldstone) modes. Let us see how 
they emerge in this model. 

In quantum field theory, particles are thought of as excitations from a 
ground state, which is the vacuum. Figure 17.2 strongly suggests that if we 
want a sensible quantum interpretation of a theory with the potential (17.77), 
we had better expand the fields about a point on the circle of minima, about 
which stable oscillations are likely, rather than about the obviously unstable 
point φ̂ = 0. Let us pick the point ρ = v, θ = 0 in the classical case. We might 
well guess that ‘radial’ oscillations in ρ̂ would correspond to a conventional 
massive field (having a parabolic restoring potential), while ‘angle’ oscillations 

in θ̂ – which pass through all the degenerate vacuua – have no restoring force 
and are massless. Accordingly, we set 

φ̂(x) = √ 1 (v + ĥ(x)) exp(−iθ̂(x)/v) (17.84) 
2

ˆ ˆ ˆand find (problem 17.5) that LG (with V = VSB of (17.77) with hats on) 
becomes 

ˆ h − μ2ĥ2 ˆL̂G = 
1 
∂μh∂

μˆ +
1 
∂μθ∂

μθ̂ + μ4/λ
2 2 
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minimum at |M | = 0. This is the case for T greater than the ferromagnetic
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this is still only a classical analogue. Nevertheless, the model is essentially
the Landau mean field theory of ferromagnetism, and suggests that we should
think of the ‘symmetric’ and ‘broken symmetry’ situations as different phases
of the same system. It may also be the case in particle physics, that parame-
ters such as μ2 change sign as a function of T , or some other variable, thereby
effectively precipitating a phase change.

If we maintain the idea that the vacuum expectation value of the quantum
field should equal the ground state value of the classical field, the vacuum in
this μ2 < 0 case must therefore be |0>B such that B<0|φ̂|0>B does not vanish,
in contrast to (17.76). It is clear that this is exactly the situation met in the
superfluid (but ‘B’ here will stand for ‘broken symmetry’), and is moreover
the condition for the existence of massless (Goldstone) modes. Let us see how
they emerge in this model.

In quantum field theory, particles are thought of as excitations from a
ground state, which is the vacuum. Figure 17.2 strongly suggests that if we
want a sensible quantum interpretation of a theory with the potential (17.77),
we had better expand the fields about a point on the circle of minima, about
which stable oscillations are likely, rather than about the obviously unstable
point φ̂ = 0. Let us pick the point ρ = v, θ = 0 in the classical case. We might
well guess that ‘radial’ oscillations in ρ̂ would correspond to a conventional
massive field (having a parabolic restoring potential), while ‘angle’ oscillations

in θ̂ – which pass through all the degenerate vacuua – have no restoring force
and are massless. Accordingly, we set

φ̂(x) =
1√
2
(v + ĥ(x)) exp(−iθ̂(x)/v) (17.84)

and find (problem 17.5) that L̂G (with V̂ = V̂SB of (17.77) with hats on)
becomes

L̂G =
1

2
∂μĥ∂

μĥ− μ2ĥ2 +
1

2
∂μθ̂∂

μθ̂ + μ4/λ
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ˆ ĥ2h 1 λ λˆ ˆ ˆ ĥ4+ ∂μθ∂
μθ̂ + ∂μθ∂

μθ̂ − vh3 − , (17.85) 
v 2 v2 16 16 

Equation (17.85) is very important. First of all, the first line shows that the 
particle spectrum in the ‘spontaneously broken’ case is dramatically different 
from that in the normal case: instead of two degrees of freedom with the same 
mass μ, one (the θ-mode) is massless, and the other (the h-mode) has a mass √ 
of 2μ. We expect the vacuum |0>B to be annihilated by the mode operators 
âh and âθ for these fields. This implies, however, that 

√ 
B<0|φ̂|0>B = v/ 2 (17.86) 

which is consistent with our interpretation of the vacuum expectation value 
(vev) as the classical minimum, and with the occurrence of massless modes. 
(The constant term in (17.85), which does not affect equations of motion, 
merely reflects the fact that the minimum value of VSB is −μ4/λ.) The 
ansatz (17.84) and the non-zero vev (17.86) may be compared with (17.37) 
and (17.52), respectively, in the superfluid case. 

Secondly, the second line of equation (17.85) shows that only the derivative 
of the θ̂ field appears in the interaction terms, whereas this is not true of the ĥ
field. Indeed, the Lagrangian for the θ-mode cannot have any dependence on 
a constant value of θ̂, since this could be transformed away by a global U(1) 
transformation (17.72), which is a symmetry of the theory, and under which 

θ̂ → θ̂ + vα. This will be an important point to remember when we consider 
effective Lagrangians for Goldstone modes in section 18.3. 

Goldstone’s model, then, contains much of the essence of spontaneous 
symmetry breaking in field theory: a non-zero vacuum value of a field which 
is not an invariant under the symmetry group, zero mass bosons, and massive 
excitations in a direction in field space which is ‘orthogonal’ to the degenerate 
ground states. However, it has to be noted that the triggering mechanism for 
the symmetry breaking (μ2 → −μ2) has to be put in by hand, in contrast to 
the – admittedly approximate, but more ‘dynamical’ – Bogoliubov approach. 
The Goldstone model, in short, is essentially phenomenological. 

As in the case of the superfluid, we may perfectly well choose a vacuum 
corresponding to a classical ground state with non-zero θ, say θ = −vα. Then 

v−iα 
B<0, α|φ̂|0, α>B = e  √ (17.87) 

2 
−iα = e  B<0|φ̂|0>B, (17.88) 

as in (17.57). But we know (see (7.27) and (7.28)) that 

e −iαφ̂ = φ̂' = Ûαφ̂Û
−1 (17.89) α 

where 
ˆ Nφiα ˆUα = e  . (17.90) 
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but of bosons:

φ̂ =

(
φ̂+

φ̂0

)
≡

(
1√
2
(φ1 + iφ2)

1√
2
(φ3 + iφ4)

)
(17.95)

where the complex scalar field φ̂+ destroys positively charged particles and
creates negatively charged ones, and the complex scalar field φ̂0 destroys neu-
tral particles and creates neutral antiparticles. As we shall see in a moment,
the Lagrangian we shall use has an additional U(1) symmetry, so that the
full symmetry is SU(2) × U(1). This U(1) symmetry leads to a conserved
quantum number which we call y. We associate the physical charge Q with
the eigenvalue t3 of the SU(2) generator t̂3, and with y, via

Q = e(t3 + y/2) (17.96)

so that y(φ+) = 1 = y(φ0). Thus φ+ and φ0 can be thought of as analogous
to the hadronic iso-doublet (K+,K0).

The Lagrangian we choose is a simple generalization of (17.69) and (17.77):

L̂Φ = (∂μφ̂
†)(∂μφ̂) + μ2φ̂†φ̂− λ

4
(φ̂†φ̂)2 (17.97)

which has the ‘spontaneous symmetry breaking’ choice of sign for the param-
eter μ2. Plainly, for the ‘normal’ sign of μ2, in which ‘+μ2φ̂†φ̂’ is replaced by
‘−μ2φ̂†φ̂’, with μ2 positive in both cases, the free (λ = 0) part would describe
a complex doublet, with four degrees of freedom, each with the same mass μ.
Let us see what happens in the broken symmetry case.

For the Lagrangian (17.97) with μ2 > 0, the minimum of the classical
potential is at the point

(φ†φ)min = 2μ2/λ ≡ v2/2. (17.98)

As in the U(1) case, we interpret (17.98) as a condition on the vev of φ̂†φ̂,

<0|φ̂†φ̂|0> = v2/2. (17.99)

Before proceeding we note that (17.97) is invariant under global SU(2) trans-
formations

φ̂ → φ̂' = exp(−iα · τ/2)φ̂ (17.100)

but also under a separate global U(1) transformation

φ̂ → φ̂' = exp(−iα)φ̂ (17.101)

where α is to be distinguished from α ≡ (α1, α2, α3). The symmetry is then
referred to as SU(2) × U(1), which is the symmetry of the electroweak sector
of the Standard Model, except that in that case it is a local symmetry.

As before, in order to get a sensible particle spectrum we must expand the
fields φ̂ not about φ̂ = 0 but about a point satisfying the stable ground state
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So (17.88) becomes 

φ̂Û−1 
B 0, α|φ̂|0, α)B = B 0|Ûα |0)B (17.91) α 

U−1and we may interpret ˆ |0)B as the ‘alternative vacuum’ |0, α)B (this ar-α 
gument is, as usual, not valid in the infinite volume limit where N̂φ fails to 
exist). 

It is interesting to find out what happens to the symmetry current cor-
responding to the invariance (17.72), in the ‘broken symmetry’ case. This 
current is given in (7.23) which we write again here in slightly different nota-
tion: 

μĵ = i(φ̂†∂μφ̂ − (∂μφ̂)†φ̂),  (17.92) φ 

normal ordering being understood. Written in terms of the ĥ and θ̂ of (17.84), 
μĵ becomes φ  

μ ˆ h2∂μ ̂j =  θ + 2ˆ θ + ˆ θ/v. (17.93) v∂μ ̂  h∂μ ̂
φ 

ˆThe term involving just the single field θ is very remarkable: it tells us that 
there is a non-zero matrix element of the form 

μ μ −ip·x 
B 0|ĵ (x)|θ, p) = −ip ve  (17.94) φ 

where |θ, p) stands for the state with one θ-quantum (Goldstone boson), with 
μmomentum p . This is easily seen by writing the usual normal mode expansion 

†for θ̂, and using the standard bosonic commutation relations for âθ(k), â (k').θ

In words, (17.94) asserts that, when the symmetry is spontaneously broken, 
the symmetry current connects the vacuum to a state with one Goldstone 
quantum, with an amplitude which is proportional to the symmetry breaking 
vacuum expectation value v, and which vanishes as the 4-momentum goes to 
zero. The matrix element (17.94), with x = 0, is precisely of the type that was 
shown to be non-zero in the proof of the Goldstone theorem, after (17.67). 

2Note also that (17.94) is consistent with ∂μĵ
μ = 0 only if p = 0, as is required φ 

for the massless θ. 

We are now ready to generalize the Abelian U(1) model to the (global) 
non-Abelian case. 

17.6  Spontaneously broken global non-Abelian 
symmetry 

We can illustrate the essential features by considering a particular example, 
which in fact forms part of the Higgs sector of the Standard Model. We 
consider an SU(2) doublet, but this time not of fermions as in section 12.3, 
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the symmetry current connects the vacuum to a state with one Goldstone
quantum, with an amplitude which is proportional to the symmetry breaking
vacuum expectation value v, and which vanishes as the 4-momentum goes to
zero. The matrix element (17.94), with x = 0, is precisely of the type that was
shown to be non-zero in the proof of the Goldstone theorem, after (17.67).
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We are now ready to generalize the Abelian U(1) model to the (global)
non-Abelian case.

17.6 Spontaneously broken global non-Abelian
symmetry

We can illustrate the essential features by considering a particular example,
which in fact forms part of the Higgs sector of the Standard Model. We
consider an SU(2) doublet, but this time not of fermions as in section 12.3,
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but of bosons: 
1

ˆ
( 

φ̂+ ) ( 
√ 
2 (φ1 + iφ2) 

) 

φ = ≡ (17.95) 1
φ̂0 √ (φ3 + iφ4)2 

where the complex scalar field φ̂+ destroys positively charged particles and 
creates negatively charged ones, and the complex scalar field φ̂0 destroys neu-
tral particles and creates neutral antiparticles. As we shall see in a moment, 
the Lagrangian we shall use has an additional U(1) symmetry, so that the 
full symmetry is SU(2) × U(1). This U(1) symmetry leads to a conserved 
quantum number which we call y. We associate the physical charge Q with 
the eigenvalue t3 of the SU(2) generator t̂3, and with y, via 

Q = e(t3 + y/2) (17.96) 

so that y(φ+) = 1 =  y(φ0). Thus φ+ and φ0 can be thought of as analogous 
to the hadronic iso-doublet (K+ , K0). 

The Lagrangian we choose is a simple generalization of (17.69) and (17.77): 

L̂Φ = (∂μφ̂
†)(∂μφ̂) +  μ2φ̂†φ̂− 

λ 
(φ̂†φ̂)2 (17.97) 

4

which has the ‘spontaneous symmetry breaking’ choice of sign for the param-
eter μ2 . Plainly, for the ‘normal’ sign of μ2, in which ‘+μ2φ̂†φ̂’ is replaced by 
‘−μ2φ̂†φ̂’, with μ2 positive in both cases, the free (λ = 0) part would describe 
a complex doublet, with four degrees of freedom, each with the same mass μ. 
Let us see what happens in the broken symmetry case. 

For the Lagrangian (17.97) with μ2 > 0, the minimum of the classical 
potential is at the point 

(φ†φ)min = 2μ2/λ ≡ v 2/2. (17.98) 

As in the U(1) case, we interpret (17.98) as a condition on the vev of φ̂†φ̂, 

<0|φ̂†φ̂|0> = v 2/2. (17.99) 

Before proceeding we note that (17.97) is invariant under global SU(2) trans-
formations 

φ̂ → φ̂' = exp(−iα · τ /2)φ̂ (17.100) 

but also under a separate global U(1) transformation 

φ̂ → φ̂' = exp(−iα)φ̂ (17.101) 

where α is to be distinguished from α ≡ (α1, α2, α3). The symmetry is then 
referred to as SU(2) × U(1), which is the symmetry of the electroweak sector 
of the Standard Model, except that in that case it is a local symmetry. 

As before, in order to get a sensible particle spectrum we must expand the 
fields φ̂ not about φ̂ = 0 but about a point satisfying the stable ground state 
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Oscillations about (17.103) are conveniently parametrized by

φ̂ = exp(−iθ̂(x) · τ/2v)
(

0
1√
2
(v + Ĥ(x))

)
, (17.107)

which is to be compared with (17.84). Inserting (17.107) into (17.97) (see
problem 17.6) we easily find that no mass term is generated for the θ fields,
while the H field piece is

L̂H =
1

2
∂μĤ∂μĤ − μ2Ĥ2 + interactions (17.108)

just as in (17.85), showing that mH =
√
2μ.

Let us now note carefully that whereas in the ‘normal symmetry’ case
with the opposite sign for the μ2 term in (17.97), the free-particle spectrum
consisted of a degenerate doublet of four degrees of freedom all with the same
mass μ, in the ‘spontaneously broken’ case no such doublet structure is seen:
instead, there is one massive scalar field, and three massless scalar fields.
The number of degrees of freedom is the same in each case, but the physical
spectrum is completely different.

In the application of this to the electroweak sector of the Standard Model,
the SU(2) × U(1) symmetry will be ‘gauged’ (i.e. made local), which is easily
done by replacing the ordinary derivatives in (17.97) by suitable covariant
ones. We shall see in chapter 19 that the result, with the choice (17.107),
will be to end up with three massive gauge fields (those mediating the weak
interactions) and one massless gauge field (the photon). We may summarize
this (anticipated) result by saying, then, that when a spontaneously broken
non-Abelian symmetry is gauged, those gauge fields corresponding to symme-
tries that are broken by the choice of <0|φ̂|0> acquire a mass, while those that

correspond to symmetries that are respected by <0|φ̂|0> do not. Exactly how
this happens will be the subject of chapter 19.

We end this chapter by considering a second important example of spon-
taneous symmetry breaking in condensed matter physics, as a preliminary to
our discussion of chiral symmetry breaking in the following chapter.

17.7 The BCS superconducting ground state

We shall not attempt to provide a self-contained treatment of the Bardeen–
Cooper–Schrieffer (1957) – or BCS – theory; rather, we wish simply to focus
on one aspect of the theory, namely the occurrence of an energy gap separating
the ground state from the lowest excited levels of the fermionic energy spec-
trum. The existence of such a gap is a fundamental ingredient of the theory
of superconductivity; in the following chapter we shall see how Nambu (1960)
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(vacuum) condition (17.98). That is, we need to define ‘<0|φ̂|0>’ and expand 
about it, as in (17.84). In the present case, however, the situation is more 
complicated than (17.84) since the complex doublet (17.95) contains four real 
fields as indicated in (17.95), and (17.98) becomes 

2φ2 φ2 φ2 φ2<0|ˆ1 +
ˆ
2 +

ˆ
3 +

ˆ
4|0> = v . (17.102) 

It is evident that we have a lot of freedom in choosing the <0|φ̂i|0> so that 
(17.102) holds, and it is not at first obvious what an appropriate generalization 
of (17.84) and (17.85) might be. 

Furthermore, in this more complicated (non-Abelian) situation a qual-
itatively new feature can arise: it may happen that the chosen condition 
<0|φ̂i|0> /= 0 is invariant under some subset of the allowed symmetry trans-
formations. This would effectively mean that this particular choice of the 
vacuum state respected that subset of symmetries, which would therefore not 
be ‘spontaneously broken’ after all. Since each broken symmetry is associated 
with a massless Goldstone boson, we would then get fewer of these bosons 
than expected. Just this happens (by design) in the present case. 

Suppose, then, that we could choose the <0|φ̂i|0> so as to break this SU(2) 
× U(1) symmetry completely: we would then expect four massless fields. 
Actually, however, it is not possible to make such a choice. An analogy may 
make this point clearer. Suppose we were considering just SU(2), and the field 

‘φ̂’ was an SU(2)-triplet, φ̂. Then we could always write <0|φ̂|0> = vn where 
n is a unit vector; but this form is invariant under rotations about the n-axis, 
irrespective of where that points. In the present case, by using the freedom 
of global SU(2) × U(1) phase changes, an arbitrary <0|φ̂|0> can be brought to 
the form ( 

0 
)

<0|φ̂|0> = √ . (17.103) 
v/ 2 

In considering what symmetries are respected or broken by (17.103), it is easi-
est to look at infinitesimal transformations. It is then clear that the particular 
transformation 

δφ̂ = −iE(1 + τ3)φ̂ (17.104) 

(which is a combination of (17.101) and the ‘third component’ of (17.100)) is 
still a symmetry of (17.103) since 

( 
0 

) ( 
0 
)

(1 + τ3) √ = , (17.105) 
v/ 2 0 

so that 

<0|φ|0> = <0|φ + δφ|0>; (17.106) 

we say that ‘the vacuum is invariant under (17.104)’, and when we look at 
the spectrum of oscillations about that vacuum we expect to find only three 
massless bosons, not four. 
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× U(1) symmetry completely: we would then expect four massless fields.
Actually, however, it is not possible to make such a choice. An analogy may
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In considering what symmetries are respected or broken by (17.103), it is easi-
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consisted of a degenerate doublet of four degrees of freedom all with the same 
mass μ, in the ‘spontaneously broken’ case no such doublet structure is seen: 
instead, there is one massive scalar field, and three massless scalar fields. 
The number of degrees of freedom is the same in each case, but the physical 
spectrum is completely different. 

In the application of this to the electroweak sector of the Standard Model, 
the SU(2) × U(1) symmetry will be ‘gauged’ (i.e. made local), which is easily 
done by replacing the ordinary derivatives in (17.97) by suitable covariant 
ones. We shall see in chapter 19 that the result, with the choice (17.107), 
will be to end up with three massive gauge fields (those mediating the weak 
interactions) and one massless gauge field (the photon). We may summarize 
this (anticipated) result by saying, then, that when a spontaneously broken 
non-Abelian symmetry is gauged, those gauge fields corresponding to symme-
tries that are broken by the choice of <0|φ̂|0> acquire a mass, while those that 
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ĉ†
k
ĉk is the number operator for the electrons, which because of the Pauli

Principle has eigenvalues 0 or 1; this term is of course completely analogous
to (7.55), and sums the single particle energies Ek for each occupied level.

We immediately note that ĤBCS is invariant under the global U(1) trans-
formation

ĉk → ĉ'k = e−iαĉk (17.110)

for all k, which is equivalent to ψ̂'(x) = e−iαψ̂(x) for the electron field operator
at x. Thus fermion number is conserved by ĤBCS. However, just as for
the superfluid, we shall see that the BCS ground state does not respect the
symmetry.

We follow Bogoliubov (1958) and Bogoliubov et al. (1959) (see also Valatin

1958), and make a canonical transformation on the operators ĉk, ĉ
†
−k similar

to the one employed for the superfluid problem in (17.38), as motivated by
the ‘pair condensate’ picture. We set

β̂k = ukĉk − vk ĉ
†
−k, β†

k
= ukĉ

†
k
− vk ĉ−k

β̂−k = ukĉ−k + vk ĉ
†
k
, β†

−k = ukĉ
†
−k + vk ĉk (17.111)

where uk and vk are real, depend only on k = |k|, and are chosen so as to
preserve anticommutation relations for the β’s. This last condition implies
(problem 17.7)

u2
k + v2k = 1 (17.112)

so that we may conveniently set

uk = cos θk, vk = sin θk. (17.113)

Just as in the superfluid case, the transformations (17.111) only make sense in
the context of a number non-conserving ground state, since they do not respect
the symmetry (17.110). Although ĤBCS of (17.109) is number conserving, we
shall shortly make a crucial number non-conserving approximation.

We seek a diagonalization of (17.109), analogous to (17.40), in terms of

the mode operators β̂ and β̂†:

ĤBCS =
E

k

ωk(β̂
†
k
β̂k + β̂†

−kβ̂−k) + γ. (17.114)

It is easy to check (problem 17.8) that the form (17.114) implies

[ĤBCS, β̂
†
l
] = ωlβ̂

†
l

(17.115)

as in (17.41), despite the fact that the operators obey anticommutation rela-
tions. Equation (17.115) then implies that the ωk are the energies of states

created by the quasiparticle operators β̂†
k

and β̂†
−k, the ground state being

defined by
β̂k|ground>BCS = β̂−k|ground>BCS = 0. (17.116)
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interpreted a chiral symmetry breaking fermionic mass term as an analogous 
‘gap’. We emphasize at the outset that we shall here not treat electromagnetic 
interactions in the superconducting state, leaving that topic for chapter 19. 

Our discussion will deliberately have some similarity to that of section 
17.3.2. In the present case, of course, we shall be dealing with fermions – 
namely electrons – rather than the bosons of a superfluid. Nevertheless, we 
shall see that a similar kind of ‘condensation’ occurs in the superconductor 
too. Naturally, such a phenomenon can only occur for bosons. Thus an essen-
tial element in the BCS theory is the identification of a mechanism whereby 
pairs of electrons become correlated, the behaviour of which may have some 
similarity to that of bosons. Now, direct Coulomb interaction between a pair 
of electrons is repulsive, and it remains so despite the screening that occurs 
in a solid. But the positively charged ions do provide sources of attraction 
for the electrons, and may be used as intermediaries (via ‘electron-phonon 
interactions’) to promote an effective attraction between electrons in certain 
circumstances. At this point we recall the characteristic feature of a weakly 
interacting gas of electrons at zero temperature: thanks to the Exclusion Prin-
ciple, the electrons populate single particle energy levels up to some maximum 
energy EF (the Fermi energy), whose value is fixed by the electron density. It 
turns out (see for example Kittel 1987, chapter 8) that electron–electron scat-
tering, mediated by phonon exchange, leads to an effective attraction between 
two electrons whose energies Ek lie in a thin band EF − ωD < Ek < EF + ωD 
around EF, where ωD is the Debye frequency associated with lattice vibra-
tions. Cooper (1956) was the first to observe that the Fermi ‘sea’ was unstable 
with respect to the formation of bound pairs, in the presence of an attractive 
interaction. What this means is that the energy of the system can be lowered 
by exciting a pair of electrons above EF, which then become bound to a state 
with a total energy less than 2EF. This instability modifies the Fermi sea in a 
fundamental way: a sort of ‘condensate’ of pairs is created around the Fermi 
energy, and we need a many-body formalism to handle the situation. 

For simplicity we shall consider pairs of equal and opposite momentum 
k, so their total momentum is zero. It can also be argued that the effective 
attraction will be greater when the spins are antiparallel, but the spin will 
not be indicated explicitly in what follows: ‘k’ will stand for ‘k with spin up’, 
and ‘−k’ for ‘−k with spin down’. With this by way of motivation, we thus 
arrive at the BCS reduced Hamiltonian 

† † †ĤBCS = 
E 

Ek ĉk
ĉk − V 

E 
ĉ
k' ĉ−k' ĉ−k ĉk (17.109) 

k k,k' 

which is the starting point of our discussion. In (17.109), the ĉ’s are fermionic 
operators obeying the usual anticommutation relations, and the ground state 
is such that ĉk|0> = 0. The sum is over states lying near EF, as above, and 
the single particle energies Ek are measured relative to EF. The constant V 
(with the minus sign in front) represents a simplified form of the effective 
electron–electron attraction. Note that, in the non-interacting (V = 0) part, 
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around EF, where ωD is the Debye frequency associated with lattice vibra-
tions. Cooper (1956) was the first to observe that the Fermi ‘sea’ was unstable
with respect to the formation of bound pairs, in the presence of an attractive
interaction. What this means is that the energy of the system can be lowered
by exciting a pair of electrons above EF, which then become bound to a state
with a total energy less than 2EF. This instability modifies the Fermi sea in a
fundamental way: a sort of ‘condensate’ of pairs is created around the Fermi
energy, and we need a many-body formalism to handle the situation.

For simplicity we shall consider pairs of equal and opposite momentum
k, so their total momentum is zero. It can also be argued that the effective
attraction will be greater when the spins are antiparallel, but the spin will
not be indicated explicitly in what follows: ‘k’ will stand for ‘k with spin up’,
and ‘−k’ for ‘−k with spin down’. With this by way of motivation, we thus
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ĤBCS =
E

k

Ek ĉ
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which is the starting point of our discussion. In (17.109), the ĉ’s are fermionic
operators obeying the usual anticommutation relations, and the ground state
is such that ĉk|0> = 0. The sum is over states lying near EF, as above, and
the single particle energies Ek are measured relative to EF. The constant V
(with the minus sign in front) represents a simplified form of the effective
electron–electron attraction. Note that, in the non-interacting (V = 0) part,
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† ĉ ĉk is the number operator for the electrons, which because of the Pauli 
k
Principle has eigenvalues 0 or 1; this term is of course completely analogous 
to (7.55), and sums the single particle energies Ek for each occupied level. 

We immediately note that ĤBCS is invariant under the global U(1) trans-
formation 

' −iαˆĉk → ĉ = e ck (17.110) k 
−iα ˆfor all k, which is equivalent to ψ̂'(x) = e ψ(x) for the electron field operator 

at x. Thus fermion number is conserved by ĤBCS. However, just as for 
the superfluid, we shall see that the BCS ground state does not respect the 
symmetry. 

We follow Bogoliubov (1958) and Bogoliubov et al. (1959) (see also Valatin 
†1958), and make a canonical transformation on the operators ĉk, ĉ similar −k 

to the one employed for the superfluid problem in (17.38), as motivated by 
the ‘pair condensate’ picture. We set 

† † † = c β = c cβ̂k ukĉk − vkˆ−k, k ukˆk − vk ̂ −k 
† † †β = ukĉ vk ĉ β = ukĉ + vk ĉk (17.111) ˆ

−k −k + 
k
, −k −k 

where uk and vk are real, depend only on k = |k|, and are chosen so as to 
preserve anticommutation relations for the β’s. This last condition implies 
(problem 17.7) 

2 2 uk + vk = 1  (17.112) 

so that we may conveniently set 

uk = cos θk, vk = sin θk. (17.113) 

Just as in the superfluid case, the transformations (17.111) only make sense in 
the context of a number non-conserving ground state, since they do not respect 
the symmetry (17.110). Although ĤBCS of (17.109) is number conserving, we 
shall shortly make a crucial number non-conserving approximation. 

We seek a diagonalization of (17.109), analogous to (17.40), in terms of 

the mode operators β̂ and β̂†: 

† †ĤBCS = 
E 

ωk(β̂ β̂k + β̂ β̂−k) +  γ. (17.114) 
k −k 

k 

It is easy to check (problem 17.8) that the form (17.114) implies 

† †[ĤBCS, β̂l ] =  ωlβ̂l (17.115) 

as in (17.41), despite the fact that the operators obey anticommutation rela-
tions. Equation (17.115) then implies that the ωk are the energies of states 

ˆ† †created by the quasiparticle operators β
k and β̂−k, the ground state being 

defined by 
ˆ ˆβk|ground>BCS = β−k|ground>BCS = 0. (17.116) 
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and then

cos θl =

|
1

2

(
1 +

El
ωl

)|1/2
, sin θl =

|
1

2

(
1− El

ωl

)|1/2
. (17.127)

All our experience to date indicates that the choice ‘Δ = real’ amounts to a
choice of phase for the ground state value:

V BCS<ground|
E

k

ĉ−kck|ground>BCS = |Δ|. (17.128)

By making use of the U(1) symmetry (17.110), other phases for Δ are equally
possible.

The condition (17.128) has, of course, the by now anticipated form for a
spontaneously broken U(1) symmetry, and we must therefore expect the oc-
currence of a massless mode (which we do not demonstrate here). However,
we may now recall that the electrons are charged, so that when electromag-
netic interactions are included in the superconducting state, we have to allow
the α in (17.110) to become a local function of x. At the same time, the
massless photon field will enter. Remarkably, we shall learn in chapter 19
that the expected massless (Goldstone) mode is, in this case, not observed:
instead, that degree of freedom is incorporated into the gauge field, rendering
it massive. As we shall see, this is the physics of the Meissner effect in a
superconductor, and that of the ‘Higgs mechanism’ in the Standard Model.
Thus in the (charged) BCS model, both a fermion mass and a gauge boson
mass are dynamically generated.

An explicit formula for Δ can be found by using the definition (17.120),
together with the expression for ĉk found by inverting (17.111):

ĉk = cos θk β̂k + sin θk β̂
†
−k. (17.129)

This gives, using (17.120) and (17.129),

|Δ| = V BCS<ground|
E

k

(cos θkβ̂−k + sin θk β̂
†
k
)

×(cos θk β̂k + sin θk β̂
†
−k)|ground>BCS

= V BCS<ground|
E

k

cos θk sin θkβ̂−kβ̂
†
−k|ground>BCS,

= V
E

k

|Δ|
2[E2k + |Δ|2]1/2 . (17.130)

The sum in (17.130) is only over the small band EF − ωD < Ek < EF + ωD

over which the effective electron–electron attraction operates. Replacing the
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ˆSubstituting for β† in (17.115) from (17.111) we therefore require 
l 

† †[ĤBCS, cos θl ĉ − sin θl ĉ−l] =  ωl(cos θl ĉ − sin θl ĉ−l), (17.117) 
l l 

†which must hold as  an identity in the  ĉl’s and ĉ ’s. Evaluating (17.117) one 
l

obtains (problem 17.9) 

(ωl − El) cos θl − V sin θl 
E

k ĉ−kĉk = 0 (17.118) 

† †−V cos θl 
E

k ĉ ĉ + (ωl + El) sin θl = 0. (17.119) 
k −k 

It is at this point that we make the crucial ‘condensate’ assumption: we 
† †replace the operator expressions 

E
k ĉ−kĉk and 

E
k ĉ ĉ by their average 

k −k 
values, which are assumed to be non-zero in the ground state. Since these 
operators carry fermion number ±2, it is clear that this assumption is only 
valid if the ground state does not, in fact, have a definitive number of particles 
– just as in the superfluid case. We accordingly make the replacements 

V 
E

k ĉ ck → V BCS<ground|
E

k ĉ ck|ground>BCS ≡ Δ (17.120) −kˆ −kˆ
† † †V 

E
k ĉk ĉ−k† → V BCS<ground|

E
k ĉkc |ground>BCS ≡ Δ∗ .ˆ (17.121) −k

In that case, equations (17.118) and (17.119) become 

ωl cos θl = El cos θl +Δsin θl (17.122) 

ωl sin θl = −El sin θl +Δ  ∗ cos θl (17.123) 

which are consistent if 
ωl = ±[E2 + |Δ|2]1/2 . (17.124) l 

Equation (17.124) is the fundamental result at this stage. Recalling that El 
is measured relative to EF, we see that it implies that all excited states are 
separated from EF by a finite amount, namely |Δ|. 

In interpreting (17.124) we must however be careful to reckon energies for 
an excited state as relative to a BCS state having the same number of pairs, if 
we consider experimental probes which do not inject or remove electrons. Thus 
relative to a component of |ground>BCS with N pairs, we may consider the 
excitation of two particles above a BCS state with N −1 pairs. The minimum 
energy for this to be possible is 2|Δ|. It is this quantity which is usually called 

† †the energy gap. Such an excited state is represented by β β |ground>BCS.k −k
We shall need the expressions for cos θl and sin θl which may be obtained 

as follows. Squaring (17.122), and taking Δ now to be real and equal to |Δ|, 
we obtain 

|Δ|2(cos2 θl − sin2 θl) = 2El|Δ| cos θl sin θl, (17.125) 

which leads to 
tan 2θl = |Δ|/El (17.126) 
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Substituting for β̂†
l
in (17.115) from (17.111) we therefore require

[ĤBCS, cos θl ĉ
†
l
− sin θl ĉ−l] = ωl(cos θl ĉ

†
l
− sin θl ĉ−l), (17.117)

which must hold as an identity in the ĉl’s and ĉ†
l
’s. Evaluating (17.117) one

obtains (problem 17.9)

(ωl − El) cos θl − V sin θl
E

k ĉ−kĉk = 0 (17.118)

−V cos θl
E

k ĉ†
k
ĉ†−k + (ωl + El) sin θl = 0. (17.119)

It is at this point that we make the crucial ‘condensate’ assumption: we
replace the operator expressions

E
k ĉ−kĉk and

E
k ĉ†

k
ĉ†−k by their average

values, which are assumed to be non-zero in the ground state. Since these
operators carry fermion number ±2, it is clear that this assumption is only
valid if the ground state does not, in fact, have a definitive number of particles
– just as in the superfluid case. We accordingly make the replacements

V
E

k ĉ−k ĉk → V BCS<ground|
E

k ĉ−k ĉk|ground>BCS ≡ Δ (17.120)

V
E

k ĉ†
k
ĉ−k† → V BCS<ground|

E
k ĉ†

k
ĉ†−k|ground>BCS ≡ Δ∗.(17.121)

In that case, equations (17.118) and (17.119) become

ωl cos θl = El cos θl +Δsin θl (17.122)

ωl sin θl = −El sin θl +Δ∗ cos θl (17.123)

which are consistent if
ωl = ±[E2l + |Δ|2]1/2. (17.124)

Equation (17.124) is the fundamental result at this stage. Recalling that El
is measured relative to EF, we see that it implies that all excited states are
separated from EF by a finite amount, namely |Δ|.

In interpreting (17.124) we must however be careful to reckon energies for
an excited state as relative to a BCS state having the same number of pairs, if
we consider experimental probes which do not inject or remove electrons. Thus
relative to a component of |ground>BCS with N pairs, we may consider the
excitation of two particles above a BCS state with N−1 pairs. The minimum
energy for this to be possible is 2|Δ|. It is this quantity which is usually called

the energy gap. Such an excited state is represented by β†
k
β†
−k|ground>BCS.

We shall need the expressions for cos θl and sin θl which may be obtained
as follows. Squaring (17.122), and taking Δ now to be real and equal to |Δ|,
we obtain

|Δ|2(cos2 θl − sin2 θl) = 2El|Δ| cos θl sin θl, (17.125)

which leads to
tan 2θl = |Δ|/El (17.126)
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and then 

| 
1 
(

El 
)|1/2 | 

1 
(

El 
)|1/2 

cos θl = 1 +  , sin θl = 1− . (17.127) 
2 ωl 2 ωl 

All our experience to date indicates that the choice ‘Δ = real’ amounts to a 
choice of phase for the ground state value: 

V BCS<ground| 
E 

ĉ−kck|ground>BCS = |Δ|. (17.128) 

k 

By making use of the U(1) symmetry (17.110), other phases for Δ are equally 
possible. 

The condition (17.128) has, of course, the by now anticipated form for a 
spontaneously broken U(1) symmetry, and we must therefore expect the oc-
currence of a massless mode (which we do not demonstrate here). However, 
we may now recall that the electrons are charged, so that when electromag-
netic interactions are included in the superconducting state, we have to allow 
the α in (17.110) to become a local function of x. At the same time, the 
massless photon field will enter. Remarkably, we shall learn in chapter 19 
that the expected massless (Goldstone) mode is, in this case, not observed: 
instead, that degree of freedom is incorporated into the gauge field, rendering 
it massive. As we shall see, this is the physics of the Meissner effect in a 
superconductor, and that of the ‘Higgs mechanism’ in the Standard Model. 
Thus in the (charged) BCS model, both a fermion mass and a gauge boson 
mass are dynamically generated. 

An explicit formula for Δ can be found by using the definition (17.120), 
together with the expression for ĉk found by inverting (17.111): 

† ĉk = cos θk β̂k + sin θk β̂−k. (17.129) 

This gives, using (17.120) and (17.129), 

†ˆ|Δ| = V BCS<ground| 
E

(cos θkβ−k + sin θk β̂ )
k

k 
†ˆ ˆ×(cos θk βk + sin θk β )|ground>BCS−k

†ˆ ˆ= V BCS<ground| 
E 

cos θk sin θkβ β |ground>BCS,−k −k
k 

= V
E 

2[E

|Δ| 
. (17.130) 

2 + |Δ|2]1/2 
kk 

The sum in (17.130) is only over the small band EF − ωD < Ek < EF + ωD 
over which the effective electron–electron attraction operates. Replacing the 
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so that ŝ2k|0> = −|0>. It follows that

exp(θkŝk)|0> = (1 + θkŝk − θ2k
2

− θ3k
3
ŝk . . .)|0>

= (cos θk + sin θk ŝk)|0>
= (cos θk + sin θk ĉ

†
k
ĉ†−k)|0> (17.139)

and hence
|ground>BCS =

H

k

(cos θk + sin θk ĉ
†
k
ĉ†−k)|0>. (17.140)

As for the superfluid, (17.140) represents a coherent superposition of corre-
lated pairs, with no restraint on the particle number.

We should emphasize that the above is only the barest outline of a simple
version of BCS theory, with no electromagnetic interactions, from which many
subtleties have been omitted. Consider, for example, the binding energy Eb

of a pair, to calculate which one needs to evaluate the constant γ in (17.114).
To a good approximation one finds (see for example Enz 1992) Eb ≈ 3Δ2/EF.
One can also calculate the approximate spatial extension of a pair, which is
denoted by the coherence length ξ and is of order vF/πΔ where kF = mvF
is the Fermi momentum. If we compare Eb to the Coulomb repulsion at a
distance ξ we find

Eb/(α/ξ) ∼ a0/ξ (17.141)

where a0 is the Bohr radius. Numerical values show that the right-hand side
of (17.141), in conventional superconductors, is of order 10−3. Hence the pairs
are not really bound, only correlated, and as many as 106 pairs may have their
centres of mass within one coherence length of each other. Nevertheless, the
simple theory presented here contains the essential features which underlie all
attempts to understand the dynamical occurrence of spontaneous symmetry
breaking in fermionic systems.

We now proceed to an important application in particle physics.

Problems

17.1 Verify (17.29).

17.2 Verify (17.35).

17.3 Derive (17.43) and (17.44).

17.4 Let

Ûλ = exp[
1

2
λθ(â2 − â†2)]

where [â, â†] = 1 and λ, θ are real parameters.
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sum by an integral, we obtain the gap equation 
/ ωD1 dE 

1 =  V · NF 1 
22 −ωD [E2 + |Δ|2] 

= V NF sinh
−1(ωD/|Δ|) (17.131) 

where NF is the density of states at the Fermi level. Equation (17.131) yields 

ωD −1/V NF|Δ| = ≈ 2ωDe (17.132) 
sinh(1/V NF) 

for V NF << 1. This is the celebrated BCS solution for the gap parameter 
|Δ|. Perhaps the most significant thing to note about it, for our purpose, is 
that the expression for |Δ| is not an analytic function of the dimensionless 
interaction parameter V NF (it cannot be expanded as a power series in this 
quantity), and so no perturbative treatment starting from a normal ground 
state could reach this result. The estimate (17.132) is in reasonably good 
agreement with experiment, and may be refined. 

The explicit form of the ground state in this model can be found by a 
method similar to the one indicated in section 17.3.2 for the superfluid. Since 

ˆthe transformation from the ĉ’s to the β’s is canonical, there must exist a 
unitary operator which effects it via (compare (17.48)) 

† † † †ˆ ˆ ˆ ˆ ˆ ˆUBCS ĉ U = βk, UBCS ĉ UBCS = β . (17.133) k BCS −k −k

The operator ÛBCS is (Blatt 1964 section V.4, Yosida 1958, and compare 
problem 17.4) 

† †ÛBCS = 
H 

exp[θk(ĉ ĉ − ĉk ĉ−k)]. (17.134) 
k −k 

k 

Then, since ĉk|0> = 0, we have 

ˆ ˆ ˆU † U 0 (17.135) BCSβk BCS|0> = 

showing that we may identify 

ˆ|ground>BCS = UBCS|0> (17.136) 

via the condition (17.116). When the exponential in ÛBCS is expanded out, 
and applied to the vacuum state |0>, great simplifications occur. Consider the 
operator 

ŝk = ĉ † 
k
ĉ † 
−k − ĉkĉ−k. (17.137) 

We have 

ŝ 2 
k = −ĉ † 

k
ĉ † 
−k ĉkĉ−k − ĉkĉ−k ĉ 

† 
k
ĉ † 
−k (17.138) 
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sum by an integral, we obtain the gap equation

1 =
1

2
V ·NF

/ ωD

−ωD

dE

[E2 + |Δ|2] 12
= V NF sinh−1(ωD/|Δ|) (17.131)

where NF is the density of states at the Fermi level. Equation (17.131) yields

|Δ| = ωD

sinh(1/V NF)
≈ 2ωDe

−1/V NF (17.132)

for V NF << 1. This is the celebrated BCS solution for the gap parameter
|Δ|. Perhaps the most significant thing to note about it, for our purpose, is
that the expression for |Δ| is not an analytic function of the dimensionless
interaction parameter V NF (it cannot be expanded as a power series in this
quantity), and so no perturbative treatment starting from a normal ground
state could reach this result. The estimate (17.132) is in reasonably good
agreement with experiment, and may be refined.

The explicit form of the ground state in this model can be found by a
method similar to the one indicated in section 17.3.2 for the superfluid. Since
the transformation from the ĉ’s to the β̂’s is canonical, there must exist a
unitary operator which effects it via (compare (17.48))

ÛBCS ĉk Û †
BCS = β̂k, ÛBCS ĉ

†
−k Û †

BCS = β̂†
−k. (17.133)

The operator ÛBCS is (Blatt 1964 section V.4, Yosida 1958, and compare
problem 17.4)

ÛBCS =
H

k

exp[θk(ĉ
†
k
ĉ†−k − ĉk ĉ−k)]. (17.134)

Then, since ĉk|0> = 0, we have

Û †
BCSβ̂kÛBCS|0> = 0 (17.135)

showing that we may identify

|ground>BCS = ÛBCS|0> (17.136)

via the condition (17.116). When the exponential in ÛBCS is expanded out,
and applied to the vacuum state |0>, great simplifications occur. Consider the
operator

ŝk = ĉ†
k
ĉ†−k − ĉkĉ−k. (17.137)

We have

ŝ2k = −ĉ†
k
ĉ†−k ĉkĉ−k − ĉkĉ−k ĉ

†
k
ĉ†−k (17.138)
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2so that ŝ |0> = −|0>. It follows that k

θ2 θ3 
k kexp(θkŝk)|0> = (1 + θkŝk − − ŝk . . .)|0> 2 3 

= (cos θk + sin θk ŝk)|0> 
† † = (cos θk + sin θk ĉ ĉ )|0> (17.139) 
k −k

and hence 
† †|ground>BCS = 

H
(cos θk + sin θk ĉ ĉ )|0>. (17.140) 

k −k
k 

As for the superfluid, (17.140) represents a coherent superposition of corre-
lated pairs, with no restraint on the particle number. 

We should emphasize that the above is only the barest outline of a simple 
version of BCS theory, with no electromagnetic interactions, from which many 
subtleties have been omitted. Consider, for example, the binding energy Eb 
of a pair, to calculate which one needs to evaluate the constant γ in (17.114). 
To a good approximation one finds (see for example Enz 1992) Eb ≈ 3Δ2/EF. 
One can also calculate the approximate spatial extension of a pair, which is 
denoted by the coherence length ξ and is of order vF/πΔ where kF = mvF 
is the Fermi momentum. If we compare Eb to the Coulomb repulsion at a 
distance ξ we find 

Eb/(α/ξ) ∼ a0/ξ (17.141) 

where a0 is the Bohr radius. Numerical values show that the right-hand side 
of (17.141), in conventional superconductors, is of order 10−3 . Hence the pairs 
are not really bound, only correlated, and as many as 106 pairs may have their 
centres of mass within one coherence length of each other. Nevertheless, the 
simple theory presented here contains the essential features which underlie all 
attempts to understand the dynamical occurrence of spontaneous symmetry 
breaking in fermionic systems. 

We now proceed to an important application in particle physics. 

Problems 
17.1 Verify (17.29). 

17.2 Verify (17.35). 

17.3 Derive (17.43) and (17.44). 

17.4 Let 
Ûλ = exp[ 

1 
λθ(â 2 − â†2)]

2 

where [â, â†] = 1 and λ, θ are real parameters. 
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Chiral Symmetry Breaking

In section 12.4.2 we arrived at a puzzle: there seemed good reason to think
that a world consisting of u and d quarks and their antiparticles, interacting
via the colour gauge fields of QCD, should exhibit signs of the non-Abelian
chiral symmetry SU(2)f 5, which was exact in the massless limit mu,md → 0.
But, as we showed, one of the simplest consequences of such a symmetry
should be the existence of nucleon parity doublets, which are not observed.
We can now resolve this puzzle by making the hypothesis (section 18.1) first
articulated by Nambu (1960) and Nambu and Jona-Lasinio (1961a), that this
chiral symmetry is spontaneously broken as a dynamical effect – presumably,
from today’s perspective, as a property of the QCD interactions, as discussed
in section 18.1.1. If this is so, an immediate physical consequence should be
the appearance of massless (Goldstone) bosons, one for every symmetry not
respected by the vacuum. Indeed, returning to (12.168) which we repeat here
for convenience,

T̂
( 1
2 )

+5 |d> = |ũ>, (18.1)

we now interpret the state |ũ> (which is degenerate with |d>) as |d + ‘π+’>
where ‘π+’ is a massless particle of positive charge, but a pseudoscalar (0−)
rather than a scalar (0+) since, as we saw, |ũ> has opposite parity to |u>. In

the same way, ‘π−’ and ‘π0’ will be associated with T̂
( 1
2 )

− 5 and T̂
(1
2 )

3 5 . Of course,
no such massless pseudoscalar particles are observed: but it is natural to hope
that when the small up and down quark masses are included, the real pions
(π+, π−, π0) will emerge as ‘anomalously light’, rather than strictly massless.
This is indeed how they do appear, particularly with respect to the octet of
mesons, which differ only in qq̄ spin alignment from the 0− octet. As Nambu
and Jona-Lasinio (1961a) said, ‘it is perhaps not a coincidence that there
exists such an entity [i.e. the Goldstone state(s)] in the form of the pion’.

If this was the only observable consequence of spontaneously breaking chi-
ral symmetry, it would perhaps hardly be sufficient grounds for accepting
the hypothesis. But there are two circumstances which greatly increase the
phenomenological implications of the idea. First, the vector and axial vec-

tor symmetry currents T̂
( 1
2 )μ and T̂

( 1
2 )μ

5 of the u-d strong interaction SU(2)
symmetries (see (12.109) and (12.165)) happen to be the very same currents
which enter into strangeness-conserving semileptonic weak interactions (such
as n → pe−ν̄e and π− → μ−ν̄μ), as we shall see in chapter 20. Thus some re-
markable connections between weak- and strong-interaction parameters can be
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(a) Show that Ûλ is unitary. 

(b)  Let  
ˆ ˆ Û−1 ˆ ˆ †Û−1  = Uλâ , and Jλ = Uλâ .Iλ λ  λ 

Show that  
dÎλ  

= θĴλ 
dλ 

and that  
d2 ˆ Iλ 

θ2 ˆ= Iλ. 
dλ2 

(c) Hence show that 

Îλ = cosh(λθ) â + sinh(λθ) â † , 

and thus finally (compare (17.38) and (17.48)) that 

ˆ Û−1U1â = cosh θ â+ sinh θ â† ≡ α̂1 

and 
†Û−1Û1â = sinh θ â+ cosh θ â† ≡ α̂† ,1 

where  
Û1 ≡ Ûλ=1 = exp[ 

1 
θ(â 2 − â†2)].  

2 

17.5 Insert the ansatz (17.84) for φ̂ into L̂G of (17.69), with V̂ = V̂SB of 
(17.77), and show that the result for the constant term, and the quadratic 

terms in ĥ and θ̂, is as given in (17.85). 

17.6 Verify that when (17.107) is inserted in (17.97), the terms quadratic in 
ˆthe fields H and √θ̂ reveal that θ̂ is a massless field, while the quanta of the Ĥ

field have mass 2μ. 

17.7 Verify that the β̂’s of (17.111) satisfy the required anticommutation 
relations if (17.112) holds. 

17.8 Verify (17.115). 

17.9 Derive (17.118) and (17.119). 
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(a) Show that Ûλ is unitary.

(b) Let
Îλ = ÛλâÛ

−1
λ , and Ĵλ = Ûλâ

†Û−1
λ .

Show that
dÎλ
dλ

= θĴλ

and that
d2Îλ
dλ2

= θ2Îλ.

(c) Hence show that

Îλ = cosh(λθ) â + sinh(λθ) â†,

and thus finally (compare (17.38) and (17.48)) that

Û1âÛ
−1
1 = cosh θ â+ sinh θ â† ≡ α̂

and
Û1â

†Û−1
1 = sinh θ â+ cosh θ â† ≡ α̂†,

where

Û1 ≡ Ûλ=1 = exp[
1

2
θ(â2 − â†2)].

17.5 Insert the ansatz (17.84) for φ̂ into L̂G of (17.69), with V̂ = V̂SB of
(17.77), and show that the result for the constant term, and the quadratic

terms in ĥ and θ̂, is as given in (17.85).

17.6 Verify that when (17.107) is inserted in (17.97), the terms quadratic in

the fields Ĥ and θ̂ reveal that θ̂ is a massless field, while the quanta of the Ĥ
field have mass

√
2μ.

17.7 Verify that the β̂’s of (17.111) satisfy the required anticommutation
relations if (17.112) holds.

17.8 Verify (17.115).

17.9 Derive (17.118) and (17.119).

18  
Chiral Symmetry Breaking 

In section 12.4.2 we arrived at a puzzle: there seemed good reason to think 
that a world consisting of u and d quarks and their antiparticles, interacting 
via the colour gauge fields of QCD, should exhibit signs of the non-Abelian 
chiral symmetry SU(2)f 5, which was exact in the massless limit mu,md → 0. 
But, as we showed, one of the simplest consequences of such a symmetry 
should be the existence of nucleon parity doublets, which are not observed. 
We can now resolve this puzzle by making the hypothesis (section 18.1) first 
articulated by Nambu (1960) and Nambu and Jona-Lasinio (1961a), that this 
chiral symmetry is spontaneously broken as a dynamical effect – presumably, 
from today’s perspective, as a property of the QCD interactions, as discussed 
in section 18.1.1. If this is so, an immediate physical consequence should be 
the appearance of massless (Goldstone) bosons, one for every symmetry not 
respected by the vacuum. Indeed, returning to (12.168) which we repeat here 
for convenience, 

1 
2

+5 
( )

T̂ |d> = |ũ>, (18.1) 

we now interpret the state |ũ> (which is degenerate with |d>) as |d + ‘π+’> 
where ‘π+’ is a massless particle of positive charge, but a pseudoscalar (0−) 
rather than a scalar (0+) since, as we saw, |˜ In 

( 1
2

1
2

u> has opposite parity to |u>. 
) (
and T̂3 5  

)
the same way, ‘π−’ and ‘π0’ will be associated with T̂− 5 . Of course, 
no such massless pseudoscalar particles are observed: but it is natural to hope 
that when the small up and down quark masses are included, the real pions 
(π+, π−, π0) will emerge as ‘anomalously light’, rather than strictly massless. 
This is indeed how they do appear, particularly with respect to the octet of 
mesons, which differ only in qq̄ spin alignment from the 0− octet. As Nambu 
and Jona-Lasinio (1961a) said, ‘it is perhaps not a coincidence that there 
exists such an entity [i.e. the Goldstone state(s)] in the form of the pion’. 

If this was the only observable consequence of spontaneously breaking chi-
ral symmetry, it would perhaps hardly be sufficient grounds for accepting 
the hypothesis. But there are two circumstances which greatly increase the 
phenomenological implications of the idea. First, the vector and axial vec-

1
2

1
2tor symmetry currents T̂

( )μ ( )μ 
and T̂ of the u-d strong interaction SU(2) 5 

symmetries (see (12.109) and (12.165)) happen to be the very same currents 
which enter into strangeness-conserving semileptonic weak interactions (such 
as n → pe−ν̄e and π

− → μ−ν̄μ), as we shall see in chapter 20. Thus some re-
markable connections between weak- and strong-interaction parameters can be 
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FIGURE 18.1
The type of fermion–antifermion in the ‘Nambu chiral condensate’.

definite chirality in the Dirac spinor ω (compare (12.149)), which is itself not
a chirality eigenstate when m /= 0. When m vanishes, the Dirac equation for

ω decouples into two separate ones for the chirality eigenstates φR ≡
(

φ
0

)

and φL ≡
(

0
χ

)
. Nambu therefore made the following analogy:

Superconducting gap parameter Δ ↔ Dirac mass m

quasiparticle excitation ↔ massive Dirac particle

U(1) number symmetry ↔ U(1)5 chirality symmetry

Goldstone mode ↔ massless boson.

In short, the mass of a Dirac particle arises from the (presumed) spontaneous
breaking of a chiral (or γ5) symmetry, and this will be accompanied by a
massless boson.

Before proceeding we should note that there are features of the analogy,
on both sides, which need qualification. First, the particle symmetry we want
to interpret this way is SU(2)f 5 not U(1)5, so the appropriate generalization
(Nambu and Jona-Lasinio 1961b) has to be understood. Second, we must
again note that the BCS electrons are charged, so that in the real supercon-
ducting case we are dealing with a spontaneously broken local U(1) symmetry,
not a global one. By contrast, the SU(2)f 5 chiral symmetry is not gauged.

As usual, the quantum field theory vacuum is analogous to the many-
body ground state. According to Nambu’s analogy, therefore, the vacuum
for a massive Dirac particle is to be pictured as a condensate of correlated
pairs of massive fermions. Since the vacuum carries neither linear nor angular
momentum, the members of a pair must have equal and opposite spin: they
therefore have the same helicity. However, since the vacuum does not violate
fermion number conservation, one has to be a fermion and the other an an-
tifermion. This means (recalling the discussion after (12.147)) that they have
opposite chirality. Thus a typical pair in the Nambu vacuum is as shown in
figure 18.1. We may easily write down an expression for the Nambu vacuum,
analogous to (17.140) for the BCS ground state. Consider solutions φ+ and
χ+ of positive helicity in (18.2) and (18.3); then

Eφ+ = |p|φ+ +mχ+ (18.7)
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established, such as the Goldberger–Treiman (1958) relation (see section 18.2) 
and the Adler–Weisberger (Adler 1965, Weisberger 1965) relation. Second, it 
turns out that the dynamics of the Goldstone modes, and their interactions 
with other hadrons such as nucleons, are strongly constrained by the under-
lying chiral symmetry of QCD; indeed, surprisingly detailed effective theories 
(see section 18.3) have been developed, which provide a very successful de-
scription of the low energy dynamics of the Goldstone degrees of freedom. 
Finally we shall introduce the subject of chiral anomalies in section 18.4. 

It would take us too far from our main focus on gauge theories to pursue 
these interesting avenues in any detail. But we hope to convince the reader, in 
this chapter, that chiral symmetry breaking is an integral part of the Standard 
Model, being a fundamental property of QCD. 

18.1 The Nambu analogy 
We recall from section 12.4.2 that for ‘almost massless’ fermions it is natural 
to use the representation (3.40) for the Dirac matrices, in terms of which the 
Dirac equation reads 

Eφ = σ · pφ + mχ (18.2) 

Eχ = −σ · pχ + mφ. (18.3) 

Nambu (1960) and Nambu and Jona-Lasinio (1961a) pointed out a remarkable 
analogy between (18.2) and (18.3) and equations (17.122) and (17.123) which 
describe the elementary excitations in a superconductor (in the case Δ is real), 
and which we repeat here for convenience: 

ωl cos θl = El cos θl +Δsin θl (18.4) 

ωl sin θl = −El sin θl +Δcos θl. (18.5) 

In (18.4) and (18.5), cos θl and sin θl are respectively the components of the 
†electron destruction operator ĉl and the electron creation operator ĉ in the −l 

quasiparticle operator β̂l (see (17.111)): 

†β̂l = cos θl ĉl − sin θl ĉ (18.6) −l. 

The superposition in β̂l combines operators which transform differently under 
the U(1) (number) symmetry. The result of this spontaneous breaking of the 
U(1) symmetry is the creation of the gap Δ (or 2Δ for a number-conserving 
excitation), and the appearance of a massless mode. If Δ vanishes, (17.126) 
implies that θl = 0, and we revert to the symmetry-respecting operators 

† ĉl, ĉ . Consider now (18.2) and (18.3). Here φ and χ are the components of −l
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established, such as the Goldberger–Treiman (1958) relation (see section 18.2)
and the Adler–Weisberger (Adler 1965, Weisberger 1965) relation. Second, it
turns out that the dynamics of the Goldstone modes, and their interactions
with other hadrons such as nucleons, are strongly constrained by the under-
lying chiral symmetry of QCD; indeed, surprisingly detailed effective theories
(see section 18.3) have been developed, which provide a very successful de-
scription of the low energy dynamics of the Goldstone degrees of freedom.
Finally we shall introduce the subject of chiral anomalies in section 18.4.

It would take us too far from our main focus on gauge theories to pursue
these interesting avenues in any detail. But we hope to convince the reader, in
this chapter, that chiral symmetry breaking is an integral part of the Standard
Model, being a fundamental property of QCD.

18.1 The Nambu analogy

We recall from section 12.4.2 that for ‘almost massless’ fermions it is natural
to use the representation (3.40) for the Dirac matrices, in terms of which the
Dirac equation reads

Eφ = σ · pφ+mχ (18.2)

Eχ = −σ · pχ+mφ. (18.3)

Nambu (1960) and Nambu and Jona-Lasinio (1961a) pointed out a remarkable
analogy between (18.2) and (18.3) and equations (17.122) and (17.123) which
describe the elementary excitations in a superconductor (in the case Δ is real),
and which we repeat here for convenience:

ωl cos θl = El cos θl +Δsin θl (18.4)

ωl sin θl = −El sin θl +Δcos θl. (18.5)

In (18.4) and (18.5), cos θl and sin θl are respectively the components of the

electron destruction operator ĉl and the electron creation operator ĉ†−l in the

quasiparticle operator β̂l (see (17.111)):

β̂l = cos θl ĉl − sin θl ĉ
†
−l. (18.6)

The superposition in β̂l combines operators which transform differently under
the U(1) (number) symmetry. The result of this spontaneous breaking of the
U(1) symmetry is the creation of the gap Δ (or 2Δ for a number-conserving
excitation), and the appearance of a massless mode. If Δ vanishes, (17.126)
implies that θl = 0, and we revert to the symmetry-respecting operators
ĉl, ĉ

†
−l. Consider now (18.2) and (18.3). Here φ and χ are the components of
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FIGURE 18.1 
The type of fermion–antifermion in the ‘Nambu chiral condensate’. 

definite chirality in the Dirac spinor ω (compare (12.149)), which is itself not 
a chirality eigenstate when m / 0. When m vanishes, the Dirac equation for = ( 

φ 
)

ω decouples into two separate ones for the chirality eigenstates φR ≡ 
0 ( 

0 
)

and φL ≡ . Nambu therefore made the following analogy: 
χ 

Superconducting gap parameter Δ ↔ Dirac mass m 
quasiparticle excitation ↔ massive Dirac particle 

U(1) number symmetry ↔ U(1)5 chirality symmetry 

Goldstone mode ↔ massless boson. 

In short, the mass of a Dirac particle arises from the (presumed) spontaneous 
breaking of a chiral (or γ5) symmetry, and this will be accompanied by a 
massless boson. 

Before proceeding we should note that there are features of the analogy, 
on both sides, which need qualification. First, the particle symmetry we want 
to interpret this way is SU(2)f 5  not U(1)5, so the appropriate generalization 
(Nambu and Jona-Lasinio 1961b) has to be understood. Second, we must 
again note that the BCS electrons are charged, so that in the real supercon-
ducting case we are dealing with a spontaneously broken local U(1) symmetry, 
not a global one. By contrast, the SU(2)f 5  chiral symmetry is not gauged. 

As usual, the quantum field theory vacuum is analogous to the many-
body ground state. According to Nambu’s analogy, therefore, the vacuum 
for a massive Dirac particle is to be pictured as a condensate of correlated 
pairs of massive fermions. Since the vacuum carries neither linear nor angular 
momentum, the members of a pair must have equal and opposite spin: they 
therefore have the same helicity. However, since the vacuum does not violate 
fermion number conservation, one has to be a fermion and the other an an-
tifermion. This means (recalling the discussion after (12.147)) that they have 
opposite chirality. Thus a typical pair in the Nambu vacuum is as shown in 
figure 18.1. We may easily write down an expression for the Nambu vacuum, 
analogous to (17.140) for the BCS ground state. Consider solutions φ+ and 
χ+ of positive helicity in (18.2) and (18.3); then 

Eφ+ = |p|φ+ + mχ+ (18.7) 
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and Schrauner 1962) showed how the amplitudes for the emission of a single
‘soft’ (nearly massless, low momentum) pion could be calculated, for various
processes. These developments culminated in the Adler-Weisberger relation
(Adler 1965, Weisberger 1965) which involves two soft pions.

This work was all done in the absence of an agreed theory of the strong
interactions (the NJ-L theory was an illustrative working model of dynami-
cally generated spontaneous symmetry breaking, but not a complete theory
of strong interactions). QCD became widely accepted as that theory around
1973. In this case, of course, the ‘fermions in question’ are quarks, and the
interactions between them are gluon exchanges, which conserve chirality as
noted in section 12.4.2. The bulk of the masses of the qqq bound states which
form baryons is then interpreted as being spontaneously generated, while a
small explicit quark mass term in the Lagrangian is responsible for the non-
zero pion mass. Let us therefore now turn to two-flavour QCD.

18.1.1 Two flavour QCD and SU(2)f L×SU(2)f R

Let us begin with the massless case, for which the fermionic part of the La-
grangian is

L̂q = ¯̂u i /D̂û+
¯̂
d i /D̂d̂ (18.12)

where û and d̂ now stand for the field operators,

D̂μ = ∂μ + igsλ/2 · Â
μ
, (18.13)

and the λ matrices act on the colour (r,b,g) degree of freedom of the u and d
quarks. This Lagrangian is invariant under

(i) U(1)f ‘quark number’ transformations

q̂ → e−iαq̂; (18.14)

(ii) SU(2)f ‘flavour isospin’ transformations

q̂ → exp(−iα · τ/2) q̂; (18.15)

(iii) U(1)f 5 ‘axial quark number’ transformations

q̂ → e−iβγ5 q̂; (18.16)

(iv) SU(2)f 5 ‘axial flavour isospin’ transformations

q̂ → exp(−iβ · τ/2γ5) q̂, (18.17)

where

q̂ =

(
û

d̂

)
. (18.18)
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Eχ+ = −|p|χ+ + mφ+. (18.8) 

Comparing (18.7) and (18.8) with (18.4) and (18.5), we can read off the mixing 
coefficients cos θp and sin θp as (cf (17.127)) 

| 
1 
(

|p|
)|1/2 

cos θp = 1 +  (18.9) 
2 E 

| 
1 
(

|p|
|)1/2 

sin θp = 1− (18.10) 
2 E 

2 2)1/2where E = (m + p . The Nambu vacuum is then given by1 

†|0>N = 
H

(cos θp − sin θpĉs(p)d̂s
†(−p))|0>m=0, (18.11) 

p,s 

where ĉ†’s and d̂†’s are the operators in massless Dirac fields. Depending on s s

the sign of the helicity s, each pair in (18.11) carries ±2 units of chirality. We 

may check this by noting that in the mode expansion of the Dirac field ψ̂, 
ĉs(p) operators go with u-spinors for which the γ5 eigenvalue equals the helic-

ity, while d̂†(−p) operators accompany v-spinors for which the γ5 eigenvalue s
−iβγˆ ˆ5equals minus the helicity. Thus under a chiral transformation ψ̂' = e ψ, 

−iβsˆ d† iβs d̂† †d̂†ĉs → e cs and ˆ → e s, for a given s. Hence ĉ s acquires a factor s s  
2iβs  e . Thus the Nambu vacuum does not have a definite chirality, and oper-
ators carrying non-zero chirality can have non-vanishing vacuum expectation 

¯
values. A mass term ψ̂ψ̂ is of just this kind, since under ψ̂ = e−iβγ5 ψ̂ we find 

ψ̂†γ0 ˆ ˆ iβγ5 γ0 −iβγ5 ˆ ¯̂ −2iβγ5 ˆψ → ψ†e e ψ = ψe ψ. Thus, in analogy with (17.120), a 
¯

Dirac mass is associated with a non-zero value for N<0|ψ̂ψ̂|0>N. 
In the original conception by Nambu and co-workers, the fermion under 

discussion was taken to be the nucleon, with ‘m’ the (spontaneously gener-
ated) nucleon mass. The fermion–fermion interaction – necessarily invariant 
under chiral transformations – was taken to be of the four-fermion type. As 
we have seen in volume 1, this is actually a non-renormalizable theory, but a 
physical cut-off was employed, somewhat analogous to the Fermi energy EF. 
Thus the nucleon mass could not be dynamically predicted, unlike the anal-
ogous gap parameter Δ in BCS theory. Nevertheless, a gap equation similar 
to (17.131) could be formulated, and it was possible to show that when it 
had a non-trivial solution, a massless bound state automatically appeared in 
the f̄f channel (Nambu and Jona-Lasinio 1961a). This work was generalized 
to the SU(2)f 5  case by Nambu and Jona-Lasinio (1961b), who showed that 
if the chiral symmetry was broken explicitly by the introduction of a small 
nucleon mass (∼ 5 MeV), then the Goldstone pions would have their observed 
non-zero (but small) mass. In addition, the Goldberger–Treiman (1958) re-
lation was derived, and a number of other applications were suggested. Sub-
sequently, Nambu with other collaborators (Nambu and Lurie 1962, Nambu 

† †1A different phase convention is used for d̂s(−p) as compared to that for ĉ −k in (17.111). 
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Eχ+ = −|p|χ+ +mφ+. (18.8)

Comparing (18.7) and (18.8) with (18.4) and (18.5), we can read off the mixing
coefficients cos θp and sin θp as (cf (17.127))

cos θp =

|
1

2

(
1 +

|p|
E

)|1/2
(18.9)

sin θp =

|
1

2

(
1− |p|

E

|)1/2

(18.10)

where E = (m2 + p2)1/2. The Nambu vacuum is then given by1

|0>N =
H
p,s

(cos θp − sin θpĉ
†
s(p)d̂

†
s(−p))|0>m=0, (18.11)

where ĉ†s’s and d̂†s’s are the operators in massless Dirac fields. Depending on
the sign of the helicity s, each pair in (18.11) carries ±2 units of chirality. We

may check this by noting that in the mode expansion of the Dirac field ψ̂,
ĉs(p) operators go with u-spinors for which the γ5 eigenvalue equals the helic-

ity, while d̂†s(−p) operators accompany v-spinors for which the γ5 eigenvalue

equals minus the helicity. Thus under a chiral transformation ψ̂' = e−iβγ5̂ψ̂,
ĉs → e−iβsĉs and d̂†s → eiβsd̂†s, for a given s. Hence ĉ†sd̂

†
s acquires a factor

e2iβs. Thus the Nambu vacuum does not have a definite chirality, and oper-
ators carrying non-zero chirality can have non-vanishing vacuum expectation

values. A mass term
¯̂
ψψ̂ is of just this kind, since under ψ̂ = e−iβγ5ψ̂ we find

ψ̂†γ0ψ̂ → ψ̂†eiβγ5γ0e−iβγ5ψ̂ =
¯̂
ψe−2iβγ5ψ̂. Thus, in analogy with (17.120), a

Dirac mass is associated with a non-zero value for N<0| ¯̂ψψ̂|0>N.
In the original conception by Nambu and co-workers, the fermion under

discussion was taken to be the nucleon, with ‘m’ the (spontaneously gener-
ated) nucleon mass. The fermion–fermion interaction – necessarily invariant
under chiral transformations – was taken to be of the four-fermion type. As
we have seen in volume 1, this is actually a non-renormalizable theory, but a
physical cut-off was employed, somewhat analogous to the Fermi energy EF.
Thus the nucleon mass could not be dynamically predicted, unlike the anal-
ogous gap parameter Δ in BCS theory. Nevertheless, a gap equation similar
to (17.131) could be formulated, and it was possible to show that when it
had a non-trivial solution, a massless bound state automatically appeared in
the f̄f channel (Nambu and Jona-Lasinio 1961a). This work was generalized
to the SU(2)f 5 case by Nambu and Jona-Lasinio (1961b), who showed that
if the chiral symmetry was broken explicitly by the introduction of a small
nucleon mass (∼ 5 MeV), then the Goldstone pions would have their observed
non-zero (but small) mass. In addition, the Goldberger–Treiman (1958) re-
lation was derived, and a number of other applications were suggested. Sub-
sequently, Nambu with other collaborators (Nambu and Lurie 1962, Nambu

1A different phase convention is used for d̂†s(−p) as compared to that for ĉ†−k
in (17.111).
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and Schrauner 1962) showed how the amplitudes for the emission of a single 
‘soft’ (nearly massless, low momentum) pion could be calculated, for various 
processes. These developments culminated in the Adler-Weisberger relation 
(Adler 1965, Weisberger 1965) which involves two soft pions. 

This work was all done in the absence of an agreed theory of the strong 
interactions (the NJ-L theory was an illustrative working model of dynami-
cally generated spontaneous symmetry breaking, but not a complete theory 
of strong interactions). QCD became widely accepted as that theory around 
1973. In this case, of course, the ‘fermions in question’ are quarks, and the 
interactions between them are gluon exchanges, which conserve chirality as 
noted in section 12.4.2. The bulk of the masses of the qqq bound states which 
form baryons is then interpreted as being spontaneously generated, while a 
small explicit quark mass term in the Lagrangian is responsible for the non-
zero pion mass. Let us therefore now turn to two-flavour QCD. 

18.1.1 Two flavour QCD and SU(2)f L×SU(2)f R  

Let us begin with the massless case, for which the fermionic part of the La-
grangian is 

¯ˆ ¯ ˆ ˆ D̂ ˆLq = û iD/ û+ d i / d (18.12) 

where û and d̂ now stand for the field operators, 

μ 
D̂μ = ∂μ + igsλ/2 · Â , (18.13) 

and the λ matrices act on the colour (r,b,g) degree of freedom of the u and d 
quarks. This Lagrangian is invariant under 

(i) U(1)f ‘quark number’ transformations 

−iα ̂q̂ → e q; (18.14) 

(ii) SU(2)f ‘flavour isospin’ transformations 

q̂ → exp(−iα · τ /2) q̂; (18.15) 

(iii) U(1)f 5  ‘axial quark number’ transformations 

−iβγ5 ˆq̂ → e q; (18.16) 

(iv) SU(2)f 5  ‘axial flavour isospin’ transformations 

q̂ → exp(−iβ · τ /2γ5) q̂, (18.17) 

where ( 
û

) 
q̂ = . (18.18) 

d̂ 



18.1. The Nambu analogy 233

q̂(x) and q̂†(x) gives the results (problem 18.1)

[Q̂i, Q̂j] = iEijkQ̂k (18.24)

[Q̂i, Q̂j,5] = iEijkQ̂k,5 (18.25)

[Q̂i,5, Q̂j,5] = iEijkQ̂k. (18.26)

Relation (18.24) has been seen before in (12.101), and simply says that the
Q̂i’s obey a SU(2) algebra. A simple trick reduces the rather complicated
algebra of (18.24)–(18.26) to something much simpler. Defining

Q̂i,R =
1

2
(Q̂i + Q̂i,5) Q̂i,L =

1

2
(Q̂i − Q̂i,5) (18.27)

we find (problem 18.2)

[Q̂i,R, Q̂j,R] = iEijkQ̂k,R (18.28)

[Q̂i,L, Q̂j,L] = iEijkQ̂k,L (18.29)

[Q̂i,R, Q̂j,L] = 0. (18.30)

The operators Q̂i,R, Q̂i,L therefore behave like two commuting (independent)
angular momentum operators, each obeying the algebra of SU(2). For this
reason, the symmetry group of the combined symmetries (ii) and (iv) is called
SU(2)f L × SU(2)f R.

The decoupling effected by (18.27) has a simple interpretation. Referring
to (18.22) and (18.23), we see that

Q̂i,R =

/
q̂†

(
1 + γ5

2

)
τi
2
q̂ d3x (18.31)

and similarly for Q̂i,L. But ((1±γ5)/2) are just the projection operators PR,L

introduced in section 12.3.2, which project out the chiral parts of any fermion
field. Furthermore, it is easy to see that P 2

R = PR and P 2
L = PL, so that Q̂i,R

and Q̂i,L can also be written as

Q̂i,R =

/
q̂†R

τi
2
q̂R d3x Q̂i,L =

/
q̂†L

τi
2
q̂L d

3x, (18.32)

where q̂R = ((1 + γ5)/2)q̂, q̂L = ((1 − γ5)/2)q̂. In a similar way, the currents
(18.20) and (18.21) can be written as

ĵμi = ĵμi,R + ĵμi,L ĵμi,5 = ĵμi,R − ĵμi,L, (18.33)

where
ĵi,R = ¯̂qRγ

μ τi
2
q̂R ĵμi,L = ¯̂qLγ

μ τi
2
q̂L. (18.34)

Thus the SU(2)L and SU(2)R refer to the two chiral components of the fermion
fields, which is why it is called chiral symmetry.

232 18. Chiral Symmetry Breaking 

Symmetry (i) is unbroken, and its associated ‘charge’ operator (the quark 
number operator) commutes with all other symmetry operators, so it need 
not concern us further. Symmetry (ii) is the standard isospin symmetry of 
chapter 12, explicitly broken by the electromagnetic interactions (and by the 
difference in the masses mu and md, when included). Symmetry (iii) does 
not correspond to any known conservation law; on the other hand, there are 
not any near-massless isoscalar 0− mesons, either, such as must be present 
if the symmetry is spontaneously broken. The η meson is an isoscalar 0− 

meson, but with a mass of 547 MeV it is considerably heavier than the pion. 
In fact, it can be understood as one of the Goldstone bosons associated with 
the spontaneous breaking of the larger group SU(3)f 5, which includes the s 
quark (see section 18.3.3). In that case, the symmetry (iii) becomes extended 
to 

−iβγ5 ˆ ˆ −iβγ5 ˆ −iβγ5 ˆû → e u, d → e d, ŝ → e s, (18.19) 

but there is still a missing light isoscalar 0− meson. It can be shown that √ 
its mass must be less than or equal to 3 mπ (Weinberg 1975), but no such 
particle exists. This is the famous ‘U(1) problem’: it was resolved by ’t 
Hooft (1976a, 1986), by showing that the inclusion of instanton configurations 
(Belavin et al. 1975) in path integrals leads to violations of symmetry (iii) – 
see, for example, Weinberg (1996) section 23.5. Finally, symmetry (iv) is the 
one with which we are presently concerned. 

The symmetry currents associated with (iv) are those already given in 
(12.165), but we give them again here in a slightly different notation which 
will be similar to the one used for weak interactions: 

μ τiˆ q̄γμγ5 qj ˆ ˆ i = 1, 2, 3. (18.20) i,5 = 
2 

Similarly the currents associated with (ii) are 

μ τiˆ ¯j = qγμ q (18.21) i ˆ ˆ i = 1, 2, 3. 
2 

The corresponding ‘charges’ are (compare (12.166)) 

τi
Q̂i,5 ≡ 

/ 
ĵi,
0
5 d

3 x = 

/ 
q̂†γ5 q̂ d3 x, (18.22) 

2 

( 1 )
previously denoted by T̂ 2 , and (compare (12.101)), i,5 

/ 
† τiQ̂i = q̂ q̂ d3 x, (18.23) 
2 

2previously denoted by T̂
( 1 ) 

. As with all symmetries, it is interesting to dis-5 
cover the algebra of the generators, which are the six charges Q̂i, Q̂i,5 in this 
case. Patient work with the anticommutation relations for the operators in 



232 18. Chiral Symmetry Breaking

Symmetry (i) is unbroken, and its associated ‘charge’ operator (the quark
number operator) commutes with all other symmetry operators, so it need
not concern us further. Symmetry (ii) is the standard isospin symmetry of
chapter 12, explicitly broken by the electromagnetic interactions (and by the
difference in the masses mu and md, when included). Symmetry (iii) does
not correspond to any known conservation law; on the other hand, there are
not any near-massless isoscalar 0− mesons, either, such as must be present
if the symmetry is spontaneously broken. The η meson is an isoscalar 0−

meson, but with a mass of 547 MeV it is considerably heavier than the pion.
In fact, it can be understood as one of the Goldstone bosons associated with
the spontaneous breaking of the larger group SU(3)f 5, which includes the s
quark (see section 18.3.3). In that case, the symmetry (iii) becomes extended
to

û → e−iβγ5 û, d̂ → e−iβγ5 d̂, ŝ → e−iβγ5 ŝ, (18.19)

but there is still a missing light isoscalar 0− meson. It can be shown that
its mass must be less than or equal to

√
3 mπ (Weinberg 1975), but no such

particle exists. This is the famous ‘U(1) problem’: it was resolved by ’t
Hooft (1976a, 1986), by showing that the inclusion of instanton configurations
(Belavin et al. 1975) in path integrals leads to violations of symmetry (iii) –
see, for example, Weinberg (1996) section 23.5. Finally, symmetry (iv) is the
one with which we are presently concerned.

The symmetry currents associated with (iv) are those already given in
(12.165), but we give them again here in a slightly different notation which
will be similar to the one used for weak interactions:

ĵμi,5 = ¯̂qγμγ5
τi
2
q̂ i = 1, 2, 3. (18.20)

Similarly the currents associated with (ii) are

ĵμi = ¯̂qγμ τi
2
q̂ i = 1, 2, 3. (18.21)

The corresponding ‘charges’ are (compare (12.166))

Q̂i,5 ≡
/

ĵ0i,5 d
3x =

/
q̂†γ5

τi
2
q̂ d3x, (18.22)

previously denoted by T̂
( 1
2 )

i,5 , and (compare (12.101)),

Q̂i =

/
q̂†

τi
2
q̂ d3x, (18.23)

previously denoted by T̂
( 1
2 )

5 . As with all symmetries, it is interesting to dis-
cover the algebra of the generators, which are the six charges Q̂i, Q̂i,5 in this
case. Patient work with the anticommutation relations for the operators in
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q̂(x) and q̂†(x) gives the results (problem 18.1) 

ˆ ˆ[Q̂i, Qj] = iEijk Qk (18.24) 

ˆ ˆ[Q̂i, Qj,5] = iEijk Qk,5 (18.25) 

ˆ ˆ[Q̂i,5, Qj,5] = iEijk Qk. (18.26) 

Relation (18.24) has been seen before in (12.101), and simply says that the 
Q̂i’s obey a SU(2) algebra. A simple trick reduces the rather complicated 
algebra of (18.24)–(18.26) to something much simpler. Defining 

ˆ 1
(Q̂i + Q̂i,5) Q̂i,L = 

1
(Q̂i − Q̂i,5) (18.27) Qi,R = 

2 2

we find (problem 18.2) 

[Q̂i,R, Q̂j,R] = iEijk Q̂k,R (18.28) 

[Q̂i,L, Q̂j,L] = iEijk Q̂k,L (18.29) 

[Q̂i,R, Q̂j,L] = 0. (18.30) 

The operators Q̂i,R, Q̂i,L therefore behave like two commuting (independent) 
angular momentum operators, each obeying the algebra of SU(2). For this 
reason, the symmetry group of the combined symmetries (ii) and (iv) is called 
SU(2)f L × SU(2) .f R

The decoupling effected by (18.27) has a simple interpretation. Referring 
to (18.22) and (18.23), we see that 

/ 
† 
( 
1 +  γ5

) 
τi

Q̂i,R = q̂ q̂ d3 x (18.31) 
2 2 

and similarly for Q̂i,L. But ((1± γ5)/2) are just the projection operators PR,L 
introduced in section 12.3.2, which project out the chiral parts of any fermion 
field. Furthermore, it is easy to see that PR

2 = PR and PL
2 = PL, so that Q̂i,R 

and Q̂i,L can also be written as 

/ 
† τi 

/ 
† τiQ̂i,R = q̂ q̂R d3 x Q̂i,L = q̂ q̂L d

3 x, (18.32) R L2 2 

where q̂R = ((1 + γ5)/2)q̂, q̂L = ((1 − γ5)/2)q̂. In a similar way, the currents 
(18.20) and (18.21) can be written as 

μ μ μ μ μ μĵ = ĵ + ĵ ĵ ĵ − ̂j (18.33) i i,R i,L i,5 = i,R i,L, 

where 
μ ¯ĵi,R = q̄̂Rγ

μ τi q̂R ĵi,L = q̂Lγ
μ τi q̂L. (18.34) 

2 2 

Thus the SU(2)L and SU(2)R refer to the two chiral components of the fermion 
fields, which is why it is called chiral symmetry. 
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SU(2)L×SU(2)R since they treat the L and R parts differently. Indeed from
(18.37) and (18.38) we find

¯̂qLq̂R → ¯̂q
'
Lq

'
R = ¯̂qL(1 + i(E− η) · τ/2)(1− i(E+ η) · τ/2)q̂R (18.43)

= ¯̂qLq̂R − iη · ¯̂qLτ q̂R (18.44)

and
¯̂qRq̂L → ¯̂qRq̂L + iη · ¯̂qRτ q̂L. (18.45)

Equations (18.44) and (18.45) confirm that the term ¯̂qq̂ in (18.40) is invariant
under the isospin part of SU(2)L×SU(2)R (since E is not involved), but not
invariant under the axial isospin transformations parametrized by η. The
¯̂qτ3q̂ term explicitly breaks the third component of isospin (resembling an
electromagnetic effect), but its magnitude may be expected to be smaller
than that of the ¯̂qq̂ term, being proportional to the difference of the masses,
rather than their sum. This suggests that the vacuum will ‘align’ in such a
way as to preserve isospin, but break axial isospin.

18.2 Pion decay and the Goldberger–Treiman relation

We now discuss some of the rather surprising phenomenological implications of
spontaneously broken chiral symmetry – specifically, the spontaneous break-
ing of the axial isospin symmetry. We start by ignoring any ‘explicit’ quark
masses, so that the axial isospin current is conserved, ∂μĵ

μ
i,5 = 0. From sections

17.4 and 17.5 (suitably generalized) we know that this current has non-zero
matrix elements between the vacuum and a ‘Goldstone’ state, which in our
case is the pion. We therefore set (cf (17.94))

<0|ĵμi,5(x)|πj , p> = −ipμfπe
−ip·xδij (18.46)

where fπ is a constant with dimensions of mass, and which we expect to be
related to a symmetry breaking vev. This is just what we shall find in section
18.3.1. Note that (18.46) is consistent with ∂μĵ

μ
i,5 = 0 if p2 = 0, i.e. if the

pion is massless.

We treat fπ as a phenomenological parameter. Its value can be determined
from the rate for the decay π+ → μ+νμ by the following reasoning. In chapter
20 we shall learn that the effective weak Hamiltonian density for this low
energy strangeness non-changing semileptonic transition is

ĤW(x) =
GF√
2
Vud

¯̂
ψd(x)γ

μ(1− γ5)ψ̂u(x)

×[ψ̂νe(x)γμ(1 − γ5)ψ̂e(x) +
¯̂
ψνμ(x)γμ(1− γ5)ψ̂μ(x)] (18.47)
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Under infinitesimal SU(2) isospin and axial isospin transformations, q̂
transforms by 

'q̂ → q̂ = (1 − iE · τ /2− iη · τ /2 γ5)q̂. (18.35) 

This can be rewritten in terms of q̂R and q̂R, using 

q̂ = q̂R + q̂L, γ5q̂R = q̂R, γ5q̂L = −q̂L. (18.36) 

We find that 
' q̂R = (1 − i(E + η) · τ /2)q̂R  (18.37) 

and similarly 
'q̂L = (1 − i(E − η) · τ /2)q̂L.  (18.38) 

ˆHence q̂R and q̂L transform quite independently2, which is why [ Q̂i,R, Qj,L] =  
0. 

This formalism allows us to see immediately why (18.12) is chirally invari-
ant: problem 18.3 verifies that L̂q can be written as 

ˆ ¯ ˆ ¯ ˆLq = qRiDqR + qLiDq̂L  (18.39) ˆ  ˆ  

which is plainly invariant under (18.37) and (18.38), since D̂ is flavour-blind. 
There is as yet no formal proof that this SU(2)L×SU(2)R chiral sym-

metry is spontaneously broken in QCD, though it can be argued that the 
larger symmetry SU(3)L×SU(3)R – appropriate to three massless flavours – 
must be spontaneously broken (see Weinberg 1996, section 22.5). This is, of 
course, an issue that cannot be settled within perturbation theory (compare 
the comments after (17.132)). Numerical solutions of QCD on a lattice (see 
chapter 16) do provide strong evidence that baryons acquire large dynamical 
(SU(2)f 5-breaking) mass. 

Even granted that chiral symmetry is spontaneously broken in massless 
two-flavour QCD, how do we know that it breaks in such a way as to leave 
the isospin (‘R + L’) symmetry unbroken? A plausible answer can be given 
if we restore the quark mass terms via 

L̂m = ¯̂u − md 
¯̂
d = − 

1
(mu + q̂ − 

1 − md)q̄τ3ˆ (18.40) −muuˆ d ̂ md)q̄ˆ (mu ˆ q.
2 2

Now 
¯ ¯ ¯q̂q̂ = q̂Lq̂R + q̂Rq̂L  (18.41) 

and 
¯ ¯ ¯qτ̂3q̂ = q̂Lτ3qR + q̂Rτ3q̂L.  (18.42) 

Including these extra terms is somewhat analogous to switching on an external 
field in the ferromagnetic problem, which determines a preferred direction for 
the symmetry breaking. It is clear that neither of (18.41) and (18.42) preserves 

2We may set γ = E + η, and δ = E − η. 
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Under infinitesimal SU(2) isospin and axial isospin transformations, q̂
transforms by

q̂ → q̂' = (1 − iE · τ/2− iη · τ/2 γ5)q̂. (18.35)

This can be rewritten in terms of q̂R and q̂R, using

q̂ = q̂R + q̂L, γ5q̂R = q̂R, γ5q̂L = −q̂L. (18.36)

We find that
q̂'R = (1− i(E+ η) · τ/2)q̂R (18.37)

and similarly
q̂'L = (1− i(E− η) · τ/2)q̂L. (18.38)

Hence q̂R and q̂L transform quite independently2, which is why [Q̂i,R, Q̂j,L] =
0.

This formalism allows us to see immediately why (18.12) is chirally invari-
ant: problem 18.3 verifies that L̂q can be written as

L̂q = ¯̂qRi D̂qR + ¯̂qLi D̂q̂L (18.39)

which is plainly invariant under (18.37) and (18.38), since D̂ is flavour-blind.
There is as yet no formal proof that this SU(2)L×SU(2)R chiral sym-

metry is spontaneously broken in QCD, though it can be argued that the
larger symmetry SU(3)L×SU(3)R – appropriate to three massless flavours –
must be spontaneously broken (see Weinberg 1996, section 22.5). This is, of
course, an issue that cannot be settled within perturbation theory (compare
the comments after (17.132)). Numerical solutions of QCD on a lattice (see
chapter 16) do provide strong evidence that baryons acquire large dynamical
(SU(2)f 5-breaking) mass.

Even granted that chiral symmetry is spontaneously broken in massless
two-flavour QCD, how do we know that it breaks in such a way as to leave
the isospin (‘R + L’) symmetry unbroken? A plausible answer can be given
if we restore the quark mass terms via

L̂m = −mu
¯̂uû−md

¯̂
dd̂ = −1

2
(mu +md)¯̂qq̂ −

1

2
(mu −md)¯̂qτ3q̂. (18.40)

Now
¯̂qq̂ = ¯̂qLq̂R + ¯̂qRq̂L (18.41)

and
¯̂qτ3q̂ = ¯̂qLτ3qR + ¯̂qRτ3q̂L. (18.42)

Including these extra terms is somewhat analogous to switching on an external
field in the ferromagnetic problem, which determines a preferred direction for
the symmetry breaking. It is clear that neither of (18.41) and (18.42) preserves

2We may set γ = E+ η, and δ = E− η.
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SU(2)L×SU(2)R since they treat the L and R parts differently. Indeed from 
(18.37) and (18.38) we find 

¯ ¯q̂Lq̂R → q̄̂Lq = q̂L(1 + i(E − η) · τ /2)(1− i(E + η) · τ /2)q̂R (18.43) R 
¯ ¯= q̂Lq̂R − iη · q̂Lτ q̂R (18.44) 

and 
¯ ¯q̂Rq̂L → q̄̂Rq̂L + iη · q̂Rτ q̂L. (18.45) 

Equations (18.44) and (18.45) confirm that the term q̄̂q̂ in (18.40) is invariant 
under the isospin part of SU(2)L×SU(2)R (since E is not involved), but not 
invariant under the axial isospin transformations parametrized by η. The 
q̄τ̂3q̂ term explicitly breaks the third component of isospin (resembling an 
electromagnetic effect), but its magnitude may be expected to be smaller 
than that of the q̄̂q̂ term, being proportional to the difference of the masses, 
rather than their sum. This suggests that the vacuum will ‘align’ in such a 
way as to preserve isospin, but break axial isospin. 

18.2 Pion decay and the Goldberger–Treiman relation 
We now discuss some of the rather surprising phenomenological implications of 
spontaneously broken chiral symmetry – specifically, the spontaneous break-
ing of the axial isospin symmetry. We start by ignoring any ‘explicit’ quark 

μˆmasses, so that the axial isospin current is conserved, ∂μji,5 = 0. From sections 
17.4 and 17.5 (suitably generalized) we know that this current has non-zero 
matrix elements between the vacuum and a ‘Goldstone’ state, which in our 
case is the pion. We therefore set (cf (17.94)) 

μ<0|ĵ (x)|πj , p> = −ip μfπe −ip·xδij (18.46) i,5

where fπ is a constant with dimensions of mass, and which we expect to be 
related to a symmetry breaking vev. This is just what we shall find in section 

ˆ 2μ18.3.1. Note that (18.46) is consistent with ∂μji,5 = 0 if p = 0, i.e. if the 
pion is massless. 

We treat fπ as a phenomenological parameter. Its value can be determined 
from the rate for the decay π+ → μ+νμ by the following reasoning. In chapter 
20 we shall learn that the effective weak Hamiltonian density for this low 
energy strangeness non-changing semileptonic transition is 

GF ¯ĤW(x) =  √ Vudψ̂d(x)γ
μ(1 − γ5)ψ̂u(x)

2 
¯×[ψ̂νe (x)γμ(1 − γ5)ψ̂e(x) +  ψ̂νμ 

(x)γμ(1 − γ5)ψ̂μ(x)] (18.47) 
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FIGURE 18.2
Helicities of massless leptons in π+ → μ+νμ due to the ‘V-A’ interaction.

its wavefunction, in an amount proportional to mμ. This is why, as we have
just remarked after (18.52), the amplitude is proportional to mμ. The rate is
therefore proportional to m2

μ. This is a very important conclusion, because it
implies that the rate to muons is ∼ (mμ/me)

2 ∼ (400)2 times greater than
the rate to electrons – a result which agrees with experiment, while grossly
contradicting the naive expectation that the rate with the larger energy release
should dominate. This, in fact, is one of the main indications for the ‘vector-
axial vector’, or ‘V-A’, structure of (18.47), as we shall see in more detail in
section 20.2.

Problem 18.4 shows that the rate computed from (18.52) is

Γπ→μν =
G2

Fm
2
μf

2
π(m

2
π −m2

μ)
2

4πm3
π

|Vud|2. (18.53)

Including radiative corrections, the value

fπ - 92 MeV (18.54)

can be extracted.
Consider now another matrix element of ĵμi,5, this time between nucleon

states. Following an analysis similar to that in section 8.8 for the matrix
elements of the electromagnetic current operator between nucleon states, we
write

<N, p'|ĵμi,5(0)|N, p>

= ū(p')
|
γμγ5F

5
1 (q

2) +
iσμν

2M
qνγ5F

5
2 (q

2) + qμγ5F
5
3 (q

2)

|
τi
2
u(p),

(18.55)

where the F 5
i ’s are certain form factors, M is the nucleon mass, and q = p−p'.

The spinors in (18.55) are understood to be written in flavour and Dirac space.
Since (with massless quarks) ĵμi,5 is conserved – that is qμĵ

μ
i,5(0) = 0 – we find

0 = ū(p')[/qγ5F 5
1 (q

2) + q2γ5F
5
3 (q

2)]
τi
2
u(p)

= ū(p')[(/p− /p')γ5F 5
1 (q

2) + q2γ5F
5
3 (q

2)]
τi
2
u(p)

= ū(p')[−2Mγ5F
5
1 (q

2) + q2γ5F
5
3 (q

2)]
τi
2
u(p), (18.56)
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where GF is Fermi constant and Vud is an element of the Cabibbo–Kobayashi– 
Maskawa (CKM) matrix (see section 20.7.3). Thus the lowest-order contribu-
tion to the S-matrix is 

μ+ 
/ 

ˆ−i< , p1; νμ, p2| d4 xHW(x)|π+ , p> 

GF
/ 

d4 μ+ ¯̂
= −i√ Vud x< , p1; νμ, p2|ψνμ 

(x)γμ(1 − γ5)ψ̂μ(x)|0> 
2  
¯ ̂

π+× <0|ψd(x)γ
μ(1 − γ5)ψ̂u(x)| , p>. (18.48) 

The leptonic matrix element gives ūν (p2)γμ(1 − γ5)vμ(p1)e
i(p1+p2 )·x . For the 

pionic one, we note that 

¯̂ μ μ μ μψd(x)γ
μ(1 − γ5)ψ̂ (x) = ĵ (x) − iĵ (x) − ĵ (x) + iĵ (x) (18.49) u 1 2 1,5 2,5

μfrom (18.20) and (18.21). Further, the currents ĵ can have no matrix elements i 
between the vacuum (which is a 0+ state) and the π (which is 0−), by the 
following argument. From Lorentz invariance such a matrix element has to 
be a 4-vector. But since the initial and final parities are different, it would 
have to be an axial 4-vector3 . However, the only 4-vector available is the 

μpion’s momentum p which is an ordinary (not an axial) 4-vector. On the 
μother hand, precisely for this reason the axial currents ĵ do have a non-zero i,5 

1matrix element, as in (18.46). Noting that |π+> = √ |π1 + iπ2>, we find that 2 

i¯
π+<0|ψ̂d(x)γ

μ(1 − γ5)ψ̂u(x)| , p> = −√ <0|ĵμ − iĵ2,5|π1 + iπ2> (18.50) 1,5
2 √ −ip·x = − 2p μfπe (18.51) 

so that (18.48) becomes 

i(2π)4δ4(p1 + p2 − p)[GFVudūν (p2)γμ(1 − γ5)v(p1)p μfπ]. (18.52) 

The quantity in brackets is, therefore, the invariant amplitude for the process, 
M. Using p = p1 + p2, we may replace / p in (18.52) by mμ, neglecting the 
neutrino mass. 

Before proceeding, we comment on the physics of (18.52). The (1 − γ5) 
factor acting on a v spinor selects out the γ5 = −1 eigenvalue which, if the 
muon was massless, would correspond to positive helicity for the μ+ (compare 
the discussion in section 12.4.2). Likewise, taking the (1 − γ5) through the 

†γ0γμ factor to act on uν, it selects the negative helicity neutrino state. Hence 
the configuration is as shown in figure 18.2, so that the leptons carry off a 
net spin angular momentum. But this is forbidden, since the pion spin is 
zero. Hence the amplitude vanishes for massless muons and neutrinos. Now 
the muon, at least, is not massless, and some ‘wrong’ helicity is present in 

3See chapter 4 of volume 1. 
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where GF is Fermi constant and Vud is an element of the Cabibbo–Kobayashi–
Maskawa (CKM) matrix (see section 20.7.3). Thus the lowest-order contribu-
tion to the S-matrix is

−i<μ+, p1; νμ, p2|
/

d4xĤW(x)|π+, p>

= −i
GF√
2
Vud

/
d4x<μ+, p1; νμ, p2| ¯̂ψνμ(x)γμ(1− γ5)ψ̂μ(x)|0>

× <0| ¯̂ψd(x)γ
μ(1− γ5)ψ̂u(x)|π+, p>. (18.48)

The leptonic matrix element gives ūν(p2)γμ(1 − γ5)vμ(p1)e
i(p1+p2)·x. For the

pionic one, we note that

¯̂
ψd(x)γ

μ(1 − γ5)ψ̂u(x) = ĵμ1 (x) − iĵμ2 (x) − ĵμ1,5(x) + iĵμ2,5(x) (18.49)

from (18.20) and (18.21). Further, the currents ĵμi can have no matrix elements
between the vacuum (which is a 0+ state) and the π (which is 0−), by the
following argument. From Lorentz invariance such a matrix element has to
be a 4-vector. But since the initial and final parities are different, it would
have to be an axial 4-vector3. However, the only 4-vector available is the
pion’s momentum pμ which is an ordinary (not an axial) 4-vector. On the
other hand, precisely for this reason the axial currents ĵμi,5 do have a non-zero

matrix element, as in (18.46). Noting that |π+> = 1√
2
|π1 + iπ2>, we find that

<0| ¯̂ψd(x)γ
μ(1− γ5)ψ̂u(x)|π+, p> = − i√

2
<0|ĵμ1,5 − iĵ2,5|π1 + iπ2> (18.50)

= −
√
2pμfπe

−ip·x (18.51)

so that (18.48) becomes

i(2π)4δ4(p1 + p2 − p)[GFVudūν(p2)γμ(1− γ5)v(p1)p
μfπ]. (18.52)

The quantity in brackets is, therefore, the invariant amplitude for the process,
M. Using p = p1 + p2, we may replace / p in (18.52) by mμ, neglecting the
neutrino mass.

Before proceeding, we comment on the physics of (18.52). The (1 − γ5)
factor acting on a v spinor selects out the γ5 = −1 eigenvalue which, if the
muon was massless, would correspond to positive helicity for the μ+ (compare
the discussion in section 12.4.2). Likewise, taking the (1 − γ5) through the
γ0γμ factor to act on u†

ν, it selects the negative helicity neutrino state. Hence
the configuration is as shown in figure 18.2, so that the leptons carry off a
net spin angular momentum. But this is forbidden, since the pion spin is
zero. Hence the amplitude vanishes for massless muons and neutrinos. Now
the muon, at least, is not massless, and some ‘wrong’ helicity is present in

3See chapter 4 of volume 1.
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FIGURE 18.2 
Helicities of massless leptons in π+ → μ+νμ due to the ‘V-A’ interaction. 

its wavefunction, in an amount proportional to mμ. This is why, as we have 
just remarked after (18.52), the amplitude is proportional to mμ. The rate is 

2therefore proportional to mμ. This is a very important conclusion, because it 
implies that the rate to muons is ∼ (mμ/me)

2 ∼ (400)2 times greater than 
the rate to electrons – a result which agrees with experiment, while grossly 
contradicting the naive expectation that the rate with the larger energy release 
should dominate. This, in fact, is one of the main indications for the ‘vector-
axial vector’, or ‘V-A’, structure of (18.47), as we shall see in more detail in 
section 20.2. 

Problem 18.4 shows that the rate computed from (18.52) is 

2 2 2G2 
μf

2 
μ)

2 
Fm π (mπ −m

2Γπ→μν = |Vud| . (18.53) 
4πm3 

π 

Including radiative corrections, the value 

fπ - 92 MeV (18.54) 

can be extracted. 
μConsider now another matrix element of ĵ , this time between nucleon i,5

states. Following an analysis similar to that in section 8.8 for the matrix 
elements of the electromagnetic current operator between nucleon states, we 
write 

μ<N, p  '|ĵ (0)|N, p>i,5 

iσμν | | 
τi

= ū(p ') γμγ5F1
5(q 2) +  qν γ5F2

5(q 2) +  q μγ5F3
5(q 2) u(p),

2M 2 

(18.55) 

where the F 5’s are certain form factors, M is the nucleon mass, and q = p−p .i 
The spinors in (18.55) are understood to be written in flavour and Dirac space. 
Since (with massless quarks) ĵμ is conserved – that is qμĵi,

μ 
5(0) = 0 – we find i,5 

0 =  ū(p ')[/qγ5F1
5(q 2) +  q 2γ5F3

5(q 2)] 
τi 
u(p)

2 

= ū(p ')[(/p− /p ')γ5F1
5(q 2) +  q 2γ5F3

5(q 2)] 
τi 
u(p)

2 

= ū(p ')[−2Mγ5F1
5(q 2) +  q 2γ5F3

5(q 2)] 
τi 
u(p), (18.56) 

2 
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the Goldberger–Treiman (1958) relation. Taking M = 939 MeV, gA = 1.26
and fπ = 92 MeV one obtains gπNN ≈ 12.9, which is only 5% below the
experimental value of this effective pion-nucleon coupling constant.

We can repeat the argument leading to the G-T relation but retaining
m2

π /= 0. Equation (18.46) tells us that ∂μĵ
μ
i,5/(m

2
πfπ) behaves like a properly

normalized pion field, at least when operating on a near mass-shell pion state.
This means that the one-nucleon matrix element of ∂μĵ

μ
i,5 is (cf (18.59))

2gπNNū(p
')γ5

τi
2
u(p)

i

q2 −m2
π

m2
πfπ, (18.62)

while from (18.55) it is given by

iū(p')[−2Mγ5F
5
1 (q

2) + q2γ5F
5
3 (q

2)]
τi
2
u(p). (18.63)

Hence

−2MF 5
1 (q

2) + q2F 5
3 (q

2) =
2gπNNm

2
πfπ

q2 −m2
π

. (18.64)

Also, in place of (18.60) we now have

F 5
3 (q

2) =
1

q2 −m2
π

2gπNNfπ. (18.65)

Equations (18.64) and (18.65) are consistent for q2 = m2
π if

F 5
1 (q

2 = m2
π) = gπNNfπ/M. (18.66)

F 5
1 (q

2) varies only slowly from q2 = 0 to q2 = m2
π, since it contains no rapidly

varying pion pole contribution, and so we recover the G-T relation again.

Amplitudes involving two Goldstone pions can be calculated by an exten-
sion of these techniques. However, a much more efficient method is available,
through the use of effective Lagrangians, which capture the low energy dy-
namics of the Goldstone modes.

18.3 Effective Lagrangians

18.3.1 The linear and non-linear σ-models

We begin by considering the linear σ-model, which has the same Lagrangian
as the one considered in section 17.6,

L̂Φ = (∂μφ̂
†)(∂μφ̂) + μ2φ̂†φ̂− λ

4
(φ̂†φ̂)4, (18.67)
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FIGURE 18.3 
One pion intermediate state contribution to F3

5 . 

using /pγ5 = −γ5 /p and the Dirac equations for u(p), ū(p'). Hence the form 
factors F 5 and F 5 must satisfy 1 3 

2MF1
5(q 2) = q 2F3

5(q 2). (18.57) 

Now the matrix element (18.55) enters into neutron β-decay (as does the 
μmatrix element of ĵ (0)). Here, q2 - 0 and (18.57) appears to predict, there-i 

fore, that either M = 0 (which is certainly not so) or F1
5(0) = 0. But F1

5(0) 
can be measured in β decay, and is found to be approximately equal to 1.26; it 
is conventionally called gA. The only possible conclusion is that F 5 must con-3 
tain a part proportional to 1/q2 . Such a contribution can only arise from the 
propagator of a massless particle – which, of course, is the pion. This elegant 
physical argument, first given by Nambu (1960), sheds a revealing new light 
on the phenomenon of spontaneous symmetry breaking: the existence of the 

μmassless particle coupled to the symmetry current ĵ ‘saves’ the conservation i,5 
of the current. 

We calculate the pion contribution to F 5 as follows. The process is pic-3 
tured in figure 18.3. The pion-current matrix element is given by (18.46), 
and the (massless) propagator is i/q2 . For the π − N vertex, the conventional 
Lagrangian is 

¯̂ ˆigπNNπ̂iNγ5τiN,  (18.58) 

which is SU(2)f -invariant and parity conserving since the pion field is a pseu-
¯doscalar, and so is Nγ5N . Putting these pieces together, the contribution of 

figure 18.3 to the current matrix element is 

τi i 
2gπNNū(p ')γ5 u(p) (−iq μfπ), (18.59) 

2 q2 

and so 

F 5 2)
1 

3 (q = 2gπNNfπ (18.60) 
q2 

from this contribution. Combining (18.57) with (18.60) we deduce 

gπNNfπ 
gA ≡ lim F1

5(q 2) = , (18.61) 
q2→0 M 
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using /pγ5 = −γ5 /p and the Dirac equations for u(p), ū(p'). Hence the form
factors F 5

1 and F 5
3 must satisfy

2MF 5
1 (q

2) = q2F 5
3 (q

2). (18.57)

Now the matrix element (18.55) enters into neutron β-decay (as does the
matrix element of ĵμi (0)). Here, q

2 - 0 and (18.57) appears to predict, there-
fore, that either M = 0 (which is certainly not so) or F 5

1 (0) = 0. But F 5
1 (0)

can be measured in β decay, and is found to be approximately equal to 1.26; it
is conventionally called gA. The only possible conclusion is that F 5

3 must con-
tain a part proportional to 1/q2. Such a contribution can only arise from the
propagator of a massless particle – which, of course, is the pion. This elegant
physical argument, first given by Nambu (1960), sheds a revealing new light
on the phenomenon of spontaneous symmetry breaking: the existence of the
massless particle coupled to the symmetry current ĵμi,5 ‘saves’ the conservation
of the current.

We calculate the pion contribution to F 5
3 as follows. The process is pic-

tured in figure 18.3. The pion-current matrix element is given by (18.46),
and the (massless) propagator is i/q2. For the π−N vertex, the conventional
Lagrangian is

igπNNπ̂i
¯̂
Nγ5τiN̂, (18.58)

which is SU(2)f -invariant and parity conserving since the pion field is a pseu-
doscalar, and so is N̄γ5N . Putting these pieces together, the contribution of
figure 18.3 to the current matrix element is

2gπNNū(p
')γ5

τi
2
u(p)

i

q2
(−iqμfπ), (18.59)

and so

F 5
3 (q

2) =
1

q2
2gπNNfπ (18.60)

from this contribution. Combining (18.57) with (18.60) we deduce

gA ≡ lim
q2→0

F 5
1 (q

2) =
gπNNfπ

M
, (18.61)
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the Goldberger–Treiman (1958) relation. Taking M = 939 MeV, gA = 1.26 
and fπ = 92 MeV one obtains gπNN ≈ 12.9, which is only 5% below the 
experimental value of this effective pion-nucleon coupling constant. 

We can repeat the argument leading to the G-T relation but retaining 
2 ĵμ 2m / 0. Equation (18.46) tells us that ∂μ /(mπfπ) behaves like a properly = π i,5

normalized pion field, at least when operating on a near mass-shell pion state. 
μˆThis means that the one-nucleon matrix element of ∂μji,5 is (cf (18.59)) 

τi 22gπNNū(p ')γ5 u(p)
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mπfπ, (18.62) 
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while from (18.55) it is given by 

iū(p ')[−2Mγ5F1
5(q 2) +  q 2γ5F3

5(q 2)] 
τi 
u(p). (18.63) 
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Hence 
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2F 5 2)
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5(q 2) +  q 3 (q = . (18.64) 
q2 − m2 

π 

Also, in place of (18.60) we now have 

F3
5(q 2) = 

1
2gπNNfπ. (18.65) 
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π 

2 2Equations (18.64) and (18.65) are consistent for q = m ifπ 

2 2F1
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2) varies only slowly from q = 0 to q = mπ, since it contains no rapidly 
varying pion pole contribution, and so we recover the G-T relation again. 

Amplitudes involving two Goldstone pions can be calculated by an exten-
sion of these techniques. However, a much more efficient method is available, 
through the use of effective Lagrangians, which capture the low energy dy-
namics of the Goldstone modes. 

18.3 Effective Lagrangians 
18.3.1 The linear and non-linear σ-models 

We begin by considering the linear σ-model, which has the same Lagrangian 
as the one considered in section 17.6, 

L̂Φ = (∂μφ̂
†)(∂μφ̂) +  μ2φ̂†φ̂− 

λ 
(φ̂†φ̂)4 , (18.67) 

4
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where
η = (ER − EL)/2, E = (ER + EL)/2. (18.78)

Evidently ER = η+ E and EL = E− η, which we may compare with the L and
R transformation of the quark fields in (18.37), (18.38).

With the sign of μ2 as in (18.73), the classical potential has a minimum at

σ̂2 + π̂2 = 4μ2/λ ≡ v2, (18.79)

which we interpret as the symmetry breaking condition

<0|σ̂2 + π̂2|0> = v2. (18.80)

Let us choose the particular ground state

<0|σ̂|0> = v, <0|π̂|0> = 0, (18.81)

which is actually the same as (17.103). Referring back to (18.76) and (18.77)
we see that this vacuum is invariant under ‘L + R’ transformations with pa-
rameters E, but not under ‘L − R’ transformations with parameters η. These
correspond respectively to the SU(2)f flavour isospin, and SU(2)f5 axial flavour
isospin, transformations on the quark fields. So this vacuum spontaneously
breaks the axial isospin symmetry. Fluctuations away from this minimum are
described by fields π̂ and ŝ = σ̂ − v. Placing this shift into (18.73) we find
that L̂Σ becomes L̂s where

L̂s =
1

2
∂μŝ∂

μŝ−μ2ŝ2 +
1

2
∂μπ̂ · ∂μπ̂− λ

4
vŝ(ŝ2 + π̂2)− λ

16
(ŝ2 + π̂2)2, (18.82)

discarding an irrelevant constant. As expected, the field ŝ is massive (with
mass

√
2μ), while the fields π̂ are massless, and may be identified with the

Goldstone modes associated with the spontaneous breaking of the axial isospin
symmetry.

The Lagrangian L̂s incorporates the correct symmetries, and can be used
to calculate π−π scattering, for example (in the massless limit). But it is not
the most efficient Lagrangian to use, as we can see from the following consid-
erations. Consider the amplitude for π+−π0 scattering, in tree approximation
(Donoghue et al. 1992). The contributing terms in L̂s are

L̂π−π = − λ

16
(π̂2)2 − λ

4
vŝπ̂2, (18.83)

which we can rewrite in terms of the charged and neutral fields as

L̂π−π = − λ

16
(2π̂†

+π̂+ + π̂0 2)2 − λ

4
vŝ(2π̂†

+π̂+ + π̂0 2). (18.84)

Then the terms responsible for π+ − π0 scattering at tree level are

−λ

4
π̂†
+π̂+π̂

0 2 − λ

2
vŝ

(
π̂†
+π̂+ +

1

2
π̂0 2

)
. (18.85)
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but we shall interpret it differently here. The sign of the μ2 term has been 
chosen to induce spontaneous symmetry breaking. In section 17.6, φ̂ was the 
SU(2) doublet 

1
( 

√ (φ̂1 + iφ̂2) 
)

ˆ 2φ = , (18.68) 1√ (φ̂3 + iφ̂4)2 

in terms of which (18.67) becomes 

1 1 λˆ ∂μ ˆL̂Φ = μ2φ̂aφ̂a − (φ̂aφ̂a)
2 , (18.69) ∂μφa φa + 

2 2 16

where the sum on a = 1 to 4 is understood. Evidently (18.69) is invariant 
ˆ ˆunder transformations which preserve the ‘dot product’ φaφa, namely the 

transformations of SO(4). This group is discussed in appendix M, section 
M.4.3. We note there that the algebra of the generators of SO(4) is the same 
as that of SU(2) × SU(2), which is the algebra of the chiral charges in (18.28)– 
(18.30). This suggests that we should rewrite (18.69) in such a way as to reveal 
its SU(2)L×SU(2)R symmetry, rather than its O(4) symmetry. Three of the 
four fields will then be identified with the Goldstone bosons associated with 
the spontaneous breaking of the ‘R – L’ part; they will in turn be identified 
with the (massless) pions. 

One way to bring out the chiral symmetry of (18.69) is to write 

√( 
(π̂2 + iπ̂1)/ 2 

) ( 
0 
)

φ̂ = √ = √ 1 Σ̂ , (18.70) 
(σ̂ − iπ̂3)/ 2 2 1 

where 
Σ̂ = σ̂ + iτ · π̂. (18.71) 

Then 

φ̂† ˆ Σ† ˆφ = 
1
Tr(ˆ Σ), (18.72) 

4

and (18.69) becomes 

1 μ2 λˆ Σ̂†∂μ ˆ Σ† ˆ Σ† ˆLΣ = Tr(∂μ Σ) + Tr(ˆ Σ) − Tr(ˆ Σ)2 . (18.73) 
4 4 64

This Lagrangian is invariant under the SU(2)L× SU(2)R transformation 

†ˆ ˆΣ → ULΣU (18.74) R 

where 
UL = exp(−iαL · τ /2), UR = exp(−iαR · τ /2) (18.75) 

are two independent SU(2) transformations (remember that TrAB = TrBA). 
For the case of infinitesimal transformations, we find (problem 18.5) 

σ̂ → σ̂ − η · π̂ (18.76) 

π̂ → π̂ + ησ̂ + E × π̂, (18.77) 
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λ
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where the sum on a = 1 to 4 is understood. Evidently (18.69) is invariant

under transformations which preserve the ‘dot product’ φ̂aφ̂a, namely the
transformations of SO(4). This group is discussed in appendix M, section
M.4.3. We note there that the algebra of the generators of SO(4) is the same
as that of SU(2) × SU(2), which is the algebra of the chiral charges in (18.28)–
(18.30). This suggests that we should rewrite (18.69) in such a way as to reveal
its SU(2)L×SU(2)R symmetry, rather than its O(4) symmetry. Three of the
four fields will then be identified with the Goldstone bosons associated with
the spontaneous breaking of the ‘R – L’ part; they will in turn be identified
with the (massless) pions.

One way to bring out the chiral symmetry of (18.69) is to write
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√
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√
2
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=

1√
2
Σ̂

(
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1
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where
Σ̂ = σ̂ + iτ · π̂. (18.71)

Then

φ̂†φ̂ =
1

4
Tr(Σ̂†Σ̂), (18.72)

and (18.69) becomes

L̂Σ =
1

4
Tr(∂μΣ̂

†∂μΣ̂) +
μ2

4
Tr(Σ̂†Σ̂)− λ

64
Tr(Σ̂†Σ̂)2. (18.73)

This Lagrangian is invariant under the SU(2)L× SU(2)R transformation

Σ̂ → ULΣ̂U
†
R (18.74)

where
UL = exp(−iαL · τ/2), UR = exp(−iαR · τ/2) (18.75)

are two independent SU(2) transformations (remember that TrAB = TrBA).
For the case of infinitesimal transformations, we find (problem 18.5)

σ̂ → σ̂ − η · π̂ (18.76)

π̂ → π̂ + ησ̂ + E× π̂, (18.77)

241 18.3. Effective Lagrangians 

where 
η = (ER − EL)/2, E = (ER + EL)/2. (18.78) 

Evidently ER = η + E and EL = E − η, which we may compare with the L and 
R transformation of the quark fields in (18.37), (18.38). 

With the sign of μ2 as in (18.73), the classical potential has a minimum at 

2σ̂2 + π̂2 = 4μ2/λ ≡ v , (18.79) 

which we interpret as the symmetry breaking condition 

2<0|σ̂2 + π̂2|0> = v . (18.80) 

Let us choose the particular ground state 

<0|σ̂|0> = v, <0|π̂|0> = 0, (18.81) 

which is actually the same as (17.103). Referring back to (18.76) and (18.77) 
we see that this vacuum is invariant under ‘L + R’ transformations with pa-
rameters E, but not under ‘L − R’ transformations with parameters η. These 
correspond respectively to the SU(2)f flavour isospin, and SU(2)f5 axial flavour 
isospin, transformations on the quark fields. So this vacuum spontaneously 
breaks the axial isospin symmetry. Fluctuations away from this minimum are 
described by fields π̂ and ŝ = σ̂ − v. Placing this shift into (18.73) we find 
that L̂Σ becomes L̂s where 

1 1 λ λL̂s = 2 2 2∂μs∂ˆ
μŝ− μ2ŝ + ∂μπ̂ · ∂μπ̂− vŝ(ŝ + π̂2)− (ŝ + π̂2)2 , (18.82) 

2 2 4 16

discarding an irrelevant constant. As expected, the field ŝ is massive (with √ 
mass 2μ), while the fields π̂ are massless, and may be identified with the 
Goldstone modes associated with the spontaneous breaking of the axial isospin 
symmetry. 

The Lagrangian L̂s incorporates the correct symmetries, and can be used 
to calculate π − π scattering, for example (in the massless limit). But it is not 
the most efficient Lagrangian to use, as we can see from the following consid-
erations. Consider the amplitude for π+−π0 scattering, in tree approximation 
(Donoghue et al. 1992). The contributing terms in L̂s are 

L̂π−π = − 
λ 
(π̂2)2 − 

λ
vŝπ̂2 , (18.83) 

16 4 

which we can rewrite in terms of the charged and neutral fields as 

ˆ λ † π0 2 λ † π0 2Lπ−π = − (2π̂ π̂+ + ˆ )2 − vŝ(2π̂ π̂+ + ˆ ). (18.84) 
16 + 4 +

Then the terms responsible for π+ − π0 scattering at tree level are 

λ λ 1† π0 2 − 
(

† π0 2

)
− π̂+π̂+ˆ vŝ π̂+π̂+ + ˆ . (18.85) 
4 2 2 
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the lowest number of derivatives which contributes to the π − π scattering
amplitude is

1

6v2
[(π̂ · ∂μπ̂)(π̂ · ∂μπ̂)− π̂2∂μπ̂ · ∂μπ̂], (18.94)

since the Ŝ − π̂ − π̂ vertex already has two derivatives. The reader may
check that the amplitude for π+π0 → π+π0 calculated from (18.94) is iq2/v2,
exactly as before, but this time without having to go through the cancellation
argument.

The fields in Σ̂ on the one hand, and in Ŝ and Û on the other, are related
non-linearly, but a physical amplitude calculated with either representation
has turned out to be the same, in this simple case. It is in fact generally
true that such non-linear field redefinitions lead to the same physics (Haag
1958, Coleman, Wess and Zumino 1969, Callan, Coleman, Wess and Zumino
1969). It is clearly advantageous to work with L̂S , which builds in the desired
derivatives of the Goldstone modes.

Indeed, we can simplify matters even further. Since Ŝ is invariant under
SU(2)L× SU(2)R, the full symmetry of the Lagrangian is maintained with only
the field Û , transforming by (18.90), and we may as well discard Ŝ altogether.
The dynamics of the Goldstone sector are then described by the non-linear
σ-model, with Lagrangian

L̂2 =
v2

4
Tr(∂μÛ∂μÛ †). (18.95)

This is the most general Lagrangian that involves the Goldstone fields, exhibits
the desired symmetry, and contains only two derivatives.

Since L̂2 is invariant under the SU(2)L×SU(2)R transformations (18.75),
we can calculate the associated Noether currents (problem 18.6), obtaining

ĵμi,L(Û) =
−iv2

8
Tr[τiÛ∂μÛ † − τi(∂

μÛ)Û †] =
−iv2

4
Tr(τiÛ∂μÛ †), (18.96)

and

ĵμi,R(Û) =
iv2

8
Tr[τi(∂

μÛ †)Û − τiÛ
†∂μÛ ] =

−iv2

4
Tr(τiÛ

†∂μÛ). (18.97)

The axial ‘R – L’ current is then

ĵμi5(Û) =
iv2

4
Tr[τi(Û∂μÛ † − Û †∂μÛ)], (18.98)

and the vector ‘R + L’ current is

ĵμi (Û) =
iv2

4
Tr[τi(Û∂μÛ † + Û †∂μÛ)]. (18.99)

Expanding (18.98) in powers of the pion field, we find

ĵμi,5(Û) = v∂μπ̂i + . . . , (18.100)
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The first of these represents a four-pion contact interaction with amplitude 

−iλ/2, (18.86) 

while the second contributes an s-exchange graph in the t-channel with am-
plitude 

(−iλv/2)2 i 
, (18.87) 

q2 − 2μ2 

where q is the 4-momentum transfer q = p' = ' The sum of these + − p+ p0 − p0. 
is 

2q−iλ/2 , (18.88) 
q2 − 2μ2 

which reduces to iq2/v2 for q ≈ 0. Thus, despite the apparent constant 4-
boson piece (18.86), the total amplitude in fact vanishes as q2 → 0, due to a 
cancellation. 

This cancellation is not an accident. It is generally true that Goldstone 
fields enter only via their derivatives, which bring factors of momenta into the 
amplitudes. We drew attention to this following equation (17.85), and the 

same is true of the θ̂ fields in (17.107). This suggests that it is both possible, 
and more efficient, to recast L̂s into a form in which only the derivatives of 
the Goldstone fields enter. Equation (17.107) indicates how to do this: we 
define new pion fields (but call them the same) by 

ˆ S) ˆ ˆΣ = (v + ˆ U,  U = exp(iτ · π̂/v), (18.89) 

where Ŝ is invariant under SU(2)L× SU(2)R, and where Û transforms by 

†ˆ ˆU → ULUUR. (18.90) 

Now Σ̂† ˆ S)2, and the Goldstone modes have been transformed away Σ = (v + ˆ

from the potential terms in L̂Σ, reappearing in the derivative terms instead. 
We write the transformed Lagrangian as L̂S where 

1 1 1 λˆ ˆ S − μ2Ŝ2 (v + ˆ ˆ U †)−LS = ∂μS∂
μ ˆ + S)2Tr(∂μU∂μ ˆ λvŜ3 − Ŝ4 , (18.91) 

2 4 4 16 

where we have used 

Û †∂μ û+ ∂μÛ † Û = 0, (18.92) 

which follows from the unitary condition Û †Û = 1. 
ˆWhen ∂μU is expanded in powers of π̂, we recover a kinetic energy piece 

1 
∂μπ̂ · ∂μπ̂, (18.93) 

2 

and all other terms involve derivatives of π̂. In particular, the term with 
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The first of these represents a four-pion contact interaction with amplitude

−iλ/2, (18.86)

while the second contributes an s-exchange graph in the t-channel with am-
plitude

(−iλv/2)2
i

q2 − 2μ2
, (18.87)

where q is the 4-momentum transfer q = p'+−p+ = p0−p'0. The sum of these
is

−iλ/2
q2

q2 − 2μ2
, (18.88)

which reduces to iq2/v2 for q ≈ 0. Thus, despite the apparent constant 4-
boson piece (18.86), the total amplitude in fact vanishes as q2 → 0, due to a
cancellation.

This cancellation is not an accident. It is generally true that Goldstone
fields enter only via their derivatives, which bring factors of momenta into the
amplitudes. We drew attention to this following equation (17.85), and the

same is true of the θ̂ fields in (17.107). This suggests that it is both possible,
and more efficient, to recast L̂s into a form in which only the derivatives of
the Goldstone fields enter. Equation (17.107) indicates how to do this: we
define new pion fields (but call them the same) by

Σ̂ = (v + Ŝ)Û , Û = exp(iτ · π̂/v), (18.89)

where Ŝ is invariant under SU(2)L× SU(2)R, and where Û transforms by

Û → ULÛU †
R. (18.90)

Now Σ̂†Σ̂ = (v + Ŝ)2, and the Goldstone modes have been transformed away
from the potential terms in L̂Σ, reappearing in the derivative terms instead.
We write the transformed Lagrangian as L̂S where

L̂S =
1

2
∂μŜ∂

μŜ − μ2Ŝ2 +
1

4
(v + Ŝ)2Tr(∂μÛ∂μÛ †)− 1

4
λvŜ3 − λ

16
Ŝ4, (18.91)

where we have used

Û †∂μû+ ∂μÛ †Û = 0, (18.92)

which follows from the unitary condition Û †Û = 1.
When ∂μÛ is expanded in powers of π̂, we recover a kinetic energy piece

1

2
∂μπ̂ · ∂μπ̂, (18.93)

and all other terms involve derivatives of π̂. In particular, the term with
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the lowest number of derivatives which contributes to the π − π scattering 
amplitude is 

1 

6v2 [(π̂ · ∂μπ̂)(π̂ · ∂μπ̂)− π̂2∂μπ̂ · ∂μπ̂], (18.94) 

since the Ŝ − π̂ − π̂ vertex already has two derivatives. The reader may 
check that the amplitude for π+π0 → π+π0 calculated from (18.94) is iq2/v2 , 
exactly as before, but this time without having to go through the cancellation 
argument. 

The fields in Σ̂ on the one hand, and in Ŝ and Û on the other, are related 
non-linearly, but a physical amplitude calculated with either representation 
has turned out to be the same, in this simple case. It is in fact generally 
true that such non-linear field redefinitions lead to the same physics (Haag 
1958, Coleman, Wess and Zumino 1969, Callan, Coleman, Wess and Zumino 

ˆ1969). It is clearly advantageous to work with LS , which builds in the desired 
derivatives of the Goldstone modes. 

ˆIndeed, we can simplify matters even further. Since S is invariant under 
SU(2)L× SU(2)R, the full symmetry of the Lagrangian is maintained with only 
the field Û , transforming by (18.90), and we may as well discard Ŝ altogether. 
The dynamics of the Goldstone sector are then described by the non-linear 
σ-model, with Lagrangian 

2vˆ ˆL2 = Tr(∂μU∂μÛ †). (18.95) 
4 

This is the most general Lagrangian that involves the Goldstone fields, exhibits 
the desired symmetry, and contains only two derivatives. 

ˆSince L2 is invariant under the SU(2)L×SU(2)R transformations (18.75), 
we can calculate the associated Noether currents (problem 18.6), obtaining 

ĵμ 
i,L(Û) = 

−iv2 

8 
Tr[τi Û∂μ Û † − τi(∂μ Û)Û †] =  

−iv2 

4 
Tr(τi Û∂μ Û †), (18.96) 

and 

ĵμ 
i,R(Û) = 

iv2 

8 
Tr[τi(∂

μ Û †)Û − τi Û †∂μ Û ] =  
−iv2 

4 
Tr(τi Û

†∂μ Û). (18.97) 

The axial ‘R – L’ current is then 

2 
ĵμ ( ˆ

iv
U † − Û †∂μ ˆU) = U∂μ ˆ (18.98) Tr[τi( ˆ U)],i5 4 

and the vector ‘R + L’ current is 

2 
ˆ ( ˆ

iv
U † + Û †∂μ ˆμj U) Tr[τi( ˆ U)]. (18.99) = U∂μ ˆ

i 4 

Expanding (18.98) in powers of the pion field, we find 

μĵ (Û) = v∂μπ̂i + . . . ,  (18.100) i,5
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E2/f2
π , we must ensure that our effective Lagrangian contains all the appro-

priate counter terms which are allowed by the symmetry. For example, at
one-loop order for L̂2, we need to include the 4-derivative terms

L̂4 = c1Tr(∂μÛ∂μÛ †∂νÛ∂νÛ †) + c2Tr(∂μÛ∂ν Û
†∂μÛ∂νÛ †). (18.104)

To perform a one-loop calculation, one uses L̂2 at tree-level and in one-loop
diagrams, and L̂4 at tree-level only.

Real pions, however, are not massless, nor are real quarks. We need to
extend our effective Lagrangian to include explicit chiral symmetry breaking
mass terms.

18.3.2 Inclusion of explicit symmetry breaking: masses for
pions and quarks

Consider the term

L̂mπ =
m2

π

4
Tr(Û + Û †). (18.105)

This is invariant only under the restricted set of transformations with αL =
αR, that is transformations such that UR = UL, for then TrÛ → Tr(URÛU †

R) =

TrÛ . Such transformations form the SU(2) flavour isospin group. The term
(18.105) breaks the axial isospin group explicitly, which would correspond

to transformations with αL = −αR, or equivalently UL = U †
R, under which

Û → ULÛUL. Expanding (18.105) to second order in the pion fields, we find
the term

L̂quad,mπ = −1

2
m2

ππ
2 (18.106)

which, together with (18.93), shows that the pion field now has mass mπ.
Higher-order terms can be added, m2

π counting as equivalent to two deriva-
tives. The low energy expansion is now an expansion in both the energy E
and the pion mass mπ. This is called chiral perturbation theory, or ChPT for
short.

For example, to calculate π − π scattering to order E2, we use L̂2 + L̂mπ

at tree-level, expanded up to fourth power in the pion fields. The result is
to change the amplitude for π+π0 → π+π0 from i(p'+ − p+)

2/f2
π to i[(p'+ −

p+)
2 −m2

π]/f
2
π . By considering the general π − π amplitude, predictions for

the scattering lengths can be made for low energy observables, for example
the s-wave scattering lengths a0 and a2 in the isospin 0 and 2 channels. The
results (first calculated by Weinberg 1966 using current algebra techniques)
are

a0 =
7m2

π

32πf2
π

= 0.16m−1
π , a2 = − m2

π

16πf2
π

= −0.045m−1
π (18.107)

The experimental values are a0 = 0.26 ± 0.05 m−1
π and a2 = −0.028 ±

0.012 m−1
π , as given by Donoghue et al. (1992). The next order in ChPT

improves upon these results.
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which we may compare with (17.93). Just as in equation (17.94), (18.100) 
implies that this axial current has a matrix element between the vacuum and 
the one-Goldstone state: 

μ μ<0|ĵ (Û)|πj , p. = −ip ve −ip·xδij . (18.101) i,5

Now comes the pay-off: this is the same symmetry current which enters into 
weak interactions, for which we already defined the vacuum-to-one-particle 
matrix element in terms of the pion decay constant fπ, via equation (18.46). 
Comparing (18.101) with (18.46) we identify 

v = fπ. (18.102) 

Thus, finally, the dynamics of our massless pions, to lowest order in an ex-
pansion in powers of momenta, is given by the Lagrangian 

1 
f2 ˆ U †).L̂2 = π Tr(∂μU∂μ ˆ (18.103) 

4 

It is quite remarkable that the low energy dynamics of the (massless) Gold-
stone modes is completely determined in terms of one constant, measurable 
in π decay. 

The Lagrangian of (18.103) is an example of an effective Lagrangian. By 
this is meant, broadly, any Lagrangian which involves the presumed relevant 
degrees of freedom (here the Goldstone modes), and respects desired sym-
metries of the theory. Evidently it is implied that there is some ‘underlying 
theory’, couched in terms of different degrees of freedom (here quarks and 
gluons), from which the symmetries have been abstracted. It is important 
to realize that an effective Lagrangian may or may not be renormalizable. 
Whereas our starting Lagrangian L̂σ is renormalizable, L̂2 is not: clearly the 
latter contains terms with arbitrarily many pion fields, which are operators 
of arbitrarily high dimension, compensated by negative powers of fπ 

2 . As it 
stands, L̂2 can only be used at tree level – as, for example, in the calculation 
of π − π scattering using the interaction(18.94), for which the amplitude has 
an energy dependence of the form E2/fπ 

2, where E is the order of magnitude 
of the particles’ energy or momentum. This interaction has mass dimension 6, 
and its coupling 1/f2 has dimension (mass)−2, like the 4-fermion interaction π 
considered in section 11.8. It is therefore not renormalizable. However, the 
argument of section 11.8 suggests that a loop-by-loop renormalization pro-
gramme is possible, and this was shown to be the case by Weinberg (1979a). 
Each loop built from the interaction (18.94) will carry an extra two powers 
of energy, to compensate the 1/f2 in the coupling. Thus fπ (or perhaps this π 
multiplied by factors like 4 and π, if we are lucky) provides the energy scale 
characteristic of a non-renormalizable theory: as we go up in energy, we need 
more loops. But, at each loop order new divergences appear, which require 
additional counter terms for renormalization. Thus at any given order in 
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which we may compare with (17.93). Just as in equation (17.94), (18.100)
implies that this axial current has a matrix element between the vacuum and
the one-Goldstone state:

<0|ĵμi,5(Û)|πj , p. = −ipμve−ip·xδij . (18.101)

Now comes the pay-off: this is the same symmetry current which enters into
weak interactions, for which we already defined the vacuum-to-one-particle
matrix element in terms of the pion decay constant fπ, via equation (18.46).
Comparing (18.101) with (18.46) we identify

v = fπ. (18.102)

Thus, finally, the dynamics of our massless pions, to lowest order in an ex-
pansion in powers of momenta, is given by the Lagrangian

L̂2 =
1

4
f2
πTr(∂μÛ∂μÛ †). (18.103)

It is quite remarkable that the low energy dynamics of the (massless) Gold-
stone modes is completely determined in terms of one constant, measurable
in π decay.

The Lagrangian of (18.103) is an example of an effective Lagrangian. By
this is meant, broadly, any Lagrangian which involves the presumed relevant
degrees of freedom (here the Goldstone modes), and respects desired sym-
metries of the theory. Evidently it is implied that there is some ‘underlying
theory’, couched in terms of different degrees of freedom (here quarks and
gluons), from which the symmetries have been abstracted. It is important
to realize that an effective Lagrangian may or may not be renormalizable.
Whereas our starting Lagrangian L̂σ is renormalizable, L̂2 is not: clearly the
latter contains terms with arbitrarily many pion fields, which are operators
of arbitrarily high dimension, compensated by negative powers of f2

π . As it
stands, L̂2 can only be used at tree level – as, for example, in the calculation
of π − π scattering using the interaction(18.94), for which the amplitude has
an energy dependence of the form E2/f2

π , where E is the order of magnitude
of the particles’ energy or momentum. This interaction has mass dimension 6,
and its coupling 1/f2

π has dimension (mass)−2, like the 4-fermion interaction
considered in section 11.8. It is therefore not renormalizable. However, the
argument of section 11.8 suggests that a loop-by-loop renormalization pro-
gramme is possible, and this was shown to be the case by Weinberg (1979a).
Each loop built from the interaction (18.94) will carry an extra two powers
of energy, to compensate the 1/f2

π in the coupling. Thus fπ (or perhaps this
multiplied by factors like 4 and π, if we are lucky) provides the energy scale
characteristic of a non-renormalizable theory: as we go up in energy, we need
more loops. But, at each loop order new divergences appear, which require
additional counter terms for renormalization. Thus at any given order in
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E2/fπ 
2, we must ensure that our effective Lagrangian contains all the appro-

priate counter terms which are allowed by the symmetry. For example, at 
ˆone-loop order for L2, we need to include the 4-derivative terms 

L̂4 = c1Tr(∂μ ˆ U †∂ν ˆ U †) +  c2Tr(∂μ ˆ U †∂μU∂ˆ ν ˆ (18.104) U∂μ ˆ U∂ν ˆ U∂ν ˆ U †). 

To perform a one-loop calculation, one uses L̂2 at tree-level and in one-loop 
diagrams, and L̂4 at tree-level only. 

Real pions, however, are not massless, nor are real quarks. We need to 
extend our effective Lagrangian to include explicit chiral symmetry breaking 
mass terms. 

18.3.2  Inclusion of explicit symmetry breaking: masses for 
pions and quarks 

Consider the term 
2mπL̂mπ = Tr( Û + Û †).  (18.105) 
4 

This is invariant only under the restricted set of transformations with αL = 
†ˆαR, that is transformations such that UR = UL, for then TrÛ → Tr(URUU ) = R

TrÛ . Such transformations form the SU(2) flavour isospin group. The term 
(18.105) breaks the axial isospin group explicitly, which would correspond 

†to transformations with αL = −αR, or equivalently UL = U , under which R
ˆ ˆU → ULUUL. Expanding (18.105) to second order in the pion fields, we find 
the term 

2L̂quad,mπ = − 
1 
mππ

2  (18.106) 
2 

which, together with (18.93), shows that the pion field now has mass mπ. 
2Higher-order terms can be added, m counting as equivalent to two deriva-π 

tives. The low energy expansion is now an expansion in both the energy E 
and the pion mass mπ. This is called chiral perturbation theory, or ChPT for 
short. 

For example, to calculate π − π scattering to order E2, we use L̂2 + L̂mπ 

at tree-level, expanded up to fourth power in the pion fields. The result is 
to change the amplitude for π+π0 → π+π0 from i(p − p+)2/f2 to i[(p+ −+ π 

2p+)
2 − mπ]/fπ 

2 . By considering the general π − π amplitude, predictions for 
the scattering lengths can be made for low energy observables, for example 
the s-wave scattering lengths a0 and a2 in the isospin 0 and 2 channels. The 
results (first calculated by Weinberg 1966 using current algebra techniques) 
are 

2 27m mπ −1 π −1 a0 = = 0.16 m , a2 = − = −0.045 m (18.107) 
32πf2 π 16πf2 π 

π π 

−1The experimental values are a0 = 0.26 ± 0.05 m and a2 = −0.028 ±π 
0.012 m−1, as given by Donoghue et al. (1992). The next order in ChPT π 
improves upon these results. 
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mass values lighter than can presently be simulated. For example, Noaki et al.
(2008) have reported the results of such a calculation, using 2 light dynamical
quark flavours, in the overlap fermion formalism (Neuberger 1998a, 1998b),
which preserves chiral symmetry at finite lattice spacing. Their pion masses
ranged from 290 MeV to 750 MeV, and they compared their results with the
predictions of ChPT at one-loop (Gasser and Leutwyler 1984) and two-loop
(Colangelo et al. 2001). They found good fits to the ChPT formulae, and
extracted quark masses (in the MS scheme at the scale 2 GeV) of about 4.5

MeV; they also found |<0|¯̂ff̂ |0> ∼ (235GeV)3, in the MS scheme at 2 GeV
scale. Studies by this and other groups are continuing, with 3 light flavours,
lighter pion masses, and other lattice fermion formalisms.

18.3.3 Extension to SU(3)f L×SU(3)f R

To the extent that the strange quark is also ‘light’ on hadronic scales, the
QCD Lagrangian has the larger symmetry of SU(3)f L×SU(3)f R, which breaks
spontaneously so as to preserve the flavour symmetry SU(3)f , and produce
an SU(3) octet of pseudoscalar Goldstone bosons: π±, π0,K±,K0, K̄0 and η8
(see figure 12.4). The effective Lagrangian approach to the dynamics of the
Goldstone fields can be easily extended to chiral SU(3). One simply replaces

Û = exp(iτ · π̂/fπ) by V̂ = exp(iλ · φ̂/fπ) where

1√
2

8E
a=1

λaφ̂a =

⎛
⎜⎝

1√
2
π̂0 + 1√

6
η̂8 π̂+ K̂+

π̂− − 1√
2
π̂0 + 1√

6
η̂8 K̂0

K̂− K̄0 − 2√
6
η̂8

⎞
⎟⎠ . (18.114)

One easily verifies that the kinetic terms in

L̂2 =
f2
π

4
Tr∂μV̂ ∂μV̂ (18.115)

have the correct normalization, using Trλaλb = 2δab. The 3-flavour quark
mass term is now

−¯̂
f exp[−iλ · φ̂γ5/(2fπ)]m3 exp[−iλ · φ̂γ5/(2fπ)] f̂ (18.116)

where

m3 =

⎛
⎝

mu 0 0
0 md 0
0 0 ms

⎞
⎠ . (18.117)

The axial SU(3) symmetry breaking vev is

<0|¯̂f if̂j|0> = −f2
πBδij (i, j = 1, 2, 3) (18.118)

and the meson mass term is

−B

2
Tr {(λ · φ̂)2m3}. (18.119)
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A systematic exposition of ChPT at the one-loop level was given by Gasser 
and Leutwyler (1984). Bijnens et al. (1996) carried the π − π calculation to 
two-loop order; see also Colangelo et al. (2001). 

It is clear that there must be some relation between the masses of the u 
and d quarks (in the SU(2) flavour case) and the pion mass, since the latter 
must vanish in the limit mu = md = 0. To see this connection, we consider 
the quark mass term in the 2-flavour QCD Lagrangian, which is 

( 
mu 0 

)
−q̄̂m2q,̂ m2 = 0 md 

. (18.108) 

Let us now redefine the quark fields (compare (17.107) and (18.17)) by 

q̂ = exp[−iτ · π̂γ5/(2fπ)] f .̂ (18.109) 

This transformation is a perfectly good parametrization of the Goldstone fields 
associated with the axial symmetry (18.17), and effectively removes them from 

ˆthe new fermion fields f . The quark mass term now becomes 

¯−f̂ exp[−iτ · π̂γ5/(2fπ)]m2 exp[−iτ · π̂/(2fπ)]f .̂ (18.110) 

We now make the assumption that the axial SU(2) is spontaneously broken 
¯̂

in QCD, by imposing a non-zero vev on the symmetry-breaking operator f f̂ : 

¯<0|f̂ if̂j|0. = −fπ
2Bδij (i, j = 1, 2). (18.111) 

Expanding (18.110) up to second order in the pion fields, retaining just the 
expectation value of the fermion bilinear4, we find a mass term 

1 
π2− B(mu + md)ˆ , (18.112) 

2 

from which the relation (Gasser and Leutwyler 1982) 

(mu + md) ¯2 m = − <0|f̂ f̂ |0. (18.113) π f2 
π 

¯ ¯ ¯
f̂ ˆ ˆ ˆ ˆ ˆfollows, where f represents either fufu or fdfd. From (18.113) we can see 

that the square of the pion mass is proportional to the average u-d quark mass 
(provided of course that B does not accidentally vanish), and goes to zero as 

¯̂
they do; <0|f f̂ |0. is the ‘chiral condensate’ (cf figure 18.1). 

Lattice QCD (see chapter 16) can be used to test equation (18.113), since 
simulations can be done for a range of quark masses, and the relation between 
m and mu, d can be checked. Conversely, ChPT can assist lattice QCDπ 
calculations by guiding the extrapolation of the calculated results to quark 

4A formal justification of this step is provided by Weinberg (1996), section 19.6. 

2 
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A systematic exposition of ChPT at the one-loop level was given by Gasser
and Leutwyler (1984). Bijnens et al. (1996) carried the π − π calculation to
two-loop order; see also Colangelo et al. (2001).

It is clear that there must be some relation between the masses of the u
and d quarks (in the SU(2) flavour case) and the pion mass, since the latter
must vanish in the limit mu = md = 0. To see this connection, we consider
the quark mass term in the 2-flavour QCD Lagrangian, which is

−¯̂qm2q̂, m2 =

(
mu 0
0 md

)
. (18.108)

Let us now redefine the quark fields (compare (17.107) and (18.17)) by

q̂ = exp[−iτ · π̂γ5/(2fπ)] f̂ . (18.109)

This transformation is a perfectly good parametrization of the Goldstone fields
associated with the axial symmetry (18.17), and effectively removes them from

the new fermion fields f̂ . The quark mass term now becomes

−¯̂
f exp[−iτ · π̂γ5/(2fπ)]m2 exp[−iτ · π̂/(2fπ)]f̂ . (18.110)

We now make the assumption that the axial SU(2) is spontaneously broken

in QCD, by imposing a non-zero vev on the symmetry-breaking operator
¯̂
f f̂ :

<0|¯̂f if̂j|0. = −f2
πBδij (i, j = 1, 2). (18.111)

Expanding (18.110) up to second order in the pion fields, retaining just the
expectation value of the fermion bilinear4, we find a mass term

−1

2
B(mu +md)π̂

2, (18.112)

from which the relation (Gasser and Leutwyler 1982)

m2
π = − (mu +md)

f2
π

<0|¯̂ff̂ |0. (18.113)

follows, where
¯̂
f f̂ represents either

¯̂
fuf̂u or

¯̂
fdf̂d. From (18.113) we can see

that the square of the pion mass is proportional to the average u-d quark mass
(provided of course that B does not accidentally vanish), and goes to zero as

they do; <0|¯̂f f̂ |0. is the ‘chiral condensate’ (cf figure 18.1).
Lattice QCD (see chapter 16) can be used to test equation (18.113), since

simulations can be done for a range of quark masses, and the relation between
m2

π and mu, d can be checked. Conversely, ChPT can assist lattice QCD
calculations by guiding the extrapolation of the calculated results to quark

4A formal justification of this step is provided by Weinberg (1996), section 19.6.
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mass values lighter than can presently be simulated. For example, Noaki et al. 
(2008) have reported the results of such a calculation, using 2 light dynamical 
quark flavours, in the overlap fermion formalism (Neuberger 1998a, 1998b), 
which preserves chiral symmetry at finite lattice spacing. Their pion masses 

⎞
⎟

ranged from 290 MeV to 750 MeV, and they compared their results with the 
predictions of ChPT at one-loop (Gasser and Leutwyler 1984) and two-loop 
(Colangelo et al. 2001). They found good fits to the ChPT formulae, and 
extracted quark masses (in the MS scheme at the scale 2 GeV) of about 4.5 

¯ 
MeV; they also found |<0|f̂ f̂ |0> ∼  (235GeV)3, in the MS scheme at 2 GeV 
scale. Studies by this and other groups are continuing, with 3 light flavours, 
lighter pion masses, and other lattice fermion formalisms. 

18.3.3 Extension to SU(3)f L×SU(3)f R  

To the extent that the strange quark is also ‘light’ on hadronic scales, the 
QCD Lagrangian has the larger symmetry of SU(3)f L×SU(3)f R, which breaks 
spontaneously so as to preserve the flavour symmetry SU(3)f , and produce 
an SU(3) octet of pseudoscalar Goldstone bosons: π±, π0 , K± , K0 , K̄0 and η8 
(see figure 12.4). The effective Lagrangian approach to the dynamics of the 
Goldstone fields can be easily extended to chiral SU(3). One simply replaces 
ˆ ˆ ˆU = exp(iτ · π̂/fπ) by V = exp(iλ · φ/fπ) where 

⎠ . 

⎛ 

⎜⎝ 
K̂+√√1 1

2 6 π̂0 π+ˆη̂8+8E 

=1a

1 
K̂0− 1√ 1√ 

2 6 φ̂a π̂− π̂0√ η̂8λa (18.114) += 
2 

K̂− K̄0 − 2√ η̂86 

One easily verifies that the kinetic terms in 

f2 
πˆ ˆL2 = Tr∂μV ∂μV̂
4 

(18.115) 

have the correct normalization, using Trλaλb = 2δab. The 3-flavour quark 
mass term is now 

¯ ˆ ˆ−f̂ exp[−iλ · φγ5/(2fπ)]m3 exp[−iλ · φγ5/(2fπ)] f̂  (18.116) 

where 

m3 = 

⎛
⎝ 

⎞
⎠ . (18.117) 

mu 0 0 
0 md 0 
0 0 ms 

The axial SU(3) symmetry breaking vev is 

¯ <0|f̂  if̂  j|0> = −fπ
2Bδij (i, j = 1, 2, 3) (18.118) 

and the meson mass term is 

B 
φ̂)2− Tr {(λ · m3}. (18.119) 

2 
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18.4 Chiral anomalies

In all our discussions of symmetries so far – unbroken, approximate, and
spontaneously broken – there is one result on which we have relied, and never
queried. We refer to Noether’s theorem, as discussed in section 12.3.1. This
states that for every continuous symmetry of a Lagrangian, there is a cor-
responding conserved current. We demonstrated this result in some special
cases, but we have now to point out that while it is undoubtedly valid at
the level of the classical Lagrangian and field equations, we did not inves-
tigate whether quantum corrections might violate the classical conservation
law. This can, in fact, happen and when it does the afflicted current (or its
divergence) is said to be ‘anomalous’, or to contain an ‘anomaly’. General
analysis shows that anomalies occur in renormalizable theories of fermions
coupled to both vector and axial vector currents. We may therefore expect to
find anomalies among the vector and axial vector flavour currents which we
have been discussing.

One way of understanding how anomalies arise is through consideration of
the renormalization process, which is in general necessary once we get beyond
the classical (‘tree level’) approximation. As we saw in volume 1, this will
invariably entail some regularization of divergent integrals. But the specific
example of the O(e2) photon self-energy studied in section 11.3 showed that
a simple cut-off form of regularization already violated the current conserva-
tion (or gauge invariance) condition (11.21). In that case, it was possible to
find alternative regularizations which respected electromagnetic current con-
servation, and were satisfactory. Anomalies arise when both axial and vector
symmetry currents are present, since it is not possible to find a regulariza-
tion scheme which preserves both vector and axial vector current conservation
(Adler 1970, Jackiw 1972, Adler and Bardeen 1969).

We shall not attempt an extended discussion of this technical subject. But
we do want to alert the reader to the existence of these anomalies; to indicate
how they arise in one simple model; and to explain why, in some cases, they
are to be welcomed, while in others they must be eliminated.

We consider the classic case of π0 → γγ, in the context of spontaneously
broken chiral flavour symmetry, with massless quarks and pions. The axial
isospin current ĵμi,5(x) should then be conserved, but we shall see that this

implies that the amplitude for π0 → γγ must vanish, as first pointed out
by Veltman (1967) and Sutherland (1967). We begin by writing the matrix
element of ĵμ3,5(x) between the vacuum and a 2γ state, in momentum space,
as

/
d4xe−iq·x<γ, k1, E1; γ, k2, E2|ĵμ3,5(x)|0>

= (2π)4δ4(k1 + k2 − q)E∗1ν(k1)E
∗
2λ(k2)Mμνλ(k1, k2). (18.128)
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This yields (problem 18.7) 

2 2 B(mu + md), (18.120) mπ+ = mπ0 = 
2 B(mu + ms), (18.121) m = +K
2 B(md + ms, ) (18.122) m 0 = K

12 B(mu + md + 4ms), (18.123) mη = 
8 3 

and there is also a term which mixes π0 and η8: 

B 
m 2 √ (mu − md). (18.124) π η  = 

3

It is interesting that the charged and neutral pions have the same mass, even 

π 

though we have made no assumption about the ratio of mu to md. The 
observed pion mass differences arise from electromagnetism. 

If we ignore for the moment electromagnetic mass differences, we can de-
duce from (18.120)–(18.122) the relation 

2 

− m2 
mu +m md 

. (18.125) π = 22m msK 

The left-hand side is approximately equal to 0.04, so we learn that the non-
strange quarks are about 1/25 times as heavy as the strange quark. We also 
obtain 

12 2 2 
K − m(4m ), (18.126) m = 

8 3η π

which is the Gell-Mann–Okubo formula for the (squared) masses of the pseu-
doscalar meson octet (Gell-Mann 1961, Okubo 1962). Using average values 

2for the K and π masses, the relation (18.126) predicts m
8 
= 566 MeV, quite η

close to the η (548 MeV). 
Further progress requires the inclusion of electromagnetic effects, since mu 

and md are themselves comparable to the electromagnetic mass differences. 
Including these effects, Weinberg (1996) estimates 

md ≈ 0.050, 
mu ≈ 0.027; (18.127) 

ms ms 

see also Leutwyler (1996). Note that the d quark is almost twice as heavy as 
the u quark: according to QCD, the origin of SU(2) isospin symmetry is not 
that mu ≈ md, but that both are very small compared with, say, ΛMS. 

All the results we have given are subject to correction by the inclusion 
of higher-order effects in the ChPT expansion. In the case of chiral SU(3), 
the fourth-order Lagrangian L̂4 contains 8 terms (Gasser and Leutwyler 1984, 
1985). Donoghue et al. (1992) give a clear exposition of ChPT to one-loop 
order. 
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/ 
d4 μ xe −iq·x<γ, k1, E1; γ, k2, E2|ĵ (x)|0>3,5

= (2π)4δ4(k1 + k2 − q)E ∗ 
1ν (k1)E2

∗ 
λ(k2)Mμνλ(k1, k2). (18.128) 
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FIGURE 18.5
The two O(α) graphs contributing to π0 → γγ decay.

and charge +e, representing the proton. To order α, there are two graphs to
consider, shown in figure 18.5(a) and (b). It turns out that the fermion loop
integral is actually convergent. In the limit q2 → 0 the result is

A =
e2

4π2fπ
(18.131)

where A is the π0 → γγ amplitude introduced above. Problem 18.8 evaluates
the π0 → γγ rate using (18.131), to give

Γ(π0 → 2γ) =
α2

64π3

m3
π

f2
π

. (18.132)

(18.132) is in very good agreement with experiment.
In principle, various possibilities now exist. But a careful analysis of the

‘triangle’ graph contributions to the matrix element Mμνλ of (18.128), shown
in figure 18.6, reveals that the fault lies in assuming that a regularization exists
such that for these amplitudes the conservation equation qμ<γγ|ĵμ3,5(0)|0> = 0
can be maintained, at the same time as electromagnetic gauge variance. In
fact, no such regularization can be found. When the amplitudes of figure
18.6 are calculated using an (electromagnetic) gauge invariant procedure, one
finds a non-zero result for qμ<γγ|ĵμ3,5(0)|0> (again the details are given in Itzyk-

son and Zuber (1980)). This implies that ∂μĵ
μ
3,5(x) is not zero after all, the

calculation producing the specific value

∂μĵ
μ
3,5(x) = − e2

32π2
EανβλF̂ανF̂βλ (18.133)

where the F ’s are the usual electromagnetic field strengths.
Equation (18.133) means that (18.130) is no longer valid, so that A need

no longer vanish: indeed, (18.133) predicts a definite value for A, so we need to
see if it is consistent with (18.131). Taking the vacuum → 2γ matrix element
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FIGURE 18.4 
The amplitude considered in (18.128), and the one pion intermediate state 
contribution to it. 

As in figure 18.3, one contribution to Mμνλ has the form (constant/q2) due to 
the massless π0 propagator, shown in figure 18.4. This is, once again, because 
when chiral symmetry is spontaneously broken, the axial current connects the 
pion state to the vacuum, as described by the matrix element (18.46). The 
contribution of the process shown in figure 18.4 to Mμνλ is then 

iAEνλαβ k1αk2βiq μfπ 
q

i 
2 (18.129) 

where the π0 → γγ amplitude is AEνλαβ E∗ 
1ν (k1)E

∗ (k2)k1αk2β . Note that this 2λ

automatically incorporates electromagnetic gauge invariance (the amplitude 
vanishes when the polarization vector of either photon is replaced by its 4-
momentum, due to the antisymmetry of the E symbol), and it is symmetrical 

μunder interchange of the photon labels. Now consider replacing ĵ (x) in3,5
μˆ(18.128) by ∂μj (x), which should be zero. A partial integration then shows 3,5

that this implies that 
qμMμνλ = 0  (18.130) 

which with (18.129) implies that A = 0, and hence that π0 → γγ is forbidden. 
It is important to realize that all other contributions to Mμνλ, apart from 
the π0 one shown in figure 18.4, will not have the 1/q2 factor in (18.129), and 

2will therefore give a vanishing contribution to qμMμνλ at q = 0 which is the 
on-shell point for the (massless) pion. 

2It is of course true that m / 0. But estimates (Adler 1969) of the conse-= π 
quent corrections suggest that the predicted rate of π0 → γγ for real π0’s is 
far too small. Consequently, there is a problem for the hypothesis of sponta-
neously broken (approximate) chiral symmetry. 

In such a situation it is helpful to consider a detailed calculation performed 
within a specific model. This is supplied by Itzykson and Zuber (1980), sec-
tion 11.5.2; in essentials it is the same as the one originally considered by 
Steinberger (1949) in the first calculation of the π0 → γγ rate, and subse-
quently by Bell and Jackiw (1969) and by Adler (1969). It employs (scalar) 
σ and (pseudoscalar) π0 meson fields, augmented by a fermion of mass m 
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coupled to gauge fields cannot be tolerated. As we shall see in chapter 20,
and is already evident from (18.48), axial currents are indeed present in weak
interactions and they are coupled to the W±,Z0 gauge fields. Hence, if this
theory is to be satisfactory at the quantum level, all anomalies must somehow
cancel away. That this is possible rests essentially on the observation that the
anomaly (18.133) is independent of the mass of the circulating fermion. Thus
cancellations are in principle possible between quark and lepton ‘triangles’
in the weak interaction case. Bouchiat et al. (1972) were the first to point
out that, for each generation of quarks and leptons, the anomalies will cancel
between quarks and leptons if the fractionally charged quarks come in three
colours. The condition that anomalies cancel in the gauged currents of the
Standard Model is the remarkably simple one (Ryder 1996, p384):

Nc(Qu +Qd) +Qe = 0 (18.135)

where Nc is the number of colours and Qu, Qd and Qe are the charges (in units
of e) of the ‘u’, ‘d’, and ‘e’ type fields in each generation. Clearly (18.135)
is true for each generation of the Standard Model; the condition indicates
a remarkable connection, at some deep level, between the facts that quarks
come in three colours and have charges which are 1/3 fractions. The Standard
Model provides no explanation for this connection. Anomaly cancellation is a
powerful constraint on possible theories (’t Hooft 1980, Weinberg 1996 section
22.4).

Problems

18.1 Verify (18.24)–(18.26).

18.2 Verify (18.28)–(18.30).

18.3 Show that Lq of (18.12) can be written as (18.39).

18.4 Show that the rate for π+ → μ+νμ, calculated from the lowest-order
matrix element (18.52), is given by (18.53).

18.5 Verify the transformation equations (18.76) and (18.77).

18.6

(a) Consider a Lagrangian L̂(φ̂r, ∂μφ̂r) where the φ̂r could be either bosonic
or fermionic fields. Let the fields transform by an infinitesimal local
(x-dependent) transformation

φ̂r → φ̂r − iEα(x)T
α
rsφ̂s (sum on s).

Show that the change in L̂ may be written as

δL̂ = ĵαμ(x)∂μEα(x) + Eα(x)∂μ ĵ
αμ(x)
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FIGURE 18.6 
O(α) contributions to the matrix element in (18.128). 

of (18.133) produces (problem 18.9) 

2e
iqμMμνλ Eανβλk1αk2β = (18.134) 

4π2 

which is indeed consistent with (18.128) and (18.131), after suitably inter-
changing the labels on the E symbol. 

Equation (18.133) is therefore a typical example of ‘an anomaly’ – the 
violation, at the quantum level, of a symmetry of the classical Lagrangian. It 
might be thought that the result (18.133) is only valid to order α (though the 
O(α2) correction would presumably be very small). But Adler and Bardeen 
(1969) showed that such ‘triangle’ loops give the only anomalous contributions 
to the ĵμ − γ − γ vertex, so that (18.133) is true to all orders in α.i,5 

The triangles considered above actually used a fermion with integer charge 
(the proton). We clearly should use quarks, which carry fractional charge. 
In this case, the previous numerical value for A is multiplied by the factor 
τ3Q

2 for each contributing quark. For the u and d quarks of chiral SU(2) × 
SU(2), this gives 1/3. Consequently agreement with experiment is lost unless 
there exist three replicas of each quark, identical in their electromagnetic and 
SU(2) × SU(2) properties. Colour supplies just this degeneracy, and thus the 
π0 → γγ rate is important evidence for such a degree of freedom, as we noted 
in chapter 14. 

In the foregoing discussion, the axial isospin current was associated with a 
global symmetry; only the electromagnetic currents (in the case of π0 → γγ) 
were associated with a local (gauged) symmetry, and they remained conserved 
(anomaly free). If, however, we have an anomaly in a current associated with 
a local symmetry, we will have a serious problem. The whole rather elaborate 
construction of a quantum gauge field theory relies on current conservation 
equations such as (11.21) or (13.130) to eliminate unwanted gauge degrees 
of freedom, and ensure unitarity of the S-matrix. So anomalies in currents 
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equations such as (11.21) or (13.130) to eliminate unwanted gauge degrees
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Spontaneously Broken Local Symmetry

In earlier parts of this book we have briefly indicated why we might want to
search for a gauge theory of the weak interactions. The reasons include: (i)
the goal of unification (e.g. with the U(1) gauge theory QED), as mentioned in
section 1.3.5; and (ii) certain ‘universality’ phenomena (to be discussed more
fully in chapter 20), which are reminiscent of a similar situation in QED (see
comment (ii) in section 2.6, and also section 11.6), and which are particularly
characteristic of a non-Abelian gauge theory, as pointed out in section 13.1
after equation (13.44). However, we also know from section 1.3.5 that weak
interactions are short-ranged, so that their mediating quanta must be massive.
At first sight, this seems to rule out the possibility of a gauge theory of weak
interactions, since a simple gauge boson mass violates gauge invariance, as we
pointed out for the photon in section 11.3 and for non-Abelian gauge quanta
in section 13.3.1, and will review again in the following section. Nevertheless,
there is a way of giving gauge field quanta a mass, which is by ‘spontaneously
breaking’ the gauge (i.e. local) symmetry. This is the topic of the present
chapter. The detailed application to the electroweak theory will be made in
chapter 21.

19.1 Massive and massless vector particles

Let us begin by noting an elementary (classical) argument for why a gauge
field quantum cannot have mass. The electromagnetic potential satisfies the
Maxwell equation (cf (2.22))

OAν − ∂ν(∂μA
μ) = jνem (19.1)

which, as discussed in section 2.3, is invariant under the gauge transformation

Aμ → A'μ = Aμ − ∂μχ. (19.2)

However, if Aμ were to represent a massive field, the relevant wave equation
would be

(O+M2)Aν − ∂ν(∂μA
μ) = jνem. (19.3)

To get this, we have simply replaced the massless ‘Klein–Gordon’ operator O
by the corresponding massive one, O + M2 (compare sections 3.1 and 5.3).
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where 

jαμ(x)
∂L̂ ∂(δL̂)ˆ ˆ= −iTα = rsφs 

∂(∂μφ̂r ) ∂(∂μEα(x))) 

and 

ĵαμ(x)
∂(δL̂)

∂μ = . (1) 
∂Eα(x) 

ˆDeduce that if L is invariant under the global form of this transforma-
tion (i.e. constant Eα), then the current defined by (1) is conserved. 
[This procedure for finding conserved currents for global symmetries 
is due to Gell-Mann and Levy (1960).] 

(b)  Apply the method of part (a) to verify the form of the currents (18.96) 
and (18.97). 

18.7 Verify equations (18.120)–(18.124). 

18.8 Verify (18.132), and calculate the π0 lifetime in seconds. 

18.9 Verify (18.134). 
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19  
Spontaneously Broken Local Symmetry 

In earlier parts of this book we have briefly indicated why we might want to 
search for a gauge theory of the weak interactions. The reasons include: (i) 
the goal of unification (e.g. with the U(1) gauge theory QED), as mentioned in 
section 1.3.5; and (ii) certain ‘universality’ phenomena (to be discussed more 
fully in chapter 20), which are reminiscent of a similar situation in QED (see 
comment (ii) in section 2.6, and also section 11.6), and which are particularly 
characteristic of a non-Abelian gauge theory, as pointed out in section 13.1 
after equation (13.44). However, we also know from section 1.3.5 that weak 
interactions are short-ranged, so that their mediating quanta must be massive. 
At first sight, this seems to rule out the possibility of a gauge theory of weak 
interactions, since a simple gauge boson mass violates gauge invariance, as we 
pointed out for the photon in section 11.3 and for non-Abelian gauge quanta 
in section 13.3.1, and will review again in the following section. Nevertheless, 
there is a way of giving gauge field quanta a mass, which is by ‘spontaneously 
breaking’ the gauge (i.e. local) symmetry. This is the topic of the present 
chapter. The detailed application to the electroweak theory will be made in 
chapter 21. 

19.1 Massive and massless vector particles 
Let us begin by noting an elementary (classical) argument for why a gauge 
field quantum cannot have mass. The electromagnetic potential satisfies the 
Maxwell equation (cf (2.22)) 

OAν − ∂ν (∂μA
μ) = jν (19.1) em 

which, as discussed in section 2.3, is invariant under the gauge transformation 

Aμ → A'μ = Aμ − ∂μχ. (19.2) 

However, if Aμ were to represent a massive field, the relevant wave equation 
would be 

(O + M2)Aν − ∂ν (∂μA
μ) = jν . (19.3) em

To get this, we have simply replaced the massless ‘Klein–Gordon’ operator O 
by the corresponding massive one, O + M2 (compare sections 3.1 and 5.3). 
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M → 0, thus indicating already that a massless vector particle seems to be a
very different kind of thing from a massive one (we can’t just take the massless
limit of the latter).

Now consider the loop integral in figure 19.1. At each vertex we will have
a coupling constant g, associated with an interaction Lagrangian having the

general form g
¯̂
ψγμψ̂X̂

μ (a γμγ5 coupling could also be present but will not
affect the argument). Just as in QED, this ‘g’ is dimensionless but, as we
warned the reader in section 11.8, this may not guarantee renormalizability,
and indeed this is a case where it does not. To get an idea of why this might
be so, consider the leading divergent behaviour of figure 19.1. This will be
associated with the kμkν terms in the numerator of (19.5), so that the leading
divergence is effectively

∼
/

d4k

(
kμkν

k2

)(
kρkσ

k2

)
1

/k
1

/k (19.6)

for high k-values (we are not troubling to get all the indices right, we are
omitting the spinors altogether, and we are looking only at the large k part
of the propagators). Now the first two bracketed terms in (19.6) behave like
a constant at large k, so that the divergence is effectively

∼
/

d4k
1

/k
1

/k (19.7)

which is quadratically divergent, and indeed exactly what we would get in a
‘four-fermion’ theory – see (11.98) for example. This strongly suggests that
the theory is non-renormalizable.

Where have these dangerous powers of k in the numerator of (19.6) come
from? The answer is simple and important. They come from the longitudinal
polarization state of the massive X-particle, as we shall now explain. The
free-particle wave equation is

(O+M2)Xν − ∂ν(∂μX
μ) = 0 (19.8)

and plane wave solutions have the form

Xν = Eνe−ik·x. (19.9)

Hence the polarization vectors Eν satisfy the condition

(−k2 +M2)Eν + kνkμE
μ = 0. (19.10)

Taking the ‘dot’ product of (19.10) with kν leads to

M2k · E = 0, (19.11)

which implies (for M2 /= 0!)
k · E = 0. (19.12)
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FIGURE 19.1 
Fermion–fermion scattering via exchange of two X bosons. 

Equation (19.3) is manifestly not invariant under (19.2), and it is precisely 
the mass term M 2Aν that breaks the gauge invariance. The same conclusion 
follows in a Lagrangian treatment; to obtain (19.3) as the corresponding Euler-

1Lagrange equation, one adds a mass term + M 2AμA
μ to the Lagrangian of 2 

(7.66) (see also sections 11.4 and 13.3.1), and this clearly violates invariance 
under (19.2). Similar reasoning holds for the non-Abelian case too. Perhaps, 
then, we must settle for a theory involving massive charged vector bosons, 
W± for example, without it being a gauge theory. 

Such a theory is certainly possible, but it will not be renormalizable, as 
we now discuss. Consider figure 19.1, which shows some kind of fermion– 
fermion scattering (we need not be more specific), proceeding in fourth order of 
perturbation theory via the exchange of two massive vector bosons, which we 
will call X-particles. To calculate this amplitude, we need the propagator for 
the X-particle, which can be found by following the ‘heuristic’ route outlined in 
section 7.3.2 for photons. We consider the momentum-space version of (19.3) 
for the corresponding Xν field, but without the current on the right-hand side 
(so as to describe a free field): 

νμ[(−k2 + M 2)g + kν kμ]X̃μ(k) = 0, (19.4) 

which should be compared with (7.90). Apart from the ‘iE’, the propagator 
should be proportional to the inverse of the quantity in the square brackets 
in (19.4). Problem 19.1 shows that unlike the (massless) photon case, this 
inverse does exist, and is given by 

μν−g + kμkν /M 2 
. (19.5) 

k2 − M 2 

A proper field-theoretic derivation would yield this result multiplied by an 
overall factor ‘i’ as usual, and would also include the ‘iE’ via k2 − M 2 → 
k2 − M 2 + iE. We remark immediately that (19.5) gives nonsense in the limit 
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M → 0, thus indicating already that a massless vector particle seems to be a 
very different kind of thing from a massive one (we can’t just take the massless 
limit of the latter). 

Now consider the loop integral in figure 19.1. At each vertex we will have 
a coupling constant g, associated with an interaction Lagrangian having the 
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affect the argument). Just as in QED, this ‘g’ is dimensionless but, as we 
warned the reader in section 11.8, this may not guarantee renormalizability, 
and indeed this is a case where it does not. To get an idea of why this might 
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which is quadratically divergent, and indeed exactly what we would get in a 
‘four-fermion’ theory – see (11.98) for example. This strongly suggests that 
the theory is non-renormalizable. 

Where have these dangerous powers of k in the numerator of (19.6) come 
from? The answer is simple and important. They come from the longitudinal 
polarization state of the massive X-particle, as we shall now explain. The 
free-particle wave equation is 

(O + M2)Xν − ∂ν (∂μX
μ) = 0  (19.8) 

and plane wave solutions have the form 

Xν Eν −ik·x = e . (19.9) 

Hence the polarization vectors Eν satisfy the condition 

(−k2 + M2)Eν + kν kμE
μ = 0. (19.10) 

Taking the ‘dot’ product of (19.10) with kν leads to 

M2k · E = 0, (19.11) 

which implies (for M2 / 0!) = 
k · E = 0. (19.12) 
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the numerator in (19.22) arising from the spin sum (19.19). Thus the danger-
ous factor kμkν/M2 can be traced to the spin sum (19.19): in particular, at
large values of k the longitudinal state Eμ(k, λ = 0) is proportional to kμ, and
this is the origin of the numerator factors kμkν/M2 in (19.22).

We shall not give further details here (see also section 22.1.2), but merely
state that theories with massive charged vector bosons are indeed non-renor-
malizable. Does this matter? In section 11.8 we explained why it is thought
that the relevant theories at presently accessible energy scales should be renor-
malizable theories. And, apart from anything else, they are much more pre-
dictive. Is there, then, any way of getting rid of the offending ‘kμkν ’ terms
in the X-propagator, so as (perhaps) to render the theory renormalizable?
Consider the photon propagator of chapter 7 repeated here:

i[−gμν + (1− ξ)kμkν/k2]

k2 + iE
. (19.23)

This contains somewhat similar factors of kμkν (admittedly divided by k2

rather than M2), but they are gauge-dependent, and can in fact be ‘gauged
away’ entirely, by choice of the gauge parameter ξ (namely by taking ξ = 1).
But, as we have seen, such ‘gauging’ – essentially the freedom to make gauge
transformations – seems to be possible only in a massless vector theory.

A closely related point is that, as section 7.3.1 showed, free photons exist
in only two polarization states (electromagnetic waves are purely transverse),
instead of the three we might have expected for a vector (spin-1) particle –
and as do indeed exist for massive vector particles. This gives another way
of seeing in what way a massless vector particle is really very different from
a massive one: the former has only two (spin) degrees of freedom, while the
latter has three, and it is not at all clear how to ‘lose’ the offending longitudinal
state smoothly (certainly not, as we have seen, by letting M → 0 in (19.5)).

These considerations therefore suggest the following line of thought: is it
possible somehow to create a theory involving massive vector bosons, in such
a way that the dangerous kμkν term can be ‘gauged away’, making the theory
renormalizable? The answer is yes, via the idea of spontaneous breaking of
gauge symmetry. This is the natural generalization of the spontaneous global
symmetry breaking considered in chapter 17. By way of advance notice, the
crucial formula is (19.74) for the propagator in such a theory, which is to be
compared with (19.22).

The first serious challenge to the then widely held view that electro-
magnetic gauge invariance requires the photon to be massless was made by
Schwinger (1962), as we pointed out in section 11.4. Soon afterwards, Ander-
son (1963) argued that several situations in solid state physics could be inter-
preted in terms of an effectively massive electromagnetic field. He outlined a
general framework for treating the phenomenon of the acquisition of mass by
a gauge boson, and discussed its possible relevance to contemporary attempts
(Sakurai 1960) to interpret the recently discovered vector mesons (ρ, ω, φ . . .)
as the gauge quanta associated with a local extension of hadronic flavour sym-
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Equation (19.12) is a covariant condition, which has the effect of ensuring 
that there are just three independent polarization vectors, as we expect for a 
spin-1 particle. Let us take kμ = (k0 , 0, 0, |k|); then the x- and y-directions 
are ‘transverse’ while the z-direction is ‘longitudinal’. Now, in the rest frame 
of the X, such that krest = (M, 0, 0, 0), (19.12) reduces to E0 = 0, and we may 
choose three independent E’s as 

Eμ(krest, λ) = (0, E(λ)) (19.13) 

with 

E(λ = ±1) = ∓2−1/2(1, ±i, 0) (19.14) 

E(λ = 0) = (0, 0, 1). (19.15) 

The E’s are ‘orthonormalized’ so that (cf (7.86)) 

E(λ) ∗ · E(λ') = δλλ' . (19.16) 

These states have definite spin projection (λ = ±1, 0) along the z-axis. For 
the result in a general frame, we can Lorentz transform Eμ(krest, λ) as required. 
For example, in a frame such that kμ = (k0 , 0, 0, |k|), we find 

Eμ(k, λ = ±1) = Eμ(krest, λ  = ±1) (19.17) 

as before, but the longitudinal polarization vector becomes (problem 19.2) 

Eμ(k, λ = 0) =  M−1(|k|, 0, 0, k0). (19.18) 

Note that k · Eμ(k, λ = 0) = 0 as required. 
From (19.17) and (19.18) it is straightforward to verify the result (problem 

19.3) 
μν

E 
Eμ(k, λ)Eν∗ (k, λ) = −g + kμkν /M2 . (19.19) 

λ=0,±1 

Consider now the propagator for a spin-1/2 particle, given in (7.63): 

i(/k + m) 
. (19.20) 

k2 − m2 + iE 

Equation (7.64) shows that the factor in the numerator of (19.20) arises from 
the spin sum E 

uα(k, s)ūβ(k, s) = (/k + m)αβ . (19.21) 
s 

In just the same way, the massive spin-1 propagator is given by 

μνi[−g + kμkν /M2] 
, (19.22) 

k2 − M2 + iE 
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(at zero temperature) has been derived from a BCS-type model (Aitchison et
al. 1995). For the moment, we shall follow a more qualitative approach.

The Ginzburg–Landau field ψ is commonly referred to as the ‘macroscopic
wave function’. This terminology originates from the recognition that in the
BCS ground state a macroscopic number of Cooper pairs have ‘condensed’
into the state of lowest energy, a situation similar to that in the Bogoliubov
superfluid. Further, this state is highly coherent, all pairs having the same
total momentum (namely zero, in the case of (17.140)). These considerations
suggest that a successful phenomenology can be built by invoking the idea of
a macroscopic wavefunction ψ, describing the condensate. Note that ψ is a
‘bosonic’ quantity, referring essentially to paired electrons. Perhaps the single
most important property of ψ is that it is assumed to be normalized to the
total density of Cooper pairs nc via the relation

|ψ|2 = nc = ns/2 (19.24)

where ns is the density of superconducting electrons. The quantities nc and
ns will depend on temperature T , tending to zero as T approaches the su-
perconducting transition temperature Tc from below. The precise connection
between ψ and the microscopic theory is indirect; in particular, ψ has no
knowledge of the coordinates of individual electron pairs. Nevertheless, as an
‘empirical’ order parameter, it may be thought of as in some way related to
the ground state ‘pair’ expectation value introduced in (17.121): in particular,
the charge associated with ψ is taken to be −2e, and the mass is 2me.

The Ginzburg–Landau description proceeds by considering the quantum-
mechanical electromagnetic current associated with ψ, in the presence of a
static external electromagnetic field described by a vector potential A. This
current was considered in section 2.4, and is given by the gauge-invariant form
of (A.7), namely

jem =
−2e

4mei
[ψ∗(∇+ 2ieA)ψ − {(∇+ 2ieA)ψ}∗ψ]. (19.25)

Note that we have supplied an overall factor of −2e to turn the Schrödinger
‘number density’ current into the appropriate electromagnetic current. As-
suming now that, consistently with (19.24), ψ is varying primarily through
its phase degree of freedom φ, rather than its modulus |ψ|, we can rewrite
(19.25) as

jem = −2e2

me

(
A+

1

2e
∇φ

)
|ψ|2 (19.26)

where ψ = eiφ|ψ|. We easily verify that (19.26) is invariant under the gauge
transformation (2.41), which can be written in this case as

A → A+∇χ (19.27)

φ → φ− 2eχ. (19.28)
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metry. From his discussion, it is clear that Anderson had his doubts about 
the hadronic application, precisely because, as he remarked, gauge bosons can 
only acquire a mass if the symmetry is spontaneously broken. This has the 
consequence, as we saw in chapter 17, that the multiplet structure ordinarily 
associated with a non-Abelian symmetry would be lost. But we know that 
flavour symmetry, even if admittedly not exact, certainly leads to identifiable 
multiplets, which are at least approximately degenerate in mass. It was Wein-
berg (1967) and Salam (1968) who made the correct application of these ideas, 
to the generation of mass for the gauge quanta associated with the weak force. 
There is, however, nothing specifically relativistic about the basic mechanism 
involved, nor need we start with the non-Abelian case. In fact, the physics 
is well illustrated by the non-relativistic Abelian (i.e. electromagnetic) case 
– which is nothing but the physics of superconductivity. Our presentation is 
influenced by that of Anderson (1963). 

19.2  The generation of ‘photon mass’ in a super-
conductor: Ginzburg–Landau theory and 
the Meissner effect 

In chapter 17, section 17.7, we gave a brief introduction to some aspects 
of the BCS theory of superconductivity. We were concerned mainly with 
the nature of the BCS ground state, and with the non-perturbative origin 
of the energy gap for elementary excitations. In particular, as noted after 
(17.128), we omitted completely all electromagnetic couplings of the electrons 
in the ‘microscopic’ Hamiltonian. It is certainly possible to complete the BCS 
theory in this way, so as to include within the same formalism a treatment of 
electromagnetic effects (e.g. the Meissner effect) in a superconductor. We refer 
interested readers to the book by Schrieffer (1964), chapter 8. Instead, we shall 
follow a less ‘microscopic’ and somewhat more ‘phenomenological’ approach, 
which has a long history in theoretical studies of superconductivity, and is in 
some ways actually closer (at least formally) to our eventual application in 
particle physics. 

In section 17.3.1 we introduced the concept of an ‘order parameter’, a 
quantity which was a measure of the ‘degree of ordering’ of a system below 
some transition temperature. In the case of superconductivity, the order pa-
rameter (in this sense) is taken to be a complex scalar field ψ, as originally 
proposed by Ginzburg and Landau (1950), well before the appearance of BCS 
theory. Subsequently, Gorkov (1959) and others showed how the Ginzburg– 
Landau description could be derived from BCS theory, in certain domains of 
temperature and magnetic field. This work all relates to static phenomena. 
More recently, an analogous ‘effective theory’ for time-dependent phenomena 



260 19. Spontaneously Broken Local Symmetry

metry. From his discussion, it is clear that Anderson had his doubts about
the hadronic application, precisely because, as he remarked, gauge bosons can
only acquire a mass if the symmetry is spontaneously broken. This has the
consequence, as we saw in chapter 17, that the multiplet structure ordinarily
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is well illustrated by the non-relativistic Abelian (i.e. electromagnetic) case
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influenced by that of Anderson (1963).

19.2 The generation of ‘photon mass’ in a super-
conductor: Ginzburg–Landau theory and
the Meissner effect
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of the BCS theory of superconductivity. We were concerned mainly with
the nature of the BCS ground state, and with the non-perturbative origin
of the energy gap for elementary excitations. In particular, as noted after
(17.128), we omitted completely all electromagnetic couplings of the electrons
in the ‘microscopic’ Hamiltonian. It is certainly possible to complete the BCS
theory in this way, so as to include within the same formalism a treatment of
electromagnetic effects (e.g. the Meissner effect) in a superconductor. We refer
interested readers to the book by Schrieffer (1964), chapter 8. Instead, we shall
follow a less ‘microscopic’ and somewhat more ‘phenomenological’ approach,
which has a long history in theoretical studies of superconductivity, and is in
some ways actually closer (at least formally) to our eventual application in
particle physics.

In section 17.3.1 we introduced the concept of an ‘order parameter’, a
quantity which was a measure of the ‘degree of ordering’ of a system below
some transition temperature. In the case of superconductivity, the order pa-
rameter (in this sense) is taken to be a complex scalar field ψ, as originally
proposed by Ginzburg and Landau (1950), well before the appearance of BCS
theory. Subsequently, Gorkov (1959) and others showed how the Ginzburg–
Landau description could be derived from BCS theory, in certain domains of
temperature and magnetic field. This work all relates to static phenomena.
More recently, an analogous ‘effective theory’ for time-dependent phenomena
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(at zero temperature) has been derived from a BCS-type model (Aitchison et 
al. 1995). For the moment, we shall follow a more qualitative approach. 

The Ginzburg–Landau field ψ is commonly referred to as the ‘macroscopic 
wave function’. This terminology originates from the recognition that in the 
BCS ground state a macroscopic number of Cooper pairs have ‘condensed’ 
into the state of lowest energy, a situation similar to that in the Bogoliubov 
superfluid. Further, this state is highly coherent, all pairs having the same 
total momentum (namely zero, in the case of (17.140)). These considerations 
suggest that a successful phenomenology can be built by invoking the idea of 
a macroscopic wavefunction ψ, describing the condensate. Note that ψ is a 
‘bosonic’ quantity, referring essentially to paired electrons. Perhaps the single 
most important property of ψ is that it is assumed to be normalized to the 
total density of Cooper pairs nc via the relation 

2|ψ| = nc = ns/2 (19.24) 

where ns is the density of superconducting electrons. The quantities nc and 
ns will depend on temperature T , tending to zero as T approaches the su-
perconducting transition temperature Tc from below. The precise connection 
between ψ and the microscopic theory is indirect; in particular, ψ has no 
knowledge of the coordinates of individual electron pairs. Nevertheless, as an 
‘empirical’ order parameter, it may be thought of as in some way related to 
the ground state ‘pair’ expectation value introduced in (17.121): in particular, 
the charge associated with ψ is taken to be −2e, and the mass is 2me. 

The Ginzburg–Landau description proceeds by considering the quantum-
mechanical electromagnetic current associated with ψ, in the presence of a 
static external electromagnetic field described by a vector potential A. This 
current was considered in section 2.4, and is given by the gauge-invariant form 
of (A.7), namely 

−2e 
j = [ψ ∗ (∇ + 2ieA)ψ − {(∇ + 2ieA)ψ} ∗ ψ]. (19.25) em 4mei

Note that we have supplied an overall factor of −2e to turn the Schrödinger 
‘number density’ current into the appropriate electromagnetic current. As-
suming now that, consistently with (19.24), ψ is varying primarily through 
its phase degree of freedom φ, rather than its modulus |ψ|, we can rewrite 
(19.25) as 

22e
(

1 
) 

2j = − A + ∇φ |ψ| (19.26) em me 2e 

where ψ = eiφ|ψ|. We easily verify that (19.26) is invariant under the gauge 
transformation (2.41), which can be written in this case as 

A → A + ∇χ (19.27) 

φ → φ − 2eχ. (19.28) 
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exactly cancel – perfectly screen – the applied flux density in the interior.
With ns ∼ 4× 1028 m−3 (roughly one conduction electron per atom) we find

λ =

(
me

nse2

)1/2

≈ 10−8 m, (19.35)

which is the correct order of magnitude for the thickness of the surface layer
within which screening currents flow, and over which the applied field falls to
zero. As T → Tc, ns → 0 and λ becomes arbitrarily large, so that flux is no
longer screened.

It is quite simple to interpret equation (19.31) in terms of an ‘effective
non-zero photon mass’. Consider the equation (19.8) for a free massive vector
field. Taking the divergence via ∂ν leads to

M2∂νX
ν = 0 (19.36)

(cf (19.11)), and so (19.8) can be written as

(O+M2)Xν = 0, (19.37)

which simply expresses the fact that each component of Xν has mass M . Now
consider the static version of (19.37), in the rest frame of the X-particle in
which (see equation (19.13)) the ν = 0 component vanishes. Equation (19.37)
reduces to

∇2X = M2X (19.38)

which is exactly the same in form as (19.31) (if X were the electromagnetic
field A, we could take the curl of (19.38) to obtain (19.31) via B = ∇ ×A).
The connection is made precise by making the association

M2 =

(
e2ns

me

)
=

1

λ2
. (19.39)

Equation (19.39) shows very directly another way of understanding the ‘screen-
ing length ↔ photon mass’ connection: in our units h = c = 1, a mass has
the dimension of an inverse length, and so we naturally expect to be able to
interpret λ−1 as an equivalent mass (for the photon, in this case).

The above treatment conveys much of the essential physics behind the
phenomenon of ‘photon mass generation’ in a superconductor. In particular,
it suggests rather strongly that a second field, in addition to the electromag-
netic one, is an essential element in the story (here, it is the ψ field). This
provides a partial answer to the puzzle about the discontinuous change in
the number of spin degrees of freedom in going from a massless to a massive
gauge field: actually, some other field has to be supplied. Nevertheless, many
questions remain unanswered so far. For example, how is all the foregoing
related to what we learned in chapter 17 about spontaneous symmetry break-
ing? Where is the Goldstone mode? Is it really all gauge invariant? And
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We now replace |ψ|2 in (19.26) by ns/2 in accordance with (19.24), and take 
the curl of the resulting equation to obtain 

2
( 
e ns 

)
∇ × j = − B. (19.29) em me 

Equation (19.29) is known as the London equation (London 1950), and is one 
of the fundamental phenomenological relations in superconductivity. 

The significance of (19.29) emerges when we combine it with the (static) 
Maxwell equation 

∇ × B = j . (19.30) em

Taking the curl of (19.30), and using ∇ × (∇ × B) = ∇(∇ · B)− ∇2B and 
∇ · B = 0, we find 

2

∇2

( 
e ns 

)
B = B. (19.31) 

me 

The variation of magnetic field described by (19.31) is a very characteristic 
one encountered in a number of contexts in condensed matter physics. First, 

2we note that the quantity (e ns/me) must – in our units – have the dimensions 
of (length)−2, by comparison with the left-hand side of (19.31). Let us write 

2
( 
e ns 

) 
1 

= . (19.32) 
me λ2 

Next, consider for simplicity one-dimensional variation 

d2B 1 
= B (19.33) 

dx2 λ2 

in the half-plane x ≥ 0, say. Then the solutions of (19.33) have the form 

B(x) = B0 exp −(x/λ); (19.34) 

the exponentially growing solution is rejected as unphysical. The field there-
fore penetrates only a distance of order λ into the region x ≥ 0. The range 
parameter λ is called the screening length. This expresses the fact that, in a 
medium such that (19.29) holds, the magnetic field will be ‘screened out’ from 
penetrating further into the medium. 

The physical origin of the screening is provided by Lenz’s law: when a 
magnetic field is applied to a system of charged particles, induced EMFs are 
set up which accelerate the particles, and the magnetic effect of the resulting 
currents tends to cancel (or screen) the applied field. On the atomic scale this 
is the cause of atomic diamagnetism. Here the effect is occurring on a macro-
scopic scale (as mediated by the ‘macroscopic wavefunction’ ψ), and leads to 
the Meissner effect – the exclusion of flux from the interior of a superconduc-
tor. In this case, screening currents are set up within the superconductor, 
over distances of order λ from the exterior boundary of the material. These 
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penetrating further into the medium.

The physical origin of the screening is provided by Lenz’s law: when a
magnetic field is applied to a system of charged particles, induced EMFs are
set up which accelerate the particles, and the magnetic effect of the resulting
currents tends to cancel (or screen) the applied field. On the atomic scale this
is the cause of atomic diamagnetism. Here the effect is occurring on a macro-
scopic scale (as mediated by the ‘macroscopic wavefunction’ ψ), and leads to
the Meissner effect – the exclusion of flux from the interior of a superconduc-
tor. In this case, screening currents are set up within the superconductor,
over distances of order λ from the exterior boundary of the material. These
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With ns ∼ 4× 1028 m−3 (roughly one conduction electron per atom) we find 
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within which screening currents flow, and over which the applied field falls to 
zero. As T → Tc, ns → 0 and λ becomes arbitrarily large, so that flux is no 
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It is quite simple to interpret equation (19.31) in terms of an ‘effective 
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which (see equation (19.13)) the ν = 0 component vanishes. Equation (19.37) 
reduces to 
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ing length ↔ photon mass’ connection: in our units h = c = 1, a mass has 
the dimension of an inverse length, and so we naturally expect to be able to 
interpret λ−1 as an equivalent mass (for the photon, in this case). 

The above treatment conveys much of the essential physics behind the 
phenomenon of ‘photon mass generation’ in a superconductor. In particular, 
it suggests rather strongly that a second field, in addition to the electromag-
netic one, is an essential element in the story (here, it is the ψ field). This 
provides a partial answer to the puzzle about the discontinuous change in 
the number of spin degrees of freedom in going from a massless to a massive 
gauge field: actually, some other field has to be supplied. Nevertheless, many 
questions remain unanswered so far. For example, how is all the foregoing 
related to what we learned in chapter 17 about spontaneous symmetry break-
ing? Where is the Goldstone mode? Is it really all gauge invariant? And 
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However, a degree of freedom (the Goldstone mode) cannot simply dis-
appear. Somehow the system must keep track of the fact that we started
with four degrees of freedom. To see what is going on, let us study the field
equation for Âν , namely

OÂν − ∂ν(∂μÂ
μ) = ĵνem, (19.43)

where ĵνem is the electromagnetic current contained in (19.40). This current
can be obtained just as in (7.141), and is given by

ĵνem = iq(φ̂†∂ν φ̂− (∂ν φ̂†)φ̂)− 2q2Âν φ̂†φ̂. (19.44)

We now insert the field parametrization (cf (17.84))

φ̂(x) =
1√
2
(v + ĥ(x)) exp(−iθ̂(x)/v) (19.45)

into (19.44) where v/
√
2 = 21/2|μ|/λ 1

2 is the position of the minimum of the
classical potential as a function of |φ|, as in (17.81). We obtain (problem 19.4)

ĵνem = −v2q2

(
Âν − ∂ν θ̂

vq

)
+terms quadratic and cubic in the fields. (19.46)

The linear part of the right-hand side of (19.46) is directly analogous to the

non-relativistic current (19.26), interpreting θ̂ as essentially playing the role of
φ, and |ψ|2 the role of v2. Retaining just the linear terms in (19.46) (the others
would appear on the right-hand side of equation (19.47) following, where they
would represent interactions), and placing this ĵνem in (19.43), we obtain

OÂν − ∂ν∂μÂ
μ = −v2q2

(
Âν − ∂ν θ̂

vq

)
. (19.47)

Now a gauge transformation on Âν has the form shown in (19.42), for arbitrary

α̂. So we can certainly regard the whole expression (Âν−∂ν θ̂/vq) as a perfectly
acceptable gauge field. Let us define

Â
'ν = Âν − ∂ν θ̂

vq
. (19.48)

Then, since we know that the left-hand side of (19.47) is invariant under
(19.42), the resulting equation for Â

'ν is

OÂ
'ν − ∂ν∂μÂ

'μ = −v2q2Â
'ν , (19.49)

or
(O+ v2q2)Â

'ν − ∂ν∂μÂ
'μ = 0. (19.50)
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what about Lorentz invariance? Can we provide a Lagrangian description of 
the phenomenon? The answers to these questions are mostly contained in the 
model to which we now turn, which is due to Higgs (1964) and is essentially 
the local version of the U(1) Goldstone model of section 17.5. 

19.3  Spontaneously broken local U(1) symmetry: 
the Abelian Higgs model 

ˆThis model is just LG of (17.69) and (17.77), extended so as to be locally, 
rather than merely globally, U(1) invariant. Due originally to Higgs (1964), it 
provides a deservedly famous and beautifully simple model for investigating 
what happens when a gauge symmetry is spontaneously broken. 

To make (17.69) locally U(1) invariant, we need only replace the ∂’s by 
D̂’s according to the rule (7.123), and add the Maxwell piece. This produces 

ˆ F̂μν −L̂H = [(∂μ +iqÂμ)φ̂]†[(∂μ +iqÂμ)φ̂]− 
1 1 

λ(φ̂†φ̂)2+μ2(φ̂†φ̂). (19.40) Fμν
4 4 

(19.40) is invariant under the local version of (17.72), namely 

α(x)φ̂(x)φ̂(x) → φ̂'(x) = e−iˆ  (19.41) 

when accompanied by the gauge transformation on the potentials 

Âμ(x) → Â
'μ(x) = Âμ(x) +

1 
∂μα̂(x). (19.42) 

q 

Before proceeding any further, we note at once that this model contains four 
field degrees of freedom – two in the complex scalar Higgs field φ̂, and two in 
the massless gauge field Âμ . 

We learned in section 17.5 that the form of the potential terms in (19.40) 
(specifically the μ2 one) does not lend itself to a natural particle interpreta-
tion, which only appears after making a ‘shift to the classical minimum’, as 
in (17.84). But there is a remarkable difference between the global and local 

cases. In the present (local) case, the phase of φ̂ is completely arbitrary, since 
any change in α̂ of (19.41) can be compensated by an appropriate transfor-

mation (19.42) on Âμ, leaving L̂H the same as before. Thus the field θ̂ in 

(17.84) can be ‘gauged away’ altogether, if we choose! But θ̂ was precisely the 
Goldstone field, in the global case. This must mean that there is somehow 
no longer any physical manifestation of the massless mode. This is the first 
unexpected result in the local case. We may also be reminded of our desire to 
‘gauge away’ the longitudinal polarization states for a ‘massive gauge’ boson: 
we shall return to this later. 
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the phenomenon? The answers to these questions are mostly contained in the
model to which we now turn, which is due to Higgs (1964) and is essentially
the local version of the U(1) Goldstone model of section 17.5.
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Before proceeding any further, we note at once that this model contains four
field degrees of freedom – two in the complex scalar Higgs field φ̂, and two in
the massless gauge field Âμ.

We learned in section 17.5 that the form of the potential terms in (19.40)
(specifically the μ2 one) does not lend itself to a natural particle interpreta-
tion, which only appears after making a ‘shift to the classical minimum’, as
in (17.84). But there is a remarkable difference between the global and local

cases. In the present (local) case, the phase of φ̂ is completely arbitrary, since
any change in α̂ of (19.41) can be compensated by an appropriate transfor-

mation (19.42) on Âμ, leaving L̂H the same as before. Thus the field θ̂ in

(17.84) can be ‘gauged away’ altogether, if we choose! But θ̂ was precisely the
Goldstone field, in the global case. This must mean that there is somehow
no longer any physical manifestation of the massless mode. This is the first
unexpected result in the local case. We may also be reminded of our desire to
‘gauge away’ the longitudinal polarization states for a ‘massive gauge’ boson:
we shall return to this later.
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However, a degree of freedom (the Goldstone mode) cannot simply dis-
appear. Somehow the system must keep track of the fact that we started 
with four degrees of freedom. To see what is going on, let us study the field 
equation for Âν , namely 

OÂν − ∂ν (∂μÂ
μ) = ĵν , (19.43) em

where ĵν is the electromagnetic current contained in (19.40). This current em 
can be obtained just as in (7.141), and is given by 

ĵν φ†∂ν ˆ φ†)φ̂)− 2q 2Âν ˆ φ. (19.44) = iq(ˆ φ − (∂ν ˆ φ† ˆ
em 

We now insert the field parametrization (cf (17.84)) 

φ̂(x) = √ 1 (v + ĥ(x)) exp(−iθ̂(x)/v) (19.45) 
2

√ 
into (19.44) where v/ 2 = 21/2|μ|/λ 1 

2 is the position of the minimum of the 
classical potential as a function of |φ|, as in (17.81). We obtain (problem 19.4) 

( 
∂ν ˆ

)
2 2ĵν = −v q Âν − 

θ 
+terms quadratic and cubic in the fields. (19.46) em vq 

The linear part of the right-hand side of (19.46) is directly analogous to the 

non-relativistic current (19.26), interpreting θ̂ as essentially playing the role of 
2φ, and |ψ|2 the role of v . Retaining just the linear terms in (19.46) (the others 

would appear on the right-hand side of equation (19.47) following, where they 
would represent interactions), and placing this ĵν in (19.43), we obtain em 
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∂ν ˆ

)
2 2OÂν − ∂ν ∂μÂ

μ = −v q Âν − 
θ

. (19.47) 
vq 

Now a gauge transformation on Âν has the form shown in (19.42), for arbitrary 

α̂. So we can certainly regard the whole expression ( ˆ θ/vq) as a perfectly Aν −∂ν ˆ

acceptable gauge field. Let us define 

' ∂ν θ̂νÂ = Âν − . (19.48) 
vq 

Then, since we know that the left-hand side of (19.47) is invariant under 
ν(19.42), the resulting equation for Â

'
is 

ˆ μ 2 2 ˆ νOÂ
'ν − ∂ν ∂μA 

'
= −v q A 

'
, (19.49) 

or 
2(O + v q 2)Â

'ν − ∂ν ∂μÂ
'μ = 0. (19.50) 
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alone via (19.48), we have evidently chosen a gauge function (cf (19.42))

α̂(x) = −θ̂(x)/v. (19.53)

Recalling then the form of the associated local phase change on φ̂(x)

φ̂(x) → φ̂'(x) = e−iα̂(x)φ̂(x) (19.54)

we see that the phase of φ̂ in (19.45) has been reduced to zero, in this choice

of gauge. Thus it is indeed possible to ‘gauge θ̂ away’ in (19.45), but then
the vector field we must use is Â'μ, satisfying the massive equation (19.50)
(ignoring other interactions). In superconductivity, the choice of gauge which
takes the macroscopic wavefunction to be real (i.e. φ = 0 in (19.26)) is called
the ‘London gauge’. In the next section we shall discuss a subtlety in the
argument which applies in the case of real superconductors, and which leads
to the phenomenon of flux quantization.

The fact that this ‘Higgs mechanism’ leads to a massive vector field can
be seen very economically by working in the particular gauge for which φ̂ is
real, and inserting the parametrization (cf (19.45))

φ̂ =
1√
2
(v + ĥ) (19.55)

into the Lagrangian L̂H. Retaining only the terms quadratic in the fields one
finds (problem 19.5)

L̂quad
H = −1

4
(∂μÂν − ∂νÂμ)(∂

μÂν − ∂νÂμ) +
1

2
q2v2ÂμÂ

μ

+
1

2
∂μĥ∂

μĥ− μ2ĥ2. (19.56)

The first line of (19.56) is exactly the Lagrangian for a spin-1 field of mass
vq – i.e. the Maxwell part with the addition of a mass term (note that the
sign of the mass term is correct for the spatial (physical) degrees of freedom);
the second line is the Lagrangian of a scalar particle of mass

√
2μ. The latter

is the mass of excitations of the Higgs field ĥ away from its vacuum value
(compare the global U(1) case discussed in section 17.5). The necessity for
the existence of one or more massive scalar particles (‘Higgs bosons’), when
a gauge symmetry is spontaneously broken in this way, was pointed out by
Higgs (1964).

We may now ask: what happens if we start with a certain phase θ̂ for φ̂
but do not make use of the gauge freedom in Âν to reduce θ̂ to zero? We shall
see in section 19.5 that the equation of motion, and hence the propagator,
for the vector particle depends on the choice of gauge; furthermore, Feynman
graphs involving quanta corresponding to the degree of freedom associated
with the phase field θ̂ will have to be included for a consistent theory, even
though this must be an unphysical degree of freedom, as follows from the fact
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But (19.50) is nothing but the equation (19.8) for a free massive vector field, 
with mass M = vq! This fundamental observation was first made, in the 
relativistic context, by Englert and Brout (1964), Higgs (1964), and Guralnik 
et al. (1964); for a full account, see Higgs (1966). 

The foregoing analysis shows us two things. First, the current (19.46) is 
indeed a relativistic analogue of (19.26), in that it provides a ‘screening’ (mass 
generation) effect on the gauge field. Second, equation (19.48) shows how the 

phase degree of freedom of the Higgs field φ̂ has been incorporated into a new 
gauge field Â

'ν , which is massive, and therefore has ‘three’ spin degrees of 
freedom. In fact, we can go further. If we imagine plane wave solutions for 
Â

'ν , Âν and θ̂, we see that the ∂ν θ/vq ˆ part of (19.48) will contribute something 
νproportional to kν /M to the polarization vector of A 

'
(recall M = vq). But 

this is exactly the (large k) behaviour of the longitudinal polarization vector of 
a massive vector particle. We may therefore say that the massless gauge field 
Âν has ‘swallowed’ the Goldstone field θ̂ via (19.48) to make the massive vector 

ˆ'νfield A . The Goldstone field disappears as a massless degree of freedom, and 
reappears, via its gradient, as the longitudinal part of the massive vector field. 
In this way the four degrees of freedom are all now safely accounted for: three 
are in the massive vector field Â

'ν , and one is in the real scalar field ĥ (to 
which we shall return shortly). 

In this (relativistic) case, we know from Lorentz covariance that all the 
components (transverse and longitudinal) of the vector field must have the 
same mass, and this has of course emerged automatically from our covariant 
treatment. But the transverse and longitudinal degrees of freedom respond 
differently in the non-relativistic (superconductor) case. There, the longitu-
dinal part of A couples strongly to longitudinal excitations of the electrons: 
primarily, as Bardeen (1957) first recognized, to the collective density fluctu-
ation mode of the electron system – that is, to plasma oscillations. This is 
a high frequency mode, and is essentially the one discussed in section 17.3.2, 
after equation (17.46). When this aspect of the dynamics of the electrons is 
included, a fully gauge invariant description of the electromagnetic proper-
ties of superconductors, within the BCS theory, is obtained (Schreiffer 1964, 
chapter 8). 

We return to equations (19.48)–(19.50). Taking the divergence of (19.50) 
leads, as we have seen, to the condition 

∂μÂ
'μ = 0  (19.51) 

ˆ'μon A . It follows that in order to interpret the relation (19.48) as a gauge 
transformation on Âν we must, to be consistent with (19.51), regard Âμ as 
being in a gauge specified by 

∂μÂ
μ =

1 
Oθ̂ =

1 
Oθ.̂ (19.52) 

vq M 

μIn going from the situation described by Âμ and θ̂ to one described by Â
'
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indeed a relativistic analogue of (19.26), in that it provides a ‘screening’ (mass
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reappears, via its gradient, as the longitudinal part of the massive vector field.
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are in the massive vector field Â

'ν , and one is in the real scalar field ĥ (to
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In this (relativistic) case, we know from Lorentz covariance that all the
components (transverse and longitudinal) of the vector field must have the
same mass, and this has of course emerged automatically from our covariant
treatment. But the transverse and longitudinal degrees of freedom respond
differently in the non-relativistic (superconductor) case. There, the longitu-
dinal part of A couples strongly to longitudinal excitations of the electrons:
primarily, as Bardeen (1957) first recognized, to the collective density fluctu-
ation mode of the electron system – that is, to plasma oscillations. This is
a high frequency mode, and is essentially the one discussed in section 17.3.2,
after equation (17.46). When this aspect of the dynamics of the electrons is
included, a fully gauge invariant description of the electromagnetic proper-
ties of superconductors, within the BCS theory, is obtained (Schreiffer 1964,
chapter 8).

We return to equations (19.48)–(19.50). Taking the divergence of (19.50)
leads, as we have seen, to the condition

∂μÂ
'μ = 0 (19.51)

on Â
'μ. It follows that in order to interpret the relation (19.48) as a gauge

transformation on Âν we must, to be consistent with (19.51), regard Âμ as
being in a gauge specified by
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In going from the situation described by Âμ and θ̂ to one described by Â
'μ
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alone via (19.48), we have evidently chosen a gauge function (cf (19.42)) 

α̂(x) = −θ̂(x)/v. (19.53) 

ˆRecalling then the form of the associated local phase change on φ(x) 

φ̂(x) → φ̂'(x) = e−iα̂(x)φ̂(x) (19.54) 

we see that the phase of φ̂ in (19.45) has been reduced to zero, in this choice 

of gauge. Thus it is indeed possible to ‘gauge θ̂ away’ in (19.45), but then 
the vector field we must use is Â'μ, satisfying the massive equation (19.50) 
(ignoring other interactions). In superconductivity, the choice of gauge which 
takes the macroscopic wavefunction to be real (i.e. φ = 0 in (19.26)) is called 
the ‘London gauge’. In the next section we shall discuss a subtlety in the 
argument which applies in the case of real superconductors, and which leads 
to the phenomenon of flux quantization. 

The fact that this ‘Higgs mechanism’ leads to a massive vector field can 
be seen very economically by working in the particular gauge for which φ̂ is 
real, and inserting the parametrization (cf (19.45)) 

φ̂ = √ 1 (v + ĥ) (19.55) 
2

into the Lagrangian L̂H. Retaining only the terms quadratic in the fields one 
finds (problem 19.5) 

Lquad 1 2 2 ˆ Âμˆ
H (∂μÂν − ∂ν Âμ)(∂

μÂν − ∂ν Âμ) +
1 
q v Aμ = − 

4 2

+ 
1 
∂μ ̂h∂

μĥ− μ2ĥ2 . (19.56) 
2 

The first line of (19.56) is exactly the Lagrangian for a spin-1 field of mass 
vq – i.e. the Maxwell part with the addition of a mass term (note that the 
sign of the mass term is correct for the spatial (physical) degrees of freedom); √ 
the second line is the Lagrangian of a scalar particle of mass 2μ. The latter 
is the mass of excitations of the Higgs field ĥ away from its vacuum value 
(compare the global U(1) case discussed in section 17.5). The necessity for 
the existence of one or more massive scalar particles (‘Higgs bosons’), when 
a gauge symmetry is spontaneously broken in this way, was pointed out by 
Higgs (1964). 

We may now ask: what happens if we start with a certain phase θ̂ for φ̂
but do not make use of the gauge freedom in Âν to reduce θ̂ to zero? We shall 
see in section 19.5 that the equation of motion, and hence the propagator, 
for the vector particle depends on the choice of gauge; furthermore, Feynman 
graphs involving quanta corresponding to the degree of freedom associated 

ˆwith the phase field θ will have to be included for a consistent theory, even 
though this must be an unphysical degree of freedom, as follows from the fact 
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FIGURE 19.2
Magnetic field B and modulus of the macroscopic (pair) wavefunction |ψ| in
the neighbourhood of a flux filament.

type II case |ψ| has the variation shown in this figure. Solutions of the coupled
GL equations for A and ψ can be obtained which exhibit this behaviour.

An important result is that the flux through a vortex line is quantized. To
see this, we write

ψ = eiφ|ψ| (19.57)

as before. The expression for the electromagnetic current is

jem = −q2

m

(
A− ∇φ

q

)
|ψ|2 (19.58)

as in (19.26), but in (19.58) we are leaving the charge parameter q undeter-
mined for the moment; the mass parameter m will be unimportant. Rear-
ranging, we have

A = − m

q2|ψ|2 jem +
∇φ

q
. (19.59)

Let us integrate equation (19.59) around any closed loop C in the type II
superconductor, which encloses a flux (or vortex) line. Far enough away from
the vortex, the screening currents jem will have dropped to zero, and hence

[

C
A · ds =

1

q

[

C
∇φ · ds =

1

q
[φ]C (19.60)

where [φ]C is the change in phase around C. If the wavefunction ψ is single-
valued, the change in phase [φ]C for any closed path can only be zero or an
integer multiple of 2π. Transforming the left-hand side of (19.60) by Stokes’
Theorem, we obtain the result that the flux Φ through any surface spanning
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that a gauge can be chosen in which this field vanishes. That the propagator 
is gauge dependent should, on reflection, come as a relief. After all, if the 
massive vector boson generated in this way were simply described by the 
wave equation (19.50), all the troubles with massive vector particles outlined 
in section 19.1 would be completely unresolved. As we shall see, a different 
choice of gauge from that which renders φ̂ real has precisely the effect of 
ameliorating the bad high-energy behaviour associated with (19.50). This is 
ultimately the reason for the following wonderful fact: massive vector theories, 
in which the vector particles acquire mass through the spontaneous symmetry 
breaking mechanism, are renormalizable (’t Hooft 1971b). 

However, before discussing other gauges than the one in which φ̂ is given 
by (19.55), we first explore another interesting aspect of superconductivity. 

19.4 Flux quantization in a superconductor 
Though a slight diversion, it is convenient to include a discussion of flux quan-
tization at this point, while we have a number of relevant results assembled. 
Apart from its intrinsic interest, the phenomenon may also provide a useful 
physical model for the ‘confining’ property of QCD, as already discussed in 
sections 1.3.6 and 16.5.3. 

Our discussion of superconductivity so far has dealt, in fact, with only 
one class of superconductors, called type I; these remain superconducting 
throughout the bulk of the material (exhibiting a complete Meissner effect), 
when an external magnetic field of less than a certain critical value is applied. 
There is a quite separate class – type II superconductors – which allow partial 
entry of the external field, in the form of thin filaments of flux. Within each 
filament the field is high, and the material is not superconducting. Outside the 
core of the filaments, the material is superconducting and the field dies off over 
the characteristic penetration length λ. Around each filament of magnetic flux 
there circulates a vortex of screening current; the filaments are often called 
vortex lines. It is as if numerous thin cylinders, each enclosing flux, had been 
drilled in a block of type I material, thereby producing a non-simply connected 
geometry. 

In real superconductors, screening currents are associated with the macro-
scopic pair wavefunction (field) ψ. For type II behaviour to be possible, |ψ|
must vanish at the centre of a flux filament, and rise to the constant value 
appropriate to the superconducting state over a distance ξ < λ, where ξ is the 
‘coherence length’ of section 17.7. According to the Ginzburg–Landau (GL) 
theory, a more precise criterion is that type II behaviour holds if ξ < 21/2λ; 
both ξ and λ are, of course, temperature-dependent. The behaviour of |ψ| and 
B in the vicinity of a flux filament is shown in figure 19.2. Thus, whereas for 
simple type I superconductivity, |ψ| is simply set equal to a constant, in the 
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that a gauge can be chosen in which this field vanishes. That the propagator
is gauge dependent should, on reflection, come as a relief. After all, if the
massive vector boson generated in this way were simply described by the
wave equation (19.50), all the troubles with massive vector particles outlined
in section 19.1 would be completely unresolved. As we shall see, a different
choice of gauge from that which renders φ̂ real has precisely the effect of
ameliorating the bad high-energy behaviour associated with (19.50). This is
ultimately the reason for the following wonderful fact: massive vector theories,
in which the vector particles acquire mass through the spontaneous symmetry
breaking mechanism, are renormalizable (’t Hooft 1971b).

However, before discussing other gauges than the one in which φ̂ is given
by (19.55), we first explore another interesting aspect of superconductivity.

19.4 Flux quantization in a superconductor

Though a slight diversion, it is convenient to include a discussion of flux quan-
tization at this point, while we have a number of relevant results assembled.
Apart from its intrinsic interest, the phenomenon may also provide a useful
physical model for the ‘confining’ property of QCD, as already discussed in
sections 1.3.6 and 16.5.3.

Our discussion of superconductivity so far has dealt, in fact, with only
one class of superconductors, called type I; these remain superconducting
throughout the bulk of the material (exhibiting a complete Meissner effect),
when an external magnetic field of less than a certain critical value is applied.
There is a quite separate class – type II superconductors – which allow partial
entry of the external field, in the form of thin filaments of flux. Within each
filament the field is high, and the material is not superconducting. Outside the
core of the filaments, the material is superconducting and the field dies off over
the characteristic penetration length λ. Around each filament of magnetic flux
there circulates a vortex of screening current; the filaments are often called
vortex lines. It is as if numerous thin cylinders, each enclosing flux, had been
drilled in a block of type I material, thereby producing a non-simply connected
geometry.

In real superconductors, screening currents are associated with the macro-
scopic pair wavefunction (field) ψ. For type II behaviour to be possible, |ψ|
must vanish at the centre of a flux filament, and rise to the constant value
appropriate to the superconducting state over a distance ξ < λ, where ξ is the
‘coherence length’ of section 17.7. According to the Ginzburg–Landau (GL)
theory, a more precise criterion is that type II behaviour holds if ξ < 21/2λ;
both ξ and λ are, of course, temperature-dependent. The behaviour of |ψ| and
B in the vicinity of a flux filament is shown in figure 19.2. Thus, whereas for
simple type I superconductivity, |ψ| is simply set equal to a constant, in the
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FIGURE 19.2 
Magnetic field B and modulus of the macroscopic (pair) wavefunction |ψ| in 
the neighbourhood of a flux filament. 

type II case |ψ| has the variation shown in this figure. Solutions of the coupled 
GL equations for A and ψ can be obtained which exhibit this behaviour. 

An important result is that the flux through a vortex line is quantized. To 
see this, we write 

ψ = e  iφ|ψ| (19.57) 

as before. The expression for the electromagnetic current is 

2q
( ∇φ

)
j = − A − |ψ|2 (19.58) em m q 

as in (19.26), but in (19.58) we are leaving the charge parameter q undeter-
mined for the moment; the mass parameter m will be unimportant. Rear-
ranging, we have 

m ∇φ 
A = − j + . (19.59) em q2|ψ|2 q 

Let us integrate equation (19.59) around any closed loop C in the type II 
superconductor, which encloses a flux (or vortex) line. Far enough away from 
the vortex, the screening currents j will have dropped to zero, and hence em 

1 1 
A · ds = ∇φ · ds = [φ]C (19.60) 

q qC C 

where [φ]C is the change in phase around C. If the wavefunction ψ is single-
valued, the change in phase [φ]C for any closed path can only be zero or an 
integer multiple of 2π. Transforming the left-hand side of (19.60) by Stokes’ 
Theorem, we obtain the result that the flux Φ through any surface spanning 
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however, solutions of the magnetic monopole type do occur in the case of
non-Abelian gauge field theories, whose symmetry is spontaneously broken
to an electromagnetic U(1)em gauge group. Just this circumstance can arise
in a grand unified theory which contains SU(3)c and a residual U(1)em. In-
cidentally, these monopole solutions provide an illuminating way of thinking
about charge quantization: as Dirac (1931) pointed out, the existence of just
one monopole implies, from his quantization condition (19.62), that charge is
quantized.

When these ideas are applied to QCD, E and B must be understood as
the appropriate colour fields (i.e. they carry an SU(3)c index). The group
structure of SU(3) is also quite different from that of U(1) models, and we do
not want to be restricted just to static solutions (as in the GL theory, here
used as an analogue). Whether in fact the real QCD vacuum (ground state)
is formed as some such coherent plasma of monopoles, with confinement of
electric charges and flux, is a subject of continuing research; other schemes are
also possible. As so often stressed, the difficulty lies in the non-perturbative
nature of the confinement problem.

19.5 ’t Hooft’s gauges

We must now at last grasp the nettle and consider what happens if, in the
parametrization

φ̂ = |φ̂| exp(iθ̂(x)/v) (19.63)

we do not choose the gauge (cf (19.52))

∂μÂ
μ = 0θ̂/M. (19.64)

This was the gauge that enabled us to transform away the phase degree of
freedom and reduce the equation of motion for the electromagnetic field to
that of a massive vector boson. Instead of using the modulus and phase as
the two independent degrees of freedom for the complex Higgs field φ̂, we now
choose to parametrize φ̂, quite generally, by the decomposition

φ̂ = 2−1/2[v + χ̂1(x) + iχ̂2(x)], (19.65)

where the vacuum values of χ̂1 and χ̂2 are zero. Substituting this form for φ̂
into the master equation for Âν (obtained from (19.43) and (19.44))

0Âν − ∂ν(∂μÂ
μ) = iq[φ̂†∂ν φ̂− (∂ν φ̂)†φ̂]− 2q2Âν φ̂†φ̂, (19.66)

leads to the equation of motion

(0+M2)Âν − ∂ν(∂μÂ
μ) = −M∂νχ̂2 + q(χ̂2∂

ν χ̂1 − χ̂1∂
ν χ̂2)

− q2Âν(χ̂2
1 + 2vχ̂1 + χ̂2

2) (19.67)

[ 
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C is quantized: 
2πn 

Φ =  B · dS = = nΦ0 (19.61) 
q 

where Φ0 = 2π/q is the flux equation (or 2πh/q in ordinary units). It is not 
entirely self-evident why ψ should be single-valued, but experiments do indeed 
demonstrate the phenomenon of flux quantization, in units of Φ0 with |q| = 2e 
(which may be interpreted as the charge on a Cooper pair, as usual). The phe-
nomenon is seen in non-simply connected specimens of type I superconductors 
(i.e. ones with holes in them, such as a ring), and in the flux filaments of type 
II materials; in the latter case each filament carries a single flux quantum Φ0. 

It is interesting to consider now a situation – so far entirely hypothetical 
– in which a magnetic monopole is placed in a superconductor. Dirac showed 
(1931) that for consistency with quantum mechanics the monopole strength 
gm had to satisfy the ‘Dirac quantization conduction’ 

qgm = n/2 (19.62) 

where q is any electronic charge, and n is an integer. It follows from (19.62) 
that the flux 4πgm out of any closed surface surrounding the monopole is 
quantized in units of Φ0. Hence a flux filament in a superconductor can 
originate from, or be terminated by, a Dirac monopole (with the appropriate 
sign of gm), as was first pointed out by Nambu (1974). 

This is the basic model which, in one way or another, underlies many 
theoretical attempts to understand confinement. The monopole–antimonopole 
pair in a type II superconducting vacuum, joined by a quantized magnetic flux 
filament, provides a model of a meson. As the distance between the pair – 
the length of the filament – increases, so does the energy of the filament, at a 
rate proportional to its length, since the flux cannot spread out in directions 
transverse to the filament. This is exactly the kind of linearly rising potential 
energy required by hadron spectroscopy (see equations (1.33) and (16.145)). 
The configuration is stable, because there is no way for the flux to leak away; 
it is a conserved quantized quantity. 

For the eventual application to QCD, one will want (presumably) par-
ticles carrying non-zero values of the colour quantum numbers to be con-
fined. These quantum numbers are the analogues of electric charge in the 
U(1) case, rather than of magnetic charge. We imagine, therefore, interchang-
ing the roles of magnetism and electricity in all of the foregoing. Indeed, the 
Maxwell equations have such a symmetry when monopoles are present, as well 
as charges. The essential feature of the superconducting ground state was that 
it involved the coherent state formed by condensation of electrically charged 
bosonic fermion pairs. A vacuum which confined filaments of E rather than B 
may be formed as a coherent state of condensed magnetic monopoles (Man-
delstam 1976, ’t Hooft 1976). These E filaments would then terminate on 
electric charges. Now magnetic monopoles do not occur naturally as solutions 
of QED: they would have to be introduced by hand. Remarkably enough, 
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C is quantized:

Φ =

[
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q
= nΦ0 (19.61)
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gm had to satisfy the ‘Dirac quantization conduction’
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where q is any electronic charge, and n is an integer. It follows from (19.62)
that the flux 4πgm out of any closed surface surrounding the monopole is
quantized in units of Φ0. Hence a flux filament in a superconductor can
originate from, or be terminated by, a Dirac monopole (with the appropriate
sign of gm), as was first pointed out by Nambu (1974).

This is the basic model which, in one way or another, underlies many
theoretical attempts to understand confinement. The monopole–antimonopole
pair in a type II superconducting vacuum, joined by a quantized magnetic flux
filament, provides a model of a meson. As the distance between the pair –
the length of the filament – increases, so does the energy of the filament, at a
rate proportional to its length, since the flux cannot spread out in directions
transverse to the filament. This is exactly the kind of linearly rising potential
energy required by hadron spectroscopy (see equations (1.33) and (16.145)).
The configuration is stable, because there is no way for the flux to leak away;
it is a conserved quantized quantity.

For the eventual application to QCD, one will want (presumably) par-
ticles carrying non-zero values of the colour quantum numbers to be con-
fined. These quantum numbers are the analogues of electric charge in the
U(1) case, rather than of magnetic charge. We imagine, therefore, interchang-
ing the roles of magnetism and electricity in all of the foregoing. Indeed, the
Maxwell equations have such a symmetry when monopoles are present, as well
as charges. The essential feature of the superconducting ground state was that
it involved the coherent state formed by condensation of electrically charged
bosonic fermion pairs. A vacuum which confined filaments of E rather than B
may be formed as a coherent state of condensed magnetic monopoles (Man-
delstam 1976, ’t Hooft 1976). These E filaments would then terminate on
electric charges. Now magnetic monopoles do not occur naturally as solutions
of QED: they would have to be introduced by hand. Remarkably enough,
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however, solutions of the magnetic monopole type do occur in the case of 
non-Abelian gauge field theories, whose symmetry is spontaneously broken 
to an electromagnetic U(1)em gauge group. Just this circumstance can arise 
in a grand unified theory which contains SU(3)c and a residual U(1)em. In-
cidentally, these monopole solutions provide an illuminating way of thinking 
about charge quantization: as Dirac (1931) pointed out, the existence of just 
one monopole implies, from his quantization condition (19.62), that charge is 
quantized. 

When these ideas are applied to QCD, E and B must be understood as 
the appropriate colour fields (i.e. they carry an SU(3)c index). The group 
structure of SU(3) is also quite different from that of U(1) models, and we do 
not want to be restricted just to static solutions (as in the GL theory, here 
used as an analogue). Whether in fact the real QCD vacuum (ground state) 
is formed as some such coherent plasma of monopoles, with confinement of 
electric charges and flux, is a subject of continuing research; other schemes are 
also possible. As so often stressed, the difficulty lies in the non-perturbative 
nature of the confinement problem. 

19.5 ’t Hooft’s gauges 
We must now at last grasp the nettle and consider what happens if, in the 
parametrization 

φ̂ = |φ̂| exp(iθ̂(x)/v) (19.63) 

we do not choose the gauge (cf (19.52)) 

∂μÂ
μ = 0ˆ (19.64) θ/M. 

This was the gauge that enabled us to transform away the phase degree of 
freedom and reduce the equation of motion for the electromagnetic field to 
that of a massive vector boson. Instead of using the modulus and phase as 
the two independent degrees of freedom for the complex Higgs field φ̂, we now 
choose to parametrize φ̂, quite generally, by the decomposition 

φ̂ = 2−1/2[v + χ̂1(x) +  iχ̂2(x)], (19.65) 

ˆwhere the vacuum values of χ̂1 and χ̂2 are zero. Substituting this form for φ 
Âνinto the master equation for (obtained from (19.43) and (19.44)) 

ˆ φ†∂ν ˆ 2Âν φ̂† ˆ0Âν − ∂ν (∂μA
μ) = iq[ ˆ φ − (∂ν φ̂)†φ̂]− 2q φ, (19.66) 

leads to the equation of motion 

(0 + M2)Âν − ∂ν (∂μÂ
μ) =  −M∂νχ̂2 + q(χ̂2∂

ν χ̂1 − χ̂1∂
ν χ̂2) 

2 ˆ χ2 χ2− q Aν (ˆ1 + 2vχ̂1 + ˆ2) (19.67) 
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FIGURE 19.4
Series for the full Âν propagator.

FIGURE 19.5
Formal summation of the series in figure 19.4.

Equation (19.69) confirms that χ̂1 is a massive field with mass
√
2μ (like the

ĥ in (19.56)), while χ̂2 is massless. The χ̂2 propagator is therefore i/k2. Now
that all the elements of the diagrams are known, we can formally sum the
series by generalizing the well known result ((cf 10.12)and (11.27))

(1− x)−1 = 1 + x+ x2 + x3 + . . . (19.70)

Diagrammatically, we rewrite the propagator of figure 19.4 as in figure 19.5 and
perform the sum. Inserting the expressions for the propagators and vector-
scalar coupling, and keeping track of the indices, we finally arrive at the result
(problem 19.7)

i

(
−gμλ + kμkλ/M2

k2 −M2

)
(gνλ − kνkλ/k

2)−1 (19.71)

for the full propagator. But the inverse required in (19.71) is precisely (with a
lowered index) the one we needed for the photon propagator in (7.91) – and,
as we saw there, it does not exist. At last the fact that we are dealing with a
gauge theory has caught up with us!

As we saw in section 7.3.2, to obtain a well-defined gauge field propagator
we need to fix the gauge. A clever way to do this in the present (spontaneously
broken) case was suggested by ’t Hooft (1971b). His proposal was to set

∂μÂ
μ = Mξχ̂2 (19.72)

where ξ is an arbitrary gauge parameter1 (not to be confused with the su-
perconducting coherence length). This condition is manifestly covariant, and
moreover it effectively reduces the degrees of freedom by one. Inserting (19.72)

1We shall not enter here into the full details of quantization in such a gauge: we shall
effectively treat (19.72) as a classical field relation.

272 19. Spontaneously Broken Local Symmetry 

FIGURE 19.3 
Âν − χ̂2 coupling. 

with M = qv. At first sight this just looks like the equation of motion of 
Âνan ordinary massive vector field coupled to a rather complicated current. 

However, this certainly cannot be right, as we can see by a count of the degrees 
of freedom. In the previous gauge we had four degrees of freedom, counted 
either as two for the original massless Âν plus one each for θ̂ and ĥ, or as three 

νfor the massive Â
'

and one for ĥ. If we take this new equation at face value, 
there seem to be three degrees of freedom for the massive field Âν , and one for 
each of χ̂1 and χ̂2, making five in all. Actually, we know perfectly well that 
we can make use of the freedom gauge choice to set χ̂2 to zero, say, reducing 
φ̂ to a real quantity and eliminating a spurious degree of freedom: we have 
then returned to the form (19.55). In terms of (19.67), the consequence of the 
unwanted degree of freedom is quite subtle, but it is basic to all gauge theories 
and already appeared in the photon case, in section 7.3.2. The difficulty arises 
when we try to calculate the propagator for Âν from equation (19.67). 

The operator on the left-hand side can be simply inverted, as was done in 
section 19.1, to yield (apparently) the standard massive vector boson propa-
gator 

μνi(−g + kμkν /M2)/(k2 − M2). (19.68) 

However, the current on the right-hand side of (19.67) is rather peculiar: in-
stead of having only terms corresponding to Âν coupling to two or three par-
ticles, there is also a term involving only one field. This is the term −M∂νχ̂2, 

Âνwhich tells us that actually couples directly to the scalar field χ2 via 
the gradient coupling (−M∂ν ). In momentum space this corresponds to a 
coupling strength −ikν M and an associated vertex as shown in figure 19.3. 
Clearly, for a scalar particle, the momentum 4-vector is the only quantity 
that can couple to the vector index of the vector boson. The existence of 
this coupling shows that the propagators of Âν and χ̂2 are necessarily mixed: 
the complete vector propagator must be calculated by summing the infinite 
series shown diagrammatically in figure 19.4. This complication is, of course, 
completely eliminated by the gauge choice χ̂2 = 0. However, we are interested 
in pursuing the case χ̂2 /= 0. 

In figure 19.4 the only unknown factor is the propagator for χ̂2. This can 
be easily found by substituting (19.65) into L̂H and examining the part which 
is quadratic in the χ̂’s; we find (problem 19.6) 

1 
∂μχ̂1∂

μχ̂1 +
1L̂H = ∂μχ̂2∂

μχ̂− μ2χ̂1
2 + cubic and quartic terms. (19.69) 

2 2 
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FIGURE 19.3
Âν − χ̂2 coupling.

with M = qv. At first sight this just looks like the equation of motion of
an ordinary massive vector field Âν coupled to a rather complicated current.
However, this certainly cannot be right, as we can see by a count of the degrees
of freedom. In the previous gauge we had four degrees of freedom, counted
either as two for the original massless Âν plus one each for θ̂ and ĥ, or as three
for the massive Â

'ν and one for ĥ. If we take this new equation at face value,
there seem to be three degrees of freedom for the massive field Âν , and one for
each of χ̂1 and χ̂2, making five in all. Actually, we know perfectly well that
we can make use of the freedom gauge choice to set χ̂2 to zero, say, reducing
φ̂ to a real quantity and eliminating a spurious degree of freedom: we have
then returned to the form (19.55). In terms of (19.67), the consequence of the
unwanted degree of freedom is quite subtle, but it is basic to all gauge theories
and already appeared in the photon case, in section 7.3.2. The difficulty arises
when we try to calculate the propagator for Âν from equation (19.67).

The operator on the left-hand side can be simply inverted, as was done in
section 19.1, to yield (apparently) the standard massive vector boson propa-
gator

i(−gμν + kμkν/M2)/(k2 −M2). (19.68)

However, the current on the right-hand side of (19.67) is rather peculiar: in-
stead of having only terms corresponding to Âν coupling to two or three par-
ticles, there is also a term involving only one field. This is the term −M∂νχ̂2,
which tells us that Âν actually couples directly to the scalar field χ2 via
the gradient coupling (−M∂ν). In momentum space this corresponds to a
coupling strength −ikνM and an associated vertex as shown in figure 19.3.
Clearly, for a scalar particle, the momentum 4-vector is the only quantity
that can couple to the vector index of the vector boson. The existence of
this coupling shows that the propagators of Âν and χ̂2 are necessarily mixed:
the complete vector propagator must be calculated by summing the infinite
series shown diagrammatically in figure 19.4. This complication is, of course,
completely eliminated by the gauge choice χ̂2 = 0. However, we are interested
in pursuing the case χ̂2 /= 0.

In figure 19.4 the only unknown factor is the propagator for χ̂2. This can
be easily found by substituting (19.65) into L̂H and examining the part which
is quadratic in the χ̂’s; we find (problem 19.6)

L̂H =
1

2
∂μχ̂1∂

μχ̂1 +
1

2
∂μχ̂2∂

μχ̂− μ2χ̂2
1 + cubic and quartic terms. (19.69)

273 19.5. ’t Hooft’s gauges 

FIGURE 19.4 
ÂνSeries for the full propagator. 

FIGURE 19.5 
Formal summation of the series in figure 19.4. 

√ 
Equation (19.69) confirms that χ̂1 is a massive field with mass 2μ (like the 
ĥ in (19.56)), while χ̂2 is massless. The χ̂2 propagator is therefore i/k

2 . Now 
that all the elements of the diagrams are known, we can formally sum the 
series by generalizing the well known result ((cf 10.12)and (11.27)) 

2 3(1 − x)−1 = 1 +  x + x + x + . . .  (19.70) 

Diagrammatically, we rewrite the propagator of figure 19.4 as in figure 19.5 and 
perform the sum. Inserting the expressions for the propagators and vector-
scalar coupling, and keeping track of the indices, we finally arrive at the result 
(problem 19.7) 

μλ
( 
−g + kμkλ/M 2 ) 

νi (gλ − kν kλ/k
2)−1 (19.71) 

k2 − M2 

for the full propagator. But the inverse required in (19.71) is precisely (with a 
lowered index) the one we needed for the photon propagator in (7.91) – and, 
as we saw there, it does not exist. At last the fact that we are dealing with a 
gauge theory has caught up with us! 

As we saw in section 7.3.2, to obtain a well-defined gauge field propagator 
we need to fix the gauge. A clever way to do this in the present (spontaneously 
broken) case was suggested by ’t Hooft (1971b). His proposal was to set 

Âμ∂μ = Mξχ̂2 (19.72) 

where ξ is an arbitrary gauge parameter1 (not to be confused with the su-
perconducting coherence length). This condition is manifestly covariant, and 
moreover it effectively reduces the degrees of freedom by one. Inserting (19.72) 

1We shall not enter here into the full details of quantization in such a gauge: we shall 
effectively treat (19.72) as a classical field relation. 
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19.6 Spontaneously broken local SU(2)×U(1) symmetry

We shall limit our discussion of the spontaneous breaking of a local non-
Abelian symmetry to the particular case needed for the electroweak part of the
Standard Model. This is, in fact, just the local version of the model studied
in section 17.6. As noted there, the Lagrangian L̂Φ of (17.97) is invariant
under global SU(2) transformations of the form (17.100), and also global U(1)
transformations (17.101). Thus in the local version we shall have to introduce
three SU(2) gauge fields (as in section 13.1), which we call Ŵμ

i (x)(i = 1, 2, 3),

and one U(1) gauge field B̂μ(x). We recall that the scalar field φ̂ is an SU(2)-
doublet

φ̂ =

(
φ̂+

φ̂0

)
, (19.76)

so that the SU(2) covariant derivative acting on φ̂ is as given in (13.10), namely

D̂μ = ∂μ + igτ · Ŵ μ
/2. (19.77)

To this must be added the U(1) piece, which we write as ig'B̂μ/2, the 1
2 being

for later convenience. The Lagrangian (without gauge-fixing and ghost terms)
is therefore

L̂GΦ = (D̂μφ̂)
†(D̂μφ̂) + μ2φ̂†φ̂− λ

4
(φ̂†φ̂)2 − 1

4
F̂ μν · F̂

μν − 1

4
ĜμνĜ

μν (19.78)

where

D̂μφ̂ = (∂μ + igτ · Ŵ μ
/2 + ig'B̂μ/2)φ̂, (19.79)

F̂
μν

= ∂μŴ
ν − ∂νŴ

μ − gŴ
μ × Ŵ

ν
, (19.80)

and
Ĝμν = ∂μB̂ν − ∂νB̂μ. (19.81)

We must now decide how to choose the non-zero vacuum expectation value
that breaks this symmetry. The essential point for the electroweak applica-
tion is that, after symmetry breaking, we should be left with three massive
boson gauge bosons (which will be the W± and Z0) and one massless gauge
boson, the photon. We may reasonably guess that the massless boson will
be associated with a symmetry that is unbroken by the vacuum expectation
value. Put differently, we certainly do not want a ‘superconducting’ massive
photon to emerge from the theory in this case, as the physical vacuum is not
an electromagnetic superconductor. This means that we do not want to give a
vacuum value to a charged field (as is done in the BCS ground state). On the
other hand, we do want it to behave as a ‘weak’ superconductor, generating
mass for W± and Z0. The choice suggested by Weinberg (1967) was

<0|φ̂|0> =
(

0

v/
√
2

)
(19.82)
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into (19.67) we obtain 

(o + M2)Âν − ∂ν (∂μÂ
μ)(1 − 1/ξ) =  q(χ̂2∂

ν χ̂1 − χ̂1∂
ν χ̂2)  

2 ˆ χ2 χ2 − q Aν (ˆ1 + 2vχ̂1 + ˆ2). (19.73) 

The operator appearing on the left-hand side now does have an inverse (see 
problem 19.8) and yields the general form for the gauge boson propagator 

|
μν (1 − ξ)kμkν |

i −g + (k2 −M2)−1 . (19.74) 
k2 − ξM2 

This propagator is very remarkable2 . The standard massive vector boson 
propagator 

μνi(−g + kμkν /M 2)(k2 −M2)−1 (19.75) 

is seen to correspond to the limit ξ → ∞, and in this gauge the high-energy 
disease outlined in section 19.1 appears to threaten renormalizability (in fact, 
it can be shown that there is a consistent set of Feynman rules for this gauge, 
and the theory is renormalizable thanks to many cancellations of divergences). 
For any finite ξ, however, the high-energy behaviour of the gauge boson prop-
agator is actually ∼ 1/k2, which is as good as the renormalizable theory of 
QED (in Lorentz gauge). Note, however, that there seems to be another pole 
in the propagator (19.74) at k2 = ξM2: this is surely unphysical since it de-
pends on the arbitrary parameter ξ. A full treatment (’t Hooft 1971b) shows 
that this pole is always cancelled by an exactly similar pole in the propagator 
for the χ̂2 field itself. These finite-ξ gauges are called R gauges (since they 
are ‘manifestly renormalizable’) and typically involve unphysical Higgs fields 
such as χ̂2. The infinite-ξ gauge is known as the U gauge (U for unitary) since 
only physical particles appear in this gauge. For tree diagram calculations, of 
course, it is easiest to use the U gauge Feynman rules: the technical difficulties 
with this gauge choice only enter in loop calculations, for which the R gauge 
choice is easier. 

Notice that in our master formula (19.74) for the gauge boson propagator 
the limit M → 0 may be safely taken (compare the remarks about this limit 
for the ‘naive’ massive vector boson propagator in section 19.1). This yields 
the massless vector boson (photon) propagator in a general ξ-gauge, exactly 
as in equation (7.122) or (19.23). 

We now proceed with the generalization of these ideas to the non-Abelian 
SU(2) case, which is the one relevant to the electroweak theory. The general 
non-Abelian case was treated by Kibble (1967). 

2A vector boson propagator of similar form was first introduced by Lee and Yang (1962), 
but their discussion was not within the framework of a spontaneously broken theory, so that 
Higgs particles were not present, and the physical limit was obtained only as ξ → 0. 
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into (19.67) we obtain

(o+M2)Âν − ∂ν(∂μÂ
μ)(1− 1/ξ) = q(χ̂2∂

ν χ̂1 − χ̂1∂
ν χ̂2)

− q2Âν(χ̂2
1 + 2vχ̂1 + χ̂2

2). (19.73)

The operator appearing on the left-hand side now does have an inverse (see
problem 19.8) and yields the general form for the gauge boson propagator

i

|
−gμν +

(1− ξ)kμkν

k2 − ξM2

|
(k2 −M2)−1. (19.74)

This propagator is very remarkable2. The standard massive vector boson
propagator

i(−gμν + kμkν/M2)(k2 −M2)−1 (19.75)

is seen to correspond to the limit ξ → ∞, and in this gauge the high-energy
disease outlined in section 19.1 appears to threaten renormalizability (in fact,
it can be shown that there is a consistent set of Feynman rules for this gauge,
and the theory is renormalizable thanks to many cancellations of divergences).
For any finite ξ, however, the high-energy behaviour of the gauge boson prop-
agator is actually ∼ 1/k2, which is as good as the renormalizable theory of
QED (in Lorentz gauge). Note, however, that there seems to be another pole
in the propagator (19.74) at k2 = ξM2: this is surely unphysical since it de-
pends on the arbitrary parameter ξ. A full treatment (’t Hooft 1971b) shows
that this pole is always cancelled by an exactly similar pole in the propagator
for the χ̂2 field itself. These finite-ξ gauges are called R gauges (since they
are ‘manifestly renormalizable’) and typically involve unphysical Higgs fields
such as χ̂2. The infinite-ξ gauge is known as the U gauge (U for unitary) since
only physical particles appear in this gauge. For tree diagram calculations, of
course, it is easiest to use the U gauge Feynman rules: the technical difficulties
with this gauge choice only enter in loop calculations, for which the R gauge
choice is easier.

Notice that in our master formula (19.74) for the gauge boson propagator
the limit M → 0 may be safely taken (compare the remarks about this limit
for the ‘naive’ massive vector boson propagator in section 19.1). This yields
the massless vector boson (photon) propagator in a general ξ-gauge, exactly
as in equation (7.122) or (19.23).

We now proceed with the generalization of these ideas to the non-Abelian
SU(2) case, which is the one relevant to the electroweak theory. The general
non-Abelian case was treated by Kibble (1967).

2A vector boson propagator of similar form was first introduced by Lee and Yang (1962),
but their discussion was not within the framework of a spontaneously broken theory, so that
Higgs particles were not present, and the physical limit was obtained only as ξ → 0.
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19.6 Spontaneously broken local SU(2)×U(1) symmetry 
We shall limit our discussion of the spontaneous breaking of a local non-
Abelian symmetry to the particular case needed for the electroweak part of the 
Standard Model. This is, in fact, just the local version of the model studied 
in section 17.6. As noted there, the Lagrangian L̂Φ of (17.97) is invariant 
under global SU(2) transformations of the form (17.100), and also global U(1) 
transformations (17.101). Thus in the local version we shall have to introduce 

μthree SU(2) gauge fields (as in section 13.1), which we call Ŵ (x)(i = 1, 2, 3), i 
and one U(1) gauge field B̂μ(x). We recall that the scalar field φ̂ is an SU(2)-
doublet ( 

φ̂+ )
φ̂ = , (19.76) 

φ̂0 

ˆso that the SU(2) covariant derivative acting on φ is as given in (13.10), namely 

μ 
D̂μ ˆ= ∂μ + igτ · W /2. (19.77) 

To this must be added the U(1) piece, which we write as ig'B̂μ/2, the 1 being 2 
for later convenience. The Lagrangian (without gauge-fixing and ghost terms) 
is therefore 

λ 1 μν 1 ˆ ĜμνL̂GΦ = (D̂μφ̂)
†(D̂μφ̂) +  μ2φ̂†φ̂− (φ̂†φ̂)2 − F̂ μν · F̂ − Gμν (19.78) 

4 4 4 

where 
μ 

D̂μφ̂ = (∂μ + igτ · Ŵ /2 + ig 'B̂μ/2)ˆ (19.79) φ, 
μν ν μ μ νˆ ∂μ ˆ ˆ ˆ ˆF = W − ∂ν W − gW × W , (19.80) 

and 
Ĝμν ∂μB̂ν − ∂ν B̂μ = . (19.81) 

We must now decide how to choose the non-zero vacuum expectation value 
that breaks this symmetry. The essential point for the electroweak applica-
tion is that, after symmetry breaking, we should be left with three massive 
boson gauge bosons (which will be the W± and Z0) and one massless gauge 
boson, the photon. We may reasonably guess that the massless boson will 
be associated with a symmetry that is unbroken by the vacuum expectation 
value. Put differently, we certainly do not want a ‘superconducting’ massive 
photon to emerge from the theory in this case, as the physical vacuum is not 
an electromagnetic superconductor. This means that we do not want to give a 
vacuum value to a charged field (as is done in the BCS ground state). On the 
other hand, we do want it to behave as a ‘weak’ superconductor, generating 
mass for W± and Z0 . The choice suggested by Weinberg (1967) was 

( 
0 

)
<0|φ̂|0> = √ (19.82) 

v/ 2 
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The last two lines show us that the fields Ŵ3 and B̂ are mixed. But they
can easily be unmixed by noting that the last term in (19.87) involves only
the combination gŴμ

3 − g'B̂μ, which evidently acquires a mass. This suggests
introducing the normalized linear combination

Ẑμ = cos θWŴμ
3 − sin θWB̂μ (19.89)

where

cos θW = g/(g2 + g
'2)1/2 sin θW = g'/(g2 + g

'2)1/2, (19.90)

together with the orthogonal combination

Âμ = sin θWŴμ
3 + cos θWB̂μ. (19.91)

We then find that the last two lines of (19.87) become

−1

4
(∂μẐν − ∂νẐμ)(∂μẐ

ν − ∂νẐμ) +
1

8
v2(g2 + g

'2)ẐμẐ
μ − 1

4
F̂μν F̂

μν , (19.92)

where
F̂μν = ∂μÂν − ∂νÂμ. (19.93)

Thus

MZ =
1

2
v(g2 + g

'2)1/2 = MW/ cos θW (19.94)

and
MA = 0. (19.95)

Counting degrees of freedom as in the local U(1) case, we originally had 12 in
(19.78) – three massless Ŵ ’s and one massless B̂, which is 8 degrees of freedom

in all, together with 4 φ̂-fields, all with the same mass. After symmetry
breaking, we have three massive vector fields Ŵ1, Ŵ2 and Ẑ with 9 degrees
of freedom, one massless vector field Â with 2, and one massive scalar Ĥ .
Of course, the physical application will be to identify the Ŵ and Ẑ fields
with those physical particles, the Â field with the massless photon, and the Ĥ
field with the Higgs boson. In the gauge (19.86), the W and Z particles have
propagators of the form (19.22).

The identification of Âμ with the photon field is made clearer if we look
at the form of Dμφ̂ written in terms of Âμ and Ẑμ, discarding the Ŵ1, Ŵ2

pieces:

Dμφ̂ =

{
∂μ + ig sin θW

(
1 + τ3

2

)
Âμ

+
ig

cos θW

|
τ3
2

− sin2 θW

(
1 + τ3

2

)|
Ẑμ

}
φ̂. (19.96)

Now the operator (1+ τ3) acting on <0|φ̂|0> gives zero, as observed in (19.83),

( ) 
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√ √ 

where v/ 2 =  2μ/λ1/2, which we already considered in the global case in 
section 17.6. As pointed out there, (19.82) implies that the vacuum remains 
invariant under the combined transformation of ‘U(1) + third component of 
SU(2) isospin’ – that is, (19.82) implies 

( 
1 ( 1 )

) 
+ t 2 <0|φ̂|0> = 0 (19.83) 32 

and hence 
| ( 

1 (1/2)

)|
<0|φ̂|0> →  (<0|φ̂|0>)' = exp iα + t <0|φ̂|0> = <0|φ̂|0>, (19.84) 32 

(1/2)
where as usual t = τ3/2 (we are using lowercase t for isospin now, antici-3 
pating that it is the weak, rather than hadronic, isospin – see chapter 21). 

We now need to consider oscillations about (19.82) in order to see the 
physical particle spectrum. As in (17.107) we parametrize these conveniently 
as 

φ̂ = exp(−iθ̂(x) · τ /2v) 1

0 
(19.85) √ (v + Ĥ(x))

2 

(compare (19.45)). However this time, in contrast to (17.107) but just as in 
ˆ(19.55), we can reduce the phase fields θ to zero by an appropriate gauge 

transformation, and it is simplest to examine the particle spectrum in this 
(unitary) gauge. Substituting 

( 
0 

)
φ̂ = 1 (19.86) √ (v + Ĥ(x))

2 

into (19.78) and retaining only terms which are second order in the fields (i.e. 
kinetic energies or mass terms) we find (problem 19.9) 

L̂free ˆ H − μ2 ˆ= 
1 
∂μH∂μ ˆ H2 

GΦ 2 
μ 2 2 ˆ μ− 

1
(∂μŴ1ν − ∂ν Ŵ1μ)(∂

μŴ1 
ν − ∂ν Ŵ ) +

1 
g v W1μŴ1 14 8

1 ˆ ˆ W ν − ∂ν ˆμ 1 2 2 ˆ ˆ μ− (∂μW2ν − ∂ν W2μ)(∂
μ ˆ

2 W1 ) +  g v W2μW24 8

ˆ Ĝμν− 
1
(∂μŴ3ν − ∂ν Ŵ3μ)(∂

μŴ ν − ∂ν Ŵμ)− 
1 

3 3 Gμν
4 4 

μ + 
1 
v 2(gŴ3μ − g 'B̂μ)(gŴ − g 'B̂μ). (19.87) 38 

√ 
The first line of (19.87) tells us that we have a scalar field of mass 2μ (the 
Higgs boson, again). The next two lines tell us that the components Ŵ1 and 
Ŵ2 of the triplet ( Ŵ1, Ŵ2, Ŵ3) acquire a mass (cf (19.56) in the U(1) case) 

M1 = M2 = gv/2 ≡ MW. (19.88) 
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where v/
√
2 =

√
2μ/λ1/2, which we already considered in the global case in

section 17.6. As pointed out there, (19.82) implies that the vacuum remains
invariant under the combined transformation of ‘U(1) + third component of
SU(2) isospin’ – that is, (19.82) implies

(
1

2
+ t

( 1
2 )

3

)
<0|φ̂|0> = 0 (19.83)

and hence

<0|φ̂|0> → (<0|φ̂|0>)' = exp

|
iα

(
1

2
+ t

(1/2)
3

)|
<0|φ̂|0> = <0|φ̂|0>, (19.84)

where as usual t
(1/2)
3 = τ3/2 (we are using lowercase t for isospin now, antici-

pating that it is the weak, rather than hadronic, isospin – see chapter 21).
We now need to consider oscillations about (19.82) in order to see the

physical particle spectrum. As in (17.107) we parametrize these conveniently
as

φ̂ = exp(−iθ̂(x) · τ/2v)
(

0
1√
2
(v + Ĥ(x))

)
(19.85)

(compare (19.45)). However this time, in contrast to (17.107) but just as in

(19.55), we can reduce the phase fields θ̂ to zero by an appropriate gauge
transformation, and it is simplest to examine the particle spectrum in this
(unitary) gauge. Substituting

φ̂ =

(
0

1√
2
(v + Ĥ(x))

)
(19.86)

into (19.78) and retaining only terms which are second order in the fields (i.e.
kinetic energies or mass terms) we find (problem 19.9)

L̂free
GΦ =

1

2
∂μĤ∂μĤ − μ2Ĥ2

− 1

4
(∂μŴ1ν − ∂νŴ1μ)(∂

μŴ ν
1 − ∂νŴμ

1 ) +
1

8
g2v2Ŵ1μŴ

μ
1

− 1

4
(∂μŴ2ν − ∂νŴ2μ)(∂

μŴ ν
2 − ∂νŴμ

1 ) +
1

8
g2v2Ŵ2μŴ

μ
2

− 1

4
(∂μŴ3ν − ∂νŴ3μ)(∂

μŴ ν
3 − ∂νŴμ

3 )−
1

4
ĜμνĜ

μν

+
1

8
v2(gŴ3μ − g'B̂μ)(gŴ

μ
3 − g'B̂μ). (19.87)

The first line of (19.87) tells us that we have a scalar field of mass
√
2μ (the

Higgs boson, again). The next two lines tell us that the components Ŵ1 and
Ŵ2 of the triplet (Ŵ1, Ŵ2, Ŵ3) acquire a mass (cf (19.56) in the U(1) case)

M1 = M2 = gv/2 ≡ MW. (19.88)
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ˆThe last two lines show us that the fields W3 and B̂ are mixed. But they 
can easily be unmixed by noting that the last term in (19.87) involves only 

μthe combination gŴ − g'B̂μ, which evidently acquires a mass. This suggests 3 
introducing the normalized linear combination 

Ẑμ Ŵμ B̂μ = cos θW − sin θW (19.89) 3 

where 

2 2)1/2 2 2)1/2 cos θW = g/(g + g 
'

sin θW = g '/(g + g 
'

, (19.90) 

together with the orthogonal combination 

μÂμ ˆ B̂μ = sin θWW + cos θW . (19.91) 3 

We then find that the last two lines of (19.87) become 

1 1 ' 12 ˆ F̂μν− (∂μẐν − ∂ν Ẑμ)(∂μẐ
ν − ∂ν Ẑμ) +  v 2(g + g 2)ẐμẐ

μ − Fμν , (19.92) 
4 8 4 

where 
ˆ ˆ ˆFμν = ∂μAν − ∂ν Aμ. (19.93) 

Thus 
1 2 '2)1/2MZ = v(g + g = MW/ cos θW (19.94) 
2 

and 
MA = 0. (19.95) 

Counting degrees of freedom as in the local U(1) case, we originally had 12 in 
(19.78) – three massless Ŵ ’s and one massless B̂, which is 8 degrees of freedom 

in all, together with 4 φ̂-fields, all with the same mass. After symmetry 
ˆ ˆbreaking, we have three massive vector fields W1, W2 and Ẑ with 9 degrees 

of freedom, one massless vector field Â with 2, and one massive scalar Ĥ . 
Of course, the physical application will be to identify the Ŵ and Ẑ fields 
with those physical particles, the Â field with the massless photon, and the Ĥ
field with the Higgs boson. In the gauge (19.86), the W and Z particles have 
propagators of the form (19.22). 

ÂμThe identification of with the photon field is made clearer if we look 
at the form of Dμφ̂ written in terms of Âμ and Ẑμ, discarding the Ŵ1, Ŵ2 
pieces: 

ˆ
{ ( 

1 +  τ3 
) 

ˆDμφ = ∂μ + ig sin θW Aμ
2 

ig 
| 
τ3 

( 
1 +  τ3 

)| 
ˆ
} 

ˆ+ − sin2 θW Zμ φ. (19.96) 
cos θW 2 2 

Now the operator (1+ τ3) acting on <0|φ̂|0> gives zero, as observed in (19.83), 
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the fermions. As we will see in chapter 22, the gauge symmetry of the weak
interactions is a chiral one, which requires that there should be no explicit
fermion masses in the Lagrangian. We saw in chapter 18 how there is good
evidence that the strong QCD interactions break chiral symmetry sponta-
neously, but that there is also a need for small Lagrangian masses for the
quarks, which break chiral symmetry explicitly (so as to give mass to the
pions, for example). The leptons are of course not coupled to QCD, and
we have to assume Lagrangian masses for them too. Thus for both quarks
and leptons chiral-symmetry-breaking mass terms seem to be required. The
only way to preserve the weak chiral gauge symmetry is to assume that these
fermion masses must, in their turn, be interpreted as arising ‘spontaneously’
also; that is, not via an explicit mass term in the Lagrangian. The dynamical
generation of quark and lepton masses would, in fact, be closely analogous
to the generation of the energy gap in the BCS theory, as we saw in section
18.1. So we may ask: is it possible to find a dynamical theory which gener-
ates masses for both the vector bosons, and the fermions? Such theories are
generically known as ‘technicolour models’ (Weinberg 1979b, Susskind 1979),
and they have been intensively studied (see, for example, Peskin 1997). One
problem is that such theories are already tightly constrained by the precision
electroweak experiments (see chapter 22), and meeting these constraints seems
to require rather elaborate kinds of models. However, technicolour theories do
offer the prospect of a new strongly interacting sector, which could possibly
be probed at the LHC. But such ideas take us beyond the scope of the present
volume. Within the Standard Model, one proceeds along what seems a more
phenomenological route, attributing the masses of fermions to their couplings
with the Higgs field, in a way that will be explained in chapter 22: briefly, the

couplings have the Yukawa form gf
¯̂
f f̂ φ̂, so that when φ̂ develops a vev v, the

fermions gain a mass mf = gfv.

We now turn, in the last part of the book, to weak interactions and the
electroweak theory.

Problems

19.1 Show that

[(−k2 +M2) gνμ + kνkμ]

(
−gμρ + kμkρ/M

2

k2 −M2

)
= gνρ .

19.2 Verify (19.18).

19.3 Verify (19.19).

19.4 Verify (19.46).
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and this is why Âμ does not acquire a mass when <0|φ̂|0> /= 0 (gauge fields 

coupled to unbroken symmetries of <0|φ̂|0> do not become massive). Although 
ˆcertainly not unique, this choice of φ and <0|φ̂|0> is undoubtedly very econom-

ical and natural. We are interpreting the zero eigenvalue of (1 + τ3) as the 
electromagnetic charge of the vacuum, which we do not wish to be non-zero. 
We then make the identification 

e = g sin θW (19.97) 

in order to get the right ‘electromagnetic Dμ ’ in (19.96). 
We emphasize once more that the particular form of (19.87) corresponds 

to a choice of gauge, namely the unitary one (cf the discussions in sections 
19.3 and 19.5). There is always the possibility of using other gauges, as in 
the Abelian case, and this will in general be advantageous when doing loop 
calculations involving renormalization. We would then return to a general 
parametrization such as (cf (19.65) and (17.95)) 

0 1 φ̂2 − i ˆ
( ) ( 

φ1 
)

ˆ √ + √ , (19.98) φ = 
v/ 2 2 σ̂ − iφ̂3 

and add ’t Hooft gauge-fixing terms 

1 ˆ− 
{ E 

(∂μŴ
μ + ξMWφ̂i)

2 + (∂μẐ
μ + ξMZφ̂3)

2 + (∂μA
μ)2

} 
. (19.99) i2ξ 

i=1,2 

In this case the gauge boson propagators are all of the form (19.74), and ξ-
dependent. In such gauges, the Feynman rules will have to involve graphs 

ˆcorresponding to exchange of quanta of the ‘unphysical’ fields φi, as well as 
those of the physical Higgs scalar σ̂. These will also have to be suitable ghost 
interactions in the non-Abelian sector as discussed in section 13.3.3. The 
complete Feynman rules of the electroweak theory are given in Appendix B 
of Cheng and Li (1984), for example. 

The model introduced here is actually the ‘Higgs sector’ of the Standard 
Model, but without any couplings to fermions. We have seen how, by sup-
posing that the potential in (19.78) has the symmetry-breaking sign of the 
parameter μ2, the W± and Z0 gauge bosons can be given masses. This seems 
to be an ingenious and even elegant ‘mechanism’ for arriving at a renormal-
izable theory of massive vector bosons. One may of course wonder whether 
this ‘mechanism’ is after all purely phenomenological, somewhat akin to the 
GL theory of a superconductor. In the latter case, we know that it can be 
derived from ‘microscopic’ BCS theory, and this naturally leads to the ques-
tion whether there could be a similar underlying ‘dynamical’ theory, behind 
the Higgs sector. It is, in fact, quite simple to construct a theory in which the 
Higgs fields φ̂ appear as bound, or composite, states of heavy fermions. 

But generating masses for the gauge bosons is not the only job that the 
Higgs sector does, in the Standard Model: it also generates masses for all 
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and this is why Âμ does not acquire a mass when <0|φ̂|0> /= 0 (gauge fields

coupled to unbroken symmetries of <0|φ̂|0> do not become massive). Although

certainly not unique, this choice of φ̂ and <0|φ̂|0> is undoubtedly very econom-
ical and natural. We are interpreting the zero eigenvalue of (1 + τ3) as the
electromagnetic charge of the vacuum, which we do not wish to be non-zero.
We then make the identification

e = g sin θW (19.97)

in order to get the right ‘electromagnetic Dμ’ in (19.96).
We emphasize once more that the particular form of (19.87) corresponds

to a choice of gauge, namely the unitary one (cf the discussions in sections
19.3 and 19.5). There is always the possibility of using other gauges, as in
the Abelian case, and this will in general be advantageous when doing loop
calculations involving renormalization. We would then return to a general
parametrization such as (cf (19.65) and (17.95))

φ̂ =

(
0

v/
√
2

)
+

1√
2

(
φ̂2 − iφ̂1

σ̂ − iφ̂3

)
, (19.98)

and add ’t Hooft gauge-fixing terms

− 1

2ξ

{ E
i=1,2

(∂μŴ
μ
i + ξMWφ̂i)

2 + (∂μẐ
μ + ξMZφ̂3)

2 + (∂μÂ
μ)2

}
. (19.99)

In this case the gauge boson propagators are all of the form (19.74), and ξ-
dependent. In such gauges, the Feynman rules will have to involve graphs
corresponding to exchange of quanta of the ‘unphysical’ fields φ̂i, as well as
those of the physical Higgs scalar σ̂. These will also have to be suitable ghost
interactions in the non-Abelian sector as discussed in section 13.3.3. The
complete Feynman rules of the electroweak theory are given in Appendix B
of Cheng and Li (1984), for example.

The model introduced here is actually the ‘Higgs sector’ of the Standard
Model, but without any couplings to fermions. We have seen how, by sup-
posing that the potential in (19.78) has the symmetry-breaking sign of the
parameter μ2, the W± and Z0 gauge bosons can be given masses. This seems
to be an ingenious and even elegant ‘mechanism’ for arriving at a renormal-
izable theory of massive vector bosons. One may of course wonder whether
this ‘mechanism’ is after all purely phenomenological, somewhat akin to the
GL theory of a superconductor. In the latter case, we know that it can be
derived from ‘microscopic’ BCS theory, and this naturally leads to the ques-
tion whether there could be a similar underlying ‘dynamical’ theory, behind
the Higgs sector. It is, in fact, quite simple to construct a theory in which the
Higgs fields φ̂ appear as bound, or composite, states of heavy fermions.

But generating masses for the gauge bosons is not the only job that the
Higgs sector does, in the Standard Model: it also generates masses for all
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the fermions. As we will see in chapter 22, the gauge symmetry of the weak 
interactions is a chiral one, which requires that there should be no explicit 
fermion masses in the Lagrangian. We saw in chapter 18 how there is good 
evidence that the strong QCD interactions break chiral symmetry sponta-
neously, but that there is also a need for small Lagrangian masses for the 
quarks, which break chiral symmetry explicitly (so as to give mass to the 
pions, for example). The leptons are of course not coupled to QCD, and 
we have to assume Lagrangian masses for them too. Thus for both quarks 
and leptons chiral-symmetry-breaking mass terms seem to be required. The 
only way to preserve the weak chiral gauge symmetry is to assume that these 
fermion masses must, in their turn, be interpreted as arising ‘spontaneously’ 
also; that is, not via an explicit mass term in the Lagrangian. The dynamical 
generation of quark and lepton masses would, in fact, be closely analogous 
to the generation of the energy gap in the BCS theory, as we saw in section 
18.1. So we may ask: is it possible to find a dynamical theory which gener-
ates masses for both the vector bosons, and the fermions? Such theories are 
generically known as ‘technicolour models’ (Weinberg 1979b, Susskind 1979), 
and they have been intensively studied (see, for example, Peskin 1997). One 
problem is that such theories are already tightly constrained by the precision 
electroweak experiments (see chapter 22), and meeting these constraints seems 
to require rather elaborate kinds of models. However, technicolour theories do 
offer the prospect of a new strongly interacting sector, which could possibly 
be probed at the LHC. But such ideas take us beyond the scope of the present 
volume. Within the Standard Model, one proceeds along what seems a more 
phenomenological route, attributing the masses of fermions to their couplings 
with the Higgs field, in a way that will be explained in chapter 22: briefly, the 

¯ 
couplings have the Yukawa form gf f̂ f̂ φ̂, so that when φ̂ develops a vev v, the 
fermions gain a mass mf = gf v. 

We now turn, in the last part of the book, to weak interactions and the 
electroweak theory. 

Problems 
19.1 Show that 

νμ 
( 
−gμρ + kμkρ/M 2 ) 

ν[(−k2 + M 2) g + kν kμ] = gρ . k2 − M 2 

19.2 Verify (19.18). 

19.3 Verify (19.19). 

19.4 Verify (19.46). 
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Comparison between measurements of αs and the theoretical prediction, as a
function of the energy scale Q (Bethke 2009). (See figure 15.5 on page 129.)
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19.5 Insert (19.55) into L̂H of (19.40) and derive (19.56) for the quadratic 
terms. 

19.6 Insert (19.65) into L̂H of (19.40) and derive the quadratic terms of 
(19.69). 

19.7 Derive (19.71). 

19.8  Write the left-hand side of (19.73) in momentum space (as in (19.4)), 

ˆand show that the inverse of the factor multiplying Aμ̃ is (19.74) without the 
‘i’ (cf problem 19.1). 

19.9 Verify (19.87). 
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19.5 Insert (19.55) into L̂H of (19.40) and derive (19.56) for the quadratic
terms.

19.6 Insert (19.65) into L̂H of (19.40) and derive the quadratic terms of
(19.69).

19.7 Derive (19.71).

19.8 Write the left-hand side of (19.73) in momentum space (as in (19.4)),

and show that the inverse of the factor multiplying
˜̂
Aμ is (19.74) without the

‘i’ (cf problem 19.1).

19.9 Verify (19.87).
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Plate II
The light hadron spectrum of QCD, from Dürr et al. (2008). (See figure 16.12 
on page 190.) 
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Plate IV
(a) Number of ηf = −1 candidates in the signal region with a B0 tag (NB0 ) and 

¯with a B0 tag (NB̄0 ), and (b) the measured asymmetry (NB0 − NB̄0 )/(NB0 + 
NB̄0 ), as functions of t; (c) and (d) are the corresponding distributions for 
the ηf = +1 candidates. Figure reprinted with permission from Aubert et al.
(BaBar Collaboration) Phys. Rev. Lett. 99 171803 (2007). Copyright 2007 
by the American Physical Society. (See figure 21.7 on page 341.) 
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Plate IV
(a) Number of ηf = −1 candidates in the signal region with a B0 tag (NB0) and
with a B̄0 tag (NB̄0), and (b) the measured asymmetry (NB0 −NB̄0)/(NB0 +
NB̄0), as functions of t; (c) and (d) are the corresponding distributions for
the ηf = +1 candidates. Figure reprinted with permission from Aubert et al.
(BaBar Collaboration) Phys. Rev. Lett. 99 171803 (2007). Copyright 2007
by the American Physical Society. (See figure 21.7 on page 341.)
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20  
Introduction to the Phenomenology of Weak 
Interactions 

Public letter to the group of the Radioactives at the district society meeting 
in Tübingen: 

Physikalisches Institut  
der Eidg. Technischen Hochschule  
Gloriastr.  
Zürich  

Zürich, 4. Dec. 1930 

Dear Radioactive Ladies and Gentlemen, 

As the bearer of these lines, to whom I graciously ask you to listen, will 
explain to you in more detail, how because of the ‘wrong’ statistics of 
the N and 6Li nuclei and the continuous β-spectrum, I have hit upon a 
desperate remedy to save the ‘exchange theorem’ of statistics and the law 
of conservation of energy. Namely, the possiblity that there could exist in 
the nuclei electrically neutral particles, that I wish to call neutrons, which 
have the spin 1 and obey the exclusion principle and which further differ 2 
from light quanta in that they do not travel with the velocity of light. 
The mass of the neutrons should be of the same order of magnitude as 
the electron mass and in any event not larger than 0.01 proton masses. 
– The continuous β-spectrum would then become understandable by the 
assumption that in β-decay, a neutron is emitted in addition to the electron 
such that the sum of the energies of the neutron and electron is constant. 
. . .  

I admit that on a first look my way out might seem to be quite unlikely, 
since one would certainly have seen the neutrons by now if they existed. 
But nothing ventured nothing gained, and the seriousness of the matter 
with the continuous β-spectrum is illustrated by a quotation of my hon-
oured predecessor in office, Mr. Debye, who recently told me in Brussels: 
‘Oh, it is best not to think about it, like the new taxes.’ Therefore one 
should earnestly discuss each way of salvation. – So, dear Radioactives, 
examine and judge it. – Unfortunately I cannot appear in Tübingen per-
sonally, since I am indispensable here in Zürich because of a ball on the 
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FIGURE 20.1
Four-fermion interaction for neutron β-decay.

understood by supposing that, in addition to the e−, the decaying nucleus
also emitted a light, spin- 12 , electrically neutral particle, which he called the
‘neutron’. In this first version of the proposal, Pauli regarded his hypothetical
particle as a constituent of the nucleus. This had the attraction of solving not
only the problem with the continuous e− spectrum, but a second problem as
well – what he called the ‘wrong’ statistics of the 14N and 6Li nuclei. Taking
14N for definiteness, the problem was as follows. Assuming that the nucleus
was somehow composed of the only particles (other than the photon) known
in 1930, namely electrons and protons, one requires 14 protons and 7 electrons
for the known charge of 7. This implies a half-odd integer value for the total
nuclear spin. But data from molecular spectra indicated that the nitrogen
nuclei obeyed Bose–Einstein, not Fermi–Dirac statistics, so that – if the usual
‘spin-statistics’ connection were to hold – the spin of the nitrogen nucleus
should be an integer, not a half-odd integer. This second part of Pauli’s
hypothesis was quite soon overtaken by the discovery of the (real) neutron by
Chadwick (1932), after which it was rapidly accepted that nuclei consisted of
protons and (Chadwick’s) neutrons.

However, the β-spectrum problem remained, and at the Solvay Confer-
ence in 1933 Pauli restated his hypothesis (Pauli 1934), using now the name
‘neutrino’ which had meanwhile been suggested by Fermi. Stimulated by the
discussions at the Solvay meeting, Fermi then developed his theory of β-decay.
In the new picture of the nucleus, neither the electron nor the neutrino were to
be thought of as nuclear constituents. Instead, the electron-neutrino pair had
somehow to be created and emitted in the transition process of the nuclear
decay, much as a photon is created and emitted in nuclear γ-decay. Indeed,
Fermi relied heavily on the analogy with electromagnetism. The basic process
was assumed to be the transition neutron→proton, with the emission of an
e−ν pair, as shown in figure 20.1. The n and p were then regarded as ‘ele-
mentary’ and without structure (point-like); the whole process took place at a
single space-time point, like the emission of a photon in QED. Further, Fermi
conjectured that the nucleons participated via a weak interaction analogue of
the electromagnetic transition currents frequently encountered in volume 1 for
QED. In this case, however, rather than having the ‘charge conserving’ form
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night of 6/7 December. – With my best regards to you, and also Mr. 
Back, your humble servant, 

W. Pauli 

Quoted from Winter (2000), pages 4–5. 

At the end of the previous chapter we arrived at an important part of the 
Lagrangian of the Standard Model, namely the terms involving just the gauge 
and Higgs fields. The full electroweak Lagrangian also includes, of course, the 
couplings of these fields to the quarks and leptons. We could at this point sim-
ply write these couplings down, with little motivation, and proceed at once to 
discuss the empirical consequences. But such an approach, though economi-
cal, would assume considerable knowledge of weak interaction phenomenology 
on the reader’s part. We prefer to keep this book as self-contained as possible, 
and so in the present chapter we shall provide an introduction to this phe-
nomenology, following a ‘semi-historical’ route (for fuller historical treatments 
we refer the reader to Marshak et al. 1969, or to Winter 2000, for example). 

Much of what we shall discuss is still, for many purposes, a very useful 
approximation to the full theory at energies well below the masses of the W± 

(∼80 GeV) and Z0 (∼90 GeV). The reason for this is that in the electroweak 
theory (chapter 22), tree-level amplitudes have a structure very similar to that 
in the purely electromagnetic case, namely (see equation (8.101)) 

(−gμν + qμqν /M 2 )μ  W,Z
j jν (20.1) wk  wk q2 − M 2 

W,Z 

μwhere j is a weak current, and we are using (19.75) for the propagator of wk 
the exchanged W or Z bosons. For q2 << M 2 , (20.1) becomes proportional W,Z

to the product of two currents; this ‘current–current’ form was for many years 
the basis of weak interaction phenomenology, as we now describe. 

20.1  Fermi’s ‘current–current’ theory of nuclear β-decay, 
and its generalizations 

The first quantum field theory of a weak interaction process was proposed 
by Fermi (1934a,b) for nuclear β-decay, building on the ‘neutrino hypothesis’ 
of Pauli. In 1930, Pauli (in his ‘Dear Radioactive Ladies and Gentlemen’ 
letter) had suggested that the continuous e− spectrum in β-decay could be 
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night of 6/7 December. – With my best regards to you, and also Mr.
Back, your humble servant,

W. Pauli

Quoted from Winter (2000), pages 4–5.

At the end of the previous chapter we arrived at an important part of the
Lagrangian of the Standard Model, namely the terms involving just the gauge
and Higgs fields. The full electroweak Lagrangian also includes, of course, the
couplings of these fields to the quarks and leptons. We could at this point sim-
ply write these couplings down, with little motivation, and proceed at once to
discuss the empirical consequences. But such an approach, though economi-
cal, would assume considerable knowledge of weak interaction phenomenology
on the reader’s part. We prefer to keep this book as self-contained as possible,
and so in the present chapter we shall provide an introduction to this phe-
nomenology, following a ‘semi-historical’ route (for fuller historical treatments
we refer the reader to Marshak et al. 1969, or to Winter 2000, for example).

Much of what we shall discuss is still, for many purposes, a very useful
approximation to the full theory at energies well below the masses of the W±

(∼80 GeV) and Z0 (∼90 GeV). The reason for this is that in the electroweak
theory (chapter 22), tree-level amplitudes have a structure very similar to that
in the purely electromagnetic case, namely (see equation (8.101))

jμwk

(−gμν + qμqν/M
2
W,Z)

q2 −M2
W,Z

jνwk (20.1)

where jμwk is a weak current, and we are using (19.75) for the propagator of
the exchanged W or Z bosons. For q2 << M2

W,Z, (20.1) becomes proportional
to the product of two currents; this ‘current–current’ form was for many years
the basis of weak interaction phenomenology, as we now describe.

20.1 Fermi’s ‘current–current’ theory of nuclear β-decay,
and its generalizations

The first quantum field theory of a weak interaction process was proposed
by Fermi (1934a,b) for nuclear β-decay, building on the ‘neutrino hypothesis’
of Pauli. In 1930, Pauli (in his ‘Dear Radioactive Ladies and Gentlemen’
letter) had suggested that the continuous e− spectrum in β-decay could be
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FIGURE 20.1 
Four-fermion interaction for neutron β-decay. 

understood by supposing that, in addition to the e−, the decaying nucleus 
also emitted a light, spin- 1 , electrically neutral particle, which he called the 2 
‘neutron’. In this first version of the proposal, Pauli regarded his hypothetical 
particle as a constituent of the nucleus. This had the attraction of solving not 
only the problem with the continuous e− spectrum, but a second problem as 
well – what he called the ‘wrong’ statistics of the 14N and 6Li nuclei. Taking 
14N for definiteness, the problem was as follows. Assuming that the nucleus 
was somehow composed of the only particles (other than the photon) known 
in 1930, namely electrons and protons, one requires 14 protons and 7 electrons 
for the known charge of 7. This implies a half-odd integer value for the total 
nuclear spin. But data from molecular spectra indicated that the nitrogen 
nuclei obeyed Bose–Einstein, not Fermi–Dirac statistics, so that – if the usual 
‘spin-statistics’ connection were to hold – the spin of the nitrogen nucleus 
should be an integer, not a half-odd integer. This second part of Pauli’s 
hypothesis was quite soon overtaken by the discovery of the (real) neutron by 
Chadwick (1932), after which it was rapidly accepted that nuclei consisted of 
protons and (Chadwick’s) neutrons. 

However, the β-spectrum problem remained, and at the Solvay Confer-
ence in 1933 Pauli restated his hypothesis (Pauli 1934), using now the name 
‘neutrino’ which had meanwhile been suggested by Fermi. Stimulated by the 
discussions at the Solvay meeting, Fermi then developed his theory of β-decay. 
In the new picture of the nucleus, neither the electron nor the neutrino were to 
be thought of as nuclear constituents. Instead, the electron-neutrino pair had 
somehow to be created and emitted in the transition process of the nuclear 
decay, much as a photon is created and emitted in nuclear γ-decay. Indeed, 
Fermi relied heavily on the analogy with electromagnetism. The basic process 
was assumed to be the transition neutron→proton, with the emission of an 
e−ν pair, as shown in figure 20.1. The n and p were then regarded as ‘ele-
mentary’ and without structure (point-like); the whole process took place at a 
single space-time point, like the emission of a photon in QED. Further, Fermi 
conjectured that the nucleons participated via a weak interaction analogue of 
the electromagnetic transition currents frequently encountered in volume 1 for 
QED. In this case, however, rather than having the ‘charge conserving’ form 
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Other combinations are also possible, as we shall discuss shortly. Note that
the interaction must always be Lorentz invariant.

Thus began a long period of difficult experimentation to establish the
correct form of the β-decay interaction. With the discovery of the muon (in
1937) and the pion (ten years later) more weak decays became experimentally
accessible, for example μ decay

μ− → e− + ν + ν (20.8)

and π decay

π− → e− + ν. (20.9)

Note that we have deliberately called all the neutrinos just ‘ν’, without any
particle/antiparticle indication, or lepton flavour label; we shall have more to
say on these matters in section 20.3. There were hopes that the couplings of
the pairs (p,n), (ν, e−) and (ν, μ−) might have the same form (‘universality’)
but the data was incomplete, and in part apparently contradictory.

The breakthrough came in 1956, when Lee and Yang (1956) suggested that
parity was not conserved in all weak decays. Hitherto, it had always been as-
sumed that any physical interaction had to be such that parity was conserved,
and this assumption had been built into the structure of the proposed β-decay
interactions, such as (20.3), (20.5) or (20.6). Once it was looked for properly,
following the analysis of Lee and Yang, parity violation was indeed found to
be a strikingly evident feature of weak interactions.

20.2 Parity violation in weak interactions,
and V-A theory

20.2.1 Parity violation

In 1957, the experiment of Wu et al. (1957) established for the first time that
parity was violated in a weak interaction, specifically nuclear β-decay. The
experiment involved a sample of 60Co (J = 5) cooled to 0.01 K in a solenoid.
At this temperature most of the nuclear spins are aligned by the magnetic field,
and so there is a net polarization <J>, which is in the direction opposite to
the applied magnetic field. 60Co decays to 60Ni (J = 4), a ΔJ = 1 transition.
The degree of 60Co alignment was measured from observations of the angular
distribution of γ-rays from 60Ni. The relative intensities of electrons emitted
along and against the magnetic field direction were measured, and the results
were consistent with a distribution of the form

I(θ) = 1- <J> · p/E (20.10)

= 1- Pv cos θ (20.11)
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of ūpγ
μup for instance, the ‘weak current’ had the form ūpγ

μun, in which the 
charge of the nucleon changed. The lepton pair was also charged, obviously. 
The whole interaction then had to be Lorentz invariant, implying that the 
e−ν pair had also to appear in a similar (4-vector) ‘current’ form. Thus a 
‘current–current’ amplitude was proposed, of the form 

Aūpγ
μ unūe− γμuν , (20.2) 

where A was a constant. Correspondingly, the process was described field 
theoretically in terms of the local interaction density 

¯ ¯
Aψ̂p(x)γ

μψ̂n(x)ψ̂e(x)γμψ̂ν (x). (20.3) 

The discovery of positron β-decay soon followed, and then of electron capture; 
these processes were easily accommodated by adding to (20.3) its Hermitian 
conjugate 

¯ ¯
Aψ̂n(x)γ

μψ̂p(x)ψ̂ν (x)γμψ̂e(x), (20.4) 

taking A to be real. The sum of (20.3) and (20.4) gave a good account of 
many observed characteristics of β-decay, when used to calculate transition 
probabilities in first-order perturbation theory. 

Soon after Fermi’s theory was presented, however, it became clear that the 
observed selection rules in some nuclear transitions could not be accounted 
for by the forms (20.3) and (20.4). Specifically, in ‘allowed’ transitions (where 
the orbital angular momentum carried by the leptons is zero) it was found 
that, while for many transitions the nuclear spin did not change (ΔJ = 0), 
for others – of comparable strength – a change of nuclear spin by one unit 
(ΔJ = 1) occurred. Now, in nuclear decays the energy release is very small 
(∼ few MeV) compared to the mass of a nucleon, and so the non-relativistic 
limit is an excellent approximation for the nucleon spinors. It is then easy to 
see (problem 20.1) that, in this limit, the interactions (20.3) and (20.4) imply 
that the nucleon spins cannot ‘flip’. Hence some other interaction(s) must 
be present. Gamow and Teller (1936) introduced the general four-fermion 
interaction, constructed from bilinear combinations of the nucleon pair and of 
the lepton pair, but not their derivatives. For example, the combination 

¯ ¯
ψ̂p(x)ψ̂n(x)ψ̂e(x)ψ̂ν (x) (20.5) 

could occur, and also 

¯ ¯ˆ ˆ ˆ σμν ˆψp(x)σμν ψn(x)ψe ψν (x) (20.6) 

where 
i 
(γμγν − γν γμ). (20.7) σμν = 

2

The non-relativistic limit of (20.5) gives ΔJ = 0, but (20.6) allows ΔJ = 1. 
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taking A to be real. The sum of (20.3) and (20.4) gave a good account of
many observed characteristics of β-decay, when used to calculate transition
probabilities in first-order perturbation theory.

Soon after Fermi’s theory was presented, however, it became clear that the
observed selection rules in some nuclear transitions could not be accounted
for by the forms (20.3) and (20.4). Specifically, in ‘allowed’ transitions (where
the orbital angular momentum carried by the leptons is zero) it was found
that, while for many transitions the nuclear spin did not change (ΔJ = 0),
for others – of comparable strength – a change of nuclear spin by one unit
(ΔJ = 1) occurred. Now, in nuclear decays the energy release is very small
(∼ few MeV) compared to the mass of a nucleon, and so the non-relativistic
limit is an excellent approximation for the nucleon spinors. It is then easy to
see (problem 20.1) that, in this limit, the interactions (20.3) and (20.4) imply
that the nucleon spins cannot ‘flip’. Hence some other interaction(s) must
be present. Gamow and Teller (1936) introduced the general four-fermion
interaction, constructed from bilinear combinations of the nucleon pair and of
the lepton pair, but not their derivatives. For example, the combination

¯̂
ψp(x)ψ̂n(x)

¯̂
ψe(x)ψ̂ν(x) (20.5)

could occur, and also

¯̂
ψp(x)σμν ψ̂n(x)

¯̂
ψeσ

μν ψ̂ν(x) (20.6)

where

σμν =
i

2
(γμγν − γνγμ). (20.7)

The non-relativistic limit of (20.5) gives ΔJ = 0, but (20.6) allows ΔJ = 1.
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Other combinations are also possible, as we shall discuss shortly. Note that 
the interaction must always be Lorentz invariant. 

Thus began a long period of difficult experimentation to establish the 
correct form of the β-decay interaction. With the discovery of the muon (in 
1937) and the pion (ten years later) more weak decays became experimentally 
accessible, for example μ decay 

−μ− → e + ν + ν  (20.8) 

and π decay 
−π− → e + ν.  (20.9) 

Note that we have deliberately called all the neutrinos just ‘ν’, without any 
particle/antiparticle indication, or lepton flavour label; we shall have more to 
say on these matters in section 20.3. There were hopes that the couplings of 
the pairs (p,n), (ν, e−) and (ν, μ−) might have the same form (‘universality’) 
but the data was incomplete, and in part apparently contradictory. 

The breakthrough came in 1956, when Lee and Yang (1956) suggested that 
parity was not conserved in all weak decays. Hitherto, it had always been as-
sumed that any physical interaction had to be such that parity was conserved, 
and this assumption had been built into the structure of the proposed β-decay 
interactions, such as (20.3), (20.5) or (20.6). Once it was looked for properly, 
following the analysis of Lee and Yang, parity violation was indeed found to 
be a strikingly evident feature of weak interactions. 

20.2  Parity violation in weak interactions, 
and V-A theory 

20.2.1 Parity violation 

In 1957, the experiment of Wu et al. (1957) established for the first time that 
parity was violated in a weak interaction, specifically nuclear β-decay. The 
experiment involved a sample of 60Co (J = 5) cooled to 0.01 K in a solenoid. 
At this temperature most of the nuclear spins are aligned by the magnetic field, 
and so there is a net polarization <J>, which is in the direction opposite to 
the applied magnetic field. 60Co decays to 60Ni (J = 4), a ΔJ = 1 transition. 
The degree of 60Co alignment was measured from observations of the angular 
distribution of γ-rays from 60Ni. The relative intensities of electrons emitted 
along and against the magnetic field direction were measured, and the results 
were consistent with a distribution of the form 

I(θ)  = 1- <J> · p/E (20.10) 

= 1  - Pv  cos θ (20.11) 
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We must now at once draw the reader’s attention to a rather remarkable
feature of this V-A structure, which is that the (1− γ5) factor can be thought
of as acting either on the u spinor or on the ū spinor. Consider, for example,
a term ūe−γμ(1− γ5)uν . We have

ūe−γμ(1− γ5)uν = u†
e−βγμ(1 − γ5)uν

= u†
e−(1 − γ5)βγμuν

= [(1− γ5)ue− ]
†βγμuν

= [(1− γ5)ue− ] γμuν. (20.13)

To understand the significance of this, it is advantageous to work in the rep-
resentation (3.40) of the Dirac matrices, in which γ5 is diagonal, namely

γ5 =

(
1 0
0 −1

)
α =

(
σ 0
0 −σ

)
β =

(
0 1
1 0

)
γ =

(
0 −σ
σ 0

)
.

(20.14)
Readers who have not worked through problem 9.4 might like to do so now;
we may also suggest a backward glance at section 12.4.2 and chapter 17.

First of all it is clear that any combination ‘(1 − γ5)u’ is an eigenstate of
γ5 with eigenvalue −1:

γ5(1− γ5)u = (γ5 − 1)u = −(1− γ5)u (20.15)

using γ2
5 = 1. In the terminology of section 12.4.2, ‘(1 − γ5)u’ has definite

chirality, namely L (‘left-handed’), meaning that it belongs to the eigenvalue
−1 of γ5. We may introduce the projection operators PR, PL of section 12.4.2,

PL ≡
(
1− γ5

2

)
PR ≡

(
1 + γ5

2

)
(20.16)

satisfying

P 2
R = PR P 2

L = PL PRPL = PLPR = 0 PR + PL = 1, (20.17)

and define
uL ≡ PLu, uR ≡ PRu (20.18)

for any u. Then

ū1γμ

(
1− γ5

2

)
u2 = ū1γμPLu2 = ū1γμP

2
Lu2

= ū1γμPLu2L = ū1PRγμu2L

= u†
1PLβγμu2L = ū1Lγμu2L (20.19)

which formalizes (20.13) and emphasizes the fact that only the chiral L com-
ponents of the u spinors enter into weak interactions, a remarkably simple
statement.
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where v, p and E are respectively the electron speed, momentum and energy, 
P is the magnitude of the polarization, and θ is the angle of emission of the 
electron with respect to <J>. 

Why does this indicate parity violation? To see this, we recall from the 
discussion of the parity operation P in section 4.2.1 that the angular momen-
tum J is an axial vector such that <J> → <J> under P, while p is a polar 
vector transforming by p → −p. Hence, in the parity-transformed system, 
the distribution (20.11) would have the form 

IP(θ) = 1 + Pv  cos θ (20.12) 

The difference between (20.12) and (20.11) implies that, by performing the 
measurement, we can determine which of the two coordinate systems we must 
in fact be using. The two are inequivalent, in contrast to all the other coordi-
nate system equivalences which we have previously studied (e.g. under three-
dimensional rotations, and Lorentz transformations). This is an operational 
consequence of ‘parity violation’. The crucial point in this example, evidently, 
is the appearance of the pseudoscalar quantity <J> ·p in (20.10), alongside the 
obviously scalar quantity ‘1’. 

The Fermi theory, employing only vector currents, needs a modification 
to accommodate this result. We saw in section 4.2.1 that a combination of 
vector (‘V’) and axial vector (‘A’) currents would be parity-violating. Indeed, 
after many years of careful experiments, and many false trails, it was even-
tually established (always, of course, to within some experimental error) that 
the currents participating in Fermi’s current–current interaction are, in fact, 
certain combinations of V-type and A-type currents, for both nucleons and 
leptons. 

20.2.2 V-A theory: chirality and helicity 

Quite soon after the discovery of parity violation, Sudarshan and Marshak 
(1958), and then Feynman and Gell-Mann (1958) and Sakurai (1958), pro-
posed a specific form for the current–current interaction, namely the V-A 
(‘V minus A’) structure. For example, in place of the leptonic combination 
ūe− γμuν , these authors proposed the form ūe− γμ(1 − γ5)uν , being the differ-
ence (with equal weight) of a V-type and an A-type current. For the part 
involving the nucleons the proposal was slightly more complicated, having the 
form ūpγμ(1 − rγ5)un where r had the empirical value r ≈ 1.2. From our 
present perspective, of course, the hadronic transition is actually occurring at 
the quark level, so that rather than a transition n → p we now think in terms 
of a d → u one. In this case, the remarkable fact is that the appropriate cur-

1rent to use is, once again, essentially the simple ‘V-A’ one, ūuγμ(1 − γ5)ud . 
This V-A structure for quarks and leptons is fundamental to the Standard 
Model. 

1We shall see in section 20.7 that a slight modification is necessary. 
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The Fermi theory, employing only vector currents, needs a modification
to accommodate this result. We saw in section 4.2.1 that a combination of
vector (‘V’) and axial vector (‘A’) currents would be parity-violating. Indeed,
after many years of careful experiments, and many false trails, it was even-
tually established (always, of course, to within some experimental error) that
the currents participating in Fermi’s current–current interaction are, in fact,
certain combinations of V-type and A-type currents, for both nucleons and
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Quite soon after the discovery of parity violation, Sudarshan and Marshak
(1958), and then Feynman and Gell-Mann (1958) and Sakurai (1958), pro-
posed a specific form for the current–current interaction, namely the V-A
(‘V minus A’) structure. For example, in place of the leptonic combination
ūe−γμuν , these authors proposed the form ūe−γμ(1 − γ5)uν , being the differ-
ence (with equal weight) of a V-type and an A-type current. For the part
involving the nucleons the proposal was slightly more complicated, having the
form ūpγμ(1 − rγ5)un where r had the empirical value r ≈ 1.2. From our
present perspective, of course, the hadronic transition is actually occurring at
the quark level, so that rather than a transition n → p we now think in terms
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This V-A structure for quarks and leptons is fundamental to the Standard
Model.

1We shall see in section 20.7 that a slight modification is necessary.
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We must now at once draw the reader’s attention to a rather remarkable 
feature of this V-A structure, which is that the (1 − γ5) factor can be thought 
of as acting either on the u spinor or on the ū spinor. Consider, for example, 
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PR
2 = PR PL
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and define 
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for any u. Then 
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1− γ5 

) 
ū1γμ u2 = ū1γμPLu2 = ū1γμPL

2 u2
2 

= ū1γμPLu2L = ū1PRγμu2L 
† = u1PLβγμu2L = ū1Lγμu2L (20.19) 

which formalizes (20.13) and emphasizes the fact that only the chiral L com-
ponents of the u spinors enter into weak interactions, a remarkably simple 
statement. 
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Equations (20.27) and (20.28) are very important. In particular, equation
(20.27) implies that in the limit of zero mass m (and hence E → |p|), only
the negative helicity u-spinor will enter. More quantitatively, using

/
E − |p|/
E + |p|

=

/
E2 − p2

(E + |p|) ≈ m

2E
for m << E, (20.29)

we can say that positive helicity components of all fermions are suppressed in
V-A matrix elements, relative to the negative helicity components, by factors
of order (m/E). Bearing in mind that the helicity operator σ · p/|p| is a
pseudoscalar, this ‘unequal’ treatment for λ = +1 and λ = −1 components is,
of course, precisely related to the parity violation built in to the V-A structure.

A similar analysis may be done for the v-spinors. They satisfy ( /p+m)v = 0
and the normalization v̄v = −2m. We must however remember the ‘small
subtlety’ to do with the labelling of v-spinors, discussed in section 3.4.3: the
2-component spinors χ− in v(p, λ = +1) actually satisfy σ · pχ− = −|p|χ−,
and similarly the χ+’s in v(p, λ = −1) satisfy σ · pχ+ = |p|χ+. We then find
(problem 20.3) the results

v(p, λ = +1) =

(
−
/
E − |p|χ−/
E + |p|χ−

)
(20.30)

and

v(λ = −1) =

( /
E + |p|χ+

−
/
E − |p|χ+

)
. (20.31)

Once again, the action of PL removes the top two components, leaving the re-
sult that, in the massless limit, only the λ = +1 state survives. Recalling the
‘hole theory’ interpretation of section 3.4.3, this would mean that the positive
helicity components of all antifermions dominate in V-A interactions, negative
helicity components being suppressed by factors of order m/E. The propor-
tionality of the negative helicity amplitude to the mass of the antifermion is
of course exactly as noted for π+ → μ+νμ decay in section 18.2.

We should emphasize that although the above results, stated in italics,
were derived in the convenient representation (20.14) for the Dirac matrices,
they actually hold independently of any choice of representation. This can be
shown by using general helicity projection operators.

In Pauli’s original letter, he suggested that the mass of the neutrino might
be of the same order as the electron mass. Immediately after the discovery of
parity violation, it was realized that the result could be elegantly explained
by the assumption that the neutrinos were strictly massless particles (Landau
1957, Lee and Yang 1957 and Salam 1957). In this case, u and v spinors
satisfy the same equation /p (u or v) = 0, which reduces via (20.21) (in the
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To see the physical consequences of this, we need the forms of the Dirac 
spinors in this new representation, which we shall now derive explicitly, for 
convenience. As usual, positive energy spinors are defined as solutions of 
(/p −m)u = 0, so that writing 

( 
φ 

) 
u = (20.20) 

χ 

we obtain 

(E − σ · p)φ = mχ  
(E + σ · p)χ = mφ. (20.21)  

A convenient choice of 2-component spinors φ, χ is to take them to be helicity 
eigenstates (see section 3.3). For example, the eigenstate φ+ with positive 
helicity λ = +1 satisfies 

σ · pφ+ = |p|φ+ (20.22) 

while the eigenstate φ− with λ = −1 satisfies (20.22) with a minus on the 
right-hand side. Thus the spinor u(p, λ = +1) can be written as 

( 
φ+ 

) 
u(p, λ = +1) = N (E−|p|) . (20.23) 

φ+m 

The normalization N is fixed as usual by requiring ūu = 2m, from which it 
follows (problem 20.2) that N = (E + |p|)1/2 . Thus finally we have 

( /
E + |p|φ+ 

) 
u(p, λ = +1) = . (20.24) /

E − |p|φ+ 

Similarly ( /
E − |p|φ− 

) 
u(p, λ = −1) = . (20.25) /

E + |p|φ− 

Now we have agreed that only the chiral ‘L’ components of all u-spinors 
enter into weak interactions, in the Standard Model. But from the explicit 
form of γ5 given in (20.14), we see that when acting on any spinor u, the 
projector PL ‘kills’ the top two components: 

PL 

( 
φ 
χ 

) 
= 

( 
0 
χ 

) 
. (20.26) 

In particular 

PLu(p, λ = +1) = 

( 
0 /

E − |p|φ+ 

) 
(20.27) 

and 

PLu(p, λ = −1) = 

( 
0 /

E + |p|φ− 

) 
. (20.28) 
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To see the physical consequences of this, we need the forms of the Dirac
spinors in this new representation, which we shall now derive explicitly, for
convenience. As usual, positive energy spinors are defined as solutions of
(/p−m)u = 0, so that writing

u =

(
φ
χ

)
(20.20)

we obtain

(E − σ · p)φ = mχ

(E + σ · p)χ = mφ. (20.21)

A convenient choice of 2-component spinors φ, χ is to take them to be helicity
eigenstates (see section 3.3). For example, the eigenstate φ+ with positive
helicity λ = +1 satisfies

σ · pφ+ = |p|φ+ (20.22)

while the eigenstate φ− with λ = −1 satisfies (20.22) with a minus on the
right-hand side. Thus the spinor u(p, λ = +1) can be written as

u(p, λ = +1) = N

(
φ+

(E−|p|)
m φ+

)
. (20.23)

The normalization N is fixed as usual by requiring ūu = 2m, from which it
follows (problem 20.2) that N = (E + |p|)1/2. Thus finally we have

u(p, λ = +1) =

( /
E + |p|φ+/
E − |p|φ+

)
. (20.24)

Similarly

u(p, λ = −1) =

( /
E − |p|φ−/
E + |p|φ−

)
. (20.25)

Now we have agreed that only the chiral ‘L’ components of all u-spinors
enter into weak interactions, in the Standard Model. But from the explicit
form of γ5 given in (20.14), we see that when acting on any spinor u, the
projector PL ‘kills’ the top two components:

PL

(
φ
χ

)
=

(
0
χ

)
. (20.26)

In particular

PLu(p, λ = +1) =

(
0/

E − |p|φ+

)
(20.27)

and

PLu(p, λ = −1) =

(
0/

E + |p|φ−

)
. (20.28)
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Equations (20.27) and (20.28) are very important. In particular, equation 
(20.27) implies that in the limit of zero mass m (and hence E → |p|), only 
the negative helicity u-spinor will enter. More quantitatively, using 

/
E − |p| 

/
E2 − p2 m 

= ≈ for m << E, (20.29) /
E + |p| (E + |p|) 2E 

we can say that positive helicity components of all fermions are suppressed in 
V-A matrix elements, relative to the negative helicity components, by factors 
of order (m/E). Bearing in mind that the helicity operator σ · p/|p| is a 
pseudoscalar, this ‘unequal’ treatment for λ = +1 and λ = −1 components is, 
of course, precisely related to the parity violation built in to the V-A structure. 

A similar analysis may be done for the v-spinors. They satisfy ( /p+m)v = 0  
and the normalization ¯ = −2m. We must however remember vv the ‘small 
subtlety’ to do with the labelling of v-spinors, discussed in section 3.4.3: the 
2-component spinors χ− in v(p, λ = +1) actually satisfy σ · pχ− = −|p|χ−, 
and similarly the χ+’s in v(p, λ = −1) satisfy σ · pχ+ = |p|χ+. We then find 
(problem 20.3) the results 

( 
−
/
E − |p|χ− 

) 
v(p, λ = +1) = (20.30) /

E + |p|χ− 

and 
( /

E + |p|χ+ 
) 

v(λ = −1) = . (20.31) −
/
E − |p|χ+ 

Once again, the action of PL removes the top two components, leaving the re-
sult that, in the massless limit, only the λ = +1 state survives. Recalling the 
‘hole theory’ interpretation of section 3.4.3, this would mean that the positive 
helicity components of all antifermions dominate in V-A interactions, negative 
helicity components being suppressed by factors of order m/E. The propor-
tionality of the negative helicity amplitude to the mass of the antifermion is 
of course exactly as noted for π+ → μ+νμ decay in section 18.2. 

We should emphasize that although the above results, stated in italics, 
were derived in the convenient representation (20.14) for the Dirac matrices, 
they actually hold independently of any choice of representation. This can be 
shown by using general helicity projection operators. 

In Pauli’s original letter, he suggested that the mass of the neutrino might 
be of the same order as the electron mass. Immediately after the discovery of 
parity violation, it was realized that the result could be elegantly explained 
by the assumption that the neutrinos were strictly massless particles (Landau 
1957, Lee and Yang 1957 and Salam 1957). In this case, u and v spinors 
satisfy the same equation p/ (u or v) = 0, which reduces via (20.21) (in the 
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20.3 Lepton number and lepton flavours

In section 1.2.1 of volume 1 we gave a brief discussion of leptonic quantum
numbers (‘lepton flavours’), adopting a traditional approach in which the data
is interpreted in terms of conserved quantum numbers carried by neutrinos,
which serve to distinguish neutrinos from antineutrinos. We must now exam-
ine the matter more closely, in the light of what we have learned about the
helicity properties of the V-A interaction.

In 1995, Davis (1955) – following a suggestion made by Pontecorvo (1946) –
argued as follows. Consider the e− capture reaction e−+p → ν+n, which was
of course well established. Then in principle the inverse reaction ν+n → e−+p
should also exist. Of course, the cross section is extremely small, but by using
a large enough target volume this might perhaps be compensated. Specifically,
the reaction ν +37

17 Cl → e− +37
18 Ar was proposed, the argon being detected

through its radioactive decay. Suppose, however, that the ‘neutrinos’ actually
used are those which accompany electrons in β−-decay. If (as was supposed
in section 1.2.1) these are to be regarded as antineutrinos, ‘ν̄’, carrying a
conserved lepton number, then the reaction

‘ν̄’ +37
17 Cl → e− +37

18 Ar (20.34)

should not be observed. If, on the other hand, the ‘ν’ in the capture process
and the ‘ν̄’ in β-decay are not distinguished by the weak interaction, the
reaction (20.34) should be observed. Davis found no evidence for reaction
(20.34), at the expected level of cross section, a result which could clearly be
interpreted as confirming the ‘conserved electron number hypothesis’.

However, another interpretation is possible. The e− in β-decay has pre-
dominately negative helicity, and its accompanying ‘ν̄’ has predominately pos-
itive helicity. The fraction of the other helicity present is of the order m/E,
where E ∼ few Mev, and the neutrino mass is less than 1eV; this is, therefore,
an almost undetectable ‘contamination’ of negative helicity component in the
‘ν̄’. Now the property of the V-A interaction is that it conserves helicity in
the zero mass limit (in which chirality is the same as helicity). Hence the
positive helicity ‘ν̄’ from β−-decay will (predominately) produce a positive
helicity lepton, which must be the e+ not the e−. Thus the property of the
V-A interaction, together with the very small value of the neutrino mass, con-
spire effectively to forbid (20.34), independently of any considerations about
‘lepton number’.

Indeed, the ‘helicity-allowed’ reaction

‘ν̄’ + p → e+ + n (20.35)

was observed by Reines and Cowan (1956) (see also Cowan et al. 1956). Reac-
tion (20.35) too, of course, can be interpreted in terms of ‘ν̄’ carrying a lepton
number of -1, equal to that of the e+. It was also established that only ‘ν’
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m = 0 limit) to the two independent two-component ‘Weyl’ equations. 

Eφ0 = σ · p φ0 Eχ0 = −σ · p χ0. (20.32) 

Remembering that E = |p| for a massless particle, we see that φ0 has positive 
helicity and χ0 negative helicity. In this strictly massless case, helicity is 
Lorentz invariant, since the direction of p cannot be reversed by a velocity 
transformation with v < c. Furthermore, each of the equations in (20.32) 
violates parity, since E is clearly a scalar while σ · p is a pseudoscalar (note 
that when m / 0 we can infer from (20.21) that, in this representation, φ ↔ χ= 
under P, which is consistent with (20.32) and with the form of β in (20.14)). 
Thus the (massless) neutrino could be ‘blamed’ for the parity violation. In 
this model, neutrinos have one definite helicity, either positive or negative. As 
we have seen, the massless limit of the (four-component) V-A theory leads to 
the same conclusion. 

Which helicity is actually chosen by Nature was determined in a classic 
experiment by Goldhaber et al. (1958), involving the K-capture reaction 

− 152 Eu → ν +152 Sm ∗ e + , (20.33) 

as described by Bettini (2008), for example. They found that the helicity 
of the emitted neutrino was (within errors) 100% negative, a result taken as 
confirming the ‘2-component’ neutrino theory, and the V-A theory. 

We now know that neutrinos are not massless. This information does not 
come from studies of nuclear decays, but rather from a completely different 
phenomenon – that of neutrino oscillations, which we shall mention again in 
the following section, and treat more fully in section 21.4. Neutrino masses 
are so small that the existence of the ‘wrong helicity’ component cannot be 
detected experimentally in processes such as (20.33), or indeed in any of the 
reactions we shall discuss, apart from neutrino oscillations. 

In section 4.2.2 we introduced the charge conjugation operation C (see also 
section 7.5.2). As we noted there, C is not a good symmetry in weak interac-
tions. The V-A interaction treats a negative helicity fermion very differently 
from a negative helicity antifermion, while one is precisely transformed into 
the other under C. However, it is clear that the helicity operator itself is 
odd under P. Thus the CP conjugate of a negative helicity fermion is posi-
tive helicity antifermion, which is what the V-A interaction selects. It may 
easily be verified (problem 20.4) that the ‘2-component’ theory of (20.32) 
automatically incorporates CP invariance. Elegance notwithstanding, how-
ever, there are CP-violating weak interactions, as mentioned in section 4.2.3. 
How this is accommodated within the Standard Model we shall discuss in 
section 20.7.3. 

For charged fermions the distinction between particle and antiparticle is 
clear; but is there a conserved quantum number which we can use instead of 
charge to distinguish a neutrino from an antineutrino? That is the question 
to which we now turn. 
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m = 0 limit) to the two independent two-component ‘Weyl’ equations.

Eφ0 = σ · pφ0 Eχ0 = −σ · pχ0. (20.32)

Remembering that E = |p| for a massless particle, we see that φ0 has positive
helicity and χ0 negative helicity. In this strictly massless case, helicity is
Lorentz invariant, since the direction of p cannot be reversed by a velocity
transformation with v < c. Furthermore, each of the equations in (20.32)
violates parity, since E is clearly a scalar while σ · p is a pseudoscalar (note
that when m /= 0 we can infer from (20.21) that, in this representation, φ ↔ χ
under P, which is consistent with (20.32) and with the form of β in (20.14)).
Thus the (massless) neutrino could be ‘blamed’ for the parity violation. In
this model, neutrinos have one definite helicity, either positive or negative. As
we have seen, the massless limit of the (four-component) V-A theory leads to
the same conclusion.

Which helicity is actually chosen by Nature was determined in a classic
experiment by Goldhaber et al. (1958), involving the K-capture reaction

e− +152 Eu → ν +152 Sm∗, (20.33)

as described by Bettini (2008), for example. They found that the helicity
of the emitted neutrino was (within errors) 100% negative, a result taken as
confirming the ‘2-component’ neutrino theory, and the V-A theory.

We now know that neutrinos are not massless. This information does not
come from studies of nuclear decays, but rather from a completely different
phenomenon – that of neutrino oscillations, which we shall mention again in
the following section, and treat more fully in section 21.4. Neutrino masses
are so small that the existence of the ‘wrong helicity’ component cannot be
detected experimentally in processes such as (20.33), or indeed in any of the
reactions we shall discuss, apart from neutrino oscillations.

In section 4.2.2 we introduced the charge conjugation operationC (see also
section 7.5.2). As we noted there, C is not a good symmetry in weak interac-
tions. The V-A interaction treats a negative helicity fermion very differently
from a negative helicity antifermion, while one is precisely transformed into
the other under C. However, it is clear that the helicity operator itself is
odd under P. Thus the CP conjugate of a negative helicity fermion is posi-
tive helicity antifermion, which is what the V-A interaction selects. It may
easily be verified (problem 20.4) that the ‘2-component’ theory of (20.32)
automatically incorporates CP invariance. Elegance notwithstanding, how-
ever, there are CP-violating weak interactions, as mentioned in section 4.2.3.
How this is accommodated within the Standard Model we shall discuss in
section 20.7.3.

For charged fermions the distinction between particle and antiparticle is
clear; but is there a conserved quantum number which we can use instead of
charge to distinguish a neutrino from an antineutrino? That is the question
to which we now turn.
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20.3 Lepton number and lepton flavours 
In section 1.2.1 of volume 1 we gave a brief discussion of leptonic quantum 
numbers (‘lepton flavours’), adopting a traditional approach in which the data 
is interpreted in terms of conserved quantum numbers carried by neutrinos, 
which serve to distinguish neutrinos from antineutrinos. We must now exam-
ine the matter more closely, in the light of what we have learned about the 
helicity properties of the V-A interaction. 

In 1995, Davis (1955) – following a suggestion made by Pontecorvo (1946) – 
argued as follows. Consider the e− capture reaction e− +p → ν +n, which was 

−of course well established. Then in principle the inverse reaction ν+n → e +p 
should also exist. Of course, the cross section is extremely small, but by using 
a large enough target volume this might perhaps be compensated. Specifically, 

− +37the reaction ν +37 
18 Ar was proposed, the argon being detected 17 Cl → e

through its radioactive decay. Suppose, however, that the ‘neutrinos’ actually 
used are those which accompany electrons in β−-decay. If (as was supposed 
in section 1.2.1) these are to be regarded as antineutrinos, ‘ν̄’, carrying a 
conserved lepton number, then the reaction 

− 37‘ν̄’ +37 + (20.34) 17 Cl → e 18 Ar 

should not be observed. If, on the other hand, the ‘ν’ in the capture process 
and the ‘ν̄’ in β-decay are not distinguished by the weak interaction, the 
reaction (20.34) should be observed. Davis found no evidence for reaction 
(20.34), at the expected level of cross section, a result which could clearly be 
interpreted as confirming the ‘conserved electron number hypothesis’. 

However, another interpretation is possible. The e− in β-decay has pre-
dominately negative helicity, and its accompanying ‘ν̄’ has predominately pos-
itive helicity. The fraction of the other helicity present is of the order m/E, 
where E ∼ few Mev, and the neutrino mass is less than 1eV; this is, therefore, 
an almost undetectable ‘contamination’ of negative helicity component in the 
‘ν̄’. Now the property of the V-A interaction is that it conserves helicity in 
the zero mass limit (in which chirality is the same as helicity). Hence the 
positive helicity ‘ν̄’ from β−-decay will (predominately) produce a positive 
helicity lepton, which must be the e+ not the e− . Thus the property of the 
V-A interaction, together with the very small value of the neutrino mass, con-
spire effectively to forbid (20.34), independently of any considerations about 
‘lepton number’. 

Indeed, the ‘helicity-allowed’ reaction 

+‘ν̄’ + p  → e + n  (20.35) 

was observed by Reines and Cowan (1956) (see also Cowan et al. 1956). Reac-
tion (20.35) too, of course, can be interpreted in terms of ‘ν̄’ carrying a lepton 
number of -1, equal to that of the e+ . It was also established that only ‘ν’ 
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FIGURE 20.2
Double β-decay without emission of a neutrino, a test for Majorana-type neu-
trinos.

the V-A interaction will ‘want’ it to have λ = −1, like the outgoing e−.
Thus there is bound to be one ‘m/E’ suppression factor, whichever vertex we
choose to make ‘easy’. (In the case of 3-state neutrino mixing – see section
21.4 – the quantity ‘m’ will be an appropriately averaged mass.) There is
also a complicated nuclear physics overlap factor. The expected half-lives of
neutrinoless double β decays depend on the decaying nucleus, but are typically
longer than 1024 − 1025 years. Evidently, the observation of this rare process
is a formidable experimental challenge; as yet, no confirmed observation exists
(see also section 21.4.5).

In the same way, ‘ν̄ '’ particles accompanying the μ−’s in π− decay

π− → μ− + ‘ν̄ '’ (20.36)

are observed to produce only μ+’s when they interact with matter, not μ−’s.
Again this can be interpreted either in terms of helicity conservation or in
terms of conservation of a leptonic quantum number Lμ. We shall assume the
analogous properties are true for the ‘ν̄ ''’s accompanying τ leptons.

On the other hand, helicity arguments alone would allow the reaction

‘ν̄ '’ + p → e+ + n (20.37)

to proceed, but as we saw in section 1.2.1 the experiment of Danby et al.
(1962) found no evidence for it. Thus there is evidence, in this type reac-
tion, for a flavour quantum number distinguishing neutrinos which interact
in association with one kind of charged lepton from those which interact in
association with a different charged lepton. The electroweak sector of the
Standard Model was originally formulated on the assumption that the three
lepton flavours Le, Lμ and Lτ are conserved, and that the neutrinos are mass-
less. It turns out that these two assumptions are related, in the sense that
if neutrinos have mass, then (barring degeneracies) ‘neutrino oscillations’ can
occur, in which a state of one lepton flavour can acquire a component of an-
other, as it propagates. Compelling evidence accumulated during the 2000s
for oscillations of neutrinos caused by non-zero masses and neutrino mixing.
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−produced e via (20.34), where ‘ν’ is the helicity −1 state (or, on the other 
interpretation, the carrier of lepton number +1). 

The situation may therefore be summarized as follows. In the case of e− 

and e+, all four ‘modes’ – e−(λ = +1), e−(λ = −1), e+(λ = +1), e+(λ = −1) 
– are experimentally accessible via electromagnetic interactions, even though 
only two generally dominate in weak interactions (e−(λ = −1) and e+(λ = 
+1)). Neutrinos, on the other hand, seem to interact only weakly. In their 
case, we may if we wish say that the participating states are (in association 

−with e or e+) ν̄e (λ = +1) and νe(λ = −1), to a very good approximation. 
But we may also regard these two states as simply two different helicity states 
of one particle, rather than of a particle and its antiparticle. As we have seen, 
the helicity rules do the job required just as well as the lepton number rules. In 
short, the question is: are these ‘neutrinos’ distinguished only by their helicity, 
or is there an additional distinguishing characteristic (‘electron number’)? 
In the latter case we should expect the ‘other’ two states ν̄e(λ = −1) and 
νe(λ = +1) to exist as well as the ones known from weak interactions. 

If, in fact, no quantum number – other than the helicity – exists which 
distinguishes the neutrino states, then we would have to say that the C-
conjugate of a neutrino state is a neutrino, not an antineutrino – that is, 
‘neutrinos are their own antiparticles’. A neutrino would be a fermionic state 
somewhat like a photon, which is of course also its own antiparticle. Such 
‘C-self-conjugate’ fermions are called Majorana fermions (Majorana 1937), in 
contrast to the Dirac variety, which have all four possible modes present (2 
helicities, 2 particle/antiparticle). We discussed Majorana fermions in sections 
4.2.2 and 7.5.2. 

The distinction between the ‘Dirac’ and ‘Majorana’ neutrino possibilities 
becomes an essentially ‘metaphysical’ one in the limit of strictly massless neu-
trinos, since then (as we have seen) a given helicity state cannot be flipped 
by going to a suitably moving Lorentz frame, nor by any weak (or electro-
magnetic) interaction, since they both conserve chirality which is the same as 
helicity in the massless limit. We would have just the two states νe(λ = −1) 
and ν̄e(λ = +1), and no way of creating νe(λ = +1) or ν̄e(λ = −1). The 
‘−’ label then becomes superfluous. Unfortunately, the massless limit is ap-
proached smoothly, and neutrino masses are, in fact, so small that the ‘wrong 
helicity’ supression factors will make it very difficult to see the presence of the 
possible states νe(λ = +1), ν̄e(λ = −1). 

One much-discussed experimental test case (see, for example, the review 
by Vogel and Piepke in Nakamura et al. 2010) concerns ‘neutrinoless double 
β-decay’, which is the process A → A' + e− + e−, where  A, A' are nuclei. If 
the neutrino emitted in the first β-decay carries no electron-type conserved 
quantum number, then in principle it can initiate a second weak interaction, 
exactly as in Davis’ original argument, via the diagram shown in figure 20.2. 
Note that this is a second-order weak process, so that the amplitude contains 

−the very small factor G2 Furthermore, the ν emitted along with the eF. 
at the first vertex will be predominately λ = +1, but in the second vertex 
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produced e− via (20.34), where ‘ν’ is the helicity −1 state (or, on the other
interpretation, the carrier of lepton number +1).

The situation may therefore be summarized as follows. In the case of e−

and e+, all four ‘modes’ – e−(λ = +1), e−(λ = −1), e+(λ = +1), e+(λ = −1)
– are experimentally accessible via electromagnetic interactions, even though
only two generally dominate in weak interactions (e−(λ = −1) and e+(λ =
+1)). Neutrinos, on the other hand, seem to interact only weakly. In their
case, we may if we wish say that the participating states are (in association
with e− or e+) ν̄e (λ = +1) and νe(λ = −1), to a very good approximation.
But we may also regard these two states as simply two different helicity states
of one particle, rather than of a particle and its antiparticle. As we have seen,
the helicity rules do the job required just as well as the lepton number rules. In
short, the question is: are these ‘neutrinos’ distinguished only by their helicity,
or is there an additional distinguishing characteristic (‘electron number’)?
In the latter case we should expect the ‘other’ two states ν̄e(λ = −1) and
νe(λ = +1) to exist as well as the ones known from weak interactions.

If, in fact, no quantum number – other than the helicity – exists which
distinguishes the neutrino states, then we would have to say that the C-
conjugate of a neutrino state is a neutrino, not an antineutrino – that is,
‘neutrinos are their own antiparticles’. A neutrino would be a fermionic state
somewhat like a photon, which is of course also its own antiparticle. Such
‘C-self-conjugate’ fermions are called Majorana fermions (Majorana 1937), in
contrast to the Dirac variety, which have all four possible modes present (2
helicities, 2 particle/antiparticle). We discussed Majorana fermions in sections
4.2.2 and 7.5.2.

The distinction between the ‘Dirac’ and ‘Majorana’ neutrino possibilities
becomes an essentially ‘metaphysical’ one in the limit of strictly massless neu-
trinos, since then (as we have seen) a given helicity state cannot be flipped
by going to a suitably moving Lorentz frame, nor by any weak (or electro-
magnetic) interaction, since they both conserve chirality which is the same as
helicity in the massless limit. We would have just the two states νe(λ = −1)
and ν̄e(λ = +1), and no way of creating νe(λ = +1) or ν̄e(λ = −1). The
‘−’ label then becomes superfluous. Unfortunately, the massless limit is ap-
proached smoothly, and neutrino masses are, in fact, so small that the ‘wrong
helicity’ supression factors will make it very difficult to see the presence of the
possible states νe(λ = +1), ν̄e(λ = −1).

One much-discussed experimental test case (see, for example, the review
by Vogel and Piepke in Nakamura et al. 2010) concerns ‘neutrinoless double
β-decay’, which is the process A → A' + e− + e−, where A, A' are nuclei. If
the neutrino emitted in the first β-decay carries no electron-type conserved
quantum number, then in principle it can initiate a second weak interaction,
exactly as in Davis’ original argument, via the diagram shown in figure 20.2.
Note that this is a second-order weak process, so that the amplitude contains
the very small factor G2

F. Furthermore, the ν emitted along with the e−

at the first vertex will be predominately λ = +1, but in the second vertex
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FIGURE 20.2 
Double β-decay without emission of a neutrino, a test for Majorana-type neu-
trinos. 

the V-A interaction will ‘want’ it to have λ = −1, like the outgoing e− . 
Thus there is bound to be one ‘m/E’ suppression factor, whichever vertex we 
choose to make ‘easy’. (In the case of 3-state neutrino mixing – see section 
21.4 – the quantity ‘m’ will be an appropriately averaged mass.) There is 
also a complicated nuclear physics overlap factor. The expected half-lives of 
neutrinoless double β decays depend on the decaying nucleus, but are typically 
longer than 1024 − 1025 years. Evidently, the observation of this rare process 
is a formidable experimental challenge; as yet, no confirmed observation exists 
(see also section 21.4.5). 

In the same way, ‘ν̄ '’ particles accompanying the μ−’s in π− decay 

π− → μ− + ‘ν̄ '’ (20.36) 

are observed to produce only μ+’s when they interact with matter, not μ−’s. 
Again this can be interpreted either in terms of helicity conservation or in 
terms of conservation of a leptonic quantum number Lμ. We shall assume the 
analogous properties are true for the ‘ν̄ ''’s accompanying τ leptons. 

On the other hand, helicity arguments alone would allow the reaction 

+‘ν̄ '’ + p  → e + n  (20.37) 

to proceed, but as we saw in section 1.2.1 the experiment of Danby et al. 
(1962) found no evidence for it. Thus there is evidence, in this type reac-
tion, for a flavour quantum number distinguishing neutrinos which interact 
in association with one kind of charged lepton from those which interact in 
association with a different charged lepton. The electroweak sector of the 
Standard Model was originally formulated on the assumption that the three 
lepton flavours Le, Lμ and Lτ are conserved, and that the neutrinos are mass-
less. It turns out that these two assumptions are related, in the sense that 
if neutrinos have mass, then (barring degeneracies) ‘neutrino oscillations’ can 
occur, in which a state of one lepton flavour can acquire a component of an-
other, as it propagates. Compelling evidence accumulated during the 2000s 
for oscillations of neutrinos caused by non-zero masses and neutrino mixing. 
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The interaction Hamiltonian density accounting for all leptonic weak in-
teractions is then taken to be

Ĥlep
CC =

GF√
2
ĵμCC(leptons)ĵ

†
CCμ(leptons). (20.40)

Note that
(¯̂νeγ

μ(1 − γ5)ê)
† = ¯̂eγμ(1− γ5)ν̂e (20.41)

and similarly for the other bilinears. The currents can also be written in terms
of the chiral components of the fields (recall section 20.2.2) using

2¯̂νeLγ
μêL = ¯̂νeγ

μ(1− γ5)ê, (20.42)

for example. ‘Universality’ is manifest in the fact that all the lepton pairs
have the same form of the V-A coupling, and the same ‘strength parameter’
GF/

√
2 multiplies all of the products in (20.40).

The terms in (20.40), when it is multiplied out, describe many physical
processes. For example, the term

GF√
2
¯̂νμγ

μ(1− γ5)μ̂ ¯̂eγμ(1− γ5)ν̂e (20.43)

describes μ− decay:
μ− → νμ + e− + ν̄e, (20.44)

as well as all the reactions related by ‘crossing’ particles from one side to the
other, for example

νμ + e− → μ− + νe. (20.45)

The value of GF can be determined from the rate for process (20.44) (see for
example Renton 1990, section 6.1.2), and it is found to be

GF - 1.166× 10−5GeV−2. (20.46)

This is a convenient moment to notice that the theory is not renormalizable
according to the criteria discussed in section 11.8 at the end of the previous
volume: GF has dimensions (mass)−2. We shall return to this aspect of Fermi-
type V-A theory in section 22.1.

There are also what we might call ‘diagonal’ terms in which the same
lepton pair is taken from ĵμwk and ĵ†wkμ, for example

GF√
2
¯̂νeγ

μ(1 − γ5)ê ¯̂eγμ(1− γ5)ν̂e (20.47)

which describes reactions such as

ν̄e + e− → ν̄e + e−. (20.48)

The cross section for (20.48) was measured by Reines, Gurr and Sobel (1976)
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Strictly speaking, neutrino masses and oscillations lie outside the framework 
of the original Standard Model, and they are sometimes so regarded. Apart 
from anything else, the phenomenology of massive neutrinos has to allow for 
the possibility that they are Majorana, rather than Dirac, fermions. For the 
moment, we shall continue with a semi-historical path, and proceed with weak 
interaction phenomenology on the basis of the original Standard Model, with 
massless neutrinos. We return to the question of neutrino mass when we dis-
cuss neutrino oscillations (along with analogous oscillations in meson systems) 
in chapter 21. 

20.4  The universal current × current theory for weak 
interactions of leptons 

After the breakthroughs of parity violation and V-A theory, the earlier hopes 
(Pontecorvo 1947, Klein 1948, Puppi 1948, Lee, Rosenbluth and Yang 1949, 
Tiomno andWheeler 1949) were revived of a universal weak interaction among 
the pairs of particles (p,n), (νe, e−), (νμ, μ−), using the V-A modification to 
Fermi’s theory. From our modern standpoint, this list has to be changed 
by the replacement of (p,n) by the corresponding quarks (u,d), and by the 
inclusion of the third lepton pair (ντ , τ

−) as well as two other quark pairs 
(c,s) and (t,b). It is to these pairs that the ‘V-A’ structure applies, as already 
indicated in section 20.2.2, and a certain form of ‘universality’ does hold, as 
we now describe. 

Because of certain complications which arise, we shall postpone the dis-
cussion of the quark currents until section 20.7, concentrating here on the 

¯̂
γμ ˆleptonic currents2 . In this case, Fermi’s original vector-like current ψ ψνe

becomes modified to a total leptonic charged current 

μ μ μ μĵ (leptons) = ĵ (e) + ĵ (μ) + ĵ (τ) (20.38) CC wk wk wk

where, for example, 

ĵμ (e) = ν̄̂eγ
μ(1 − γ5)ê. (20.39) wk

In (20.39) we are now adopting, for the first time, a useful shorthand whereby 
the field operator for the electron field, say, is denoted by ê(x) rather than 

ψ̂e(x), and the ‘x’ argument is suppressed. The ‘charged’ current terminology 
μrefers to the fact that these weak current operators ĵ carry net charge, in wk 

contrast to an electromagnetic current operator such as eγμˆ¯̂ e which is elec-
trically neutral. We shall see in section 20.6 that there are also electrically 
neutral weak currents. 

2Very much the same complications arise for the leptonic currents too, in the case of 
massive neutrinos, as we shall see in section 21.4. 
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Strictly speaking, neutrino masses and oscillations lie outside the framework
of the original Standard Model, and they are sometimes so regarded. Apart
from anything else, the phenomenology of massive neutrinos has to allow for
the possibility that they are Majorana, rather than Dirac, fermions. For the
moment, we shall continue with a semi-historical path, and proceed with weak
interaction phenomenology on the basis of the original Standard Model, with
massless neutrinos. We return to the question of neutrino mass when we dis-
cuss neutrino oscillations (along with analogous oscillations in meson systems)
in chapter 21.

20.4 The universal current × current theory for weak
interactions of leptons

After the breakthroughs of parity violation and V-A theory, the earlier hopes
(Pontecorvo 1947, Klein 1948, Puppi 1948, Lee, Rosenbluth and Yang 1949,
Tiomno andWheeler 1949) were revived of a universal weak interaction among
the pairs of particles (p,n), (νe, e

−), (νμ, μ−), using the V-A modification to
Fermi’s theory. From our modern standpoint, this list has to be changed
by the replacement of (p,n) by the corresponding quarks (u,d), and by the
inclusion of the third lepton pair (ντ , τ

−) as well as two other quark pairs
(c,s) and (t,b). It is to these pairs that the ‘V-A’ structure applies, as already
indicated in section 20.2.2, and a certain form of ‘universality’ does hold, as
we now describe.

Because of certain complications which arise, we shall postpone the dis-
cussion of the quark currents until section 20.7, concentrating here on the

leptonic currents2. In this case, Fermi’s original vector-like current
¯̂
ψeγ

μψ̂ν

becomes modified to a total leptonic charged current

ĵμCC(leptons) = ĵμwk(e) + ĵμwk(μ) + ĵμwk(τ) (20.38)

where, for example,

ĵμwk(e) =
¯̂νeγ

μ(1 − γ5)ê. (20.39)

In (20.39) we are now adopting, for the first time, a useful shorthand whereby
the field operator for the electron field, say, is denoted by ê(x) rather than

ψ̂e(x), and the ‘x’ argument is suppressed. The ‘charged’ current terminology
refers to the fact that these weak current operators ĵμwk carry net charge, in
contrast to an electromagnetic current operator such as ¯̂eγμê which is elec-
trically neutral. We shall see in section 20.6 that there are also electrically
neutral weak currents.

2Very much the same complications arise for the leptonic currents too, in the case of
massive neutrinos, as we shall see in section 21.4.
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The interaction Hamiltonian density accounting for all leptonic weak in-
teractions is then taken to be 

Ĥlep GF μ † = √ ĵ (leptons)ĵ (leptons). (20.40) CC CC CCμ2 

Note that 
(ν̄̂eγ

μ(1 − γ5)ê)† = ēγμ(1 − γ5)ˆ (20.41) ˆ νe 

and similarly for the other bilinears. The currents can also be written in terms 
of the chiral components of the fields (recall section 20.2.2) using 

2ν̄̂eLγ
μêL = ν̄̂eγ

μ(1 − γ5)ê, (20.42) 

for example. ‘Universality’ is manifest in the fact that all the lepton pairs 
have the same form of the V-A coupling, and the same ‘strength parameter’ √ 
GF/ 2 multiplies all of the products in (20.40). 

The terms in (20.40), when it is multiplied out, describe many physical 
processes. For example, the term 

GF√ ν̄μγ
μ(1 − γ5)ˆ ˆ νeˆ μ ̄eγμ(1 − γ5)ˆ (20.43) 

2 

describes μ− decay: 
μ− → νμ + e− + ν̄e, (20.44) 

as well as all the reactions related by ‘crossing’ particles from one side to the 
other, for example 

νμ + e− → μ− + νe. (20.45) 

The value of GF can be determined from the rate for process (20.44) (see for 
example Renton 1990, section 6.1.2), and it is found to be 

GF - 1.166 × 10−5GeV−2 . (20.46) 

This is a convenient moment to notice that the theory is not renormalizable 
according to the criteria discussed in section 11.8 at the end of the previous 
volume: GF has dimensions (mass)−2 . We shall return to this aspect of Fermi-
type V-A theory in section 22.1. 

There are also what we might call ‘diagonal’ terms in which the same 
μ †lepton pair is taken from ĵ and ĵ , for example wk wkμ

GF ¯√ ν̄̂eγ
μ(1 − γ5)ê eγ̂μ(1 − γ5)ν̂e (20.47) 

2 

which describes reactions such as 

−ν̄e + e− → ν̄e + e . (20.48) 

The cross section for (20.48) was measured by Reines, Gurr and Sobel (1976) 
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(8.183) for example. In the case of neutrino-electron scattering, we must aver-
age over initial electron states for unpolarized electrons and sum over the final
muon polarization states. For the neutrinos there is no averaging over initial
neutrino helicities, since only left-handed (massless) neutrinos participate in
the weak interaction. Similarly, there is no sum over final neutrino helicities.
However, for convenience of calculation, we can in fact sum over both helicity
states of both neutrinos since the (1−γ5) factors guarantee that right-handed
neutrinos contribute nothing to the cross section. As for the eμ scattering
example in section 8.7, the calculation then reduces to a product of traces:

|M|2 =

(
G2

F

2

)
Tr[ /k/γμ(1− γ5) /kγν(1− γ5)]

1

2
Tr[ /p/γμ(1 − γ5) /pγν(1− γ5)],

(20.52)
all lepton masses being neglected. We define

|M|2 =

(
G2

F

2

)
NμνE

μν (20.53)

where the νμ → μ− tensor Nμν is given by

Nμν = Tr[ /k/γμ(1− γ5) /kγν(1 − γ5)] (20.54)

without a 1/(2s+ 1) factor, and the e− → νe tensor is

Eμν =
1

2
Tr[ /p/γμ(1 − γ5) /pγν(1− γ5)] (20.55)

including a factor of 1
2 for spin averaging.

Since this calculation involves a couple of new features, let us look at it in
some detail. By commuting the (1− γ5) factor through two γ matrices (/pγν)
and using the result that

(1 − γ5)
2 = 2(1− γ5) (20.56)

the tensor Nμν may be written as

Nμν = 2Tr[/k/γμ(1 − γ5) /kγν ]
= 2Tr(/k/γμ /kγν)− 2Tr(γ5 /kγν /k/γμ). (20.57)

The first trace is the same as in our calculation of eμ scattering (cf (8.186)):

Tr(/k/γμ /kγν) = 4[k/μkν + k/νkμ + (q2/2)gμν]. (20.58)

The second trace must be evaluated using the result

Tr(γ5 /a /b /c /d) = 4iEαβγδa
αbβcγdδ (20.59)

(see equation (J.37) in appendix J of volume 1). The totally antisymmetric
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after many years of effort; the value obtained was consistent with the Glashow– 
Salam–Weinberg theory (see section 22.3), with the parameter sin2 θW = 
0.29 ± 0.05. 

It is interesting that some seemingly rather similar processes are forbidden 
Ĥlep to occur, to first order in , for example wk 

−ν̄μ + e− → ν̄μ + e . (20.49) 

For reasons which will become clearer in section 20.6, (20.49) is called a ‘neu-
tral current’ process, in contrast to all the others (such as β-decay or μ-decay) 
we have discussed so far, which are called ‘charged current’ processes. If the 
lepton pairs are arranged so as to have no net lepton number (for example 
e−ν̄e, μ+νμ, νμν̄μ etc.) then pairs with non-zero charge occur in charged cur-
rent processes, while those with zero charge participate in neutral current 
processes. In the case of (20.48), the leptons can be grouped either as (ν̄ee

−) 
which is charged, or as (ν̄eνe) or (e+e−) which are neutral. On the other 
hand, there is no way of pairing the leptons in (20.49) so as to cancel the lep-
ton number and have non-zero charge. So (20.49) is a purely ‘neutral current’ 
process, while some ‘neutral current’ contribution could be present in (20.48), 
in principle. In 1973 such neutral current processes were discovered (Hasert 
et al. 1973), generating a whole new wave of experimental activity. Their ex-
istence had, in fact, been predicted in the first version of the Standard Model, 
due to Glashow (1961). Today we know that charged current processes are 
mediated by the W± bosons, and the neutral current ones by the Z0 . We shall 
discuss the neutral current couplings in section 20.6. 

20.5 Calculation of the cross section for νμ +e− → μ− + νe 

After so much qualitative discussion it is time to calculate something. We 
choose the process (20.45), sometimes called inverse muon decay, which is a 
pure ‘charged current’ process. The amplitude, in the Fermi-like V-A current 
theory, is 

√ 
M = −i(GF/ 2)ū(μ, k')γμ(1 − γ5)u(νμ, k)ū(νe, p  ')γμ(1 − γ5)u(e, p). (20.50) 

We shall be interested in energies much greater than any of the leptons, and 
so we shall work in the massless limit ; this is mainly for ease of calculation – 
the full expressions for non-zero masses can be obtained with more effort. 

From the general formula (6.129) for 2 → 2 scattering in the CM system, 
we have, neglecting all masses, 

dσ 1 
= |M|2 (20.51) 

dΩ 64π2s

where |M|2 is the appropriate spin-averaged matrix element squared, as in 
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after many years of effort; the value obtained was consistent with the Glashow–
Salam–Weinberg theory (see section 22.3), with the parameter sin2 θW =
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rent processes, while those with zero charge participate in neutral current
processes. In the case of (20.48), the leptons can be grouped either as (ν̄ee

−)
which is charged, or as (ν̄eνe) or (e+e−) which are neutral. On the other
hand, there is no way of pairing the leptons in (20.49) so as to cancel the lep-
ton number and have non-zero charge. So (20.49) is a purely ‘neutral current’
process, while some ‘neutral current’ contribution could be present in (20.48),
in principle. In 1973 such neutral current processes were discovered (Hasert
et al. 1973), generating a whole new wave of experimental activity. Their ex-
istence had, in fact, been predicted in the first version of the Standard Model,
due to Glashow (1961). Today we know that charged current processes are
mediated by the W± bosons, and the neutral current ones by the Z0. We shall
discuss the neutral current couplings in section 20.6.

20.5 Calculation of the cross section for νμ+e− → μ−+ νe

After so much qualitative discussion it is time to calculate something. We
choose the process (20.45), sometimes called inverse muon decay, which is a
pure ‘charged current’ process. The amplitude, in the Fermi-like V-A current
theory, is

M = −i(GF/
√
2)ū(μ, k )γμ(1− γ5)u(νμ, k)ū(νe, p )γμ(1− γ5)u(e, p). (20.50)

We shall be interested in energies much greater than any of the leptons, and
so we shall work in the massless limit ; this is mainly for ease of calculation –
the full expressions for non-zero masses can be obtained with more effort.

From the general formula (6.129) for 2 → 2 scattering in the CM system,
we have, neglecting all masses,

dσ

dΩ
=

1

64π2s
|M|2 (20.51)

where |M|2 is the appropriate spin-averaged matrix element squared, as in

' '
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(8.183) for example. In the case of neutrino-electron scattering, we must aver-
age over initial electron states for unpolarized electrons and sum over the final 
muon polarization states. For the neutrinos there is no averaging over initial 
neutrino helicities, since only left-handed (massless) neutrinos participate in 
the weak interaction. Similarly, there is no sum over final neutrino helicities. 
However, for convenience of calculation, we can in fact sum over both helicity 
states of both neutrinos since the (1 − γ5) factors guarantee that right-handed 
neutrinos contribute nothing to the cross section. As for the eμ scattering 
example in section 8.7, the calculation then reduces to a product of traces: 

( 
G2 ) 

1F|M|2 = Tr[ /k/γμ(1 − γ5) /kγν (1 − γ5)] Tr[ /p /γμ(1 − γ5) /pγν (1 − γ5)],
2 2

(20.52) 
all lepton masses being neglected. We define 

( 
G2 

|M|2 = F 
) 
Nμν E

μν (20.53) 
2 

where the νμ → μ− tensor Nμν is given by 

Nμν = Tr[ /k/γμ(1 − γ5) /kγν (1 − γ5)] (20.54) 

without a 1/(2s + 1) factor, and the e− → νe tensor is 

Eμν = 
1
Tr[ /p /γμ(1 − γ5) /pγν (1 − γ5)] (20.55) 

2

including a factor of 1 for spin averaging. 2 
Since this calculation involves a couple of new features, let us look at it in 

some detail. By commuting the (1 − γ5) factor through two γ matrices (/pγν ) 
and using the result that 

(1 − γ5)2 = 2(1− γ5) (20.56) 

the tensor Nμν may be written as 

Nμν = 2Tr[/k/γμ(1 − γ5) /kγν ] 

= 2Tr(/k/γμ /kγν )− 2Tr(γ5 /kγν /k/γμ). (20.57) 

The first trace is the same as in our calculation of eμ scattering (cf (8.186)): 

Tr(/k/γμ /kγν ) = 4[kμ
/ kν + kν 

/ kμ + (q 2/2)gμν ]. (20.58) 

The second trace must be evaluated using the result 

αbβ γ dδTr(γ5 /a /b /c /d) = 4iEαβγδa c (20.59) 

(see equation (J.37) in appendix J of volume 1). The totally antisymmetric 
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using the on-shell conditions for the spinors. (In the electromagnetic case,
there was no γ5 term, and the intial and final masses were the same.) The
quantity (20.68) vanishes only when the lepton masses vanish, and that is the
approximation we shall make: i.e. we shall neglect all lepton masses. Then

qμNμν = qνNμν = 0, (20.69)

and we may write
p' = p+ q (20.70)

and drop all terms involving q in the contraction with Nμν . In the antisym-
metric term, however, we have

Eμνγδpγ(pδ + qδ) = Eμνγδpγqδ (20.71)

since the term with pδ vanishes because of the antisymmetry of Eμνγδ. Thus
we arrive at

Eμν
eff = 8pμpν + 2q2gμν − 4iEμνγδpγqδ. (20.72)

We must now evaluate the ‘N · E’ contraction in (20.53). Since we are
neglecting all masses, it is easiest to perform the calculation in invariant form
before specializing to the ‘laboratory’ frame. The usual Mandelstam variables
are (neglecting all masses)

s = 2k · p (20.73)

u = −2k' · p (20.74)

t = −2k · k' = q2 (20.75)

satisfying

s+ t+ u = 0. (20.76)

The result of performing the contraction

NμνE
μν = NμνE

μν
eff (20.77)

may be found using the result (20.65) for the contraction of two E tensors (see
problem 20.6): the answer for νμe

− → μ−νe is

NμνE
μν = 16(s2 + u2) + 16(s2 − u2) (20.78)

where the first term arises from the symmetric part of Nμν similar to Lμν ,
and the second term from the antisymmetric part involving Eμναβ . We have
also used

t = q2 = −(s+ u) (20.79)

valid in the approximation in which we are working. Thus for νμe
− → μ−νe

we have
NμνE

μν = +32s2 (20.80)

|||| 
||||

|||| 
||||
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tensor Eαβγδ is just the generalization of Eijk to four dimensions, and is defined 
by 

Eαβγδ = 

⎧
⎨ 

⎩ 

+1 for E0123 and all even permutations of 0, 1, 2, 3 
−1 for E1023 and all odd permutations of 0, 1, 2, 3 
0 otherwise. 

(20.60) 
Its appearance here is a direct consequence of parity violation. Notice that 
this definition has the consequence that 

E0123 = +1 (20.61) 

but 
E0123 = −1. (20.62) 

We will also need to contract two E tensors. By looking at the possible com-
binations, it should be easy to convince yourself of the result 

δjl δjm=Eijk Eilm (20.63)
δkl δkm

i.e. 
Eijk Eilm = δjlδkm − δklδjm. (20.64) 

For the four-dimensional E tensor one can show (see problem 20.6) 

δγ γδαEμναβ E
μνγδ β−2! (20.65)= 

δδ δδ 
α β

where the minus sign arises from (20.62) and the 2! from the fact that the two 
indices are contracted. 

We can now evaluate Nμν . We obtain, after some rearrangement of indices, 
the result for the νμ → μ− tensor: 

Nμν = 8[(kμ
' kν + kν 

' kμ + (q 2/2)gμν )− iEμναβ k
αk'β ]. (20.66) 

For the electron tensor Eμν we have a similar result (divided by 2): 

Eμν 'μ ν 'ν μν )− iEμνγδ ' = 4[(p p + p p μ + (q 2/2)g pγ pδ]. (20.67) 

Next, we have to perform the contraction Nμν E
μν in (20.53). In the case 

of elastic e−μ− scattering considered in section 8.7, the analogous contraction 
between the tensors Lμν and M

μν was simplified by using the conditions 
qμLμν = qν Lμν = 0 (see (8.189)), which followed from electromagnetic current 
conservation at the electron vertex (see (8.188)): qμū(k')γμu(k) = 0. Here, the 
analogous vertex is ū(μ, k')γμ(1 − γ5)u(νμ, k). In this case, when we contract 
this with qμ = (k − k')μ we find a non-zero result: 

(mνμ − mμ)ū(μ, k')u(νμ, k) + (mμ + mνμ )ū(μ, k')γ5u(νμ, k), (20.68) 
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μνγδ = −2!
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δγα δγβ
δδα δδβ

|||| (20.65)

where the minus sign arises from (20.62) and the 2! from the fact that the two
indices are contracted.

We can now evaluate Nμν . We obtain, after some rearrangement of indices,
the result for the νμ → μ− tensor:

Nμν = 8[(k'μkν + k'νkμ + (q2/2)gμν)− iEμναβk
αk'β ]. (20.66)

For the electron tensor Eμν we have a similar result (divided by 2):

Eμν = 4[(p 'μpν + p 'νpμ + (q2/2)gμν)− iEμνγδpγp
'
δ]. (20.67)

Next, we have to perform the contraction NμνE
μν in (20.53). In the case

of elastic e−μ− scattering considered in section 8.7, the analogous contraction
between the tensors Lμν and Mμν was simplified by using the conditions
qμLμν = qνLμν = 0 (see (8.189)), which followed from electromagnetic current
conservation at the electron vertex (see (8.188)): qμū(k')γμu(k) = 0. Here, the
analogous vertex is ū(μ, k')γμ(1− γ5)u(νμ, k). In this case, when we contract
this with qμ = (k − k')μ we find a non-zero result:

(mνμ −mμ)ū(μ, k
')u(νμ, k) + (mμ +mνμ)ū(μ, k

')γ5u(νμ, k), (20.68)
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using the on-shell conditions for the spinors. (In the electromagnetic case, 
there was no γ5 term, and the intial and final masses were the same.) The 
quantity (20.68) vanishes only when the lepton masses vanish, and that is the 
approximation we shall make: i.e. we shall neglect all lepton masses. Then 

q μNμν = q ν Nμν = 0, (20.69) 

and we may write 
p ' = p + q (20.70) 

and drop all terms involving q in the contraction with Nμν . In the antisym-
metric term, however, we have 

Eμνγδ Eμνγδ pγ (pδ + qδ) = pγ qδ (20.71) 

since the term with pδ vanishes because of the antisymmetry of Eμνγδ. Thus 
we arrive at 

μν μ 2 μν − 4iEμνγδ E = 8p p ν + 2q g pγ qδ. (20.72) eff 

We must now evaluate the ‘N · E’ contraction in (20.53). Since we are 
neglecting all masses, it is easiest to perform the calculation in invariant form 
before specializing to the ‘laboratory’ frame. The usual Mandelstam variables 
are (neglecting all masses) 

s = 2k · p (20.73) 

u = −2k' · p (20.74) 
2t = −2k · k' = q (20.75) 

satisfying 

s + t + u = 0. (20.76) 

The result of performing the contraction 

μνNμν E
μν = Nμν E (20.77) eff 

may be found using the result (20.65) for the contraction of two E tensors (see 
problem 20.6): the answer for νμe

− → μ−νe is 

2Nμν E
μν = 16(s + u 2) + 16(s 2 − u 2) (20.78) 

where the first term arises from the symmetric part of Nμν similar to Lμν , 
and the second term from the antisymmetric part involving Eμναβ . We have 
also used 

2t = q = −(s + u) (20.79) 

valid in the approximation in which we are working. Thus for νμe
− → μ−νe 

we have 
2Nμν E

μν = +32s (20.80) 
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¯̂
l . . . l̂. We shall assume the following form for these currents (with one eye on
the GSW theory to come):

(1) neutrino neutral current

gNc
νl ¯̂νlγ

μ

(
1− γ5

2

)
ν̂l l = e, μ, τ ; (20.85)

(2) charged lepton neutral current

gN
¯̂
lγμ

|
clL

(1− γ5)

2
+ clR

(1 + γ5)

2

|
l̂ l = e, μ, τ. (20.86)

This is, of course, by no means the most general possible parametrization.
The neutrino coupling is retained as pure ‘V-A’, while the coupling in the
charged lepton sector is now a combination of ‘V-A’ and ‘V+A’ with certain
coefficients clL and clR. We may also write the coupling in terms of ‘V’ and
‘A’ coefficients defined by clV = clL + clR, c

l
A = clL − clR. An overall factor gN

determines the strength of the neutral currents as compared to the charged
ones; the c’s determine the relative amplitudes of the various neutral current
processes.

As we shall see, an essential feature of the GSW theory is its prediction
of weak neutral current processes, with couplings determined in terms of one
parameter of the theory called ‘θW’, the ‘weak mixing angle’ (Glashow 1961,
Weinberg 1967). The GSW predictions for the parameter gN and the c’s are
(see equations (22.59)–(22.62))

gN = g/ cos θW, cνl =
1

2
, clL = −1

2
+ a, clR = a (20.87)

for l = e, μ, τ , where a = sin2 θW and g is the SU(2) gauge coupling. Note
that a strong form of ‘universality’ is involved here too: the coefficients are
independent of the ‘flavour’ e, μ or τ , for both neutrinos and charged leptons.

The following reactions are available for experimental measurement (in
addition to the charged current process (20.45) already discussed):

νμe
− → νμe

−, ν̄μe
− → ν̄μe

− (NC) (20.88)

νee
− → νee

−, ν̄ee
− → ν̄ee

− (NC + CC) (20.89)

where ‘NC’ means neutral current and ‘CC’ charged current. Formulae for
these cross sections are given in section 22.3. The experiments are discussed
and reviewed in Commins and Bucksbaum (1983), Renton (1990), and by
Winter (2000). All observations are in excellent agreement with the GSW
predictions, with θW determined as sin2 θW - 0.23. The reader must note,
however, that modern precision measurements are sensitive to higher-order
(loop) corrections, which must be included in comparing the full GSW theory

302 20. Introduction to the Phenomenology of Weak Interactions 

and with 
dσ 1 

( 
G2 

F 
) 

= Nμν E
μν (20.81) 

dΩ 64π2s 2 

we finally obtain the result 
dσ GF

2 s 
= . (20.82) 

dΩ 4π2 

The total cross section is then 

G2 
Fs 

σ = . (20.83) 
π 

Since t = −2p2(1 − cos θ), where p is the CM momentum and θ the CM 
scattering angle, (20.82) can alternatively be written in invariant form as 
(problem 20.7) 

dσ G2 
F = . (20.84) 

dt π 
All other purely leptonic processes may be calculated in an analogous fashion 
(see Bailin 1982 and Renton 1990 for further examples). 

When we discuss deep inelastic neutrino scattering in section 20.7.2, we 
shall be interested in neutrino ‘laboratory’ cross sections, as in the electron 
scattering case of chapter 9. A simple calculation gives s - 2meE (neglecting 
squares of lepton masses by comparison with meE), where E is the ‘laboratory’ 
energy of a neutrino incident, in this example, on a stationary electron. It 
follows that the total ‘laboratory’ cross section in this Fermi-like current– 
current model rises linearly with E. We shall return to the implications of this 
in section 20.7.2. 

The process (20.45) was measured by Bergsma et al. (1983) using the 
CERN wide band beam (Eν ∼ 20 GeV). The ratio of the observed number 
of events to that expected for pure V-A was quoted as 0.98±0.12. 

20.6 Leptonic weak neutral currents 
−The first observations of the weak neutral current process ν̄μe

− → ν̄μe were 
reported by Hasert et al. (1973), in a pioneer experiment using the heavy-
liquid bubble chamber Gargamelle at CERN, irradiated with a ν̄μ beam. As 
in the case of the charged currents, much detailed experimental work was 
necessary to determine the precise form of the neutral current couplings. They 
are, of course, predicted by the Glashow–Salam–Weinberg theory, as we shall 
explain in chapter 22. For the moment, we continue with the current–current 
approach, parametrizing the currents in a convenient way. 

There are two types of ‘neutral current’ couplings, those involving neutri-
nos of the form ν̄̂l . . . ν̂l, and those involving the charged leptons of the form 
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and with
dσ
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64π2s
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)
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we finally obtain the result
dσ

dΩ
=

G2
Fs

4π2
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The total cross section is then
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G2

Fs

π
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scattering angle, (20.82) can alternatively be written in invariant form as
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=

G2
F

π
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All other purely leptonic processes may be calculated in an analogous fashion
(see Bailin 1982 and Renton 1990 for further examples).

When we discuss deep inelastic neutrino scattering in section 20.7.2, we
shall be interested in neutrino ‘laboratory’ cross sections, as in the electron
scattering case of chapter 9. A simple calculation gives s - 2meE (neglecting
squares of lepton masses by comparison withmeE), whereE is the ‘laboratory’
energy of a neutrino incident, in this example, on a stationary electron. It
follows that the total ‘laboratory’ cross section in this Fermi-like current–
current model rises linearly with E. We shall return to the implications of this
in section 20.7.2.

The process (20.45) was measured by Bergsma et al. (1983) using the
CERN wide band beam (Eν ∼ 20 GeV). The ratio of the observed number
of events to that expected for pure V-A was quoted as 0.98±0.12.

20.6 Leptonic weak neutral currents

The first observations of the weak neutral current process ν̄μe
− → ν̄μe

− were
reported by Hasert et al. (1973), in a pioneer experiment using the heavy-
liquid bubble chamber Gargamelle at CERN, irradiated with a ν̄μ beam. As
in the case of the charged currents, much detailed experimental work was
necessary to determine the precise form of the neutral current couplings. They
are, of course, predicted by the Glashow–Salam–Weinberg theory, as we shall
explain in chapter 22. For the moment, we continue with the current–current
approach, parametrizing the currents in a convenient way.

There are two types of ‘neutral current’ couplings, those involving neutri-
nos of the form ¯̂νl . . . ν̂l, and those involving the charged leptons of the form
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¯̂
l . . . l̂. We shall assume the following form for these currents (with one eye on 
the GSW theory to come): 

(1) neutrino neutral current 

( 
1− γ5 

) 
gNc νl ν̄̂lγ

μ ν̂l l = e, μ, τ ; (20.85) 
2 

(2) charged lepton neutral current 

¯̂
| 

l (1 − γ5) l (1 + γ5)
| 
ˆgNlγ

μ c + cR l l = e, μ, τ.  (20.86) L 2 2 

This is, of course, by no means the most general possible parametrization. 
The neutrino coupling is retained as pure ‘V-A’, while the coupling in the 
charged lepton sector is now a combination of ‘V-A’ and ‘V+A’ with certain 

l lcoefficients c and cR. We may also write the coupling in terms of ‘V’ and L 
l l l l l l‘A’ coefficients defined by cV = cL + cR, c = cL − cR. An overall factor gNA 

determines the strength of the neutral currents as compared to the charged 
ones; the c’s determine the relative amplitudes of the various neutral current 
processes. 

As we shall see, an essential feature of the GSW theory is its prediction 
of weak neutral current processes, with couplings determined in terms of one 
parameter of the theory called ‘θW’, the ‘weak mixing angle’ (Glashow 1961, 
Weinberg 1967). The GSW predictions for the parameter gN and the c’s are 
(see equations (22.59)–(22.62)) 

l l gN = g/ cos θW, c  νl =
1 1

+ a, c = a (20.87) , cL = − R2 2 

for l = e, μ, τ , where a = sin2 θW and g is the SU(2) gauge coupling. Note 
that a strong form of ‘universality’ is involved here too: the coefficients are 
independent of the ‘flavour’ e, μ or τ , for both neutrinos and charged leptons. 

The following reactions are available for experimental measurement (in 
addition to the charged current process (20.45) already discussed): 

− − −νμe → νμe , ν̄μe 
− → ν̄μe (NC) (20.88) 

− − −νee → νee , ν̄ee 
− → ν̄ee (NC + CC) (20.89) 

where ‘NC’ means neutral current and ‘CC’ charged current. Formulae for 
these cross sections are given in section 22.3. The experiments are discussed 
and reviewed in Commins and Bucksbaum (1983), Renton (1990), and by 
Winter (2000). All observations are in excellent agreement with the GSW 
predictions, with θW determined as sin2 θW - 0.23. The reader must note, 
however, that modern precision measurements are sensitive to higher-order 
(loop) corrections, which must be included in comparing the full GSW theory 
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FIGURE 20.3
Strangeness-changing semi-leptonic weak decays.

where ĵμCC(leptons) is given by (20.38), and then generalize (20.40) to

Ĥtot
CC =

GF√
2
ĵμCC(total)ĵ

†
CCμ(total). (20.92)

The effective interaction (20.92) describes a great many processes. The
purely leptonic ones discussed previously are, of course, present in the term
ĵμCC(leptons)ĵ

†
CCμ(leptons). But there are also now all the semi-leptonic pro-

cesses such as the ΔS = 0 (strangeness conserving) one

d → u + e− + ν̄e, (20.93)

and the ΔS = 1 (strangeness changing) one

s → u + e− + ν̄e. (20.94)

The notion that the ‘total current’ should be the sum of a hadronic and a
leptonic part is already familiar from electromagnetism – see, for example,
equation (8.91).

The transition (20.94), for example, is the underlying process in semi-
leptonic decays such as

Σ− → n + e− + ν̄e (20.95)

and
K− → π0 + e− + ν̄e (20.96)

as indicated in figure 20.3.
The ‘s’ quark is assigned S = −1 and charge − 1

3e. The s → u transi-
tion is then referred to as one with ‘ΔS = ΔQ’, meaning that the change
in the quark (or hadronic) strangeness is equal to the change in the quark
(or hadronic) charge: both the strangeness and the charge increase by 1 unit.
Prior to the advent of the quark model, and the Cabibbo hypothesis, it had
been established empirically that all known strangeness-changing semileptonic
decays satisfied the rules |ΔS| = 1 and ΔS = ΔQ. The u-s current in (20.90)
satisfies these rules automatically. Note, for example, that the process appar-
ently similar to (20.95), Σ+ → n+e++ νe, is forbidden in the lowest order (it
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with experiment (see section 22.6). The simultaneous fit of data from all four 
reactions in terms of the single parameter θW provides already strong confir-
mation of the theory – and indeed such confirmation was already emerging 
in the late 1970’s and early 1980’s, before the actual discovery of the W± 

and Z0 bosons. It is also interesting to note that the presence of vector (V) 
interactions in the neutral current processes may suggest the possibility of 
some kind of link with electromagnetic interactions, which are of course also 
‘neutral’ (in this sense) and vector-like. In the GSW theory, this linkage is 
provided essentially through the parameter θW, as we shall see. 

20.7 Quark weak currents 
We now turn our attention to the weak interactions of quarks. We shall begin 
by considering an earlier world, when only two generations (four flavours) 
were known. 

20.7.1 Two generations 
The original version of V-A theory was framed in terms of a nucleonic current 

¯
of the form ψ̂ γμ(1 − rγ5)ψ̂n. With the acceptance of quark substructure itp

was natural to re-interpret such a hadronic transition by a charged current of 
the form ¯̂uγμ(1−γ5)d̂, very similar to the charged lepton currents; indeed, here 
was a further example of ‘universality’, this time between quarks and leptons. 
Detailed comparison with experiment showed, however, that such d → u 
transitions were very slightly weaker than the analogous leptonic ones; this 
could be established by comparing the rates for n → pe−ν̄e and μ̄ → νμe−ν̄e. 

But for quarks (or their hadronic composites) there is a further complica-
tion, which is the very familiar phenomenon of flavour change in weak hadronic 
processes (recall the discussion in section 1.2.2). The first step towards the 
modern theory of quark currents was taken by Cabibbo (1963); in a sense, it 
restored universality. Cabibbo postulated that the strength of the hadronic 
weak interaction was shared between the ΔS = 0 and ΔS = 1 transitions 
(where S is the strangeness quantum number), the latter being relatively 
suppressed as compared to the former. According to Cabibbo’s hypothesis, 
phrased in terms of quarks, the total weak charged current for u, d and s 
quarks is 

(1 − γ5) (1 − γ5)μˆ ¯ ˆ ¯j (u, d, s) = cos θCuγ
μ d + sin θC ̂ s,̂ (20.90) ˆ uγμ 

Cab 2 2 

where θC is the ‘Cabibbo angle’ (not to be confused with θW). We can now 
postulate a total weak charged current 

μ μ μĵ (total) = ĵ (leptons) + ĵ (u, d, s), (20.91) CC CC Cab
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with experiment (see section 22.6). The simultaneous fit of data from all four
reactions in terms of the single parameter θW provides already strong confir-
mation of the theory – and indeed such confirmation was already emerging
in the late 1970’s and early 1980’s, before the actual discovery of the W±

and Z0 bosons. It is also interesting to note that the presence of vector (V)
interactions in the neutral current processes may suggest the possibility of
some kind of link with electromagnetic interactions, which are of course also
‘neutral’ (in this sense) and vector-like. In the GSW theory, this linkage is
provided essentially through the parameter θW, as we shall see.

20.7 Quark weak currents

We now turn our attention to the weak interactions of quarks. We shall begin
by considering an earlier world, when only two generations (four flavours)
were known.

20.7.1 Two generations

The original version of V-A theory was framed in terms of a nucleonic current

of the form
¯̂
ψpγ

μ(1 − rγ5)ψ̂n. With the acceptance of quark substructure it
was natural to re-interpret such a hadronic transition by a charged current of
the form ¯̂uγμ(1−γ5)d̂, very similar to the charged lepton currents; indeed, here
was a further example of ‘universality’, this time between quarks and leptons.
Detailed comparison with experiment showed, however, that such d → u
transitions were very slightly weaker than the analogous leptonic ones; this
could be established by comparing the rates for n → pe−ν̄e and μ̄ → νμe

−ν̄e.
But for quarks (or their hadronic composites) there is a further complica-

tion, which is the very familiar phenomenon of flavour change in weak hadronic
processes (recall the discussion in section 1.2.2). The first step towards the
modern theory of quark currents was taken by Cabibbo (1963); in a sense, it
restored universality. Cabibbo postulated that the strength of the hadronic
weak interaction was shared between the ΔS = 0 and ΔS = 1 transitions
(where S is the strangeness quantum number), the latter being relatively
suppressed as compared to the former. According to Cabibbo’s hypothesis,
phrased in terms of quarks, the total weak charged current for u, d and s
quarks is

ĵμCab(u, d, s) = cos θC ¯̂uγ
μ (1 − γ5)

2
d̂+ sin θC ¯̂uγ

μ (1− γ5)

2
ŝ, (20.90)

where θC is the ‘Cabibbo angle’ (not to be confused with θW). We can now
postulate a total weak charged current

ĵμCC(total) = ĵμCC(leptons) + ĵμCab(u, d, s), (20.91)
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FIGURE 20.3 
Strangeness-changing semi-leptonic weak decays. 

μwhere ĵ (leptons) is given by (20.38), and then generalize (20.40) to CC

Ĥtot GF ˆμ † = √ j (total)ĵ (total). (20.92) CC CC CCμ
2 

The effective interaction (20.92) describes a great many processes. The 
purely leptonic ones discussed previously are, of course, present in the term 
μ †ĵ (leptons)ĵ (leptons). But there are also now all the semi-leptonic pro-CC CCμ

cesses such as the ΔS = 0 (strangeness conserving) one 

d → u + e− + ν̄e, (20.93) 

and the ΔS = 1 (strangeness changing) one 

s → u + e− + ν̄e. (20.94) 

The notion that the ‘total current’ should be the sum of a hadronic and a 
leptonic part is already familiar from electromagnetism – see, for example, 
equation (8.91). 

The transition (20.94), for example, is the underlying process in semi-
leptonic decays such as 

Σ− → n + e− + ν̄e (20.95) 

and 
K− → π0 + e− + ν̄e (20.96) 

as indicated in figure 20.3. 
The ‘s’ quark is assigned S = −1 and charge − 1 e. The s → u transi-3 

tion is then referred to as one with ‘ΔS = ΔQ’, meaning that the change 
in the quark (or hadronic) strangeness is equal to the change in the quark 
(or hadronic) charge: both the strangeness and the charge increase by 1 unit. 
Prior to the advent of the quark model, and the Cabibbo hypothesis, it had 
been established empirically that all known strangeness-changing semileptonic 
decays satisfied the rules |ΔS| = 1 and ΔS = ΔQ. The u-s current in (20.90) 
satisfies these rules automatically. Note, for example, that the process appar-
ently similar to (20.95), Σ+ → n+e+ + νe, is forbidden in the lowest order (it 
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The complete four-quark charged current is then

ĵμGIM(u, d, c, s) = ¯̂uγμ (1 − γ5)

2
d̂' + ¯̂cγμ (1− γ5)

2
ŝ'. (20.101)

The form (20.101) had already been suggested by Bjorken and Glashow (1964).
The new feature of GIM was the observation that, assuming an exact SU(4)f
symmetry for the four quarks (in particular, equal masses), all second-order
contributions which could have violated the |ΔS| = 1,ΔS = ΔQ selection
rules now vanished. Further, to the extent that the (unknown) mass of the
charm quark functioned as an effective cut-off Λ, due to breaking of the SU(4)f
symmetry, they estimated mc to lie in the range 3-4 GeV, from the observed
KL −KS mass difference.

GIM went on to speculate that the non-renormalizability could be over-
come if the weak interactions were described by an SU(2) Yang-Mills gauge
theory, involving a triplet (W+, W−, W0) of gauge bosons. In this case, it
is natural to introduce the idea of (weak) ‘isospin’, in terms of which the
pairs (νe, e), (νμ, μ), (u,d'), (c, s') are all t = 1

2 doublets with t3 = ± 1
2 .

Charge-changing currents then involve the ‘raising’ matrix

τ+ ≡ 1

2
(τ1 + iτ2) =

(
0 1
0 0

)
(20.102)

and charge-lowering ones the matrix τ− = (τ1 − iτ2)/2. The full symme-
try must also involve the matrix τ3, given by the commutator [τ+, τ−] = τ3.
Whereas τ+ and τ− would (in this model) be associated with transitions me-
diated by W±, transitions involving τ3 would be mediated by W0, and would
correspond to ‘neutral current’ transitions for quarks. We now know that
things are slightly more complicated than this: the correct symmetry is the
SU(2) × U(1) of Glashow (1961), also invoked by GIM. Skipping therefore
some historical steps, we parametrize the weak quark neutral current as (cf
(20.86) for the leptonic analogue)

gN
E

q=u,c,d',s'

¯̂qγμ[cqL
(1 − γ5)

2
+ cqR

(1 + γ5)

2
]q̂ (20.103)

for the four flavours so far in play. In the GSW theory, the cqL’s are predicted
to be

cu,cL =
1

2
− 2

3
a cu,cR = −2

3
a (20.104)

cd,sL = −1

2
+

1

3
a cd,sR =

1

3
a (20.105)

where a = sin2 θW as before, and gN = g/ cos θW.
One feature of (20.103) is very important. Consider the terms

¯̂
d
'
{. . .}d̂' + ¯̂s

'{. . .}ŝ'. (20.106)
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requires a double quark transition from suu to udd). All known data on such 
decays can be fit with a value sin θC - 0.22 for the Cabibbo angle θC. This 
relatively small angle is therefore a measure of the suppression of |ΔS| = 1  
processes relative to ΔS = 0 ones. 

The Cabibbo current can be written in a more compact form by introduc-
ing the ‘mixed’ field 

d̂' ≡ cos θCd̂+ sin θCs.̂ (20.97) 

Then 
(1 − γ5)

uγμĵμ (u, d, s) = ¯̂ d̂' . (20.98) Cab 2 

In 1970 Glashow, Iliopuolos and Maiani (GIM) (1970) drew attention to 
a theoretical problem with the interaction (20.92) if used in second order. 
Now it is, of course, the case that this interaction is not renormalizable, as 
noted previously for the purely leptonic one (20.40), since GF has dimensions 
of an inverse mass squared. As we saw in section 11.7, this means that one-
loop diagrams will typically diverge quadratically, so that the contribution 
of such a second-order process will be of order (GF.GFΛ

2) where Λ is a cut-
off, compared to the first-order amplitude GF. Recalling from (20.46) that 
GF ∼ 10−5 GeV−2, we see that for Λ ∼ 10 GeV such a correction could 
be significant if accurate enough data exists. GIM pointed out, in particular, 
that some second-order processes could be found which violated the (hitherto) 
well-established phenomenological selection rules, such as the |ΔS| = 1 and 
ΔS = ΔQ rules already discussed. For example, there could be ΔS = 2  
amplitudes contributing to the KL − KS mass difference (see Renton 1990, 
section 9.1.6, for example), as well as contributions to unobserved decay modes 
such as 

K+ → π+ + ν + ν̄ (20.99) 

which has a neutral lepton pair in association with a strangeness change for 
the hadron. In fact, experiment placed very tight limits on the rate for (20.99) 
– and still does: the branching fraction is (1.7 ± 1.1) × 10−10 (Nakamura et 
al. 2010). This seemed to imply a surprisingly low value of the cut-off, say 
∼ 3 GeV (Mohapatra et al. 1968). 

Partly in order to address this problem, and partly as a revival of an 
earlier lepton-quark symmetry proposal (Bjorken and Glashow 1964), GIM 
introduced a fourth quark, now called c (the charm quark) with charge 2 e.3 
Note that in 1970 the τ -lepton had not been discovered, so only two lepton 
family pairs (νe, e), (νμ, μ) were known; this fourth quark therefore did restore 
the balance, via the two quark family pairs (u,d), (c,s). In particular, a 
second quark current could now be hypothesized, involving the (c,s) pair. GIM 
postulated that the c-quark was coupled to the ‘orthogonal’ d-s combination 
(cf (20.97)) 

' ˆŝ = − sin θCd + cos θCs.̂ (20.100) 
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requires a double quark transition from suu to udd). All known data on such
decays can be fit with a value sin θC - 0.22 for the Cabibbo angle θC. This
relatively small angle is therefore a measure of the suppression of |ΔS| = 1
processes relative to ΔS = 0 ones.

The Cabibbo current can be written in a more compact form by introduc-
ing the ‘mixed’ field

d̂' ≡ cos θCd̂+ sin θCŝ. (20.97)

Then

ĵμCab(u, d, s) =
¯̂uγμ (1− γ5)

2
d̂'. (20.98)

In 1970 Glashow, Iliopuolos and Maiani (GIM) (1970) drew attention to
a theoretical problem with the interaction (20.92) if used in second order.
Now it is, of course, the case that this interaction is not renormalizable, as
noted previously for the purely leptonic one (20.40), since GF has dimensions
of an inverse mass squared. As we saw in section 11.7, this means that one-
loop diagrams will typically diverge quadratically, so that the contribution
of such a second-order process will be of order (GF.GFΛ

2) where Λ is a cut-
off, compared to the first-order amplitude GF. Recalling from (20.46) that
GF ∼ 10−5 GeV−2, we see that for Λ ∼ 10 GeV such a correction could
be significant if accurate enough data exists. GIM pointed out, in particular,
that some second-order processes could be found which violated the (hitherto)
well-established phenomenological selection rules, such as the |ΔS| = 1 and
ΔS = ΔQ rules already discussed. For example, there could be ΔS = 2
amplitudes contributing to the KL − KS mass difference (see Renton 1990,
section 9.1.6, for example), as well as contributions to unobserved decay modes
such as

K+ → π+ + ν + ν̄ (20.99)

which has a neutral lepton pair in association with a strangeness change for
the hadron. In fact, experiment placed very tight limits on the rate for (20.99)
– and still does: the branching fraction is (1.7 ± 1.1) × 10−10 (Nakamura et
al. 2010). This seemed to imply a surprisingly low value of the cut-off, say
∼ 3 GeV (Mohapatra et al. 1968).

Partly in order to address this problem, and partly as a revival of an
earlier lepton-quark symmetry proposal (Bjorken and Glashow 1964), GIM
introduced a fourth quark, now called c (the charm quark) with charge 2

3e.
Note that in 1970 the τ -lepton had not been discovered, so only two lepton
family pairs (νe, e), (νμ, μ) were known; this fourth quark therefore did restore
the balance, via the two quark family pairs (u,d), (c,s). In particular, a
second quark current could now be hypothesized, involving the (c,s) pair. GIM
postulated that the c-quark was coupled to the ‘orthogonal’ d-s combination
(cf (20.97))

ŝ' = − sin θCd̂+ cos θCŝ. (20.100)

' 

¯ '' 
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The complete four-quark charged current is then 

(1 − γ5) (1 − γ5)
ĵμ (u, d, c, s) = ¯̂ d̂' + c̄γμ ŝ' . (20.101) uγμ ˆGIM 2 2 

The form (20.101) had already been suggested by Bjorken and Glashow (1964). 
The new feature of GIM was the observation that, assuming an exact SU(4)f 
symmetry for the four quarks (in particular, equal masses), all second-order 
contributions which could have violated the |ΔS| = 1,ΔS = ΔQ selection 
rules now vanished. Further, to the extent that the (unknown) mass of the 
charm quark functioned as an effective cut-off Λ, due to breaking of the SU(4)f 
symmetry, they estimated mc to lie in the range 3-4 GeV, from the observed 
KL − KS mass difference. 

GIM went on to speculate that the non-renormalizability could be over-
come if the weak interactions were described by an SU(2) Yang-Mills gauge 
theory, involving a triplet (W+, W−, W0) of gauge bosons. In this case, it 
is natural to introduce the idea of (weak) ‘isospin’, in terms of which the 

1 ± 1pairs (νe, e), (νμ, μ), (u,d
'), (c, s') are all t = doublets with t3 = 2 .2 

Charge-changing currents then involve the ‘raising’ matrix 

τ+ ≡ 
1 

( 
0 1  

)
(τ1 + iτ2) = (20.102) 

2 0 0  

and charge-lowering ones the matrix τ− = (τ1 − iτ2)/2. The full symme-
try must also involve the matrix τ3, given by the commutator [τ+, τ−] =  τ3. 
Whereas τ+ and τ− would (in this model) be associated with transitions me-
diated by W±, transitions involving τ3 would be mediated by W0, and would 
correspond to ‘neutral current’ transitions for quarks. We now know that 
things are slightly more complicated than this: the correct symmetry is the 
SU(2) × U(1) of Glashow (1961), also invoked by GIM. Skipping therefore 
some historical steps, we parametrize the weak quark neutral current as (cf 
(20.86) for the leptonic analogue) 

q (1 − γ5) (1 + γ5)¯gN 
E 

qγμ[c + c qˆ q ]ˆ (20.103) L R2 2 
q=u,c,d' ,s

for the four flavours so far in play. In the GSW theory, the cq ’s are predicted L

to be 

c u,c 
L = 

1 

2 
− 

2 

3 
a c u,c 

R = − 
2 

3 
a (20.104) 

c d,s 
L = − 

1 

2 
+ 

1 

3 
a c d,s 

R = 
1 

3 
a (20.105) 

where a = sin2 θW as before, and gN = g/ cos θW. 
One feature of (20.103) is very important. Consider the terms 

d̂ {. . .}d̂' + s̄̂ {. . .}ŝ' . (20.106) 
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FIGURE 20.4
Inelastic neutrino scattering from a nucleon.

leading to expressions for the parton-level subprocess amplitudes which are
exactly similar to that in (20.50) for νμ + e− → μ− + νe. Note that we are
considering only the four flavours u, d, c, s to be ‘active’, and we have set
θC ≈ 0.

As in (20.53), the νμ cross section will have the general form

dσ(ν) ∝ NμνW
μν
(ν)(q, p) (20.111)

where Nμν is the neutrino tensor of (20.67). The form of the weak hadron
tensor Wμν

(ν) is deduced from Lorentz invariance. In the approximation of

neglecting lepton masses, we can ignore any dependence on the 4-vector q
since

qμNμν = qνNμν = 0. (20.112)

Just as Nμν contains the pseudotensor Eμναβ so too will Wμν
(ν) since parity is

not conserved. In a manner similar to equation (9.10) for the case of electron
scattering, and following the steps that led from (20.67) to (20.72), we define
effective neutrino structure functions by

Wμν
(ν) = (−gμν)W

(ν)
1 +

1

M2
pμpνW

(ν)
2 − i

2M2
EμνγδpγqδW

(ν)
3 . (20.113)

In general, the structure functions depend on two variables, say Q2 and ν,
where Q2 = −(k−k')2 and ν = p ·q/M ; but in the Bjorken limit approximate
scaling is observed, as in the electron case:

Q2 → ∞
ν → ∞

}
x = Q2/2Mν fixed (20.114)

νW
(ν)
2 (Q2, ν) → F

(ν)
2 (x) (20.115)

MW
(ν)
1 (Q2, ν) → F

(ν)
1 (x) (20.116)

νW
(ν)
3 (Q2, ν) → F

(ν)
3 (x) (20.117)

where, as with (9.21) and (9.22), the physics lies in the assertion that the F ’s
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It is simple to verify that, whereas either part of (20.106) alone contains a 
¯̂ ¯strangeness changing neutral combination such as d{. . .}ŝ or ŝ{. . .}d̂, such 

combinations vanish in the sum, leaving the result diagonal in quark flavour. 
Thus there are no first-order neutral flavour-changing currents in this model, 
a result which will be extended to three flavours in section 20.7.3. 

In 1974, Gaillard and Lee (1974) performed a full one-loop calculation 
of the KL − KS mass difference in the GSW model as extended by GIM 
to quarks and using the renormalization techniques recently developed by ’t 
Hooft (1971b). They were able to predict mc ∼1.5 GeV for the charm quark 
mass, a result spectacularly confirmed by the subsequent discovery of the cc̄ 
states in charmonium, and of charmed mesons and baryons of the appropriate 
mass. 

In summary, then, the essential feature of the quark weak currents in 
the two-generation model is that they have the universal V-A form, but the 
participating fields are (û, d̂'), (ĉ, ŝ') where d̂' and ŝ' are not the fields d,̂ ŝ with 
definite mass, but rather are related to them by an orthogonal transformation: 

( 
d̂' 

) ( 
cos θC sin θC 

)(  
d̂

) 
= . (20.107) 

ŝ' − sin θC cos θC ŝ

In section 20.8 we shall enlarge this picture to three generations, where signif-
icant new features occur, specifically CP violation. In chapter 22 we shall see 
how this transformation from the ‘mass’ basis to the ‘weak interaction’ basis 
arises via the gauge-invariant interactions of the Standard Model. 

20.7.2 Deep inelastic neutrino scattering 
We now have enough theory to present another illustrative calculation within 
the framework of the ‘current–current’ model, this time involving neutrinos 
and quarks. We shall calculate cross sections for deep inelastic neutrino scat-
tering from nucleons, using the parton model introduced (for electromagnetic 
interactions) in chapter 9. In particular, we shall consider the processes 

νμ +N  → μ− +X  (20.108) 

ν̄μ +N  → μ+ +X  (20.109) 

which of course involve the charged currents, for both leptons and quarks. 
Studies of these reactions at Fermilab and CERN in the 1970s and 1980s 
played a crucial part in establishing the quark structure of the nucleon, in 
particular the quark distribution functions. 

The general process is illustrated in figure 20.4. By now we are becoming 
accustomed to the idea that such processes are in fact mediated by the W+ , 
but we shall assume that the momentum transfers are such that the W-
propagator is effectively constant. The effective lepton-quark interaction will 
then take the form 

Ĥeff GF ¯ ¯= √ μγμ(1 − γ5)ˆ ˆ d + cγμ(1 − γ5)ˆ (20.110) ˆ νμ[¯ ˆuγμ(1 − γ5) ˆ s],νq 
2 
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It is simple to verify that, whereas either part of (20.106) alone contains a

strangeness changing neutral combination such as
¯̂
d{. . .}ŝ or ¯̂s{. . .}d̂, such

combinations vanish in the sum, leaving the result diagonal in quark flavour.
Thus there are no first-order neutral flavour-changing currents in this model,
a result which will be extended to three flavours in section 20.7.3.

In 1974, Gaillard and Lee (1974) performed a full one-loop calculation
of the KL − KS mass difference in the GSW model as extended by GIM
to quarks and using the renormalization techniques recently developed by ’t
Hooft (1971b). They were able to predict mc ∼1.5 GeV for the charm quark
mass, a result spectacularly confirmed by the subsequent discovery of the cc̄
states in charmonium, and of charmed mesons and baryons of the appropriate
mass.

In summary, then, the essential feature of the quark weak currents in
the two-generation model is that they have the universal V-A form, but the
participating fields are (û, d̂'), (ĉ, ŝ') where d̂' and ŝ' are not the fields d̂, ŝ with
definite mass, but rather are related to them by an orthogonal transformation:

(
d̂'

ŝ'

)
=

(
cos θC sin θC
− sin θC cos θC

)(
d̂
ŝ

)
. (20.107)

In section 20.8 we shall enlarge this picture to three generations, where signif-
icant new features occur, specifically CP violation. In chapter 22 we shall see
how this transformation from the ‘mass’ basis to the ‘weak interaction’ basis
arises via the gauge-invariant interactions of the Standard Model.

20.7.2 Deep inelastic neutrino scattering

We now have enough theory to present another illustrative calculation within
the framework of the ‘current–current’ model, this time involving neutrinos
and quarks. We shall calculate cross sections for deep inelastic neutrino scat-
tering from nucleons, using the parton model introduced (for electromagnetic
interactions) in chapter 9. In particular, we shall consider the processes

νμ +N → μ− +X (20.108)

ν̄μ +N → μ+ +X (20.109)

which of course involve the charged currents, for both leptons and quarks.
Studies of these reactions at Fermilab and CERN in the 1970s and 1980s
played a crucial part in establishing the quark structure of the nucleon, in
particular the quark distribution functions.

The general process is illustrated in figure 20.4. By now we are becoming
accustomed to the idea that such processes are in fact mediated by the W+,
but we shall assume that the momentum transfers are such that the W-
propagator is effectively constant. The effective lepton-quark interaction will
then take the form

Ĥeff
νq =

GF√
2
¯̂μγμ(1− γ5)ν̂μ[¯̂uγ

μ(1− γ5)d̂+ ¯̂cγμ(1− γ5)ŝ], (20.110)
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FIGURE 20.4 
Inelastic neutrino scattering from a nucleon. 

leading to expressions for the parton-level subprocess amplitudes which are 
exactly similar to that in (20.50) for νμ + e− → μ− + νe. Note that we are 
considering only the four flavours u, d, c, s to be ‘active’, and we have set 
θC ≈ 0. 

As in (20.53), the νμ cross section will have the general form 

μνdσ(ν) ∝ Nμν W(ν)(q, p) (20.111) 

where Nμν is the neutrino tensor of (20.67). The form of the weak hadron 
μν tensor W is deduced from Lorentz invariance. In the approximation of (ν) 

neglecting lepton masses, we can ignore any dependence on the 4-vector q 
since 

q μNμν = q ν Nμν = 0. (20.112) 

μνJust as Nμν contains the pseudotensor Eμναβ so too will W since parity is (ν) 
not conserved. In a manner similar to equation (9.10) for the case of electron 
scattering, and following the steps that led from (20.67) to (20.72), we define 
effective neutrino structure functions by 

μν μν )W
(ν) 1 μ (ν) i 

Eμνγδ (ν)
W(ν) = (−g 1 + p p ν W2 − pγ qδ W3 . (20.113) 

M2 2M2 

In general, the structure functions depend on two variables, say Q2 and ν, 
where Q2 = −(k−k')2 and ν = p ·q/M ; but in the Bjorken limit approximate 
scaling is observed, as in the electron case: 

Q2 → ∞  
} 

x = Q2/2Mν  fixed (20.114) 
ν → ∞  

(ν) (ν)
νW (Q2, ν) → F (x) (20.115) 2 2 

(ν) (ν)
MW (Q2, ν) → F (x) (20.116) 1 1 

(ν) (ν)
νW (Q2, ν) → F (x) (20.117) 3 3 

where, as with (9.21) and (9.22), the physics lies in the assertion that the F ’s 
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FIGURE 20.5
Suppression of νμq̄ → μ−q̄ for y = 1: (a) initial state helicities; (b) final state
helicities at y = 1.

from the ‘pointlike’ nature of the current–current coupling. For the νq or ν̄q̄
cases, the initial and final helicities add to zero, and backward scattering is
allowed.

The contributing processes are

νd → l−u, ν̄d̄ → l+ū (20.125)

νū → l−d̄, ν̄u → l+d, (20.126)

the first pair having the cross section (20.123), the second (20.124). Following
the same steps as in the electron scattering case (sections 9.2 and 9.3) we
obtain

F νp
2 = F ν̄n

2 = 2x[d(x) + ū(x)] (20.127)

F νp
3 = F ν̄n

3 = 2[d(x)− ū(x)] (20.128)

F νn
2 = F ν̄p

2 = 2x[u(x) + d̄(x)] (20.129)

F νn
3 = F ν̄p

3 = 2[u(x)− d̄(x)]. (20.130)

Inserting (20.127) and (20.128) into (20.121), for example, we find

d2σ(νp)

dxdy
= 2σ0x[d(x) + (1− y)2ū(x)] (20.131)

where

σ0 =
G2

Fs

2π
=

G2
FME

π
- 1.5× 10−42(E/GeV)m2 (20.132)

is the basic ‘pointlike’ total cross section (compare (20.83)). Note the small
magnitude of this cross section, as compared with the electromagnetic one of
equation (B.18) in volume 1, which was σ ≈ 86.8

(s/GeV2)
× 10−37m2. Similarly,

one finds
d2σ(ν̄p)

dxdy
= 2σ0x[(1 − y)2u(x) + d̄(x)]. (20.133)

The corresponding results for νn and ν̄n are given by interchanging u(x) and
d(x), and ū(x) and d̄(x).

The target nuclei usually have high mass number (in order to increase the
cross section), with approximately equal numbers of protons and neutrons; it
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are finite. This scaling can again be interpreted in terms of pointlike scattering 
from partons – which we shall take to have quark quantum numbers. 

In the ‘laboratory’ frame (in which the nucleon is at rest) the cross section 
in terms of W1,W2 and W3 may be derived in the usual way from (cf equation 
(9.11)) ( 

GF

)2 
1 d3k' 

μνdσ(ν) = √ 4πMNμν W . (20.118) 
2 4k · p (ν) 2k'(2π)3 

In terms of ‘laboratory’ variables, one obtains (problem 20.9) 

d2σ(ν) G2 k' k + k' F 
(

(ν) (ν) (ν)

) 
= W cos 2(θ/2) + W 2 sin2(θ/2) + sin2(θ/2)W .2 1 3dQ2dν 2π k M 

(20.119) 
For an incoming antineutrino beam, the W3 term changes sign. 

In neutrino scattering it is common to use the variables x, ν and the ‘in-
elasticity’ y where 

y = p · q/p · k. (20.120) 

In the ‘laboratory’ frame, ν = E − E' (the energy transfer to the nucleon) and 
y = ν/E. The cross section can be written in the form (see problem 20.9) 

d2σ(ν) G2 (
(ν) 1 + (1  − y)2 (ν) 1− (1 − y)2 )

F = s F + xF (20.121) 2 3dxdy 2π 2 2 

in terms of the Bjorken scaling functions, and we have assumed the relation 

(ν) (ν)
2xF = F (20.122) 1 2 

appropriate for spin− 1 constituents. 2 
We now turn to the parton-level subprocesses. Their cross sections can be 

straightforwardly calculated in the same way as for νμe
− scattering in section 

20.5. We obtain (problem 20.10) 

d2σ G2 Q2 
F 

( )
νq, ν̄¯ = x − (20.123) q :  sxδ 

dxdy π 2Mν  
d2σ G2 Q2 

F 
( )

νq̄, ν̄q :  = sx(1 − y)2δ x − . (20.124) 
dxdy π 2Mν  

The factor (1 − y)2 in the νq̄, ν̄q cases means that the reaction is forbidden 
at y = 1 (backwards in the CM frame). This follows from the V-A nature of 
the current, and angular momentum conservation, as a simple helicity argu-
ment shows. Consider for example the case νq̄ shown in figure 20.5, with the 
helicities marked as shown. In our current–current interaction there are no 
gradient coupling terms and therefore no momenta in the momentum-space 
matrix element. This means that no orbital angular momentum is available 
to account for the reversal of net helicity in the initial and final states in figure 
20.5. The lack of orbital angular momentum can also be inferred physically 
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are finite. This scaling can again be interpreted in terms of pointlike scattering
from partons – which we shall take to have quark quantum numbers.

In the ‘laboratory’ frame (in which the nucleon is at rest) the cross section
in terms of W1,W2 and W3 may be derived in the usual way from (cf equation
(9.11))

dσ(ν) =

(
GF√
2

)2
1

4k · p4πMNμνW
μν
(ν)

d3k'

2k'(2π)3
. (20.118)

In terms of ‘laboratory’ variables, one obtains (problem 20.9)

d2σ(ν)

dQ2dν
=

G2
F

2π

k'

k

(
W

(ν)
2 cos2(θ/2) +W

(ν)
1 2 sin2(θ/2) +

k + k'

M
sin2(θ/2)W

(ν)
3

)
.

(20.119)
For an incoming antineutrino beam, the W3 term changes sign.

In neutrino scattering it is common to use the variables x, ν and the ‘in-
elasticity’ y where

y = p · q/p · k. (20.120)

In the ‘laboratory’ frame, ν = E−E' (the energy transfer to the nucleon) and
y = ν/E. The cross section can be written in the form (see problem 20.9)

d2σ(ν)

dxdy
=

G2
F

2π
s

(
F

(ν)
2

1 + (1− y)2

2
+ xF

(ν)
3

1− (1− y)2

2

)
(20.121)

in terms of the Bjorken scaling functions, and we have assumed the relation

2xF
(ν)
1 = F

(ν)
2 (20.122)

appropriate for spin− 1
2 constituents.

We now turn to the parton-level subprocesses. Their cross sections can be
straightforwardly calculated in the same way as for νμe

− scattering in section
20.5. We obtain (problem 20.10)

νq, ν̄q̄ :
d2σ

dxdy
=

G2
F

π
sxδ

(
x− Q2

2Mν

)
(20.123)

νq̄, ν̄q :
d2σ

dxdy
=

G2
F

π
sx(1 − y)2δ

(
x− Q2

2Mν

)
. (20.124)

The factor (1 − y)2 in the νq̄, ν̄q cases means that the reaction is forbidden
at y = 1 (backwards in the CM frame). This follows from the V-A nature of
the current, and angular momentum conservation, as a simple helicity argu-
ment shows. Consider for example the case νq̄ shown in figure 20.5, with the
helicities marked as shown. In our current–current interaction there are no
gradient coupling terms and therefore no momenta in the momentum-space
matrix element. This means that no orbital angular momentum is available
to account for the reversal of net helicity in the initial and final states in figure
20.5. The lack of orbital angular momentum can also be inferred physically
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FIGURE 20.5 
Suppression of νμq̄ → μ−q̄ for y = 1: (a) initial state helicities; (b) final state 
helicities at y = 1. 

from the ‘pointlike’ nature of the current–current coupling. For the νq or ν̄q̄ 
cases, the initial and final helicities add to zero, and backward scattering is 
allowed. 

The contributing processes are 

νd → l− u, ν̄d̄ → l+ū (20.125) 

νū → l−d̄, ν̄u → l+d, (20.126) 

the first pair having the cross section (20.123), the second (20.124). Following 
the same steps as in the electron scattering case (sections 9.2 and 9.3) we 
obtain 

νp ν̄nF = F = 2x[d(x) + ū(x)] (20.127) 2 2 
νp ν̄nF = F = 2[d(x)− ū(x)] (20.128) 3 3 

F νn = F ν̄p = 2x[u(x) +  d̄(x)] (20.129) 2 2 

F νn ν̄p= F = 2[u(x)− d̄(x)]. (20.130) 3 3 

Inserting (20.127) and (20.128) into (20.121), for example, we find 

d2σ(νp) 
= 2σ0x[d(x) + (1− y)2 ū(x)] (20.131) 

dxdy 

where 
G2 G2 

Fs MEFσ0 = = - 1.5× 10−42(E/GeV)m2 (20.132) 
2π π 

is the basic ‘pointlike’ total cross section (compare (20.83)). Note the small 
magnitude of this cross section, as compared with the electromagnetic one of 

86.8 × 10−37 2equation (B.18) in volume 1, which was σ ≈ m . Similarly, 
(s/GeV2 ) 

one finds 
d2σ(ν̄p) 

= 2σ0x[(1 − y)2 u(x) +  d̄(x)]. (20.133) 
dxdy 

The corresponding results for νn and ν̄n are given by interchanging u(x) and 
d(x), and ū(x) and d̄(x). 

The target nuclei usually have high mass number (in order to increase the 
cross section), with approximately equal numbers of protons and neutrons; it 
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FIGURE 20.6
Charged-current inelasticity (y) distribution as measured by CDHS; figure
from K Winter (2000) Neutrino Physics 2nd edn, courtesy Cambridge Uni-
versity Press.

where r = σ(νN)/σ(ν̄N). From total cross section measurements, and including
c and s contributions, the CHARM collaboration (Allaby et al. 1988) reported

Q+ Q̄ = 0.492± 0.006(stat)± 0.019(syst) (20.144)

Q̄/Q+ Q̄ = 0.154± 0.005(stat)± 0.011(syst). (20.145)

The second figure is in good agreement with (20.139), and the first shows that
only about 50% of the nucleon momentum is carried by charged partons, the
rest being carried by the gluons, which do not have weak or electromagnetic
interactions.

Equations (20.140) and (20.141), together with (20.132), predict that the
total cross sections σνN and σν̄N rise linearly with energy E. This (parton
model) prediction was confirmed as early as 1975 (Perkins 1975), soon after
the model’s success in deep inelastic electron scattering; later data is included
in figure 20.7. In fact, both σνN/E and σν̄N/E are found to be independent
of E up to E ∼ 350 GeV (Nakamura et al. 2010).

Detailed comparison between the data at high energies and the earlier data
of figure 20.7 at Eν up to 15 GeV reveals that the Q̄ fraction is increasing
with energy. This is in accordance with the expectation of QCD corrections
to the parton model (section 15.6): the Q̄ distribution is large at small x,
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is then appropriate to average the ‘n’ and ‘p’ results to obtain an ‘isoscalar’ 
νN)cross section σ(νN) or σ(¯ : 

d2σ(νN) 
= σ0x[q(x) + (1− y)2 q̄(x)] (20.134) 

dxdy 
d2σ(ν̄N) 

= σ0x[(1 − y)2 q(x) + q̄(x)] (20.135) 
dxdy 

where q(x) = u(x) +  d(x) and q̄(x) = ū(x) +  d̄(x). 

Many simple and striking predictions now follow from these quark parton 
results. For example, by integrating (20.134) and (20.135) over x we can write 

dσ(νN) 
= σ0[Q + (1 − y)2Q̄] (20.136) 

dy 
dσ(ν̄N) 

= σ0[(1 − y)2Q + Q̄] (20.137) 
dy 

where Q = 
/ 
xq(x)dx is the fraction of the nucleon’s momentum carried by 

quarks, and similarly for Q̄. These two distributions in y (‘inelasticity dis-
tributions’) therefore give a direct measure of the quark and antiquark com-
position of the nucleon. Figure 20.6 shows the inelasticity distributions as 
reported by the CDHS collaboration (de Groot et al. 1979), from which the 
authors extracted the ratio 

¯ Q) = 0.15 ± 0.03Q/(Q + ¯ (20.138) 

after applying radiative corrections. An even more precise value can be ob-
¯tained by looking at the region near y = 1 for ν̄N which is dominated by Q, 

the small Q contribution (∝ (1 − y)2) being subtracted out using νN data at 
the same y. This method yields 

¯ Q) = 0.15 ± 0.01.Q/(Q + ¯ (20.139) 

Integrating (20.136) and (20.137) over y gives 

1 
σ(νN) ¯= σ0(Q + Q) (20.140) 

3 

σ(ν̄N) = σ0( 
1 

3
Q + Q̄) (20.141) 

and hence 

Q + Q̄ = 3(σ(νN) + σ(ν̄N))/4σ0 (20.142) 

while 

Q̄/(Q + Q̄) = 
1 

2 

( 
3r − 1 
1 +  r 

) 
(20.143) 



312 20. Introduction to the Phenomenology of Weak Interactions

is then appropriate to average the ‘n’ and ‘p’ results to obtain an ‘isoscalar’
cross section σ(νN) or σ(ν̄N):

d2σ(νN)

dxdy
= σ0x[q(x) + (1− y)2q̄(x)] (20.134)

d2σ(ν̄N)

dxdy
= σ0x[(1− y)2q(x) + q̄(x)] (20.135)

where q(x) = u(x) + d(x) and q̄(x) = ū(x) + d̄(x).

Many simple and striking predictions now follow from these quark parton
results. For example, by integrating (20.134) and (20.135) over x we can write
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dσ(ν̄N)

dy
= σ0[(1− y)2Q+ Q̄] (20.137)

where Q =
/
xq(x)dx is the fraction of the nucleon’s momentum carried by

quarks, and similarly for Q̄. These two distributions in y (‘inelasticity dis-
tributions’) therefore give a direct measure of the quark and antiquark com-
position of the nucleon. Figure 20.6 shows the inelasticity distributions as
reported by the CDHS collaboration (de Groot et al. 1979), from which the
authors extracted the ratio

Q̄/(Q+ Q̄) = 0.15± 0.03 (20.138)

after applying radiative corrections. An even more precise value can be ob-
tained by looking at the region near y = 1 for ν̄N which is dominated by Q̄,
the small Q contribution (∝ (1 − y)2) being subtracted out using νN data at
the same y. This method yields

Q̄/(Q+ Q̄) = 0.15± 0.01. (20.139)

Integrating (20.136) and (20.137) over y gives

σ(νN) = σ0(Q +
1

3
Q̄) (20.140)

σ(ν̄N) = σ0(
1

3
Q+ Q̄) (20.141)

and hence

Q+ Q̄ = 3(σ(νN) + σ(ν̄N))/4σ0 (20.142)

while

Q̄/(Q+ Q̄) =
1

2

(
3r − 1

1 + r

)
(20.143)
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FIGURE 20.6 
Charged-current inelasticity (y) distribution as measured by CDHS; figure 
from K Winter (2000) Neutrino Physics 2nd edn, courtesy Cambridge Uni-
versity Press. 

where r = σ(νN)/σ(ν̄N). From total cross section measurements, and including 
c and s contributions, the CHARM collaboration (Allaby et al. 1988) reported 

Q + Q̄ = 0.492 ± 0.006(stat) ± 0.019(syst) (20.144) 

Q̄/Q + Q̄ = 0.154 ± 0.005(stat) ± 0.011(syst). (20.145) 

The second figure is in good agreement with (20.139), and the first shows that 
only about 50% of the nucleon momentum is carried by charged partons, the 
rest being carried by the gluons, which do not have weak or electromagnetic 
interactions. 

Equations (20.140) and (20.141), together with (20.132), predict that the 
νNtotal cross sections σνN and σ¯ rise linearly with energy E. This (parton 

model) prediction was confirmed as early as 1975 (Perkins 1975), soon after 
the model’s success in deep inelastic electron scattering; later data is included 
in figure 20.7. In fact, both σνN/E and σν̄N/E are found to be independent 
of E up to E ∼ 350 GeV (Nakamura et al. 2010). 

Detailed comparison between the data at high energies and the earlier data 
¯of figure 20.7 at Eν up to 15 GeV reveals that the Q fraction is increasing 

with energy. This is in accordance with the expectation of QCD corrections 
¯to the parton model (section 15.6): the Q distribution is large at small x, 
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FIGURE 20.8
CCFR neutrino-iron structure functions xF

(ν)
3 (Shaevitz et al. 1995). The

solid line is the next-to-leading order (one-loop) QCD prediction, and the
dotted line is an extrapolation to regions outside the kinematic cuts for the
fit.

where d1 = −1 (Altarelli et al. 1978a, 1978b), d2 = −55/12 + Nf/3 (Gorish-
nii and Larin 1986) where Nf is the number of active flavours. The CCFR
collaboration (Shaevitz et al. 1995) measured IGLLS in antineutrino-nucleon
scattering at <Q2> ∼ 3GeV2. They obtained

IGLLS(<Q2> = 3 GeV2) = 2.50± 0.02± 0.08 (20.151)

in agreement with the O(α3
s ) calculation of Larin and Vermaseren (1991) using

ΛMS = 250± 50MeV.
The predicted Q2 evolution of xF3 is particularly simple since it is not

coupled to the gluon distribution. To leading order, the xF3 evolution is
given by (cf (15.109))

d

d lnQ2
(xF3(x,Q

2)) =
αs(Q

2)

2π

[ 1

x

Pqq(z)xF3

(x
z
,Q2

) dz

z
. (20.152)

Figure 20.8, taken from Shaevitz et al. (1995) shows a comparison of the
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FIGURE 20.7 
Low-energy ν and ν̄ cross-sections; figure from K Winter (2000) Neutrino 
Physics 2nd edn, courtesy Cambridge University Press. 

and scaling violations embodied in the evolution of the parton distributions 
predict a rise at small x as the energy scale increases. 

Returning now to (20.127)–(20.130), the two sum rules of (9.65) and (9.66) 
can be combined to give 

[ 1 
3 =  dx[u(x) +  d(x)− ū(x)− d̄(x)] (20.146) 

0 

1 
[ 1 

νp + F νn = dx(F3 3 ) (20.147) 
2 0 [ 1 

≡ dxF νN (20.148) 3 
0 

which is the Gross–Llewellyn Smith sum rule (1969), expressing the fact that 
the number of valence quarks per nucleon is three. The CDHS collaboration 
(de Groot et al. 1979), quoted 

[ 1 
IGLLS ≡ dxF νN = 3.2± 0.5. (20.149) 3 

0 

In perturbative QCD there are corrections expressible as a power series in αs, 
so that the parton model result is only reached as Q2 → ∞: 

IGLLS(Q
2) = 3[1 + d1αs/π + d2αs

2/π2 + . . .] (20.150) 
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FIGURE 20.7
Low-energy ν and ν̄ cross-sections; figure from K Winter (2000) Neutrino
Physics 2nd edn, courtesy Cambridge University Press.

and scaling violations embodied in the evolution of the parton distributions
predict a rise at small x as the energy scale increases.

Returning now to (20.127)–(20.130), the two sum rules of (9.65) and (9.66)
can be combined to give

3 =

[ 1

0

dx[u(x) + d(x)− ū(x)− d̄(x)] (20.146)

=
1

2

[ 1

0

dx(F νp
3 + F νn

3 ) (20.147)

≡
[ 1

0

dxF νN
3 (20.148)

which is the Gross–Llewellyn Smith sum rule (1969), expressing the fact that
the number of valence quarks per nucleon is three. The CDHS collaboration
(de Groot et al. 1979), quoted

IGLLS ≡
[ 1

0

dxF νN
3 = 3.2± 0.5. (20.149)

In perturbative QCD there are corrections expressible as a power series in αs,
so that the parton model result is only reached as Q2 → ∞:

IGLLS(Q
2) = 3[1 + d1αs/π + d2α

2
s/π

2 + . . .] (20.150)
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fit. 

where d1 = −1 (Altarelli et al. 1978a, 1978b), d2 = −55/12 + Nf /3 (Gorish-
nii and Larin 1986) where Nf is the number of active flavours. The CCFR 
collaboration (Shaevitz et al. 1995) measured IGLLS in antineutrino-nucleon 
scattering at <Q2> ∼  3GeV2 . They obtained 

IGLLS(<Q2> = 3 GeV2) = 2.50 ± 0.02 ± 0.08 (20.151) 

in agreement with the O(α3) calculation of Larin and Vermaseren (1991) using s 
Λ = 250 ± 50MeV. MS  

The predicted Q2 evolution of xF3 is particularly simple since it is not 
coupled to the gluon distribution. To leading order, the xF3 evolution is 
given by (cf (15.109)) 

d αs(Q
2)

[ 1 ( x 
(xF3(x, Q2)) = Pqq(z)xF3 , Q2

) dz
. (20.152) 

d lnQ2 2π z zx 

Figure 20.8, taken from Shaevitz et al. (1995) shows a comparison of the 
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FIGURE 20.9
Comparison of neutrino results (experiments CCFRR, CDHSW and CHARM)
on F2(x) and xF3(x) with those from muon production (experiments BCDMS,
BFP and EMC) properly rescaled by the factor 18/5, for a Q2 ranging between
10 and 1000 GeV2; figure from K Winter (2000) Neutrino Physics 2nd edn,
courtesy Cambridge University Press.

20.7.3 Three generations

We have seen in section 20.2.2 that the V-A interaction violates both P and
C, and that it conserves CP in interactions with massless neutrinos. But
we know (section 4.2.3) that CP-violating transitions occur, among states
formed from quarks in the first two generations, albeit at a very slow rate. Is
it possible, in fact, to incorporate CP-violation with only two generations of
quarks?

To answer this question, we need to go back and examine the CP-transfor-
mation properties of the interactions in more detail. Rather than work with
the current–current form, which is after all only an approximation valid for
energies much less than MW,Z, we shall look at the actual gauge interactions
of the electroweak theory. Given the form of those interactions, we want to
know the condition for CP-violation to be present.

Consider then the particular interaction involved in u ↔ d transitions:

Vud
¯̂uγμd̂ Ŵμ + V ∗

ud
¯̂
dγμû Ŵ †

μ − Vud
¯̂uγμγ5d̂ Ŵμ − V ∗

ud
¯̂
dγμγ5û Ŵ

†
μ, (20.159)

where Ŵμ = (Ŵ 1
μ − iŴ 2

μ)/
√
2 destroys the W+ or creates the W−. We have
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CCFR data with the next-to-leading order calculation of Duke and Owens 
(1984). This fit yields a value of αs at Q

2 = M2 given by Z 

αs(MZ
2) = 0.111 ± 0.002 ± 0.003. (20.153) 

ν̄p νpThe Adler sum rule (Adler 1963) involves the functions F and F :2 2 
[ 1 dx ν̄p νpIA = (F2 − F2 ). (20.154) 

x0 

In the simple model of (20.127)–(20.130), the right-hand side of IA is just 

[ 1 
2 dx(u(x) +  d̄(x)− d(x) − ū(x)) (20.155) 

0 

which represents four times the average of I3 (isospin) of the target, which is 
1 for the proton. This sum rule follows from the conservation of the charged 2 
weak current (as will be true in the Standard Model, since this is a gauge 
symmetry current, as we shall see in the following chapter). Its measurement, 
however, depends precisely on separating the non-isoscalar contribution (IA 
vanishes for the isoscalar average ‘N’). The BEBC collaboration (Allasia et al. 
1984, 1985) reported: 

IA = 2.02 ± 0.40; (20.156) 

in agreement with the expected value 2. 
Relations (20.127)–(20.130) allow the F2 functions for electron (muon) and 

neutrino scattering to be simply related. From (9.58) and (9.61) we have 

F eN 1
(F ep 5 1 

+ F en = ) = x(u + ū + d + d̄) +  x(s + s̄) +  · · ·  (20.157) 2 2 22 18 9 

while (20.127) and (20.129) give 

F νN νp≡ 
1
(F + F νn) = x(u + d + ū + d̄). (20.158) 2 2 22

Assuming that the non-strange contributions dominate, the neutrino and 
charged lepton structure functions should be approximately in the ratio 18/5, 
which is the reciprocal of the mean squared charged of the u and d quarks 
in the nucleon. Figure 20.9 shows the neutrino results on F2 and xF3 to-
gether with those from several μN experiments scaled by the factor 18/5. The 
agreement is satisfactory for a tree-level parton model calculation. 

¯From (20.127)–(20.130) we see that F2 
νN −xF νN = 2x(ū +d), which is just 3 

the sea distribution; figure 20.9 shows that this is concentrated at small x, as 
we already inferred in section 9.3. 

We have mentioned QCD corrections to the simple parton model at several 
points. Clearly the full machinery introduced in chapter 16, in the context 
of deep inelastic charged lepton scattering, can be employed for the case of 
neutrino scattering also. For further access to this area we refer to Ellis et al. 
(1996), chapter 4, and Winter (2000) chapter 5. 
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which represents four times the average of I3 (isospin) of the target, which is
1
2 for the proton. This sum rule follows from the conservation of the charged
weak current (as will be true in the Standard Model, since this is a gauge
symmetry current, as we shall see in the following chapter). Its measurement,
however, depends precisely on separating the non-isoscalar contribution (IA
vanishes for the isoscalar average ‘N’). The BEBC collaboration (Allasia et al.
1984, 1985) reported:

IA = 2.02± 0.40; (20.156)

in agreement with the expected value 2.
Relations (20.127)–(20.130) allow the F2 functions for electron (muon) and
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Assuming that the non-strange contributions dominate, the neutrino and
charged lepton structure functions should be approximately in the ratio 18/5,
which is the reciprocal of the mean squared charged of the u and d quarks
in the nucleon. Figure 20.9 shows the neutrino results on F2 and xF3 to-
gether with those from several μN experiments scaled by the factor 18/5. The
agreement is satisfactory for a tree-level parton model calculation.

From (20.127)–(20.130) we see that F νN
2 −xF νN

3 = 2x(ū+ d̄), which is just
the sea distribution; figure 20.9 shows that this is concentrated at small x, as
we already inferred in section 9.3.

We have mentioned QCD corrections to the simple parton model at several
points. Clearly the full machinery introduced in chapter 16, in the context
of deep inelastic charged lepton scattering, can be employed for the case of
neutrino scattering also. For further access to this area we refer to Ellis et al.
(1996), chapter 4, and Winter (2000) chapter 5.
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FIGURE 20.9 
Comparison of neutrino results (experiments CCFRR, CDHSW and CHARM) 
on F2(x) and xF3(x) with those from muon production (experiments BCDMS, 
BFP and EMC) properly rescaled by the factor 18/5, for a Q2 ranging between 
10 and 1000 GeV2; figure from K Winter (2000) Neutrino Physics 2nd edn, 
courtesy Cambridge University Press. 

20.7.3 Three generations 
We have seen in section 20.2.2 that the V-A interaction violates both P and 
C, and that it conserves CP in interactions with massless neutrinos. But 
we know (section 4.2.3) that CP-violating transitions occur, among states 
formed from quarks in the first two generations, albeit at a very slow rate. Is 
it possible, in fact, to incorporate CP-violation with only two generations of 
quarks? 

To answer this question, we need to go back and examine the CP-transfor-
mation properties of the interactions in more detail. Rather than work with 
the current–current form, which is after all only an approximation valid for 
energies much less than MW,Z, we shall look at the actual gauge interactions 
of the electroweak theory. Given the form of those interactions, we want to 
know the condition for CP-violation to be present. 

Consider then the particular interaction involved in u ↔ d transitions: 

¯ ¯¯ ˆ Ŵ † ¯ ˆ ˆ Ŵ †Vud ̂ d ˆ uddγ
μ ̂

μ − Vud ̂ d ˆ uddγ
μγ5 ̂ μ, (20.159) uγμ ˆWμ + V ∗ u uγμγ5 Wμ − V ∗ u 

√ 
where Ŵμ = (Ŵμ 

1 − iŴμ 
2)/ 2 destroys the W+ or creates the W− . We have 
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strangeness-changing transitions, as we saw after (20.106). But this could
just as well be achieved if the matrix was unitary. Now a general 2×2 matrix
has 8 real parameters; unitarity gives 2 real conditions from the diagonal ele-
ments of VCGIMV†

CGIM = I, and one complex condition from the off-diagonal
elements, leaving four real parameters. If all the elements are taken to be
real from the beginning, the matrix becomes orthogonal, as in (20.164), and

depends on only one real parameter, the ‘rotation’ in the 2-dimensional d̂− ŝ
space. So in the general, unitary case, the matrix will have one real angle
parameter, and three phase parameters. But we have four quark fields whose
phases we can adjust. In fact, since only phase differences enter, we really only
have three free phases at our disposal, but that is just enough to transform
away the three phases in the unitary version of VCGIM, leaving it in the real
orthogonal form (20.164). Kobayashi and Maskawa therefore concluded that
the 2-generation GIM-type theory could not accommodate CP-violation.

In a step which may seem natural now but was very bold in 1972, they
decided to see if there was room for CP-violation in a 3-generation model.
(Remember that there was no sign of any third generation particles at that
time.) The matrix transforming from the mass basis to the weak basis is
now a 3× 3 unitary matrix V, with 18 real parameters. There are three real
diagonal conditions from unitarity, and three complex off-diagonal conditions,
leaving 9 real parameters. If the elements of V are taken to be real, one has an
orthogonal (rotation) matrix, which can be parametrized by three real Euler
angles. That leaves 6 phase parameters in the general unitary V. We also
have 6 quark fields, with 5 phase differences which can be adjusted. Thus
just one irreducible phase degree of freedom can remain in V, after quark
rephasing. Consequently, the three-generation model naturally accommodates
CP-violation in the quark sector: this was the great discovery of Kobayashi
and Maskawa (1973). It was another four years before the existence of the b
quark was established, and more than twenty before the t quark was produced.

The 3-generation matrix V, written out in full, is

V =

⎛
⎝

Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb

⎞
⎠ , (20.165)

and is called the CKM matrix, after Cabibbo, Kobayashi, and Maskawa.
Clearly, there is no unique parametrization of V. One that has now become
standard (Nakamura et al. 2010) is (Chau and Keung 1984)

V =

⎛
⎝

c12c13 s12c13 s13e
−iδ

−s12c23 − c12s23s13e
iδ c12c23 − s12s23s13e

iδ s23c13
s12s23 − c12c23s13e

iδ −c12s23 − s12c23s13e
iδ c23c13

⎞
⎠

(20.166)
where cij = cos θij , sij = sin θij with i, j = 1, 2, 3; the θij may be thought of as
the three Euler angles in an orthogonal V, and δ is the remaining irreducible
CP-violating phase. In the limit θ13 = θ23 = 0, this CKM matrix reduces to
the Cabibbo-GIM matrix with θ12 ≡ θC.
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written out the Hermitian conjugate terms explicitly, keeping the coupling 
Vud complex for the sake of generality, and separating the vector from the 
axial vector parts. Problem 20.11 shows that the different parts of (20.159) 
transform under C as follows (normal ordering being understood in all cases): 

¯ ¯̂ ¯ ˆ ¯̂
C : ˆ d → −dγμ ̂ uγμγ5d → +dγμγ5 ̂ (20.160) uγμ ˆ u, ˆ u, 

and we also know that under C, Ŵμ → −Ŵμ 
† (the dagger is as in the charged 

ˆscalar field case, and the minus sign is as in the photon Aμ case). Hence under 
C, (20.159) transforms into 

¯ ¯ˆ Ŵ † ¯ d ˆ ˆ Ŵ † ¯ d̂ ˆVud ud ̂ Wμ + Vuddγ
μγ5 ̂ ud ̂ (20.161) dγμ û μ + V ∗ uγμ ˆ u μ + V ∗ uγμγ5 Wμ. 

ˆUnder P, Wμ behaves like an ordinary four-vector, so the ‘vector·vector’ prod-
ucts in (20.161) are even under P, while the ‘axial vector·vector’ products are 
odd under P. Thus finally, under the combined CP transformation (20.159) 
becomes 

¯ ¯ˆ Ŵ † ¯ d ˆ ˆ Ŵ † ¯ d̂ ˆVud ud ̂ Wμ − Vuddγ
μγ5 ̂ ud ̂ (20.162) dγμ û μ + V ∗ uγμ ˆ u μ − V ∗ uγμγ5 Wμ. 

Comparing (20.159) with (20.162) we deduce the essential result that this 
interaction conserves CP if and only if 

V ∗ Vud = ud, (20.163) 

that is, if the coupling is real. The same is true for all the other couplings Vij. 
The couplings we have introduced in this chapter so far only involve the 

real Fermi constant GF, and the elements of the Cabibbo-GIM matrix which 
enters into the relation between the weakly interacting fields ( d̂' , ŝ') and the 
fields with definite mass ( d,̂ ŝ): 

( 
d̂' 

) ( 
cos θC sin θC 

)(  
d̂

) ( 
d̂

) 

' = ≡ VCGIM . (20.164) 
ŝ − sin θC cos θC ŝ ŝ

All these couplings are plainly real. But could we perhaps parametrize the 
(d̂' , ŝ') ↔ (d,̂ ŝ) differently, so as to smuggle in a complex, CP-violating, 
coupling? 

This is the question that Kobayashi and Maskawa asked themselves in 1972 
(Kobayashi 2009, Maskawa 2009). To answer it is not completely straightfor-
ward, because we can always change the phases of the quark fields by inde-
pendent constant amounts. A rephasing of the quark fields in the transition 
i ↔ j with coupling Vij changes Vij by the phase factor exp i(αi − αj). We 
need to know whether, after allowing for this rephasing of the quark fields, an 
‘irreducible’ complex coupling can remain. 

First of all, note that the matrix VCGIM appearing in (20.164) is or-
thogonal, and this property guaranteed the vanishing of tree-level neutral 
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written out the Hermitian conjugate terms explicitly, keeping the coupling
Vud complex for the sake of generality, and separating the vector from the
axial vector parts. Problem 20.11 shows that the different parts of (20.159)
transform under C as follows (normal ordering being understood in all cases):

C : ¯̂uγμd̂ → −¯̂
dγμû, ¯̂uγμγ5d̂ → +

¯̂
dγμγ5û, (20.160)

and we also know that under C, Ŵμ → −Ŵ †
μ (the dagger is as in the charged

scalar field case, and the minus sign is as in the photon Âμ case). Hence under
C, (20.159) transforms into

Vud
¯̂
dγμû Ŵ †

μ + V ∗
ud
¯̂uγμd̂ Ŵμ + Vud

¯̂
dγμγ5û Ŵ

†
μ + V ∗

ud
¯̂uγμγ5d̂ Ŵμ. (20.161)

Under P, Ŵμ behaves like an ordinary four-vector, so the ‘vector·vector’ prod-
ucts in (20.161) are even under P, while the ‘axial vector·vector’ products are
odd under P. Thus finally, under the combined CP transformation (20.159)
becomes

Vud
¯̂
dγμû Ŵ †

μ + V ∗
ud
¯̂uγμd̂ Ŵμ − Vud

¯̂
dγμγ5û Ŵ

†
μ − V ∗

ud
¯̂uγμγ5d̂ Ŵμ. (20.162)

Comparing (20.159) with (20.162) we deduce the essential result that this
interaction conserves CP if and only if

Vud = V ∗
ud, (20.163)

that is, if the coupling is real. The same is true for all the other couplings Vij.
The couplings we have introduced in this chapter so far only involve the

real Fermi constant GF, and the elements of the Cabibbo-GIM matrix which
enters into the relation between the weakly interacting fields (d̂', ŝ') and the

fields with definite mass (d̂, ŝ):

(
d̂'

ŝ'

)
=

(
cos θC sin θC
− sin θC cos θC

)(
d̂
ŝ

)
≡ VCGIM

(
d̂
ŝ

)
. (20.164)

All these couplings are plainly real. But could we perhaps parametrize the
(d̂', ŝ') ↔ (d̂, ŝ) differently, so as to smuggle in a complex, CP-violating,
coupling?

This is the question that Kobayashi and Maskawa asked themselves in 1972
(Kobayashi 2009, Maskawa 2009). To answer it is not completely straightfor-
ward, because we can always change the phases of the quark fields by inde-
pendent constant amounts. A rephasing of the quark fields in the transition
i ↔ j with coupling Vij changes Vij by the phase factor exp i(αi − αj). We
need to know whether, after allowing for this rephasing of the quark fields, an
‘irreducible’ complex coupling can remain.

First of all, note that the matrix VCGIM appearing in (20.164) is or-
thogonal, and this property guaranteed the vanishing of tree-level neutral
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strangeness-changing transitions, as we saw after (20.106). But this could 
just as well be achieved if the matrix was unitary. Now a general 2× 2 matrix 
has 8 real parameters; unitarity gives 2 real conditions from the diagonal ele-
ments of VCGIMV† = I, and one complex condition from the off-diagonal CGIM 
elements, leaving four real parameters. If all the elements are taken to be 
real from the beginning, the matrix becomes orthogonal, as in (20.164), and 

depends on only one real parameter, the ‘rotation’ in the 2-dimensional d̂− ŝ
space. So in the general, unitary case, the matrix will have one real angle 
parameter, and three phase parameters. But we have four quark fields whose 
phases we can adjust. In fact, since only phase differences enter, we really only 
have three free phases at our disposal, but that is just enough to transform 
away the three phases in the unitary version of VCGIM, leaving it in the real 
orthogonal form (20.164). Kobayashi and Maskawa therefore concluded that 
the 2-generation GIM-type theory could not accommodate CP-violation. 

In a step which may seem natural now but was very bold in 1972, they 
decided to see if there was room for CP-violation in a 3-generation model. 
(Remember that there was no sign of any third generation particles at that 
time.) The matrix transforming from the mass basis to the weak basis is 
now a 3 × 3 unitary matrix V, with 18 real parameters. There are three real 
diagonal conditions from unitarity, and three complex off-diagonal conditions, 
leaving 9 real parameters. If the elements of V are taken to be real, one has an 
orthogonal (rotation) matrix, which can be parametrized by three real Euler 
angles. That leaves 6 phase parameters in the general unitary V. We also 
have 6 quark fields, with 5 phase differences which can be adjusted. Thus 
just one irreducible phase degree of freedom can remain in V, after quark 
rephasing. Consequently, the three-generation model naturally accommodates 
CP-violation in the quark sector: this was the great discovery of Kobayashi 
and Maskawa (1973). It was another four years before the existence of the b 
quark was established, and more than twenty before the t quark was produced. 

The 3-generation matrix V, written out in full, is 

V = 

⎛
⎝ 

Vud Vus Vub 
Vcd Vcs Vcb 

⎞
⎠ , (20.165) 

Vtd Vts Vtb 

and is called the CKM matrix, after Cabibbo, Kobayashi, and Maskawa. 
Clearly, there is no unique parametrization of V. One that has now become 
standard (Nakamura et al. 2010) is (Chau and Keung 1984) 

V = 

⎛
⎝ 

−iδc12c13 s12c13 s13e
iδ iδ−s12c23 − c12s23s13e c12c23 − s12s23s13e s23c13 

iδ iδs12s23 − c12c23s13e −c12s23 − s12c23s13e c23c13 

⎞
⎠ 

(20.166) 
where cij = cos θij , sij = sin θij with i, j = 1, 2, 3; the θij may be thought of as 
the three Euler angles in an orthogonal V, and δ is the remaining irreducible 
CP-violating phase. In the limit θ13 = θ23 = 0, this CKM matrix reduces to 
the Cabibbo-GIM matrix with θ12 ≡ θC. 
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But non-perturbative strong interaction effects enter into the amplitudes for
corresponding measured hadronic transitions, such as n → p + e− + ν̄e or
π− → π0 + e− + ν̄e. In many cases these hadronic factors in the matrix
elements can now be calculated by unquenched lattice QCD.

The status of the experimental determination of the moduli |Vij| is regu-
larly reviewed by the Particle Data Group. The current results for the uni-
tarity checks are (Ceccucci et al. 2010)

|Vud|2 + |Vus|2 + |Vub|2 = 0.9999± 0.0006 (20.173)

|Vcd|2 + |Vcs|2 + |Vcb|2 = 1.101± 0.074 (20.174)

|Vud|2 + |Vcd|2 + |Vtd|2 = 1.002± 0.005 (20.175)

|Vus|2 + |Vcs|2 + |Vts|2 = 1.098± 0.074. (20.176)

Evidently these results are fully consistent with the CKM prediction of uni-
tarity.

The most accurate values of the nine magnitudes are obtained by a global
fit to all the available measurements, imposing the constraints of 3-generation
unitarity. The current result for the magnitudes, imposing these constraints,
is (Ceccucci et al. 2010)

V =

⎛
⎜⎜⎝

0.9428± 0.00015 0.2253± 0.0007 0.00347+0.00016
−0.00012

0.2252± 0.0007 0.97345+0.00015
−0.00016 0.0410+0.0011

−0.0007

0.00862+0.00026
−0.00020 0.0403+0.0011

−0.0007 0.999152+0.000030
−0.000045

⎞
⎟⎟⎠ , (20.177)

and the Jarlskog invariant is J = (2.91+0.19
−0.11)× 10−5.

From (20.177) it follows that the mixing angles are small, and moreover
satisfy a definite hierarchy

1 >> θ12 >> θ23 >> θ13. (20.178)

In more physical terms, hadrons evidently prefer to decay semileptonically
to the nearest generation. Also, because the elements Vub, Vcb, Vtd and Vts,
which connect the third generation to the first two, are all quite small, the
physics of the first two generations is hardly influenced by the presence of the
third. This reflects, in quantitative terms, the success of the Cabibbo-GIM
description, and the fact that the CP-violation seen in the K-meson sector
is so weak. CP-violation is much more visible in B physics, as Carter and
Sanda (1980, 1981) were the first to suggest, and as we shall discuss in the
following chapter.

Consider now the complex-valued off-diagonal unitarity conditions, in par-
ticular the condition (20.168). FollowingWolfenstein (1983), we identify s12 as
the small parameter λ, and write Vcb 0 s23 = Aλ2 and Vub = s13exp(−iδ) =
Aλ3(ρ− iη) with A 0 1 and |ρ− iη| < 1. This gives

V =

⎛
⎝

1− λ2/2 λ Aλ3(ρ− iη)
−λ 1− λ2/2 Aλ2

Aλ3(1 − ρ− iη) −Aλ2 1

⎞
⎠ , (20.179)
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However, it would also be desirable to have a measure of CP-violation 
that was independent of quark rephasing. Consider one of the off-diagonal 
unitarity conditions, 

VudV ∗ 
cb + VtdVtb 

∗ = 0. (20.167) ub + VcdV ∗ 

(Note that the complex conjugate of this equation gives another, independent, 
condition.) The best-measured of these products is VcdV ∗ ; dividing by this cb

quantity, (20.167) can be written as 

1 +  z1 + z2 = 0, (20.168) 

where 
VtdV ∗ VudV ∗ 

tb ubz1 = , z2 = . (20.169) 
VcdV ∗ VcdV ∗ 

cb cb 

When viewed in the complex plane, relation (20.168) is the statement that the 
vectors (1,0), z1 and z2 close to form a triangle as shown in figure 20.10, one 
of 6 such unitarity triangles that can be formed. The area Δ of this triangle 
is 

1 1 
( 
VudV ∗ V ∗ Vtb 

)
∗ ub tdΔ =  Im(z2z1 ) = Im . (20.170) 

2 2 |Vcd|2|Vcb|2 

Recalling that a rephasing multiplies Vij by expi(αi − αj), we see that Δ is 
rephasing invariant; in particular, so is the numerator J where 

J ≡ Im(VudVtbV ∗ 
td) (20.171) ubV ∗ 

is a Jarlskog invariant (Jarlskog 1985). J may be thought of as follows: (i) 
strike out the ‘c’ row and ‘s’ column of V; (ii) take the complex conjugate of 
the off-diagonal elements in the 2 × 2 matrix that remains; (iii) multiply the 
four elements and take the imaginary part. There is nothing special about 
this particular row and column: there are nine different ways of choosing to 
pair one row with one column, but all such Js are equal up to a sign, because 
of the unitarity of V. In the parametrization (20.166), J takes the form 

2J = c12s12c23s23c13s13 sin δ, (20.172) 

which vanishes if any θij = 0, or π/2, or if δ = 0 or π. 
The CKM matrix is an integral part of the Standard Model, and testing 

its validity is an important experimental goal. Various tests are possible. 
Consider first the magnitudes of the CKM elements. These must satisfy six 
relations following from the unitarity of V: namely, the sum of the squares 
of the absolute values of the elements of each row, and of each column, must 
add up to unity. 

The magnitudes of the six elements of the first two rows have been de-
termined from measurements of semileptonic decay rates: for example, the 
amplitude for the tree-level process d → u + e− + ν̄e is proportional to Vud. 
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However, it would also be desirable to have a measure of CP-violation
that was independent of quark rephasing. Consider one of the off-diagonal
unitarity conditions,

VudV
∗
ub + VcdV

∗
cb + VtdV

∗
tb = 0. (20.167)

(Note that the complex conjugate of this equation gives another, independent,
condition.) The best-measured of these products is VcdV

∗
cb; dividing by this

quantity, (20.167) can be written as

1 + z1 + z2 = 0, (20.168)

where

z1 =
VtdV

∗
tb

VcdV ∗
cb

, z2 =
VudV

∗
ub

VcdV ∗
cb

. (20.169)

When viewed in the complex plane, relation (20.168) is the statement that the
vectors (1,0), z1 and z2 close to form a triangle as shown in figure 20.10, one
of 6 such unitarity triangles that can be formed. The area Δ of this triangle
is

Δ =
1

2
Im(z2z

∗
1) =

1

2
Im

(
VudV

∗
ubV

∗
tdVtb

|Vcd|2|Vcb|2

)
. (20.170)

Recalling that a rephasing multiplies Vij by expi(αi − αj), we see that Δ is
rephasing invariant; in particular, so is the numerator J where

J ≡ Im(VudVtbV
∗
ubV

∗
td) (20.171)

is a Jarlskog invariant (Jarlskog 1985). J may be thought of as follows: (i)
strike out the ‘c’ row and ‘s’ column of V; (ii) take the complex conjugate of
the off-diagonal elements in the 2 × 2 matrix that remains; (iii) multiply the
four elements and take the imaginary part. There is nothing special about
this particular row and column: there are nine different ways of choosing to
pair one row with one column, but all such Js are equal up to a sign, because
of the unitarity of V. In the parametrization (20.166), J takes the form

J = c12s12c23s23c
2
13s13 sin δ, (20.172)

which vanishes if any θij = 0, or π/2, or if δ = 0 or π.
The CKM matrix is an integral part of the Standard Model, and testing

its validity is an important experimental goal. Various tests are possible.
Consider first the magnitudes of the CKM elements. These must satisfy six
relations following from the unitarity of V: namely, the sum of the squares
of the absolute values of the elements of each row, and of each column, must
add up to unity.

The magnitudes of the six elements of the first two rows have been de-
termined from measurements of semileptonic decay rates: for example, the
amplitude for the tree-level process d → u + e− + ν̄e is proportional to Vud.

321 20.7. Quark weak currents 

But non-perturbative strong interaction effects enter into the amplitudes for 
corresponding measured hadronic transitions, such as n → p + e− + ν̄e or 
π− → π0 + e− + ν̄e. In many cases these hadronic factors in the matrix 
elements can now be calculated by unquenched lattice QCD. 

The status of the experimental determination of the moduli |Vij| is regu-
larly reviewed by the Particle Data Group. The current results for the uni-
tarity checks are (Ceccucci et al. 2010) 

|Vud|2 + |Vus|2 + |Vub|2 = 0.9999 ± 0.0006 (20.173) 

|Vcd|2 + |Vcs|2 + |Vcb|2 = 1.101 ± 0.074 (20.174) 

|Vud|2 + |Vcd|2 + |Vtd|2 = 1.002 ± 0.005 (20.175) 

|Vus|2 + |Vcs|2 + |Vts|2 = 1.098 ± 0.074. (20.176) 

Evidently these results are fully consistent with the CKM prediction of uni-
tarity. 

The most accurate values of the nine magnitudes are obtained by a global 
fit to all the available measurements, imposing the constraints of 3-generation 
unitarity. The current result for the magnitudes, imposing these constraints, 
is (Ceccucci et al. 2010) 

0.00347+0.00016
⎛ 

0.9428 ± 0.00015 0.2253 ± 0.0007 −0.00012 
⎞ 

V = 0.2252 ± 0.0007 , (20.177)0.97345+0.00015 0.0410+0.0011 
−0.00016 −0.0007

⎜⎜ ⎟⎟⎝ 
0.00862+0.00026 0.0403+0.0011 0.999152+0.000030 

⎠ 

−0.00020 −0.0007 −0.000045 

and the Jarlskog invariant is J = (2.91+0.19)× 10−5 .−0.11

From (20.177) it follows that the mixing angles are small, and moreover 
satisfy a definite hierarchy 

1 >> θ12 >> θ23 >> θ13. (20.178) 

In more physical terms, hadrons evidently prefer to decay semileptonically 
to the nearest generation. Also, because the elements Vub, Vcb, Vtd and Vts, 
which connect the third generation to the first two, are all quite small, the 
physics of the first two generations is hardly influenced by the presence of the 
third. This reflects, in quantitative terms, the success of the Cabibbo-GIM 
description, and the fact that the CP-violation seen in the K-meson sector 
is so weak. CP-violation is much more visible in B physics, as Carter and 
Sanda (1980, 1981) were the first to suggest, and as we shall discuss in the 
following chapter. 

Consider now the complex-valued off-diagonal unitarity conditions, in par-
ticular the condition (20.168). FollowingWolfenstein (1983), we identify s12 as 
the small parameter λ, and write Vcb 0 s23 = Aλ2 and Vub = s13exp(−iδ) =  
Aλ3(ρ − iη) with A 0 1 and |ρ − iη| < 1. This gives 

⎛ 
1− λ2/2 λ Aλ3(ρ − iη) 

⎞ 

V = −λ 1− λ2/2 Aλ2 (20.179)⎠ ,⎝ 
Aλ3(1 − ρ − iη) −Aλ2 1 
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FIGURE 20.11
Constraints in the ρ̄, η̄ plane. The shaded areas have 95% CL. [Figure repro-
duced, courtesy Michael Barnett for the Particle Data Group, from the review
of the CKM Quark-Mixing Matrix by A Ceccucci, Z Ligeti and Y Sakai, sec-
tion 11 in the Review of Particle Physics, K Nakamura et al. (Partcle Data
Group) Journal of Physics G 37 (2010) 075021, IOP Publishing Limited.]
(See color plate III.)

|z1| = |VtdV
∗
tb/VcdV

∗
cb|, where |Vtd| is deduced from the value of the B0 − B̄0

mass difference Δmd measured in B0− B̄0 oscillations mediated by top-quark
dominated box diagrams (see section 21.2.1 in the following chapter); here
the uncertainties are dominated by lattice QCD. Figure 20.11 represents an
enormous experimental effort, especially in the decade 2000-2010. The 95%
CL regions all overlap consistently. It is quite remarkable how the single
CP- violating parameter, three-generation scheme of Kobayashi and Maskawa
(1973) has withstood this searching test.

(ρ̄, η̄)

(0, 0) (1, 0)

z1z2 
α = φ2 

β = φ1 
γ = φ3 
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FIGURE 20.10
The unitarity triangle represented by (20.168). 

neglecting terms of order λ4 and higher. Then 

VtdV ∗ VudV ∗ 
tb ubz1 = − ρ + iη − 1, z2 = − −(ρ + iη), J  − A2λ6η. (20.180) 

VcdV ∗ VcdV ∗ 
cb cb

The unitarity triangle represented by the condition (20.168), or alternatively 
−z1 − z2 = 1, is therefore a triangle on the base (1,0), with sides ρ + iη and 
1− (ρ + iη). Buras et al. (1994) showed that including terms up to order λ5 

changes (ρ, η) to (ρ̄, η̄) where ρ̄ = (1−λ2/2)ρ, η̄ = (1−λ2/2)η. The top vertex 
of the triangle in figure 20.10 is therefore at the point (ρ̄, η̄). The angles α, β
and γ (also called φ2, φ1 and φ3) are defined by 

(
VtdV ∗ ) ( 

1− ρ̄− iη̄
)

tbα ≡ φ2 ≡ arg − ≈ arg − (20.181) 
VudV ∗ ρ̄+ iη̄ub (
VcdV ∗ ) ( 

1 
)

cbβ ≡ φ1 ≡ arg − ≈ arg (20.182) 
VtdV ∗ 1− ρ̄− iη̄tb(
VudV ∗ )

ubγ ≡ φ3 ≡ arg − ≈ arg(ρ̄ + iη̄) (20.183) 
VcdV ∗ 

cb

The sides of this triangle are determined by the magnitudes of the CKM 
elements, and so another check is provided by the condition that the three 
sides should close to form a triangle. Further independent constraints are 
provided by measurements of the angles α, β, and γ which are directly related 
to CP-violation effects, as we shall discuss in the following chapter. Figure 
20.11 shows a plot of all the constraints in the ρ̄, η̄ plane from many different 
measurements (combined following the approach of Charles et al. 2005 and 
Höcker et al. 2001), and the global fit, as presented by Ceccucci et al. (2010). 
The annular region labelled by |Vub| represents, for example, the uncertainty 
in the determination of |z2| = |VudV ∗ /VcdV ∗ |, which is principally due to the ub cb

uncertainty in |Vub|. The region labelled by Δmd represents the constraint on 
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neglecting terms of order λ4 and higher. Then

z1 =
VtdV

∗
tb

VcdV ∗
cb

− ρ+ iη − 1, z2 =
VudV

∗
ub

VcdV ∗
cb

− −(ρ+ iη), J − A2λ6η. (20.180)

The unitarity triangle represented by the condition (20.168), or alternatively
−z1 − z2 = 1, is therefore a triangle on the base (1,0), with sides ρ + iη and
1− (ρ+ iη). Buras et al. (1994) showed that including terms up to order λ5

changes (ρ, η) to (ρ̄, η̄) where ρ̄ = (1−λ2/2)ρ, η̄ = (1−λ2/2)η. The top vertex
of the triangle in figure 20.10 is therefore at the point (ρ̄, η̄). The angles α, β
and γ (also called φ2, φ1 and φ3) are defined by

α ≡ φ2 ≡ arg

(
− VtdV

∗
tb

VudV ∗
ub

)
≈ arg−

(
1− ρ̄− iη̄

ρ̄+ iη̄

)
(20.181)

β ≡ φ1 ≡ arg

(
−VcdV

∗
cb

VtdV ∗
tb

)
≈ arg

(
1

1− ρ̄− iη̄

)
(20.182)

γ ≡ φ3 ≡ arg

(
−VudV

∗
ub

VcdV ∗
cb

)
≈ arg(ρ̄+ iη̄) (20.183)

The sides of this triangle are determined by the magnitudes of the CKM
elements, and so another check is provided by the condition that the three
sides should close to form a triangle. Further independent constraints are
provided by measurements of the angles α, β, and γ which are directly related
to CP-violation effects, as we shall discuss in the following chapter. Figure
20.11 shows a plot of all the constraints in the ρ̄, η̄ plane from many different
measurements (combined following the approach of Charles et al. 2005 and
Höcker et al. 2001), and the global fit, as presented by Ceccucci et al. (2010).
The annular region labelled by |Vub| represents, for example, the uncertainty
in the determination of |z2| = |VudV

∗
ub/VcdV

∗
cb|, which is principally due to the

uncertainty in |Vub|. The region labelled by Δmd represents the constraint on
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|z1| = /VcdV ∗ |, where |Vtd| is deduced from the value of the B0 − B̄0|VtdV ∗ 
cbtb

mass difference Δmd measured in B0 − B̄0 oscillations mediated by top-quark 
dominated box diagrams (see section 21.2.1 in the following chapter); here 
the uncertainties are dominated by lattice QCD. Figure 20.11 represents an 
enormous experimental effort, especially in the decade 2000-2010. The 95% 
CL regions all overlap consistently. It is quite remarkable how the single 
CP- violating parameter, three-generation scheme of Kobayashi and Maskawa 
(1973) has withstood this searching test. 
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This figure is, of course, rather symbolic since there are strong QCD
interactions (not shown) which are responsible for binding the three-quark
systems into baryons, and the qq̄ system into a meson. Unlike the case of
deep inelastic lepton scattering, these QCD interactions can not be treated
perturbatively, since the distance scales involved are typically those of the
hadron sizes (∼ 1 fm), where perturbation theory fails. This means that
non-leptonic weak interactions among hadrons are difficult to analyze quan-
titatively, though progress can be made via lattice QCD. Similar difficulties
also arise, evidently, in the case of semi-leptonic decays. In general, one has
to begin in a phenomenological way, parametrizing the decay amplitudes in
terms of appropriate form factors (which are analogous to the electromagnetic
form factors introduced in chapter 8). In the case of transitions involving at
least one heavy quark Q, Isgur and Wise (1989, 1990) noticed that a consid-
erable simplification occurs in the limit mQ → ∞. For example, one universal
function (the ‘Isgur–Wise form factor’) is sufficient to describe a large number
of hadronic form factors introduced for semi-leptonic transitions between two
heavy pseudoscalar (0−) or vector (1−) mesons. For an introduction to the
Isgur–Wise theory we refer to Donoghue et al. (1992).

The non-leptonic sector is, however, the scene of some very interesting
physics, such as K0 − K̄0 and B0 − B̄0 oscillations, and CP violation in the
K0 − K̄0,D0 − D̄0 and B0 − B̄0 systems. We shall discuss these phenomena in
the following chapter.

Problems

20.1 Show that in the non-relativistic limit (|p| << M) the matrix element
ūpγ

μun of (20.2) vanishes if p and n have different spin states.

20.2 Verify the normalization N = (E + |p|)1/2 in (20.23).

20.3 Verify (20.30) and (20.31).

20.4 Verify that equations (20.32) are invariant under CP.

20.5 The matrix γ5 is defined by γ5 = iγ0γ1γ2γ3. Prove the following prop-
erties:

(a) γ2
5 = 1 and hence that

(1 + γ5)(1− γ5) = 0;

(b) from the anticommutation relations of the other γ matrices, show that

{γ5, γμ} = 0
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FIGURE 20.12 
Effective four-fermion non-leptonic weak transition at the quark level. 

FIGURE 20.13 
Non-leptonic weak decay of Λ0 using the process of figure 20.12, with the 
addition of two ‘spectator’ quarks. 

20.8 Non-leptonic weak interactions 
The CKM 6-quark charged weak current, which replaces the GIM current 
(20.101), is 

μ (1 − γ5) (1 − γ5) ' ¯ (1 − γ5)ˆ ¯ d̂' ¯ ˆ b̂'j (u, d, s, c, t, b) = ˆ + cγμ s tγμuγμ ˆ ˆ + ,CKM 2 2 2 
(20.184) 

and the effective weak Hamiltonian of (20.92) (as modified by CKM) clearly 
contains the term 

GF μ †Ĥq (x) =  √ ĵ (x)ĵ (x) (20.185) CC CKM μCKM
2 

in which no lepton fields are present (just as there are no quarks in (20.40)). 
This interaction is responsible, at the quark level, for transitions involving 
four quark (or antiquark) fields at a point. For example, the process shown in 
figure 20.12 can occur. By ‘adding on’ another two quark lines u and d, which 
undergo no weak interaction, we arrive at figure 20.13, which represents the 
non-leptonic decay Λ0 → pπ− . 
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FIGURE 20.12
Effective four-fermion non-leptonic weak transition at the quark level.

FIGURE 20.13
Non-leptonic weak decay of Λ0 using the process of figure 20.12, with the
addition of two ‘spectator’ quarks.

20.8 Non-leptonic weak interactions

The CKM 6-quark charged weak current, which replaces the GIM current
(20.101), is

ĵμCKM(u, d, s, c, t, b) = ¯̂uγμ (1 − γ5)

2
d̂' + ¯̂cγμ (1− γ5)

2
ŝ' + ¯̂tγμ (1− γ5)

2
b̂',

(20.184)
and the effective weak Hamiltonian of (20.92) (as modified by CKM) clearly
contains the term

Ĥq
CC(x) =

GF√
2
ĵμCKM(x)ĵ†μCKM(x) (20.185)

in which no lepton fields are present (just as there are no quarks in (20.40)).
This interaction is responsible, at the quark level, for transitions involving
four quark (or antiquark) fields at a point. For example, the process shown in
figure 20.12 can occur. By ‘adding on’ another two quark lines u and d, which
undergo no weak interaction, we arrive at figure 20.13, which represents the
non-leptonic decay Λ0 → pπ−.
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This figure is, of course, rather symbolic since there are strong QCD 
interactions (not shown) which are responsible for binding the three-quark 
systems into baryons, and the qq̄ system into a meson. Unlike the case of 
deep inelastic lepton scattering, these QCD interactions can not be treated 
perturbatively, since the distance scales involved are typically those of the 
hadron sizes (∼ 1 fm), where perturbation theory fails. This means that 
non-leptonic weak interactions among hadrons are difficult to analyze quan-
titatively, though progress can be made via lattice QCD. Similar difficulties 
also arise, evidently, in the case of semi-leptonic decays. In general, one has 
to begin in a phenomenological way, parametrizing the decay amplitudes in 
terms of appropriate form factors (which are analogous to the electromagnetic 
form factors introduced in chapter 8). In the case of transitions involving at 
least one heavy quark Q, Isgur and Wise (1989, 1990) noticed that a consid-
erable simplification occurs in the limit mQ → ∞. For example, one universal 
function (the ‘Isgur–Wise form factor’) is sufficient to describe a large number 
of hadronic form factors introduced for semi-leptonic transitions between two 
heavy pseudoscalar (0−) or vector (1−) mesons. For an introduction to the 
Isgur–Wise theory we refer to Donoghue et al. (1992). 

The non-leptonic sector is, however, the scene of some very interesting 
physics, such as K0 − K̄0 and B0 − B̄0 oscillations, and CP violation in the 
K0 − K̄0 ,D0 − D̄0 and B0 − B̄0 systems. We shall discuss these phenomena in 
the following chapter. 

Problems 
20.1 Show that in the non-relativistic limit (|p| <<  M) the matrix element 
ūpγ

μun of (20.2) vanishes if p and n have different spin states. 

20.2 Verify the normalization N = (E + |p|)1/2 in (20.23). 

20.3 Verify (20.30) and (20.31). 

20.4 Verify that equations (20.32) are invariant under CP. 

20.5 The matrix γ5 is defined by γ5 = iγ0γ1γ2γ3 . Prove the following prop-
erties: 

(a) γ2 = 1 and hence that5 

(1 + γ5)(1 − γ5) = 0; 

(b) from the anticommutation relations of the other γ matrices, show that 

{γ5, γμ} = 0  
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(neglecting all lepton masses). Hence show that the local total cross section
for this process rises linearly with s:

σ = G2
Fs/π.

20.8 The invariant amplitude for π+ → e+ν decay may be written as (see
(18.52))

M = (GFVud)fπp
μū(ν)γμ(1− γ5)v(e)

where pμ is the 4-momentum of the pion, and the neutrino is taken to be
massless. Evaluate the decay rate in the rest frame of the pion using the
decay rate formula

Γ = (1/2mπ)|M|2dLips(m2
π; ke, kν).

Show that the ratio of π+ → e+ν and π+ → μ+ν rates is given by

Γ(π+ → e+ν)

Γ(π+ → μ+ν)
=

(
me

mμ

)2 (
m2

π −m2
e

m2
π −m2

μ

)2

.

Repeat the calculation using the amplitude

M' = (GFVud)fπp
μū(ν)γμ(gV + gAγ5)v(e)

and retaining a finite neutrino mass. Discuss the e+/μ+ ratio in the light of
your result.

20.9

(a) Verify that the inclusive inelastic neutrino-proton scattering differen-
tial cross section has the form

d2σ(ν)

dQ2dν
=

G2
Fk

'

2πk

(
W

(ν)
2 cos2(θ/2) +W

(ν)
1 2 sin2(θ/2)

+
(k + k')

M
sin2(θ/2)W

(ν)
3

)

in the notation of section 20.7.2.

(b) Using the Bjorken scaling behaviour

νW
(ν)
2 → F

(ν)
2 MW

(ν)
1 → F

(ν)
1 νW

(ν)
3 → F

(ν)
3

rewrite this expression in terms of the scaling functions. In terms of
the variables x and y, neglect all masses and show that

d2σ(ν)

dxdy
=

G2
F

2π
s[F

(ν)
2 (1 − y) + F

(ν)
1 xy2 + F

(ν)
3 (1− y/2)yx].

Remember that
k' sin2(θ/2)

M
=

xy

2
.

|||||| 

|||||| 

|||| 
||||
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and hence that  
(1 + γ5)γ0 = γ0(1 − γ5)  

and  
(1 + γ5)γ0γμ = γ0γμ(1 + γ5).  

20.6 

(a) Consider the two-dimensional antisymmetric tensor Eij defined by 

E12 = +1, E21 = −1, E11 = E22 = 0. 

By explicitly enumerating all the possibilities (if necessary), convince 
yourself of the result 

Eij Ekl = +1(δikδjl − δilδjk ).  

Hence prove that  

Eij Eil = δjl and Eij Eij = 2   

(remember, in two dimensions, 
E

i δii = 2).  
(b)  By similar reasoning to that in part (a) of this question, it can be shown 

that the product of two three-dimensional antisymmetric tensors has 
the form 

δil  δim δin 
Eijk Elmn = δjl δjm δjn 

δkl δkm δkn 

. 

Prove the results 

δjm δjn=Eijk Eimn δkm δkn
Eijk Eijn = 2δkn Eijk Eijk = 3! 

(c) Extend these results to the case of the four-dimensional (Lorentz) 
tensor Eμναβ (remember that a minus sign will appear as a result of 
E0123 = +1 but E0123 = −1). 

20.7 Starting from the amplitude for the process 

νμ + e− → μ− + νe 

given by the current–current theory of weak interactions, 

√ 
M = −i(GF/ 2)ū(μ)γμ(1 − γ5)u(νμ)g μν ū(νe)γν (1 − γ5)u(e), 

verify the intermediate results given in section 20.5 leading to the result 

dσ/dt = GF
2 /π 
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and hence that
(1 + γ5)γ0 = γ0(1− γ5)

and
(1 + γ5)γ0γμ = γ0γμ(1 + γ5).

20.6

(a) Consider the two-dimensional antisymmetric tensor Eij defined by

E12 = +1, E21 = −1, E11 = E22 = 0.

By explicitly enumerating all the possibilities (if necessary), convince
yourself of the result

EijEkl = +1(δikδjl − δilδjk).

Hence prove that

EijEil = δjl and EijEij = 2

(remember, in two dimensions,
E

i δii = 2).

(b) By similar reasoning to that in part (a) of this question, it can be shown
that the product of two three-dimensional antisymmetric tensors has
the form

EijkElmn =

||||||
δil δim δin
δjl δjm δjn
δkl δkm δkn

||||||
.

Prove the results

EijkEimn =

||||
δjm δjn
δkm δkn

|||| EijkEijn = 2δkn EijkEijk = 3!

(c) Extend these results to the case of the four-dimensional (Lorentz)
tensor Eμναβ (remember that a minus sign will appear as a result of
E0123 = +1 but E0123 = −1).

20.7 Starting from the amplitude for the process

νμ + e− → μ− + νe

given by the current–current theory of weak interactions,

M = −i(GF/
√
2)ū(μ)γμ(1− γ5)u(νμ)g

μν ū(νe)γν(1− γ5)u(e),

verify the intermediate results given in section 20.5 leading to the result

dσ/dt = G2
F/π

20.9 
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(neglecting all lepton masses). Hence show that the local total cross section 
for this process rises linearly with s: 

σ = G2 
Fs/π. 

20.8 The invariant amplitude for π+ → e+ν decay may be written as (see 
(18.52)) 

M = (GFVud)fπp μ ū(ν)γμ(1 − γ5)v(e) 
μwhere p is the 4-momentum of the pion, and the neutrino is taken to be 

massless. Evaluate the decay rate in the rest frame of the pion using the 
decay rate formula 

2Γ = (1/2mπ)|M|2dLips(mπ; ke, kν ). 

Show that the ratio of π+ → e+ν and π+ → μ+ν rates is given by 

2 2Γ(π+ → e+ν) 
( 
me 

)2 ( 
mπ − m

)2 
e = . 

Γ(π+ → μ+ν) mμ mπ 
2 − m2 

μ 

Repeat the calculation using the amplitude 

M' = (GFVud)fπp μ ū(ν)γμ(gV + gAγ5)v(e) 

and retaining a finite neutrino mass. Discuss the e+/μ+ ratio in the light of 
your result. 

(a) Verify that the inclusive inelastic neutrino-proton scattering differen-
tial cross section has the form  

d2σ(ν) G2 k'  F (ν) (ν)
= 

(
W cos 2(θ/2) + W 2 sin2(θ/2)2 1dQ2dν 2πk 

(k + k') (ν)

) 
+ sin2(θ/2)W3M 

in the notation of section 20.7.2. 

(b) Using the Bjorken scaling behaviour 

(ν) (ν) (ν) (ν) (ν) (ν)
νW → F MW → F νW → F2 2 1 1 3 3 

rewrite this expression in terms of the scaling functions. In terms of 
the variables x and y, neglect all masses and show that 

d2σ(ν) G2 
F (ν) (ν) 2 (ν)

= s[F (1 − y) +  F xy + F (1 − y/2)yx].2 1 3dxdy 2π  

Remember that  
k' sin2(θ/2) xy 

= . 
M 2 
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CP Violation and Oscillation Phenomena

In this chapter we shall continue with the phenomenology of weak interactions,
introducing two topics which have been the focus of intense experimental effort
in the recent decade: CP violation in B meson decays, and oscillations in both
neutral meson and neutrino systems. In the following chapter we take up again
the gauge theory theme, with the Glasow-Salam-Weinberg electroweak theory.

CP violation was first discovered in the decays of neutral K mesons (Chris-
tenson et al. 1964), but we shall not follow a historical approach to this sub-
ject. Instead we shall concentrate on B-meson decays, where the effects are
far larger, and much clearer to interpret theoretically than in the K-meson
case. CP violation is reviewed in Branco et al. (1999), Bigi and Sanda (2000)
and Harrison and Quinn (1998). We aim simply to illustrate the principles
with some particular examples. In particular, we shall generally not discuss
theoretical predictions; our main emphasis will be on describing selected ex-
periments which have allowed determinations of the angles α, β and γ of the
unitarity triangle, figure 20.10.

We saw in section 20.7.3 that, in the Standard Model, CP violation is
attributable solely to one irreducible phase degree of freedom, δ, in the CKM
matrix V. Clearly, to measure this phase, it is necessary (as usual in quantum
mechanics) to create situations where it enters into the interference between
two complex amplitudes. Two situations may be distinguished (Carter and
Sanda 1980):

(i) interference between two decay amplitudes B0 → X and B̄0 → X,
where the B0 and B̄0 have been produced in a coherent state by mixing,
and decay to a common hadronic final state X;

(ii) interference between two different amplitudes for a single B-meson to
decay to a final state X.

Method (ii) (‘directCP violation’) can be applied to charged as well as neutral
mesons.

The mixing in method (i) is formally similar to that involved in neutrino
oscillations, which we treat after the meson case. We shall therefore start in
section 21.1 with an example illustrating method (ii). We set up the mixing
formalism and apply it to CP violation in B decays in section 21.2; we discuss
K decays in section 21.3. Neutrino oscillations are treated in section 21.4.
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(c) Insert the Callan–Gross relation 

(ν) (ν)
2xF = F1 2 

to derive the result quoted in section 20.7.2: 

(ν)
d2σ(ν) G2 

( 
1 + (1− y)2 xF 1− (1 − y)2 

) 
F (ν) 3 = sF +  .2 (ν)dxdy 2π 2 2F2 

20.10 The differential cross section for νμq scattering by charged currents 
has the same form (neglecting masses) as the νμe

− → μ−νe result of problem 
20.7, namely 

dσ G2 
F(νq) = . 

dt π 
(a) Show that the cross section for scattering by antiquarks νμ ̄q has the 

form 
dσ G2 

F(ν¯ = .q) (1 − y)2 
dt π 

(b)  Hence prove the results quoted in section 20.7.2:  

d2σ G2  
F(νq) = sxδ(x − Q2/2Mν)

dxdy π  

and  
d2σ G2 

F(ν¯ = 2)δ(x − Q2/2Mν)q) sx(1 − y
dxdy π  

(where M is the nucleon mass).  
(c) Use the parton model prediction  

d2σ(ν) G2  
F = sx[q(x) + q̄(x)(1 − y)2]

dxdy π  

to show that  
(ν)

F = 2x[q(x) + q̄(x)]2 

and 
(ν)

xF (x) q(x) − q̄(x)3 = . 
(ν) q(x) + q̄(x)F (x)2 

20.11 Verify the transformation laws (20.160). 
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(c) Insert the Callan–Gross relation

2xF
(ν)
1 = F

(ν)
2

to derive the result quoted in section 20.7.2:

d2σ(ν)

dxdy
=

G2
F

2π
sF

(ν)
2

(
1 + (1− y)2

2
+

xF
(ν)
3

F
(ν)
2

1− (1− y)2

2

)
.

20.10 The differential cross section for νμq scattering by charged currents
has the same form (neglecting masses) as the νμe

− → μ−νe result of problem
20.7, namely

dσ

dt
(νq) =

G2
F

π
.

(a) Show that the cross section for scattering by antiquarks νμq̄ has the
form

dσ

dt
(νq̄) =

G2
F

π
(1− y)2.

(b) Hence prove the results quoted in section 20.7.2:

d2σ

dxdy
(νq) =

G2
F

π
sxδ(x −Q2/2Mν)

and
d2σ

dxdy
(νq̄) =

G2
F

π
sx(1 − y2)δ(x −Q2/2Mν)

(where M is the nucleon mass).

(c) Use the parton model prediction

d2σ(ν)

dxdy
=

G2
F

π
sx[q(x) + q̄(x)(1 − y)2]

to show that
F

(ν)
2 = 2x[q(x) + q̄(x)]

and
xF

(ν)
3 (x)

F
(ν)
2 (x)

=
q(x) − q̄(x)

q(x) + q̄(x)
.

20.11 Verify the transformation laws (20.160).

21  
CP Violation and Oscillation Phenomena  

In this chapter we shall continue with the phenomenology of weak interactions, 
introducing two topics which have been the focus of intense experimental effort 
in the recent decade: CP violation in B meson decays, and oscillations in both 
neutral meson and neutrino systems. In the following chapter we take up again 
the gauge theory theme, with the Glasow-Salam-Weinberg electroweak theory. 

CP violation was first discovered in the decays of neutral K mesons (Chris-
tenson et al. 1964), but we shall not follow a historical approach to this sub-
ject. Instead we shall concentrate on B-meson decays, where the effects are 
far larger, and much clearer to interpret theoretically than in the K-meson 
case. CP violation is reviewed in Branco et al. (1999), Bigi and Sanda (2000) 
and Harrison and Quinn (1998). We aim simply to illustrate the principles 
with some particular examples. In particular, we shall generally not discuss 
theoretical predictions; our main emphasis will be on describing selected ex-
periments which have allowed determinations of the angles α, β and γ of the 
unitarity triangle, figure 20.10. 

We saw in section 20.7.3 that, in the Standard Model, CP violation is 
attributable solely to one irreducible phase degree of freedom, δ, in the CKM 
matrix V. Clearly, to measure this phase, it is necessary (as usual in quantum 
mechanics) to create situations where it enters into the interference between 
two complex amplitudes. Two situations may be distinguished (Carter and 
Sanda 1980): 

(i)  interference between two decay amplitudes B0 → X and B̄0 → X, 
where the B0 and B̄0 have been produced in a coherent state by mixing, 
and decay to a common hadronic final state X; 

(ii)  interference between two different amplitudes for a single B-meson to 
decay to a final state X. 

Method (ii) (‘direct CP violation’) can be applied to charged as well as neutral 
mesons. 

The mixing in method (i) is formally similar to that involved in neutrino 
oscillations, which we treat after the meson case. We shall therefore start in 
section 21.1 with an example illustrating method (ii). We set up the mixing 
formalism and apply it to CP violation in B decays in section 21.2; we discuss 
K decays in section 21.3. Neutrino oscillations are treated in section 21.4. 
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these three ‘penguin’ diagrams as

AP(B
0 → K+π−) = VusV

∗
ub pū + VcsV

∗
cb pc̄ + VtsV

∗
tb pt̄, (21.3)

where pf̄ is the penguin amplitude with f̄ in the loop. It is convenient to use
a unitarity relation to rewrite VtsV

∗
tb in terms of the other two related CKM

products:
VtsV

∗
tb = −VusV

∗
ub − VcsV

∗
cb, (21.4)

so that the total amplitude becomes

A(B0 → K+π−) = V ∗
ubVusTKπ + VcsV

∗
cbPKπ, (21.5)

where
TKπ = tū + pū − pt̄, PKπ = pc̄ − pt̄. (21.6)

In terms of the parametrization (20.179), (21.5) becomes

A(B0 → K+π−) = Aλ4(ρ+ iη)TKπ +Aλ2(1− λ2/2)PKπ. (21.7)

Similarly, the amplitude for the charge-conjugate reaction is

A(B̄0 → K−π+) = Aλ4(ρ− iη)TKπ +Aλ2(1− λ2/2)PKπ. (21.8)

We can now calculate the decay-rate asymmetry

AKπ =
|A(B̄0 → K−π+)|2 − |A(B0 → K+π−)|2
|A(B̄0 → K−π+)|2 + |A(B0 → K+π−)|2 . (21.9)

To simplify things, let us take a common complex factor K out of the expres-
sions (21.7) and (21.8) and write them as

A(B0 → K+π−) = K(eiγ +Rei(δP−δT)) (21.10)

A(B̄0 → K−π+) = K(e−iγ +Rei(δP−δT)), (21.11)

where (see equation (20.183)) γ is the phase of ρ+iη, R is real, and δP− δT is
the difference in (strong) phases between PKπ and TKπ. Then we easily find

AKπ =
2R sinγ sin(δT − δP)

1 +R2 + 2R cos γ cos(δT − δP)
. (21.12)

Thus we see that, for a CP-violating signal, there must be two interfering
amplitudes leading to a common final state, and the amplitudes must have
both different weak phases and different strong phases. An order of magnitude
estimate of the effect can be made as follows. First, note that PKπ is not
ultraviolet divergent, since it is the difference of two penguin contributions;
its magnitude is expected to be of order αs/π ∼ 0.05. The tree contribution
in (21.7) carries an extra factor of λ2 ∼ 0.05 as compared with the penguin
contribution, so that R is of order 1. This indicates that the asymmetry
should be significant.

Vus 
s̄ 

u

K + 

ū 
π−

d

b̄
B 0 

V ∗ub 

W + 
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FIGURE 21.1
Tree diagram contribution to B0 → K+π− via the quark transition b̄ → s̄uū. 
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ū 

π−d
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W + 

FIGURE 21.2
Penguin diagrams (̄f  = ū, ̄c, ̄t) contributing to B0 → K+π− via the quark 
transition b̄ → s̄ u ū. 

21.1 Direct CP violation in B decays
Consider the decays 

B0 → K+π− B̄0 → K−π−and . (21.1) 

The first of these can proceed via the quark transitions shown in figure 21.1, 
which (in parton-like language) is a ‘tree-diagram’. Of course, long-distance 
strong interaction effects will come into play in forming the hadronic states 
B0, K+ and π−, and in final state interactions between the K+ and π−; we 
do not represent these strong interactions in figure 21.1, or in subsequent 
similar diagrams. We are specifically interested in the weak phase of figure 
21.1, since it is this quantity which changes sign under the CP transformation 
(Vij → Vij 

∗), and this phase change will lead to observableCP violation effects. 
By contrast, the strong interaction phases – which will play an important role 
– will be CP invariant, but we do not need to display them yet. So we write 
the amplitude for figure 21.1 as 

V ∗ AT(B
0 → K−π−) = ubVus tū, (21.2) 

where the CKM couplings have been displayed. 

There are, however, three order-αs loop corrections to figure 21.1, shown 
¯in figure 21.2, where f  = ū, ̄c and t̄. We write the amplitude for the sum of 
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FIGURE 21.1
Tree diagram contribution to B0 → K+π− via the quark transition b̄ → s̄uū.
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FIGURE 21.2
Penguin diagrams (̄f = ū, c̄, t̄) contributing to B0 → K+π− via the quark
transition b̄ → s̄ u ū.

21.1 Direct CP violation in B decays

Consider the decays

B0 → K+π− and B̄0 → K−π−. (21.1)

The first of these can proceed via the quark transitions shown in figure 21.1,
which (in parton-like language) is a ‘tree-diagram’. Of course, long-distance
strong interaction effects will come into play in forming the hadronic states
B0, K+ and π−, and in final state interactions between the K+ and π−; we
do not represent these strong interactions in figure 21.1, or in subsequent
similar diagrams. We are specifically interested in the weak phase of figure
21.1, since it is this quantity which changes sign under the CP transformation
(Vij → V ∗

ij), and this phase change will lead to observableCP violation effects.
By contrast, the strong interaction phases – which will play an important role
– will be CP invariant, but we do not need to display them yet. So we write
the amplitude for figure 21.1 as

AT(B
0 → K−π−) = V ∗

ubVus tū, (21.2)

where the CKM couplings have been displayed.

There are, however, three order-αs loop corrections to figure 21.1, shown
in figure 21.2, where f̄ = ū, c̄ and t̄. We write the amplitude for the sum of
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these three ‘penguin’ diagrams as 

V ∗ V ∗ AP(B
0 → K+π−) = ub pū + Vcs tb p¯ (21.3) Vus cb pc̄ + VtsV ∗ 

t, 

where p¯ is the penguin amplitude with f̄ in the loop. It is convenient to use f 
a unitarity relation to rewrite VtsV ∗ in terms of the other two related CKM tb 
products: 

= V ∗ V ∗ (21.4) VtsV ∗ −Vus cb,tb ub − Vcs

so that the total amplitude becomes 

A(B0 → K+π−) = V ∗ V ∗ (21.5) ubVusTKπ + Vcs cbPKπ, 

where 
TKπ = tū + pū − pt̄, PKπ = pc̄ − pt̄. (21.6) 

In terms of the parametrization (20.179), (21.5) becomes 

A(B0 → K+π−) = Aλ4(ρ + iη)TKπ + Aλ2(1 − λ2/2)PKπ. (21.7) 

Similarly, the amplitude for the charge-conjugate reaction is 

A(B̄0 → K−π+) = Aλ4(ρ − iη)TKπ + Aλ2(1 − λ2/2)PKπ. (21.8) 

We can now calculate the decay-rate asymmetry 

2|A(B̄0 → K−π+)|2 − |A(B0 → K+π−)|AKπ = . (21.9) 
2|A(B̄0 → K−π+)|2 + |A(B0 → K+π−)|

To simplify things, let us take a common complex factor K out of the expres-
sions (21.7) and (21.8) and write them as 

i(δP−δT))A(B0 → K+π−) =  K(eiγ + Re (21.10) 
i(δP−δT)),A(B̄0 → K−π+) =  K(e−iγ + Re (21.11) 

where (see equation (20.183)) γ is the phase of ρ +iη, R is real, and δP − δT is 
the difference in (strong) phases between PKπ and TKπ. Then we easily find 

2R sin γ sin(δT − δP)AKπ = . (21.12) 
1 +  R2 + 2R cos γ cos(δT − δP) 

Thus we see that, for a CP-violating signal, there must be two interfering 
amplitudes leading to a common final state, and the amplitudes must have 
both different weak phases and different strong phases. An order of magnitude 
estimate of the effect can be made as follows. First, note that PKπ is not 
ultraviolet divergent, since it is the difference of two penguin contributions; 
its magnitude is expected to be of order αs/π ∼ 0.05. The tree contribution 
in (21.7) carries an extra factor of λ2 ∼ 0.05 as compared with the penguin 
contribution, so that R is of order 1. This indicates that the asymmetry 
should be significant. 
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it contains the factor VubV
∗
cs ∼ Aλ3(ρ− iη); (iii) it will have a different strong

interaction phase. With these factors in mind, we write

ÃB = rBABe
i(δB−γ) (21.15)

where δB is the difference in strong phases between ÃB and AB, and rB is
the magnitude ratio of the amplitudes. Since |ρ − iη| ∼ 0.38, rB is of order
0.1–0.2, allowing for the colour suppression.

Once again, the asymmetry is proportional to

|1 + rBexp[i(δB − γ)] |2 − |1 + rBexp[i(δB + γ)] |2 ≈ 4rB sin δB sin γ. (21.16)

This involves γ, but the relative smallness of rB tends to reduce the sensitivity
to γ. An alternative determination of γ can be made (Attwood et al. 2001,
Giri et al. 2003) by making use of three-body decays (to a common channel)
of D0 and D̄0, such as D0, D̄0 → KSπ

+π−. If we denote the amplitude for
D0 → KSπ

+π− by A(s−, s+) (see figure 21.3), where s− = (pK + pπ−)2 and
s+ = (pK + pπ+)2 are the indicated invariant masses, then the amplitude for
the B− to decay to K−KS π

+π− via the D0 path is1

A− = ABD[A(s−, s+) + rBe
i(δB−γ)A(s+, s−)], (21.17)

and the amplitude for the charge conjugate reaction B+ → KS π
−π+ is

A+ = ABD[A(s+, s−) + rBe
i(δB+γ)A(s+ − s+)], (21.18)

where D is the D meson propagator. The event rate for the B− decay is then
Γ−(s−, s+) where (Aubert et al. 2008)

Γ−(s−, s+) ∝ |A(s−, s+)|2 + r2B|A(s+, s−)|2+
2 [x−Re{A(s−, s+)A∗(s+, s−)}+ y−Im{A(s−, s+)A∗(s+, s−)}] (21.19)

and the rate for B+ decay is Γ+(s−, s+) where

Γ+(s−, s+) ∝ |A(s+, s−)|2 + r2B|A(s−, s+)|2+
2 [x+Re{A(s+, s−)A∗(s−, s+)} + y+Im{A(s+, s−)A∗(s−, s+)}] . (21.20)

Here

x− = rB cos(δB − γ), y− = rB sin(δB − γ) (21.21)

x+ = rB cos(δB + γ), y+ = rB sin(δB + γ). (21.22)

The geometry of the CP-violating parameters is shown in figure 21.4. Note
that the separation of the B− and B+ positions in the (x, y) plane is equal to

1We are neglecting D0-D̄0 mixing and CP asymmetries in D decays, which are at the
1% or less level (Grossman et al. 2005).
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Left-hand part: tree diagram contributions to B− → D0K− (upper diagram, 
via quark transition b → cūs), and to B− → D̄0K− (lower diagram, via quark 
transition b → uc̄s). Right-hand part: decays of D0 and D̄0 to the common 
π+π−π0 state. 

Indeed non-zero values of AKπ have been reported by both the BaBar and 
Belle collaborations: 

BaBar (Aubert et al. 2004) : AKπ = −0.133 ± 0.030 ± 0.009 (21.13) 

Belle (Chao et al. 2005) : AKπ = −0.113 ± 0.022 ± 0.008 (21.14) 

where the first error is statistical and the second is systematic. 
Altough AKπ is sensitive to the CP-violating angle γ, it is not easy to 

extract γ cleanly from these measurements. Both the tree and the penguin 
amplitudes involve non-perturbative factors for producing a particular meson 
state from the corresponding qq̄ state; the strong phases are also not calcula-
ble. 

A decay with no penguin contributions, but still with two interfering chan-
nels, would have fewer uncertainties. (It is also less likely to be affected by new 
physics, which could provide short-distance corrections to penguin loops.) One 
such example is provided by the decays (i) B− → D0K− and (ii) B− → D̄0K− , 
which can interfere when the (D0K−) and (D̄0K−) states decay to a common 
final state. Here the quark transition in (i) is b → cūs, and in (ii) is b → uc̄s; 
in neither case is a penguin contribution possible. 

The tree-level diagrams which contribute are shown in the left-hand parts 
of figure 21.3 (we shall discuss the right-hand parts in a moment). We denote 
the amplitude for B− → D0K− by AB, and note that AB ∼ Aλ3 . The 
amplitude for B− → D̄0K− , ÃB, differs in three ways from AB: (i) it is colour-
suppressed by a factor 1/3 since the c̄ and u have to be colour matched; (ii) 
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ū

b u

c

D0

D̄0

s

s

c̄

s−

s+

s+

s−

FIGURE 21.3
Left-hand part: tree diagram contributions to B− → D0K− (upper diagram,
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π+π−π0 state.

Indeed non-zero values of AKπ have been reported by both the BaBar and
Belle collaborations:

BaBar (Aubert et al. 2004) : AKπ = −0.133± 0.030± 0.009 (21.13)

Belle (Chao et al. 2005) : AKπ = −0.113± 0.022± 0.008 (21.14)

where the first error is statistical and the second is systematic.
Altough AKπ is sensitive to the CP-violating angle γ, it is not easy to

extract γ cleanly from these measurements. Both the tree and the penguin
amplitudes involve non-perturbative factors for producing a particular meson
state from the corresponding qq̄ state; the strong phases are also not calcula-
ble.

A decay with no penguin contributions, but still with two interfering chan-
nels, would have fewer uncertainties. (It is also less likely to be affected by new
physics, which could provide short-distance corrections to penguin loops.) One
such example is provided by the decays (i) B− → D0K− and (ii) B− → D̄0K−,
which can interfere when the (D0K−) and (D̄0K−) states decay to a common
final state. Here the quark transition in (i) is b → cūs, and in (ii) is b → uc̄s;
in neither case is a penguin contribution possible.

The tree-level diagrams which contribute are shown in the left-hand parts
of figure 21.3 (we shall discuss the right-hand parts in a moment). We denote
the amplitude for B− → D0K− by AB, and note that AB ∼ Aλ3. The
amplitude for B− → D̄0K−, ÃB, differs in three ways from AB: (i) it is colour-
suppressed by a factor 1/3 since the c̄ and u have to be colour matched; (ii)

333 21.1. Direct CP violation in B decays 

it contains the factor VubV
∗ ∼ Aλ3(ρ− iη); (iii) it will have a different strong cs 

interaction phase. With these factors in mind, we write 

i(δB−γ)ÃB = rBABe (21.15) 

˜where δB is the difference in strong phases between AB and AB, and rB is 
the magnitude ratio of the amplitudes. Since |ρ − iη| ∼ 0.38, rB is of order 
0.1–0.2, allowing for the colour suppression. 

Once again, the asymmetry is proportional to 

|1 +  rBexp[i(δB − γ)] |2 − |1 +  rBexp[i(δB + γ)] |2 ≈ 4rB sin δB sin γ. (21.16) 

This involves γ, but the relative smallness of rB tends to reduce the sensitivity 
to γ. An alternative determination of γ can be made (Attwood  et al. 2001, 
Giri et al. 2003) by making use of three-body decays (to a common channel) 
of D0 and D̄0, such as D0 , D̄0 → KSπ

+π− . If we denote the amplitude for 
D0 → KSπ

+π− by A(s−, s+) (see figure 21.3), where s− = (pK + pπ− )2 and 
s+ = (pK + pπ+ )2 are the indicated invariant masses, then the amplitude for 
the B− to decay to K−KS π

+π− via the D0 path is1 

A− = ABD[A(s−, s+) +  rBe
i(δB−γ)A(s+, s−)], (21.17) 

and the amplitude for the charge conjugate reaction B+ → KS π
−π+ is 

A+ = ABD[A(s+, s−) +  rBe
i(δB+γ)A(s+ − s+)], (21.18) 

where D is the D meson propagator. The event rate for the B− decay is then 
Γ−(s−, s+) where (Aubert et al. 2008) 

2 2 2Γ−(s−, s+) ∝ |A(s−, s+)| + rB|A(s+, s−)| + 

2 [x−Re{A(s−, s+)A ∗ (s+, s−)}+ y−Im{A(s−, s+)A ∗ (s+, s−)}] (21.19) 

and the rate for B+ decay is Γ+(s−, s+) where 

2 2 2Γ+(s−, s+) ∝ |A(s+, s−)| + rB|A(s−, s+)| + 

2 [x+Re{A(s+, s−)A ∗ (s−, s+)} + y+Im{A(s+, s−)A ∗ (s−, s+)}] . (21.20) 

Here 

x− = rB cos(δB − γ), y− = rB sin(δB − γ) (21.21) 

x+ = rB cos(δB + γ), y+ = rB sin(δB + γ). (21.22) 

The geometry of the CP-violating parameters is shown in figure 21.4. Note 
that the separation of the B− and B+ positions in the (x, y) plane is equal to 

1We are neglecting D0-D̄0 mixing and CP asymmetries in D decays, which are at the 
1% or less level (Grossman et al. 2005). 
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This method has been applied by both BaBar and Belle to determine γ.
Their most recently published results are

BaBar (Aubert et al. 2010) : γ = 68± 14± 4± 3◦ (21.25)

Belle (Poluektov et al. 2010) : γ = 78.4+10.8
−11.6 ± 3± 8.9◦ (21.26)

where the last uncertainty is due to the D-decay modelling (which ignores,
for example, rescattering among the three final state particles). Both these
experiments use decays B± → DK±,B± → D∗K± with D∗ → Dπ0 and D∗ →
Dγ; BaBar in addition uses the decays D0 → KSK

+K−.
We now turn to the other main method of detecting CP violation, through

the interference between decays of (for example) B0 and B̄0 mesons that have
been produced in a coherent state by mixing. For this we need to set up the
formalism describing time-dependent mixing.

21.2 CP violation in B meson oscillations

B0-B̄0 oscillations have been studied by the BaBar and Belle collaborations at
the PEP2 and KEKB asymmetric e+e− colliders. These machines operate at
a centre of mass energy equal to the mass of the Υ(4S) resonance state, which
is some 20 MeV above the threshold for B0 B̄0 production. If produced in a
symmetric e+e− collider (with equal and opposite momenta for the e+ and
e−), the produced B mesons would move very slowly, v/c ∼ 0.06, covering a
distance of only some 30 μm before decaying (cτ for B mesons is about 460
μm). This would make it impossible to resolve the decay vertices of the two
Bs, as is required in order to observe B0-B̄0 oscillations, since the accuracy of
the decay vertex reconstruction is roughly 100 μm. Oddone (1989) suggested
making e+ e− collisions with asymmetric energy colliding beams, so that the
B mesons now move with the motion of the centre of mass, which can be
considerable. For example, at PEP2 (e− 9 GeV, e+ 3.1 GeV) βcm ∼ 0.5
and γcm ∼ 1.15, so that the distance travelled in the (asymmetric) lab frame
during the lifetime of an average B meson is ∼ 250 μm, which is measurable.
At KEKB (e− 8 GeV, e− 3.5 GeV), βcmγcm ∼ 0.425.

Since the Υ(4S) state has J = 1, the decay Υ → BB leaves the B mesons in
a p wave state, which is forbidden for two identical spinless bosons; therefore
one must be a B0 and the other a B̄0, but we do not know which is which until
one has been identified (‘tagged’) in some way. The flavour of the tagged B
may be determined, for example, by the charge of the lepton emitted in the
semi-leptonic decays B0 → D−L+νe, B̄0 → D+L−ν̄e. We shall not describe the
evolution of the BB coherent state following production; interested readers
may consult Cohen et al. (2009) for an instructive discussion, which also
covers neutrino oscillations. We shall be interested in the time dependence of
the state of the meson which partners the tagged meson, once the correlated
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2rB| sin γ|, and is a measure of direct CP violation. The angle between the
lines connecting the B− and B+ centres to the origin (0,0) is equal to 2γ.  

If the functional dependence of both the modulus and the phase of A(s−, s+) 
were known, then the rates would depend on only three variables, rB, δB, and 
γ (or equivalently on x±, y±). In fact, A(s−, s+) can be determined from a 
Dalitz plot analysis of the decays of D0 mesons coming from D∗+ → D0π+

−decays produced in e+e → cc̄ events; the charge of the low-momentum π+

identifies the flavour of the D0 . Such an analysis is a well-established tool 
in the study of three-hadron final states, originating in the pioneer work of 
Dalitz (1953), in connection with the decay K → 3π. The partial rate for 
D0(D̄0) → KSπ

+π− is (see the kinematics section of Nakamura et al. 2010) 

dΓ ∝ |A(s−, s+)|2ds−ds+. (21.23) 

The physical region in the s−, s+ plane is a bounded oval-like region, which 
would be uniformly populated if A(s−, s+) were a constant. In reality, the 
decay is dominated by quasi two-body states, in particular 

K∗−(s−)π+D− → (CA) 

→ K ∗+(s+)π− (DCS) 

→ KS ρ
0(s0), (CP) (21.24) 

where (CA) means CKM-favoured, (DCS) means doubly CKM-suppressed, 
and (CP) means that it is a CP eigenstate. The Dalitz plot shows a dense 

2band of events at s− = mK∗− corresponding to the K∗− resonance, a band 
2 2at s+ = mK∗+ , and a band at s0 = mρ, where s0 = (pπ+ + pπ− )2 and 

2 2 2s+ + s− + s0 = mD + m + 2mπ.K 
The Dalitz-plot analysis proceeds by writing (Aubert et al. 2008) A(s−, s+) 

as a coherent sum of terms representing the quasi two-body modes, together 
with a non-resonant background. Once A(s−, s+) is known, it is inserted into 
Γ∓(s−, s+) to obtain (x±, y±) from the Dalitz plot distributions of the signal 
modes of the B∓ decays. From these, the quantities rB, δB and finally δ can 
be inferred. 
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2rB| sin γ|, and is a measure of direct CP violation. The angle between the
lines connecting the B− and B+ centres to the origin (0,0) is equal to 2γ.

If the functional dependence of both the modulus and the phase ofA(s−, s+)
were known, then the rates would depend on only three variables, rB, δB, and
γ (or equivalently on x±, y±). In fact, A(s−, s+) can be determined from a
Dalitz plot analysis of the decays of D0 mesons coming from D∗+ → D0π+

decays produced in e+e− → cc̄ events; the charge of the low-momentum π+

identifies the flavour of the D0. Such an analysis is a well-established tool
in the study of three-hadron final states, originating in the pioneer work of
Dalitz (1953), in connection with the decay K → 3π. The partial rate for
D0(D̄0) → KSπ

+π− is (see the kinematics section of Nakamura et al. 2010)

dΓ ∝ |A(s−, s+)|2ds−ds+. (21.23)

The physical region in the s−, s+ plane is a bounded oval-like region, which
would be uniformly populated if A(s−, s+) were a constant. In reality, the
decay is dominated by quasi two-body states, in particular

D− → K∗−(s−)π+ (CA)

→ K∗+(s+)π− (DCS)

→ KS ρ
0(s0), (CP) (21.24)

where (CA) means CKM-favoured, (DCS) means doubly CKM-suppressed,
and (CP) means that it is a CP eigenstate. The Dalitz plot shows a dense
band of events at s− = m2

K∗− corresponding to the K∗− resonance, a band
at s+ = m2

K∗+ , and a band at s0 = m2
ρ, where s0 = (pπ+ + pπ−)2 and

s+ + s− + s0 = m2
D +m2

K + 2m2
π.

The Dalitz-plot analysis proceeds by writing (Aubert et al. 2008)A(s−, s+)
as a coherent sum of terms representing the quasi two-body modes, together
with a non-resonant background. Once A(s−, s+) is known, it is inserted into
Γ∓(s−, s+) to obtain (x±, y±) from the Dalitz plot distributions of the signal
modes of the B∓ decays. From these, the quantities rB, δB and finally δ can
be inferred.
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This method has been applied by both BaBar and Belle to determine γ. 
Their most recently published results are 

BaBar (Aubert et al. 2010) : γ =  68 ± 14 ± 4± 3◦ (21.25) 

78.4+10.8Belle (Poluektov et al. 2010) : γ = ± 3± 8.9◦ (21.26) −11.6 

where the last uncertainty is due to the D-decay modelling (which ignores, 
for example, rescattering among the three final state particles). Both these 
experiments use decays B± → DK± , B± → D∗K± with D∗ → Dπ0 and D∗ → 
Dγ; BaBar in addition uses the decays D0 → KSK

+K− . 
We now turn to the other main method of detecting CP violation, through 

the interference between decays of (for example) B0 and B̄0 mesons that have 
been produced in a coherent state by mixing. For this we need to set up the 
formalism describing time-dependent mixing. 

21.2 CP violation in B meson oscillations 
¯B0-B0 oscillations have been studied by the BaBar and Belle collaborations at 

the PEP2 and KEKB asymmetric e+e− colliders. These machines operate at 
a centre of mass energy equal to the mass of the Υ(4S) resonance state, which 

¯is some 20 MeV above the threshold for B0 B0 production. If produced in a 
−symmetric e+e collider (with equal and opposite momenta for the e+ and 

e−), the produced B mesons would move very slowly, v/c ∼ 0.06, covering a 
distance of only some 30 μm before decaying (cτ for B mesons is about 460 
μm). This would make it impossible to resolve the decay vertices of the two 

¯Bs, as is required in order to observe B0-B0 oscillations, since the accuracy of 
the decay vertex reconstruction is roughly 100 μm. Oddone (1989) suggested 
making e+ e− collisions with asymmetric energy colliding beams, so that the 
B mesons now move with the motion of the centre of mass, which can be 
considerable. For example, at PEP2 (e− 9 GeV, e+ 3.1 GeV) βcm ∼ 0.5 
and γcm ∼ 1.15, so that the distance travelled in the (asymmetric) lab frame 
during the lifetime of an average B meson is ∼ 250 μm, which is measurable. 
At KEKB (e− 8 GeV, e− 3.5 GeV), βcmγcm ∼ 0.425. 

Since the Υ(4S) state has J = 1, the decay Υ → BB leaves the B mesons in 
a p wave state, which is forbidden for two identical spinless bosons; therefore 
one must be a B0 and the other a B̄0, but we do not know which is which until 
one has been identified (‘tagged’) in some way. The flavour of the tagged B 
may be determined, for example, by the charge of the lepton emitted in the 
semi-leptonic decays B0 → D−L+νe, B̄0 → D+L−ν̄e. We shall not describe the 
evolution of the BB coherent state following production; interested readers 
may consult Cohen et al. (2009) for an instructive discussion, which also 
covers neutrino oscillations. We shall be interested in the time dependence of 
the state of the meson which partners the tagged meson, once the correlated 
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Suppose now that at time t = 0 the ‘tag’ shows that a B0 has decayed.
Then the partner is a B̄0 at t = 0, described by the superposition

|B̄0> = −
/

|p|2 + |q|2
2q

(|BH> − |BL>). (21.33)

At a later time t in the B̄0 rest-frame, this state evolves to (problem 21.1)

|B̄0
t > = g+(t) |B̄0>+ (p/q)g−(t)|B0> (21.34)

where

g+(t) = e−imBte−Γt/2 cos(ΔmBt/2) (21.35)

g−(t) = ie−imBte−Γt/2 sin(ΔmBt/2) (21.36)

with mB = 1
2 (mH +mL) and ΔmB = mH −mL. Note, from (21.34), that the

state which started as a B̄0 at t = 0 develops also a B0 component at a later
time. Similarly, if the tag shows that a B̄0 has decayed, the partner meson at
t = 0 is a B0, and its state evolves to

|B0
t > = (q/p)g−(t)|B̄0>+ g+(t)|B0>. (21.37)

Consider first the semileptonic decays of B0 and B̄0, where the only tran-
sitions that can occur are

B0 → l+νlX, B̄0 → l−ν̄lX. (21.38)

The state |B̄0
t > of (21.34), however, which was pure B̄0 at t = 0, will be able to

decay to a positively charged lepton via the admixture of the |B0> component;
similarly negatively charged leptons may appear in the decay of |B0

t >. From
(21.34) and (21.37) we obtain directly the amplitudes for these ‘wrong sign’
transitions:

<l−ν̄lX |Ĥsl|B0
t > = (q/p)g−(t)<l−ν̄lX |Ĥsl|B̄0> (21.39)

and
<l+νlX |Ĥsl|B̄0

t > = (p/q)g−(t)<l+νlX |Ĥsl|B0>, (21.40)

where Ĥsl is the relevant semileptonic part of the complete weak current–
current Hamiltonian. Hence the semileptonic asymmetry is

ASL =
Γ(B̄0

t → l+νlX)− Γ(B0
t → l−ν̄lX)

Γ(B̄0
t → l+νlX) + Γ(B0

t → l−ν̄lX)
=

1− |q/p|4
1 + |q/p|4 , (21.41)

independent of time. In (21.41) we have used the fact that <l−ν̄lX |Ĥsl|B̄0> =
<l+νlX |Ĥsl|B0>∗. The upper bound on ASL is of order 10−3 (Nakamura et al.
2010). At the present level of experimental precision, it is a very good approx-
imation to take |q/p| = 1. Since q/p = [(M∗

12 − iΓ∗
12/2)/(M12 − iΓ12/2)]

1/2, it
follows that in this approximation we can neglect Γ12, and the phase of q/p is
just minus the phase of M12.
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state has been collapsed by the tagging at time t = 0 say; the partner meson 
will be reconstructed by its decay products. Note that the partner meson 
can decay earlier or later than the tagged one; its state vector has that time 
dependence which ensures that it becomes the correlate of the tagged particle 
at t = 0. 

21.2.1 Time-dependent mixing formalism 
We denote the neutral meson by B (which will usually be B0, but could also be 

¯K0 or D0), and its CP-conjugate by B. According to the theory of Weisskopf 
and Wigner (1930a, 1930b) (see also appendix A of Kabir 1968) a state that 
is initially in some superposition of |B> and |B̄>, say 

|ψ(0)> = a(0)|B>+ b(0)|B̄>, (21.27) 

will evolve in time to a general superposition 

|ψ(t)> = a(t)|B>+ b(t)|B̄> (21.28) 

governed by an effective Hamiltonian H with matrix elements, in the 2-state 
subspace, 

Γ 
( 

A p2 )
H = M − i = (21.29) 22 q A 

where M and Γ are Hermitian, and the equality M11−iΓ11/2 = M22−iΓ22/2 =  
A follows from CPT invariance, which we shall assume. If CP is a good 
symmetry, then 

<B̄|H|B> = <B̄|(CP)−1(CP)H(CP)−1CP|B> 
= <B|H|B̄> (21.30) 

so that p would equal q. Since M and Γ are both Hermitian, this would imply 
that M12 and Γ12 are both real; in the CP non-invariant world, this is not 
the case. 

The eigenvalues of H are 

ωL ≡ mL − iΓL/2 =  A+ p q, ωH ≡ mH − iΓH/2 =  A− p q, (21.31) 

and the corresponding eigenstates are 

|BL> = (p |B>+ q|B̄>)/(|p|2 + |q|2)1/2 

|BH> = (p |B> − q|B̄>)/(|p|2 + |q|2)1/2 . (21.32) 

The states |BL>, |BH> have definite masses mH,mL and widths ΓL and ΓH. The 
widths ΓL,ΓH are equal to a very good approximation for B and D mesons, 
because the Q-values of both are large; in the case of K-mesons (see section 
21.3), one state decays predominantly to 2π and the other to 3π, with different 
Q-values, and the lifetimes are very different. 
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state has been collapsed by the tagging at time t = 0 say; the partner meson
will be reconstructed by its decay products. Note that the partner meson
can decay earlier or later than the tagged one; its state vector has that time
dependence which ensures that it becomes the correlate of the tagged particle
at t = 0.

21.2.1 Time-dependent mixing formalism

We denote the neutral meson by B (which will usually be B0, but could also be
K0 or D0), and its CP-conjugate by B̄. According to the theory of Weisskopf
and Wigner (1930a, 1930b) (see also appendix A of Kabir 1968) a state that
is initially in some superposition of |B> and |B̄>, say

|ψ(0)> = a(0)|B>+ b(0)|B̄>, (21.27)

will evolve in time to a general superposition

|ψ(t)> = a(t)|B>+ b(t)|B̄> (21.28)

governed by an effective Hamiltonian H with matrix elements, in the 2-state
subspace,

H = M− i
Γ

2
=

(
A p2

q2 A

)
(21.29)

whereM and Γ are Hermitian, and the equality M11−iΓ11/2 = M22−iΓ22/2 =
A follows from CPT invariance, which we shall assume. If CP is a good
symmetry, then

<B̄|H|B> = <B̄|(CP)−1(CP)H(CP)−1CP|B>
= <B|H|B̄> (21.30)

so that p would equal q. Since M and Γ are both Hermitian, this would imply
that M12 and Γ12 are both real; in the CP non-invariant world, this is not
the case.

The eigenvalues of H are

ωL ≡ mL − iΓL/2 = A+ p q, ωH ≡ mH − iΓH/2 = A− p q, (21.31)

and the corresponding eigenstates are

|BL> = (p |B>+ q|B̄>)/(|p|2 + |q|2)1/2

|BH> = (p |B> − q|B̄>)/(|p|2 + |q|2)1/2. (21.32)

The states |BL>, |BH> have definite massesmH,mL and widths ΓL and ΓH. The
widths ΓL,ΓH are equal to a very good approximation for B and D mesons,
because the Q-values of both are large; in the case of K-mesons (see section
21.3), one state decays predominantly to 2π and the other to 3π, with different
Q-values, and the lifetimes are very different.
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Suppose now that at time t = 0 the ‘tag’ shows that a B0 has decayed. 
¯Then the partner is a B0 at t = 0, described by the superposition 

2
/

|p|2 + |q||B̄0> = − (|BH> − |BL>). (21.33) 
2q 

At a later time t in the B̄0 rest-frame, this state evolves to (problem 21.1) 

|B̄0> = g+(t) |B̄0>+ (p/q)g−(t)|B0> (21.34) t 

where 

g+(t) = e−imBt e −Γt/2 cos(ΔmBt/2) (21.35) 

g−(t) = ie−imBt e −Γt/2 sin(ΔmBt/2) (21.36) 

with mB = 1 (mH + and ΔmB = Note, from (21.34), that the 
state which started as a B̄0 at t = 0 develops also a B0 component at a later 

2 mL) mH −mL. 

¯time. Similarly, if the tag shows that a B0 has decayed, the partner meson at 
t = 0 is  a B0, and its state evolves to 

|B0> = (q/p)g−(t)|B̄0>+ g+(t)|B0>. (21.37) t 

Consider first the semileptonic decays of B0 and B̄0, where the only tran-
sitions that can occur are 

B0 → l+νlX, B̄0 → l−ν̄lX. (21.38) 

B0 B̄0The state |¯ > of (21.34), however, which was pure at t = 0, will be able to t 
decay to a positively charged lepton via the admixture of the |B0> component; 
similarly negatively charged leptons may appear in the decay of |B0>. From t 
(21.34) and (21.37) we obtain directly the amplitudes for these ‘wrong sign’ 
transitions: 

<l−ν̄lX |Ĥsl|B0 
t > = (q/p)g−(t)<l−ν̄lX |Ĥsl|B̄0> (21.39) 

and 
B0<l+νlX |Ĥsl|¯ t > = (p/q)g−(t)<l+νlX |Ĥsl|B0>, (21.40) 

ˆwhere Hsl is the relevant semileptonic part of the complete weak current– 
current Hamiltonian. Hence the semileptonic asymmetry is 

4Γ(B̄0 → l+νlX)− Γ(B0 → l−ν̄lX) 1− |q/p|t tASL = = , (21.41) 
B0 → l− ̄ 4Γ(¯ → l+νlX) + Γ(B0 νlX) 1 +  |q/p|t t 

independent of time. In (21.41) we have used the fact that <l−ν̄lX |Ĥsl|B̄0> = 
∗<l+νlX |Ĥsl|B0> . The upper bound on ASL is of order 10

−3 (Nakamura et al. 
2010). At the present level of experimental precision, it is a very good approx-
imation to take |q/p| = 1. Since q/p = [(M∗ 

12/2)/(M12 − iΓ12/2)]
1/2, it 12 − iΓ∗ 

follows that in this approximation we can neglect Γ12, and the phase of q/p is 
just minus the phase of M12. 
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and

Γ(B0
t → f) =

1

2
e−Γt{|Af |2 + |(q/p)Āf |2 + (|Af |2 − |(q/p)Āf |2) cosΔmBt

− 2Im(Āf
q

p
A∗

f ) sinΔmBt}. (21.47)

The rates to |f̄> are obtained by the substitutions Af → Af̄ , Āf → Āf̄ .
We can now derive the basic formulae for the time-dependent CP asym-

metry of neutral B decays to a final state f common to B0 and B̄0 (problem
21.3):

Af =
Γ(B̄0

t → f)− Γ(B0
t → f)

Γ(B̄0
t → f) + Γ(B0

t → f)
= Sf sin(ΔmB t)− Cf cosΔmB t) (21.48)

where

Sf =
2Imλf

1 + |λf |2
, Cf =

1− |λf |2
1 + |λf |2

, λf =
q

p

(
Āf

Af

)
. (21.49)

21.2.2 Determination of the angles α(φ2) and β(φ1) of the
unitarity triangle

A very large number of measurements have been made, constraining the pa-
rameters of the CKM matrix, or equivalently the unitarity triangle of figure
20.10. We shall limit our discussion to those measurements which determine
the angles α(φ2) and β(φ1) of the triangle.

(i) The angle β (φ1)

One of the cleanest examples is the decay

B0 → J/ψ +K0
S,L. (21.50)

The tree diagram is shown in figure 21.6(a), and the penguins in figure 21.6(b).
The tree diagram contributes CKM factors V ∗

cbVcs = Aλ2(1−λ2/2). The f̄ = ū
penguin has factors V ∗

ubVus = Aλ4(ρ−iη) which is suppressed by two powers of
λ; it also carries a loop factor ∼ αs/π, and it may therefore be safely neglected.
The other two penguins have the same weak phase as the tree diagram. Hence
to a good approximation we can write the amplitude as

AψK = (V ∗
cbVcs)TψK. (21.51)

There is one subtlety: to get the two final states from B0 and B̄0 to interfere,
we need K0-K̄0 mixing to produce the (very nearly) CP eigenstates K0

S (CP
= +1) and K0

L (CP = −1). (We shall discuss the K0 − K̄0 system briefly
in section 21.3.) This introduces a factor (q/p)K = (V ∗

cdVcs/VcdV
∗
cs), quite

analogously to (21.42), but its effect on λψK is negligible. So, remembering
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FIGURE 21.5 
¯Box diagram contributions to B0-B0 mixing. 

In the Standard Model, the B0-B̄0 mixing amplitude occurs via the box 
diagrams of figure 21.5. The box amplitude is approximately proportional 
to the product of the masses of the internal quarks, and in this case the t 
quark contribution dominates (the magnitudes of the CKM couplings are all 
comparable). The phase of M12 is then that of (V ∗ Vtb)

2, which is the phase td

of ((1 − ρ − iη)∗)2 in the parametrization of (20.179), which in turn is equal 
to the angle 2β. Hence 

(q/p) = e −2iβ , (21.42) 

neglecting terms of order λ4 . Equation (21.42) will be important in what 
follows. 

From (21.34) we can now read off that the probability that the state |B̄0>t 
(which – we remind the reader – is the partner of the state tagged as a B0 at 
t = B0 at t = B0 at t / 0, is |g+(t)|20, and which is pure ¯ 0) decays as a ¯ = = 

2exp(−Γt) cos2 Δm t/2. Similarly, the probability that this state decays as a B

B0 at time t is exp(−Γt) sin2 ΔmBt/2, taking |(p/q)| = 1. Hence the difference 
in these probabilities, normalized to their sum, is cosΔmBt. Measurements 
of this flavour asymmetry yield the value of ΔmB, currently (Nakamura et al. 
2010) 

ΔmB = 3.3337 ± 0.033 × 10−10 MeV. (21.43) 

More generally, we define decay amplitudes to final states |f> by 

¯ B0>Af = <f |Ĥwk|B0> , Af = <f |Ĥwk|¯ (21.44) 

¯Af̄ = <f̄ |Ĥwk|B0> , Af̄ = <f̄ |Ĥwk|B0>, (21.45) 

where CP|f> = |f̄> and Ĥwk is the weak interaction Hamiltonian responsible 
for the transition. We can now calculate the rates for |¯ > to go to |f>, and B0 

t 
for |B0> to go to |f>; up to a common normalization factor, which we omit, t 
these rates are (problem 21.2) 

Γ(B̄0 → f) =
1 
e −Γt{|Āf |2 + |(p/q)Af |2 + (|Āf |2 − |(p/q)Af |2) cosΔmBtt 2 

q
+ 2Im( Af ¯ A ∗ 

f ) sinΔmBt}, (21.46) 
p 
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In the Standard Model, the B0-B̄0 mixing amplitude occurs via the box
diagrams of figure 21.5. The box amplitude is approximately proportional
to the product of the masses of the internal quarks, and in this case the t
quark contribution dominates (the magnitudes of the CKM couplings are all
comparable). The phase of M12 is then that of (V ∗

tdVtb)
2, which is the phase

of ((1 − ρ − iη)∗)2 in the parametrization of (20.179), which in turn is equal
to the angle 2β. Hence

(q/p) = e−2iβ, (21.42)

neglecting terms of order λ4. Equation (21.42) will be important in what
follows.

From (21.34) we can now read off that the probability that the state |B̄0
t >

(which – we remind the reader – is the partner of the state tagged as a B0 at
t = 0, and which is pure B̄0 at t = 0) decays as a B̄0 at t /= 0, is |g+(t)|2 =
exp(−Γt) cos2 Δm2

Bt/2. Similarly, the probability that this state decays as a
B0 at time t is exp(−Γt) sin2 ΔmBt/2, taking |(p/q)| = 1. Hence the difference
in these probabilities, normalized to their sum, is cosΔmBt. Measurements
of this flavour asymmetry yield the value of ΔmB, currently (Nakamura et al.
2010)

ΔmB = 3.3337± 0.033× 10−10 MeV. (21.43)

More generally, we define decay amplitudes to final states |f> by

Af = <f |Ĥwk|B0> , Āf = <f |Ĥwk|B̄0> (21.44)

Af̄ = <f̄ |Ĥwk|B0> , Āf̄ = <f̄ |Ĥwk|B0>, (21.45)

where CP|f> = |f̄> and Ĥwk is the weak interaction Hamiltonian responsible
for the transition. We can now calculate the rates for |B̄0

t > to go to |f>, and
for |B0

t > to go to |f>; up to a common normalization factor, which we omit,
these rates are (problem 21.2)

Γ(B̄0
t → f) =

1

2
e−Γt{|Āf |2 + |(p/q)Af |2 + (|Āf |2 − |(p/q)Af |2) cosΔmBt

+ 2Im(Āf
q

p
A∗

f ) sinΔmBt}, (21.46)

339 21.2. CP violation in B meson oscillations 

and 

2 ¯ ¯Γ(B0 → f) =
1 
e −Γt{|Af | + |(q/p)Af |2 + (|Af |2 − |(q/p)Af |2) cosΔmBtt 2 

q− 2Im( Af ¯ A ∗ 
f ) sinΔmBt}.  (21.47) 

p 

¯The rates to |f̄> are obtained by the substitutions Af → Af̄ , Af → Āf̄ . 
We can now derive the basic formulae for the time-dependent CP asym-

metry of neutral B decays to a final state f common to B0 and B̄0 (problem 
21.3): 

Γ(B̄0 → f)− Γ(B0 → f)t tAf = = Sf sin(ΔmB t)− Cf cosΔmB t) (21.48) 
Γ(B̄0 → f) + Γ(B0 → f)t t 

where 

22Imλf 1− |λf | q 
( 
Āf 

) 
= , Cf = , λf = .  (21.49) Sf 

1 +  |λf |2 1 +  |λf |2 p Af 

21.2.2  Determination of the angles α(φ2) and β(φ1) of the 
unitarity triangle 

A very large number of measurements have been made, constraining the pa-
rameters of the CKM matrix, or equivalently the unitarity triangle of figure 
20.10. We shall limit our discussion to those measurements which determine 
the angles α(φ2) and β(φ1) of the triangle. 

(i) The angle β (φ1) 

One of the cleanest examples is the decay 

B0 → J/ψ +K0
S,L.  (21.50) 

The tree diagram is shown in figure 21.6(a), and the penguins in figure 21.6(b). 
The tree diagram contributes CKM factors V ∗ = Aλ2(1−λ2/2). The f̄ = ūcbVcs 
penguin has factors V ∗ Vus = Aλ4(ρ−iη) which is suppressed by two powers of ub

λ; it also carries a loop factor ∼ αs/π, and it may therefore be safely neglected. 
The other two penguins have the same weak phase as the tree diagram. Hence 
to a good approximation we can write the amplitude as 

AψK = (Vcb
∗ Vcs)TψK.  (21.51) 

There is one subtlety: to get the two final states from B0 and B̄0 to interfere, 
¯we need K0-K0 mixing to produce the (very nearly) CP eigenstates K0 (CPS 

= +1) and K0 (CP = −1). (We shall discuss the K0 − K̄0 system brieflyL 
in section 21.3.) This introduces a factor (q/p)K = (V ∗ Vcs/VcdV ∗ ), quite cd cs

analogously to (21.42), but its effect on λψK is negligible. So, remembering 
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FIGURE 21.7
(a) Number of ηf = −1 candidates in the signal region with a B0 tag (NB0) and
with a B̄0 tag (NB̄0), and (b) the measured asymmetry (NB0 −NB̄0)/(NB0 +
NB̄0), as functions of t; (c) and (d) are the corresponding distributions for
the ηf = +1 candidates. Figure reprinted with permission from Aubert et al.
(BaBar Collaboration) Phys. Rev. Lett. 99 171803 (2007). Copyright 2007
by the American Physical Society. (See color plate IV.)
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ū

b̄

d

(a)

f̄
d̄

π+

u
ū
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Tree graph (a) and penguin (b) contributions to B0 → π+π−, via quark
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FIGURE 21.6
Tree (a) and penguin (b) contributions to B0 → J/ψ + K0 via the quark S,L 
transitions b̄ → c̄cs̄. 

that the relative orbital angular momentum of the two final state particles is 
l = 1, we have λψKS = −exp(−2iβ) and Sf = sin 2β, while the J/ψK0 state L 
has CP=+1 and Sf = − sin 2β. Hence SψK measures −ηf sin 2β, where ηf
is the CP eigenvalue of the J/ψK0

S,L state: the sinusoidal oscillations in the 
asymmetry AψK for the two modes S, L will have the same amplitude and 
opposite phase. 

Both BaBar and Belle have reported increasingly precise measurements 
of AψK in these modes. The early results (Abashian et al. 2001, Aubert 
et al. 2001) were the first direct measurements of one of the angles of the 
unitarity triangle, offering a test of the consistency of the CKM mechanism 
for CP violation. Later measurements have achieved accuracies of about ±5%. 
The current world average for sin 2β is (see the review by Ceccucci et al. in 
Nakamura et al. 2010) 

sin 2β = 0.673 ± 0.023. (21.52) 

Figure 21.7 shows the asymmetry (before corrections for experimental ef-
fects) for ηf = −1 and ηf = +1 candidates as measured by BaBar (Aubert 
et al. 2007a); Belle has reported similar results. We should note that a mea-
surement of sin 2β still leaves ambiguities in β (for example, β → π/2 − β), 
which can be resolved by other measurements (Ceccucci et al., in Nakamura 
et al. 2010). 

(ii) The angle α(φ2) 

The angle α is the phase between V ∗ Vtd and V ∗ Vud. It can be measured in tb ub

decays dominated by the quark transition b → u ū d. Consider, for example, 
the decays B0 → π+π− , B̄0 → π+π− . Figure 21.8 shows the tree graph (a) 
and penguin (b) contributions to B0 → π+π− . Exposing the weak phases as 
before, the amplitude is 

V ∗ A+− = tbVtd(p¯ − pc̄)ubVud(t + pū − pc̄) +  V ∗ 
t 

≡ ubVudT+− + V ∗ (21.53) V ∗ 
tbVtdP+−.
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that the relative orbital angular momentum of the two final state particles is
l = 1, we have λψKS = −exp(−2iβ) and Sf = sin 2β, while the J/ψK0

L state
has CP=+1 and Sf = − sin 2β. Hence SψK measures −ηf sin 2β, where ηf
is the CP eigenvalue of the J/ψK0

S,L state: the sinusoidal oscillations in the
asymmetry AψK for the two modes S, L will have the same amplitude and
opposite phase.

Both BaBar and Belle have reported increasingly precise measurements
of AψK in these modes. The early results (Abashian et al. 2001, Aubert
et al. 2001) were the first direct measurements of one of the angles of the
unitarity triangle, offering a test of the consistency of the CKM mechanism
forCP violation. Later measurements have achieved accuracies of about±5%.
The current world average for sin 2β is (see the review by Ceccucci et al. in
Nakamura et al. 2010)

sin 2β = 0.673± 0.023. (21.52)

Figure 21.7 shows the asymmetry (before corrections for experimental ef-
fects) for ηf = −1 and ηf = +1 candidates as measured by BaBar (Aubert
et al. 2007a); Belle has reported similar results. We should note that a mea-
surement of sin 2β still leaves ambiguities in β (for example, β → π/2 − β),
which can be resolved by other measurements (Ceccucci et al., in Nakamura
et al. 2010).

(ii) The angle α(φ2)

The angle α is the phase between V ∗
tbVtd and V ∗

ubVud. It can be measured in
decays dominated by the quark transition b → u ū d. Consider, for example,
the decays B0 → π+π−, B̄0 → π+π−. Figure 21.8 shows the tree graph (a)
and penguin (b) contributions to B0 → π+π−. Exposing the weak phases as
before, the amplitude is

A+− = V ∗
ubVud(t+ pū − pc̄) + V ∗

tbVtd(pt̄ − pc̄)

≡ V ∗
ubVudT+− + V ∗

tbVtdP+−. (21.53)
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FIGURE 21.7
(a) Number of ηf = −1 candidates in the signal region with a B0 tag (NB0 ) and 

¯with a B0 tag (NB̄0 ), and (b) the measured asymmetry (NB0 − NB̄0 )/(NB0 + 
NB̄0 ), as functions of t; (c) and (d) are the corresponding distributions for 
the ηf = +1 candidates. Figure reprinted with permission from Aubert et al.
(BaBar Collaboration) Phys. Rev. Lett. 99 171803 (2007). Copyright 2007 
by the American Physical Society. (See color plate IV.) 

FIGURE 21.8
Tree graph (a) and penguin (b) contributions to B0 → π+π−, via quark 
transitions ¯ duū.b → ¯
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ū

π−
d

(b)

b̄

B0



21.2. CP violation in B meson oscillations 343

1√
2
A+− A00

A+0

FIGURE 21.9
The triangle formed by the three amplitudes Aij in equation (21.57).

which can be represented as a triangle in the complex plane, as shown in figure
21.9. There is a similar triangle for the charge conjugate processes

1√
2
Ā+− + Ā00 = Ā+0, (21.58)

where the Ā amplitudes are obtained from the As by complex conjugating the
CKM couplings, the strong phases remaining the same as usual.

Since A+0 is pure tree, its weak phase is well defined, namely that of
V ∗
ubVud, which is γ. It is convenient to define (Lipkin et al. 1991) Ã =

exp(2iγ)Ā, so that Ã+0 = A+0. Then the two triangles have a common
base, A+0. The failure of the two triangles to overlap exactly is a measure
of the penguin contribution. In principle, by measuring the asymmetry co-
efficients Sπ+π− , Cπ+π− , the branching fractions of all three modes, and C00,
one can construct the triangles. But unfortunately the relative orientation of
the triangles is not known, which leads to various possible solutions to α in
the range 0 < α < 2π. In addition, the data on π0π0 (with a branching ratio
of order 10−6) has sizeable experimental errors, and only a relatively loose
constraint on α can be obtained.

A much better constraint can be found from the CP asymmetries in
B → πρ decays (Snyder and Quinn 1993). The method is essentially a time-
dependent version of the Dalitz plot analysis discussed in section 21.1. The
available channels are

B0 → {ρ+π−, ρ−π+, ρ0π0} → π+π−π0

B̄0 → {ρ−π+, ρ+π−, ρ0π0} → π+π−π0 (21.59)

where all result in the final state π+π−π0 after the decay of the ρ mesons,
and interferences following B0-B̄0 mixing are possible.

Returning then to equations (21.46) and (21.47), the rate for the 3π decay
following a B0 tag at t = 0 is

Γ(B̄0
t → 3π) =

1

4
Γe−Γt

|
|A3π |2 + |Ā3π |2 + (|Ā3π|2 − |A3π |2) cosΔmBt

+ 2Im

(
q

p
Ā3πA

∗
3π

)
sinΔmBt

|
, (21.60)
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Suppose first that the penguin contributions could be neglected. Then the 
asymmetry Aπ+π− would measure 

¯( 
−2iβ A+− 

) ( 
VubV

∗ )
−2iβ udImλπ+ π− = Im e = Im e 

V ∗A+− ubVud 

= Im e−2i(γ+β) = sin 2α (21.54) 

where α is defined as π− β− γ. Unfortunately, this simple result is spoiled by 
the penguin contributions, which there is no good reason to ignore. However, 
Gronau and London (1990) showed how an isospin analysis could disentan-
gle the tree and penguin parts. The method involves the three amplitudes 
A+−, A00(B

0 → π0π0), and A+0(B
+ → π+π0). 

First of all, note that Bose statistics for the 2π states requires them to have 
only the symmetric isospin states I = 0 or 2, since the angular momentum is 

ˆzero. Next, the effective non-leptonic weak Hamiltonian Hnl acting in the tree 
diagram transition contains both ΔI = 1/2 and ΔI = 3/2 pieces; combining 
with the initial I = 1/2 of the B meson, the first piece will lead only to the 
I = 0 final state, while the second contributes to both I = 0 and I = 2 final 
states. However, since the gluon in the penguin diagrams carries no isospin, 
these diagrams can only change the isospin by ΔI = 1/2, which connects only 
to the I = 0 final state. The conclusion is that the I = 2 final state is free of 
penguins, and carries the pure tree phase. 

This information can be exploited as follows (Gronau and London 1990). 
First, the action of Ĥnl on the B0 state can be written as 

1 1 1 1ˆ − > = √ A3/2|20> + √ A1/2|00> (21.55) Hnl| 
2 2 2 2 

where as usual |II3> is the state with isospin I and third component I3. Ex-
panding the states π+π−, π+π0 and π0π0 in terms of definite isospin states, 
one finds (problem 21.4) 

A+− = 

A+0 = 

1 1 
A00 = √ A3/2 − √ A1/2 (21.56) 

3 6 

where Aij is the amplitude <πiπj |Ĥnl|Bi+j >. The π+π0 state can have only 
I = 2, and arises solely from the tree diagram. Furthermore, the three complex 
amplitudes A+−, A+0 and A00 are expressed in terms of only two reduced 
amplitudes A3/2 and A1/2, leading to one relation between them: 

1 √ A+− + A00 = A+0, (21.57) 
2 
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Suppose first that the penguin contributions could be neglected. Then the
asymmetry Aπ+π− would measure

Imλπ+π− = Im

(
e−2iβ Ā+−

A+−

)
= Im

(
e−2iβ VubV

∗
ud

V ∗
ubVud

)

= Ime−2i(γ+β) = sin 2α (21.54)

where α is defined as π−β−γ. Unfortunately, this simple result is spoiled by
the penguin contributions, which there is no good reason to ignore. However,
Gronau and London (1990) showed how an isospin analysis could disentan-
gle the tree and penguin parts. The method involves the three amplitudes
A+−, A00(B

0 → π0π0), and A+0(B
+ → π+π0).
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these diagrams can only change the isospin by ΔI = 1/2, which connects only
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where Aij is the amplitude <πiπj |Ĥnl|Bi+j>. The π+π0 state can have only
I = 2, and arises solely from the tree diagram. Furthermore, the three complex
amplitudes A+−, A+0 and A00 are expressed in terms of only two reduced
amplitudes A3/2 and A1/2, leading to one relation between them:
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FIGURE 21.9 
The triangle formed by the three amplitudes Aij in equation (21.57). 

which can be represented as a triangle in the complex plane, as shown in figure 
21.9. There is a similar triangle for the charge conjugate processes 

¯ ¯√ 1 A+− + Ā00 = A+0, (21.58) 
2 

where the Ā amplitudes are obtained from the As by complex conjugating the 
CKM couplings, the strong phases remaining the same as usual. 

Since A+0 is pure tree, its weak phase is well defined, namely that of 
V ∗ ˜Vud, which is γ. It is convenient to define (Lipkin et al. 1991) A = ub

¯ ˜exp(2iγ)A, so that A+0 = A+0. Then the two triangles have a common 
base, A+0. The failure of the two triangles to overlap exactly is a measure 
of the penguin contribution. In principle, by measuring the asymmetry co-
efficients Sπ+π− , Cπ+π− , the branching fractions of all three modes, and C00, 
one can construct the triangles. But unfortunately the relative orientation of 
the triangles is not known, which leads to various possible solutions to α in 
the range 0 < α < 2π. In addition, the data on π0π0 (with a branching ratio 
of order 10−6) has sizeable experimental errors, and only a relatively loose 
constraint on α can be obtained. 

A much better constraint can be found from the CP asymmetries in 
B → πρ decays (Snyder and Quinn 1993). The method is essentially a time-
dependent version of the Dalitz plot analysis discussed in section 21.1. The 
available channels are 

B0 → {ρ+π−, ρ−π+, ρ0π0} → π+π−π0 

B̄0 → {ρ−π+, ρ+π−, ρ0π0} → π+π−π0 (21.59) 

where all result in the final state π+π−π0 after the decay of the ρ mesons, 
¯and interferences following B0-B0 mixing are possible. 

Returning then to equations (21.46) and (21.47), the rate for the 3π decay 
following a B0 tag at t = 0 is 

1 
Γ(B̄0 

t → 3π) =  Γe−Γt 
|
|A3π |2 + |Ā3π |2 + (|Ā3π|2 − |A3π |2) cosΔmBt 

4 ( 
q ∗ 

) |
+ 2Im ¯ sinΔmBt , (21.60) A3πA3π p 
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freedom which allow this analysis to determine the penguin contributions and
the strong phases, and hence α. However, the resonance overlap regions cover
a small fraction of the Dalitz plot, so that a substantial data sample (a few
thousand events) is needed to constrain all the amplitude parameters.

An isospin analysis similar to that of the ππ states can be done for the
ρπ states, but now there is no reason to forbid the final state to have I = 1.
Nevertheless, if charged B decays are also included, there are five physical
amplitudes (ρ0 → π+π−, π−π+, π0π0, ρ+ → π+π0, ρ− → π−π0) which are
expressible in terms of two pure tree (ΔI = 3/2) transitions to I = 1, 2 final
states. One of the pure tree amplitudes may be written (Gronau 1991) as the
sum A+ +A−+2A0, and hence the ratio (Ā+ + Ā−+2Ā0)/(A+ +A−+2A0)
has the phase 2α.

This approach has been followed by both BaBar and Belle, with the results

BaBar (Aubert et al. 2007b) α = 87+45◦
−13◦ (21.69)

Belle (Kusaka et al. 2007) 68 < α < 95◦. (21.70)

These results are consistent with the values of β and γ given in (21.52), (21.25)
and (21.26), given the definition α = π − β − γ.

Of course, this is only one (at present not very tight) consistency check.
But there are now very many independent measurements of the magnitudes of
the CKM matrix elements, as well as the angles. We shall not describe these
here, referring the reader to the regular updates by the Particle Data Group
(currently Nakamura et al. 2010). We showed in figure 20.11 the 2010 plot of
the contraints in the ρ̄, η̄ plane, presented by Ceccucci et al.. They concluded
that the 95% CL regions all overlapped consistently around the global fit re-
gion, though the consistency of |V ub| and sin 2β was not very good. It would
be premature to make too much of the minor reservation, though it may be
noted that sin 2β could be sensitive to new physics via short-distance correc-
tions to the box diagrams of figure 21.5, while |Vub| is obtained from a tree-
level process, and is thus unlikely to be affected by new physics. Overall, the
consistency represented in figure 20.11 must be counted as a major triumph
of the Standard Model, in particular of the original analysis by Kobayashi
and Maskawa (1973). It must be remembered, though, that many extensions
of the Standard Model allow considerable room for new CP-violating effects,
which could be revealed by increasingly precise determinations of the CKM
parameters.

21.3 CP violation in neutral K-meson decays

Although the formalism is similar, the phenomenology of CP violation in neu-
tral K-meson decays is very different from that in neutral B-meson decays.
In the K case, CP violation is a very small effect, typically at the level of
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and there is a similar formula, with appropriate changes, for the case of a B̄0 

tag at t = 0. We now write 

A3π = f+(s+)F
+ + f−(s−)F− + f0(s0)F

0 (21.61) 

and similarly 

¯ F̄+ F̄− F̄ 0A3π = f+(s+) + f−(s−) + f0(s0) , (21.62) 

where s+ = (pπ+ + pπ0 )2, s− = (pπ− + pπ0 )2, s0 = (pπ+ + pπ− )2, satisfying 
2 2 2s+ + s− + s0 = mB + 2m + mπ0 . fκ(sκ) is the sum of three relativistic π+ 

Breit-Wigner resonance amplitudes, together with appropriate angular mo-
mentum and angle factors, corresponding to the ρ(770), ρ(1450) and ρ(1700) 

κresonances. Fκ is the amplitude for the quasi two-body mode B0 → ρκπ¯ . 
Here κ takes the values +, − and 0, and correspondingly κ̄ = −, +, 0. The am-
plitudes Fκ are complex and include the strong and weak transition phases, 
from tree and penguin diagrams; they are, however, independent of the Dalitz 
plot variables. 

The ρπ states have the same decomposition into tree and penguin parts 
as discussed previously for the ππ states, namely 

iγ T κ −iβP κFκ = e  + e , (21.63) 

where the magnitudes of the weak couplings have been absorbed into T κ and 
P κ . We can rewrite (21.63) as 

iβFκ −iαT κ e = −e + P κ ≡ Aκ , (21.64) 

and similarly 
κ̄ ¯e iβ(q/p)F̄ κ = −e iαT + P κ ≡ Āκ . (21.65) 

Then (21.61) and (21.62) become 

A3π = 
E 

fκ(sκ)A
κ (21.66) 

κ 

¯(q/p)A3π = 
E 

fκ(sκ)Ā
κ , (21.67) 

κ 

disregarding a common overall phase e−iβ . When (21.66) and (21.67) are 
inserted into (21.60), it is clear that one obtains many terms, for example 

Ā+A−∗ + Ā−A+∗ ), Ā+A−∗ − Ā−A+∗ ),Re(f+f ∗ Im(f+f ∗ (21.68) −) Im( −)Re(

and so on, in which different resonances interfere on the Dalitz plot. The 
strong, and known, rapid phase variation in these interference regions, via 
factors such as f+f

∗ −, is a powerful tool for extracting the complex amplitudes 
¯Aκ , Aκ, and hence via (21.64) and (21.65) the phase α. The quantities mul-

tiplying the interference terms Re(fκfσ 
∗) and Im(fκfσ 

∗) are the key degrees of 
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strong, and known, rapid phase variation in these interference regions, via
factors such as f+f
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freedom which allow this analysis to determine the penguin contributions and 
the strong phases, and hence α. However, the resonance overlap regions cover 
a small fraction of the Dalitz plot, so that a substantial data sample (a few 
thousand events) is needed to constrain all the amplitude parameters. 

An isospin analysis similar to that of the ππ states can be done for the 
ρπ states, but now there is no reason to forbid the final state to have I = 1. 
Nevertheless, if charged B decays are also included, there are five physical 
amplitudes (ρ0 → π+π−, π−π+, π0π0, ρ+ → π+π0, ρ− → π−π0) which are 
expressible in terms of two pure tree (ΔI = 3/2) transitions to I = 1, 2 final 
states. One of the pure tree amplitudes may be written (Gronau 1991) as the 
sum A+ +A− +2A0, and hence the ratio ( Ā+ + Ā− +2  Ā0)/(A+ +A− +2A0) 
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This approach has been followed by both BaBar and Belle, with the results 
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These results are consistent with the values of β and γ given in (21.52), (21.25) 
and (21.26), given the definition α = π − β − γ. 

Of course, this is only one (at present not very tight) consistency check. 
But there are now very many independent measurements of the magnitudes of 
the CKM matrix elements, as well as the angles. We shall not describe these 
here, referring the reader to the regular updates by the Particle Data Group 
(currently Nakamura et al. 2010). We showed in figure 20.11 the 2010 plot of 
the contraints in the ρ̄, η̄ plane, presented by Ceccucci et al.. They concluded 
that the 95% CL regions all overlapped consistently around the global fit re-
gion, though the consistency of |V ub| and sin 2β was not very good. It would 
be premature to make too much of the minor reservation, though it may be 
noted that sin 2β could be sensitive to new physics via short-distance correc-
tions to the box diagrams of figure 21.5, while |Vub| is obtained from a tree-
level process, and is thus unlikely to be affected by new physics. Overall, the 
consistency represented in figure 20.11 must be counted as a major triumph 
of the Standard Model, in particular of the original analysis by Kobayashi 
and Maskawa (1973). It must be remembered, though, that many extensions 
of the Standard Model allow considerable room for new CP-violating effects, 
which could be revealed by increasingly precise determinations of the CKM 
parameters. 

21.3 CP violation in neutral K-meson decays 
Although the formalism is similar, the phenomenology of CP violation in neu-
tral K-meson decays is very different from that in neutral B-meson decays. 
In the K case, CP violation is a very small effect, typically at the level of 
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FIGURE 21.10
Box diagrams contributing to K0-K̄0 mixing.

Hamiltonian eigenstates are not quite the CP eigenstates, but rather

|KL> = [(1 + Ē)|K0>+ (1− Ē)|K̄0>]/
/
2(1 + |Ē|2) (21.75)

|KS> = [(1 + Ē)|K0> − (1− Ē)|K̄0>]/
/
2(1 + |Ē|2). (21.76)

This is a traditional parametrization in K-physics, similar to that in (21.54)
with q/p = (1− Ē)/(1 + Ē) (this is why we chose CP |K0> = −|K0>). We now
find that a state which starts at t = 0 as a K0 evolves to

|K0
t > = g+(t)|K0>+ 1− Ē

1 + Ē
g−(t)|K̄0> (21.77)

where
g±(t) = e−ΓLt/2e−imLt[1± e−ΔΓt/2eiΔmt], (21.78)

with ΔΓ = ΓS − ΓL, Δm = mL −mS, and we have omitted a normalization
factor. Similarly, a state tagged as K̄0 at t = 0 evolves to

|K̄0
t > =

1− Ē

1 + Ē
g−(t)|K0>+ g+(t)|K̄0>. (21.79)

The K0-K̄0 mixing amplitude arises in the Standard Model from the box
graphs shown in figure 21.9 (cf figure 21.5). These contain factors of m2

f ,
but the magnitude of the four CKM couplings to the t quark are of order λ10,
compared with λ6 for the c quark, so that the c quark diagram dominates, with
a CKM factor of (VcsV

∗
cd)

2, which is real to a good approximation. This means
that ImĒ is very small. A comparison of the mass difference Δm predicted
from figure 21.10 and the experimental value is complicated by uncertainties
in the hadronic matrix element.

The traditional reactions in which CP violation is probed in K decays are
the 2π modes, where one looks for the existence of KL → 2π. There is also
the semileptonic asymmetry. Three common observables are defined by

η00 =
<π0π0|Ĥnl|KL>
<π0π0|Ĥnl|KS>

, η+− =
<π+π−|Ĥnl|KL>
<π+π−|Ĥnl|KS>

(21.80)
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parts per thousand or smaller; its observation by Cristenson et al. (1964) was 
a historic achievement. But the neutral K system is most simply (and tradi-
tionally) approached by starting with the assumption that CP is conserved. 

We will define CP|K0) = −|K̄0); then the CP eigenstates are 

1 |K±) = √ (|K0) ∓ |  K̄0) (21.71) 
2

The CP = 1 state can decay to two pions in an s-state, but not to three pions 
if (as we are assuming to start with) CP is a good symmetry; the situation 
is the opposite for the CP = −1 state. The Q-value for the three pion mode 
is very much smaller than for the two pion mode, with the result that the 
|K+) state, decaying to two pions, has a much shorter lifetime than the |K−) 
state: τ2π ∼ 0.9× 10−10s, τ3π ∼ 5 × 10−8s. Due to CP violation, the actual 
eigenstates |KL) and |KS) of the effective Hamiltonian are slightly different 
from |K±) (see (21.75) and (21.76)), with masses mS and mL, and widths ΓS 
and ΓL. At this point, however, we shall associate mS and ΓS with |K+), and 
mL and ΓL with |K−). 

A K0 is produced in strangeness-conserving reactions such as K+n → K0p, 
and a K̄0 in K− +p  → K̄0 +n, for example. However, the two states can mix 
following production, since (as usual) it is the Hamiltonian eigenstates which 
propagate in free space, and they are the superpositions |K±), assuming CP 
is conserved. Hence, as time proceeds following production, a state produced 
as a K0 at time t = 0 will evolve into the state 

1 
(e−ΓLt/2−imLt+e−ΓSt/2−imSt)|K0)+(e−ΓLt/2−imLt−e −ΓSt/2−imSt)|K̄0).|K0) = t 2

(21.72) 
The probability that a K0(K̄0) will then be observed at time t following pro-
duction (in the K-meson rest frame) is 

P+(−) = 
1
[e−ΓLt + e−ΓSt + (−)2e−(ΓL+ΓS)t/2 cosΔmt] (21.73) 

4

where Δm = mL − mS. This is the famous phenomenon of strangeness 
oscillations, predicted by Gell-Mann and Pais (1955). Experimentally, the 
strangeness of the state at time t is defined by the modes K0 → π−g+νc 
and K̄0 → π+g−ν̄c. The difference P+(t) − P−(t) is measured, and although 
the oscillations are heavily damped by exp(−ΓSt), the mass difference can be 
determined: 

Δm = (3.483 ± 0.006) × 10−12 meV. (21.74) 

However, this is not the whole story. Christenson et al. (1964) found 
that, after many τS lifetimes, some 2π events were observed, indicating that 
the surviving state KL was capable of decaying to 2π after all (albeit very 
rarely). The same conclusion follows from the fact that P+(t) − P−(t) does 
not go to zero at long times, as it should from (21.73). Accordingly, the true 
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¯Box diagrams contributing to K0-K0 mixing. 

Hamiltonian eigenstates are not quite the CP eigenstates, but rather 

|KL> = [(1 + Ē)|K0> + (1 − Ē)|K̄0>]/
/
2(1 + |Ē|2) (21.75) 

|KS> = [(1 + Ē)|K0> −  (1 − Ē)|K̄0>]/
/
2(1 + |Ē|2). (21.76) 

This is a traditional parametrization in K-physics, similar to that in (21.54) 
with q/p = (1 − Ē)/(1 + Ē) (this is why we chose CP |K0> = −|K0>). We now 
find that a state which starts at t = 0 as  a K0 evolves to 
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The K0-K̄0 mixing amplitude arises in the Standard Model from the box 
2graphs shown in figure 21.9 (cf figure 21.5). These contain factors of mf , 

but the magnitude of the four CKM couplings to the t quark are of order λ10 , 
compared with λ6 for the c quark, so that the c quark diagram dominates, with 
a CKM factor of (VcsV ∗ )2, which is real to a good approximation. This means cd

that ImĒ is very small. A comparison of the mass difference Δm predicted 
from figure 21.10 and the experimental value is complicated by uncertainties 
in the hadronic matrix element. 

The traditional reactions in which CP violation is probed in K decays are 
the 2π modes, where one looks for the existence of KL → 2π. There is also 
the semileptonic asymmetry. Three common observables are defined by 

<π0π0|Ĥnl|KL> <π+π−|Ĥnl|KL> 
η00 = , η+− = (21.80) 

<π0π0|Ĥnl|KS> <π+π−|Ĥnl|KS> 
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The merit of this manoeuvering is that the parameter E' involves only the CP
violation in the transition amplitude (‘direct CP violation’), while E involves
both a transition phase and the mixing parameter Ē.

What can experiment tell us about E and E'? Consider first δL. Assuming
that |A(K0 → l+νlπ

−)| = |A(K̄0 → l−ν̄lπ+)| and that A(K0 → l−ν̄lπ+) =
A(K̄0 → l+νlπ

−) = 0, we find

δL = 2Re Ē/(1 + |Ē|2) ≈ 2Re E, (21.93)

so that δL is sensitive to the same parameter as appears in the KL → ππ
decays. An interesting observable is the ratio between the ratios of the decay
rates to π+π− and π0π0 of KS and KL. One finds

1

6

(
1− |η00|2

|η+−|2

)
≈ Re (E'/E), (21.94)

which from equation (21.82) is another small number, approximately equal
to 1.64 × 10−3. In the years before the B factories opened, E' was the only
window into CP violation in the transition amplitude. But all the branching
ratios in (21.94) are of order 10−3, and establishing a non-zero value of E' was
very difficult. The first claim for non-zero E' was by the NA 31 experiment at
CERN (Barr et al. 1993), a 3.5 standard deviation effect. But a contemporary
experiment at Fermilab (Gibbons et al. 1993) found a result compatible with
zero. The next generation of experiments produced agreement:

Re (E'/E) = (2.07)± 0.28)× 10−3 Alavi-Harati et al. 2003 (KTeV)

(21.95)

Re (E'/E) = (1.47± 0.22)× 10−3 Batley et al. 2002 (NA 48). (21.96)

The current world average is (1.65 ± 0.26) × 10−3. Fits to all the data also
yield (Nakamura et al. 2010)

|E| = (2.228± 0.011)× 10−3. (21.97)

The experimental value of δL gives us Re E - 1.66× 10−3, and we can deduce
that arg E - π/4. The phase of E' is π/2 + δ2 − δ0 which happens also to be
approximately π/4. It follows that E'/E is very nearly real.

Comparison of these small numbers with theoretical predictions is com-
plicated by hadronic uncertainties, and it is beyond our scope to pursue that
issue.

In closing this discussion of mesonic mixing and CP violation, we briefly
discuss the charm sector. First, we note that D0-D̄0 mixing has been observed
(Aubert et al. 2007c, Staric et al. 2007, Aaltonen et al. 2008). CP-violating
effects in charm decays have been generally expected to be very small. A
rough estimate of the direct CP-violating asymmetries in D decays can be
made following the method of section 21.1. Consider, for example, the decays

' 
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and 
Γ(KL → π−l+νl)− Γ(KL → π+l−ν̄  

l)
δL = . (21.81) 

Γ(KL → π−l+νl) + Γ(KL → π+l−ν̄l) 

The experimental numbers are (Nakamura et al. 2010) 

|η00| = (2.221 ± 0.011) × 10−3 , |η+−| = (2.232 ± 0.011) × 10−3 (21.82) 

Arg η00 ≈ 43.5◦ , Arg η± ≈ 43.5◦ (21.83) 

and 
δL = (3.32 ± 0.06) × 10−3 . (21.84) 

It is useful to describe the final 2π states in terms of their isospin, which 
then have a definite strong interaction phase. As noted in connection with the 
B decays, the allowed isospin states are only I = 0 and I = 2, and one has 

√ 
2 

√ 
1i(δ0+φ0) i(δ2+φ2)A± ≡ AK0→π+π− = |A0|e + |A2|e (21.85) 

3 3 

¯

√ 
2 |A0|ei(δ0 −φ0) − 

√ 
1 |A2|ei(δ2 −φ2) (21.86) A± ≡ AK0→π+π− =¯ − 

3 3 

where the minus sign arises from our choice CP|K0> = −|K0>, and where δI 
and φI are the strong and weak phases, respectively, for the state with isospin 
I. Also, 

√ 
1 i(δ0+φ0) − 

√ 
2 i(δ2+φ2)A00 ≡ AK0→π0π0 = |A0|e |A2|e (21.87) 

3 3 √ 
1 

√ 
2i(δ0−φ0) i(δ2 −φ2)Ā00 ≡ Ā¯ = − |A0|e + |A2|e . (21.88) K0→π0π0 

3 3 

The significant fact experimentally is that |A2|/|A0| ∼  1/22, a manifestation of 
the ‘ΔI = 1/2’ rule in this case (i.e. ΔI = 3/2 is suppressed; see, for example, 
Donoghue et al. 1992, section VIII-4). Inserting (21.85) and (21.86), (21.87) 
and (21.88), into (21.80) and retaining only first-order terms in |A2|/|A0|, and 
treating φ0 and φ2 as small, we find (problem 21.5) 

√ |A2|
η00 = Ē+ iφ0 − 2 i(φ2 − φ0)e

i(δ2−δ0) (21.89) |A0|
1 |A2|

η+− = Ē+ iφ0 + √ i(φ2 − φ0)e
i(δ2−δ0 ). (21.90) 

2 |A0| 

These relations are usually written as 

η00 = E− 2E', η+− = E+ E , (21.91) 

where 
i(δ2−δ0)e |A2|

E = Ē+ iφ0, E' = i  √ (φ2 − φ0). (21.92) 
2 |A0| 
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the ‘ΔI = 1/2’ rule in this case (i.e. ΔI = 3/2 is suppressed; see, for example,
Donoghue et al. 1992, section VIII-4). Inserting (21.85) and (21.86), (21.87)
and (21.88), into (21.80) and retaining only first-order terms in |A2|/|A0|, and
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The merit of this manoeuvering is that the parameter E' involves only the CP 
violation in the transition amplitude (‘direct CP violation’), while E involves 
both a transition phase and the mixing parameter Ē. 

What can experiment tell us about E and E'? Consider first δL. Assuming 
that |A(K0 → l+νlπ−)| = |A(K̄0 → l−ν̄lπ+)| and that A(K0 → l−ν̄lπ+) =  
A(K̄0 → l+νlπ−) = 0, we find 

δL = 2Re Ē/(1 + |Ē|2) ≈ 2Re E, (21.93) 

so that δL is sensitive to the same parameter as appears in the KL → ππ 
decays. An interesting observable is the ratio between the ratios of the decay 
rates to π+π− and π0π0 of KS and KL. One finds 

1 
(
1− |η00|2 ) 

≈ Re (E'/E), (21.94) 
6 |η+−|2 

which from equation (21.82) is another small number, approximately equal 
to 1.64 × 10−3 . In the years before the B factories opened, E' was the only 
window into CP violation in the transition amplitude. But all the branching 
ratios in (21.94) are of order 10−3, and establishing a non-zero value of E' was 
very difficult. The first claim for non-zero E' was by the NA 31 experiment at 
CERN (Barr et al. 1993), a 3.5 standard deviation effect. But a contemporary 
experiment at Fermilab (Gibbons et al. 1993) found a result compatible with 
zero. The next generation of experiments produced agreement: 

Re (E'/E) = (2.07) ± 0.28) × 10−3 Alavi-Harati et al. 2003 (KTeV) 

(21.95) 

Re (E'/E) = (1.47 ± 0.22) × 10−3 Batley et al. 2002 (NA 48). (21.96) 

The current world average is (1.65 ± 0.26) × 10−3 . Fits to all the data also 
yield (Nakamura et al. 2010) 

|E| = (2.228 ± 0.011) × 10−3 . (21.97) 

The experimental value of δL gives us Re E - 1.66 × 10−3, and we can deduce 
that arg E - π/4. The phase of E' is π/2 +  δ2 − δ0 which happens also to be 
approximately π/4. It follows that E'/E is very nearly real. 

Comparison of these small numbers with theoretical predictions is com-
plicated by hadronic uncertainties, and it is beyond our scope to pursue that 
issue. 

In closing this discussion of mesonic mixing and CP violation, we briefly 
¯discuss the charm sector. First, we note that D0-D0 mixing has been observed 

(Aubert et al. 2007c, Staric et al. 2007, Aaltonen et al. 2008). CP-violating 
effects in charm decays have been generally expected to be very small. A 
rough estimate of the direct CP-violating asymmetries in D decays can be 
made following the method of section 21.1. Consider, for example, the decays 
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topic, which is a highly active field of research in particle physics; there are
analogies with the meson oscillations we have been considering.

It is fair to say that in the original Standard Model the neutrinos were
taken to be massless, but there was no compelling theoretical reason for this,
and the framework of the Standard Model can easily be extended to include
massive neutrinos. However, one question immediately arises: are neutrinos
Dirac or Majorana fermions? As explained in section 20.3, we do not yet know
the answer, and it may be some time before we do. The way the mass terms
enter the Lagrangian is, in fact, different in the two cases. We are familiar
with the Dirac mass term

m
¯̂
ψψ̂ = m(

¯̂
ψRψ̂L +

¯̂
ψLψ̂R), (21.104)

where ψ̂ is a four-component Dirac field, and R and L refer to the chirality
components. We learned in section 7.5.2 that a Majorana mass term can be
written in the form

mχ̂T
L iσ2χ̂L + h.c. (21.105)

where χ̂L is a two-component field of L chirality. A similar expression could
be written using a two-component R-chirality field. The difference in form
between the Dirac and Majorana mass terms leads to a difference in the
parametrization of neutrino mixing, as we shall see.

Suppose, first, that the neutrinos are Dirac particles, with both L and R
chiralities (or equivalently either helicity) for a given mass. We remind the
reader that this is not ruled out experimentally, since the non-observation of
the ‘wrong’ helicity component may be accounted for by the appearance of a
suppression factor (m/E), where m is a neutrino mass and E is an average
neutrino energy (see section 20.2.2). We also assume that their interactions
have the V-A structure indicated by the phenomenology of the previous chap-
ter. Then only the L (R) chirality component of a neutrino (antineutrino) field
feels the weak force; the R (L) component of a neutrino (antineutrino) field
has no interactions of Standard Model type. But, just as in the quark case, it
will in general be necessary to allow for the possibility that the L-components
of the fields which have definite neutrino mass, call them ν̂1L, ν̂2L, ν̂3L, are not
the same as the fields ν̂eL, ν̂μL, ν̂τL which enter into the charged current V-A
interaction. For Dirac neutrinos, we therefore write

⎛
⎝

ν̂e
ν̂μ
ν̂τ

⎞
⎠

L

=

⎛
⎝

Ue1 Ue2 Ue3

Uμ1 Uμ2 Uμ3

Uτ1 Uτ2 Uτ3

⎞
⎠

⎛
⎝

ν̂1
ν̂2
ν̂3

⎞
⎠

L

≡ U

⎛
⎝

ν̂1
ν̂2
ν̂3

⎞
⎠

L

, (21.106)

where the unitary matrix U is the PMNS matrix, named after Pontecorvo
(1957, 1958, 1967), and Maki, Nakagawa and Sakata (1962).

Now we showed in section 20.7.3 that the general 3× 3 unitary matrix has
three real (rotation angle) parameters, and 6 phase parameters, five of which
we could get rid of by rephasing the quark fields by global U(1) transformations
of the form q̂' = exp(iθ)q̂. Such rephasing transformations are equally allowed
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D0 → K+K− and D̄0 → K−K+ . As in (21.5) and (21.10) , the amplitude for 
the first decay is 

A(D0 → K+K−) =  V ∗ Vus cbVubPKKTKK + V ∗ (21.98) cs
i(δK −γ)),= T (1 + rK exp (21.99) 

where rK is the relative magnitude of the penguin contribution, and δK is 
the relative strong phase. The amplitude for the CP-conjugate process is the 
same, with γ replaced by −γ. The penguin contribution is CKM-suppressed 
by a factor V ∗ Vub/Vcs

∗ Vus ∼ λ4, and there is also a loop factor, so that rKcb

would seem to be of order 10−4 . The asymmetry is then 

2|A(D0 → K+K−)|2 − |A(D̄0 → K−K+)|DA = (21.100) KK 2|A(D0 → K+K−)|2 + |A(D̄0 → K−K+)|
= 2rK sin γ sin δK, (21.101) 

which is indeed very small. A similar argument predicts the asymmetry in 
the decays D0 → π+π− and D̄0 → π−π+ to be 

DA = −2rK sin γ sin δK. (21.102) ππ 

Recently, however, the LHCb collaboration has published a measurement 
of the difference between the time-integrated CP asymmetries in the KK and 
ππ decays, which to a very good approximation can be identified with the 
difference between the direct asymmetries (21.101) and (21.102). The LHCb 
result is (Aaij et al. 2012) 

D DAKK −Aππ = (−0.82 ± 0.21 ± 0.11)%, (21.103) 

which is substantially larger than the estimates (21.101) and (21.102). 
It is possible that this 3.5 σ effect (the first evidence for CP-violation in 

the charm sector) indicates the presence of some new physics. However, it 
must be noted that the mass scale of the charm quark, mc ∼ 1.3 GeV, is not 
large enough to be safely in the perturbative QCD regime (as indicated by 
the parameter Λ /mc), so that non-perturbative enhancements are possi-MS 
ble. CP-violation in the charm sector promises to be an interesting area for 
experimental and theoretical exploration. 

21.4 Neutrino mixing and oscillations 
21.4.1 Neutrino mass and mixing 
Experiments with solar, atmospheric, reactor and accelerator neutrinos have 
established the phenomenon of neutrino oscillations caused by non-zero neu-
trino masses, and mixing. We shall give an elementary introduction to this 
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D0 → K+K− and D̄0 → K−K+. As in (21.5) and (21.10) , the amplitude for
the first decay is

A(D0 → K+K−) = V ∗
csVusTKK + V ∗

cbVubPKK (21.98)

= T (1 + rK expi(δK−γ)), (21.99)

where rK is the relative magnitude of the penguin contribution, and δK is
the relative strong phase. The amplitude for the CP-conjugate process is the
same, with γ replaced by −γ. The penguin contribution is CKM-suppressed
by a factor V ∗

cbVub/V
∗
csVus ∼ λ4, and there is also a loop factor, so that rK

would seem to be of order 10−4. The asymmetry is then
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|A(D0 → K+K−)|2 − |A(D̄0 → K−K+)|2
|A(D0 → K+K−)|2 + |A(D̄0 → K−K+)|2 (21.100)

= 2rK sin γ sin δK, (21.101)

which is indeed very small. A similar argument predicts the asymmetry in
the decays D0 → π+π− and D̄0 → π−π+ to be

AD
ππ = −2rK sinγ sin δK. (21.102)

Recently, however, the LHCb collaboration has published a measurement
of the difference between the time-integrated CP asymmetries in the KK and
ππ decays, which to a very good approximation can be identified with the
difference between the direct asymmetries (21.101) and (21.102). The LHCb
result is (Aaij et al. 2012)

AD
KK −AD

ππ = (−0.82± 0.21± 0.11)%, (21.103)

which is substantially larger than the estimates (21.101) and (21.102).
It is possible that this 3.5 σ effect (the first evidence for CP-violation in

the charm sector) indicates the presence of some new physics. However, it
must be noted that the mass scale of the charm quark, mc ∼ 1.3 GeV, is not
large enough to be safely in the perturbative QCD regime (as indicated by
the parameter ΛMS /mc), so that non-perturbative enhancements are possi-
ble. CP-violation in the charm sector promises to be an interesting area for
experimental and theoretical exploration.

21.4 Neutrino mixing and oscillations

21.4.1 Neutrino mass and mixing

Experiments with solar, atmospheric, reactor and accelerator neutrinos have
established the phenomenon of neutrino oscillations caused by non-zero neu-
trino masses, and mixing. We shall give an elementary introduction to this
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topic, which is a highly active field of research in particle physics; there are 
analogies with the meson oscillations we have been considering. 

It is fair to say that in the original Standard Model the neutrinos were 
taken to be massless, but there was no compelling theoretical reason for this, 
and the framework of the Standard Model can easily be extended to include 
massive neutrinos. However, one question immediately arises: are neutrinos 
Dirac or Majorana fermions? As explained in section 20.3, we do not yet know 
the answer, and it may be some time before we do. The way the mass terms 
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where χ̂L is a two-component field of L chirality. A similar expression could 
be written using a two-component R-chirality field. The difference in form 
between the Dirac and Majorana mass terms leads to a difference in the 
parametrization of neutrino mixing, as we shall see. 

Suppose, first, that the neutrinos are Dirac particles, with both L and R 
chiralities (or equivalently either helicity) for a given mass. We remind the 
reader that this is not ruled out experimentally, since the non-observation of 
the ‘wrong’ helicity component may be accounted for by the appearance of a 
suppression factor (m/E), where m is a neutrino mass and E is an average 
neutrino energy (see section 20.2.2). We also assume that their interactions 
have the V-A structure indicated by the phenomenology of the previous chap-
ter. Then only the L (R) chirality component of a neutrino (antineutrino) field 
feels the weak force; the R (L) component of a neutrino (antineutrino) field 
has no interactions of Standard Model type. But, just as in the quark case, it 
will in general be necessary to allow for the possibility that the L-components 
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where the unitary matrix U is the PMNS matrix, named after Pontecorvo 
(1957, 1958, 1967), and Maki, Nakagawa and Sakata (1962). 

Now we showed in section 20.7.3 that the general 3× 3 unitary matrix has 
three real (rotation angle) parameters, and 6 phase parameters, five of which 
we could get rid of by rephasing the quark fields by global U(1) transformations 
of the form q̂' = exp(iθ)q̂. Such rephasing transformations are equally allowed 
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2.4× 10−3 eV2, respectively. The smaller value is associated with oscillations
of solar or reactor neutrinos, and the larger with oscillations of atmospheric
or accelerator neutrinos.

Data on the actual mass values are limited. There is a bound on the
ν̄e mass from measurements of the electron spectrum near the end-point in
tritium β-decay, which gives (Lobashev et al. 2003, Eitel et al. 2005)

mν̄e < 2.3eV 95%CL. (21.108)

A weaker limit on mνμ comes from measurements of the muon spectrum in
charged pion decay:

mνμ < 0.19 MeV 95%CL. (21.109)

The strongest upper bound comes from cosmology, assuming three neutrinos.
The Cosmic Microwave Background data of the WMAP experiment, combined
with supernovae data and data on galaxy clustering, can be used to obtain an
upper limit on the sum of three neutrino masses (Spergel et al. 2007):

3E
i+1

mνi < 0.68 eV, 95%CL. (21.110)

Taking the squared mass differences as indicative of the actual mass scale,
neutrino masses are evidently very much smaller than the masses of the other
fermions in the Standard Model. We shall return to what this might tell
us about the origin of neutrino mass in section 22.5, where we discuss how
gauge-invariant masses are generated in the Standard Model.

Returning to the question of CP violation, we noted in section 4.2.3 that
the CP violation present in the Standard Model was insufficient to account for
the matter–antimatter asymmetry in the universe. However, we now see that
it is possible to have CP violation in the lepton sector, in an extended Stan-
dard Model with massive neutrinos. Leptonic matter–antimatter asymmetries
can be converted into baryon asymmetries in the very hot early universe by a
non-perturbative process predicted by Standard Model dynamics – a process
called leptogenesis (Fukugita and Yanagida 1986, Kuzmin, Rubakov and Sha-
poshnikov 1985). It has been argued that the Dirac and/or Majorana phases
in the neutrino matrix U or UM can provide the CP violation necessary in
leptogenesis models for the generation of the observed baryon asymmetry of
the universe (Pascoli et al. 2007a, 2007b). If such a proposal should prove
to be the case, the reach of Pauli’s ‘desperate remedy’ will have been vast
indeed.

21.4.2 Neutrino oscillations: formulae

The existence of neutrino oscillations means that if a neutrino of a given
flavour να(α = e, μ, τ) with energy E is produced in a charged current weak
interaction process, such as π+ → μ+νμ, then at a sufficiently large distance L

352 21. CP Violation and Oscillation Phenomena 

for the charged leptons, and also for Dirac neutrinos, since evidently the mass 
term (21.104) is invariant under a global U(1) transformation ψ̂' = exp(iθ)ψ̂. 
Hence the matrix U will, in this Dirac case, have a parametrization of the 
CKM form, with one CP-violating phase. 

The mixing described by (21.106) implies that the individual lepton flavour 
numbers Le, Lμ, Lτ are no longer conserved. However, since we are here taking 
the neutrinos to be Dirac particles, there will be a quantum number carried by 
νe, νμ and ντ which is conserved by the interactions. This could, for example, 
be the total lepton number Le +Lμ +Lτ , assigning L(να) = 1 for α = e, μ, τ , 

which would follow from invariance under the global U(1) transformation l̂' = α 
exp(iδ)l̂α, ν̂

' = exp(iδ)ν̂α, where δ is independent of the flavour α.α 
This ‘Dirac’ option, though simple, may be thought uneconomical, how-

ever. As noted, the R components of neutrino fields have no interactions of 
Standard Model type. The charged leptons do have electromagnetic interac-
tions, of course, as do the quarks, which also have strong interactions. But 
the neutral neutrinos only have weak interactions, which involve only their 
L-components. Why, then, enlarge the field content to include hypothetical 
ν̂R fields, which don’t have any SM interactions? It seems more economical to 
make do with only the ν̂L fields. In this case, the Dirac mass term (21.104) is 
not possible, but a Majorana mass term (21.105) can still exist. Clearly, such 
a mass term is  not invariant under U(1) global phase transformations, and it 
breaks lepton number conservation explicitly. As in the Dirac case, the chiral 
L component will include a ‘wrong’ (i.e. positive) helicity component with an 
amplitude proportional to m/E. 

The fact that global phase changes on the neutrino fields are now no longer 
freely available, because that symmetry is lost if they are Majorana fields, has 
implications for the mixing matrix, call it UM, in this case. Since the three 
Majorana neutrino fields can no longer absorb phases, we have only the three 
phases from the charged leptons at our disposal, which leaves three phase 
parameters in UM, after rephasing. The PMNS matrix in the Majorana case 
therefore has two more irreducible phase parameters than the CKM matrix, 
and is conventionally parametrized as 

iα21/2 iα31/2).UM = U(CKM − type) × diag.(1, e , e (21.107) 

There are three CP-violating phases in the Majorana neutrino case. 
The only information at present (2012) concerning the entries in U comes 

from neutrino oscillation experiments, which we shall discuss in the next sec-
tions. We shall see that the Majorana phases α21 and α31 cancel in the 
probabilities calculated for neutrino transitions, and no experiment so far is 
sensitive to CP-violating effects in the neutrino sector. We shall discuss how 
the values of the parameters θ12, θ13 and θ23 can be inferred from the observed 
oscillations, and also the differences in the squared masses of the neutrinos. 
Anticipating these results, we state here that the two independent squared 

2 2 2 2mass differences, m2 −m1 and m3 −m1, turn out to be very small indeed, and 
rather different from each other: namely approximately 7.6 × 10−5 eV2 and 
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for the charged leptons, and also for Dirac neutrinos, since evidently the mass
term (21.104) is invariant under a global U(1) transformation ψ̂' = exp(iθ)ψ̂.
Hence the matrix U will, in this Dirac case, have a parametrization of the
CKM form, with one CP-violating phase.

The mixing described by (21.106) implies that the individual lepton flavour
numbers Le, Lμ, Lτ are no longer conserved. However, since we are here taking
the neutrinos to be Dirac particles, there will be a quantum number carried by
νe, νμ and ντ which is conserved by the interactions. This could, for example,
be the total lepton number Le +Lμ +Lτ , assigning L(να) = 1 for α = e, μ, τ ,

which would follow from invariance under the global U(1) transformation l̂'α =

exp(iδ)l̂α, ν̂
'
α = exp(iδ)ν̂α, where δ is independent of the flavour α.

This ‘Dirac’ option, though simple, may be thought uneconomical, how-
ever. As noted, the R components of neutrino fields have no interactions of
Standard Model type. The charged leptons do have electromagnetic interac-
tions, of course, as do the quarks, which also have strong interactions. But
the neutral neutrinos only have weak interactions, which involve only their
L-components. Why, then, enlarge the field content to include hypothetical
ν̂R fields, which don’t have any SM interactions? It seems more economical to
make do with only the ν̂L fields. In this case, the Dirac mass term (21.104) is
not possible, but a Majorana mass term (21.105) can still exist. Clearly, such
a mass term is not invariant under U(1) global phase transformations, and it
breaks lepton number conservation explicitly. As in the Dirac case, the chiral
L component will include a ‘wrong’ (i.e. positive) helicity component with an
amplitude proportional to m/E.

The fact that global phase changes on the neutrino fields are now no longer
freely available, because that symmetry is lost if they are Majorana fields, has
implications for the mixing matrix, call it UM, in this case. Since the three
Majorana neutrino fields can no longer absorb phases, we have only the three
phases from the charged leptons at our disposal, which leaves three phase
parameters in UM, after rephasing. The PMNS matrix in the Majorana case
therefore has two more irreducible phase parameters than the CKM matrix,
and is conventionally parametrized as

UM = U(CKM− type)× diag.(1, eiα21/2, eiα31/2). (21.107)

There are three CP-violating phases in the Majorana neutrino case.
The only information at present (2012) concerning the entries in U comes

from neutrino oscillation experiments, which we shall discuss in the next sec-
tions. We shall see that the Majorana phases α21 and α31 cancel in the
probabilities calculated for neutrino transitions, and no experiment so far is
sensitive to CP-violating effects in the neutrino sector. We shall discuss how
the values of the parameters θ12, θ13 and θ23 can be inferred from the observed
oscillations, and also the differences in the squared masses of the neutrinos.
Anticipating these results, we state here that the two independent squared
mass differences, m2

2−m2
1 and m2

3−m2
1, turn out to be very small indeed, and

rather different from each other: namely approximately 7.6 × 10−5 eV2 and
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2.4× 10−3 eV2, respectively. The smaller value is associated with oscillations 
of solar or reactor neutrinos, and the larger with oscillations of atmospheric 
or accelerator neutrinos. 

Data on the actual mass values are limited. There is a bound on the 
ν̄e mass from measurements of the electron spectrum near the end-point in 
tritium β-decay, which gives (Lobashev et al. 2003, Eitel et al. 2005) 

mν̄e < 2.3eV 95%CL. (21.108) 

A weaker limit on mνμ comes from measurements of the muon spectrum in 
charged pion decay: 

mνμ < 0.19 MeV 95%CL. (21.109) 

The strongest upper bound comes from cosmology, assuming three neutrinos. 
The Cosmic Microwave Background data of the WMAP experiment, combined 
with supernovae data and data on galaxy clustering, can be used to obtain an 
upper limit on the sum of three neutrino masses (Spergel et al. 2007): 

3E 
mνi < 0.68 eV, 95%CL. (21.110) 

i+1 

Taking the squared mass differences as indicative of the actual mass scale, 
neutrino masses are evidently very much smaller than the masses of the other 
fermions in the Standard Model. We shall return to what this might tell 
us about the origin of neutrino mass in section 22.5, where we discuss how 
gauge-invariant masses are generated in the Standard Model. 

Returning to the question of CP violation, we noted in section 4.2.3 that 
the CP violation present in the Standard Model was insufficient to account for 
the matter–antimatter asymmetry in the universe. However, we now see that 
it is possible to have CP violation in the lepton sector, in an extended Stan-
dard Model with massive neutrinos. Leptonic matter–antimatter asymmetries 
can be converted into baryon asymmetries in the very hot early universe by a 
non-perturbative process predicted by Standard Model dynamics – a process 
called leptogenesis (Fukugita and Yanagida 1986, Kuzmin, Rubakov and Sha-
poshnikov 1985). It has been argued that the Dirac and/or Majorana phases 
in the neutrino matrix U or UM can provide the CP violation necessary in 
leptogenesis models for the generation of the observed baryon asymmetry of 
the universe (Pascoli et al. 2007a, 2007b). If such a proposal should prove 
to be the case, the reach of Pauli’s ‘desperate remedy’ will have been vast 
indeed. 

21.4.2 Neutrino oscillations: formulae 
The existence of neutrino oscillations means that if a neutrino of a given 
flavour να(α = e, μ, τ) with energy E is produced in a charged current weak 
interaction process, such as π+ → μ+νμ, then at a sufficiently large distance L 
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in Uαi and Uβi. We conclude that oscillation experiments cannot distinguish
Majorana from Dirac neutrinos. Second, if the neutrinos were massless, the
phase factors in (21.113) would all be unity, and then A(να → νβ;L,E) = δαβ ,
from the unitarity of the matrix U, so there would be no flavour change.

Flavour oscillations come about via the interference in |A(να → νβ ;L, T )|2
between phase factors that are slightly different from one another, because of
the different masses. A typical interference phase is then φij = (Ei −Ej)T −
(pi− pj)L. Following the review by Nakamura and Petcov in Nakamura et al.
(2010), we note that

m2
i −m2

j

pi + pj
=

(E2
i − p2i )− (E2

j − p2j)

pi + pj
= (Ei−Ej)

(Ei + Ej)

(pi + pj)
−(pi−pj) (21.114)

so that

φij = (Ei − Ej)

|
T − Ei + Ej

pi + pj
L

|
+

m2
i −m2

j

pi + pj
L. (21.115)

Bearing in mind that the energies differ from the momenta by terms of or-
der m2/E2, we see that the first term in (21.115) can be dropped, and the
interference phase is, to a very good approximation,

φij =
m2

i −m2
j

2E
≡

Δm2
ij

2E
(21.116)

where E is the average energy, or momentum, of the neutrinos. We therefore
obtain the probability

P (να → νβ;L,E) =
E
i

|Uαi|2|Uβi|2 (21.117)

+ 2
E
i>j

|UβiU
∗
αiUαjU

∗
βj| cos

|(
Δm2

ij

2E

)
L− φβα;ij

|

where

φαβ;ij = Arg (UβiU
∗
αiUαjU

∗
βj). (21.118)

A more useful expression can be obtained by using the unitarity ofU (problem
21.6):

P (να → νβ ;L,E) = δαβ − 4
E
i>j

Re (UβiU
∗
αiUαjU

∗
βj) sin

2
Δm2

ijL

4E

+ 2
E
i>j

Im (UβiU
∗
αiUαjU

∗
βj) sin

Δm2
ijL

2E
(21.119)

The expression for P (ν̄α → ν̄β ;L, T ) is the same, except for a change in sign
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from the να source the probability P (να → νβ ;E,L) of detecting a neutrino of 
a different flavour νβ is non-zero.

2 Such a flavour change will of course imply 
that the να survival probability, P (να → να;E,L), is less than 1. We shall 
give a simplified version of the derivation of such probabilities, following the 
approach of the review by Nakamura and Petcov in section 13 of Nakamura 
et al. (2010). This review includes a large list of references to the time-
dependent formalism; we mention here the contributions of Kayser (1981), 
Nauenberg (1999) and Cohen et al. (2009). We shall treat all the neutrinos 
as stable particles. 

We consider the evolution of the state |να> in the frame in which the 
detector which measures its flavour is at rest (the lab frame). As in the meson 
case, the states with simple space-time evolution in a vacuum are the mass 
eigenstates |νi> (i = 1, 2, 3), a superposition of which is equal to |να>: 

|να> = 
E 

Uαi
∗ |νi, pi>, (21.111) 

j 

the complex conjugation arising from taking the dagger of the relation (21.106) 
for the field operators. Here U stands for either the Dirac or the Majorana 
matrix, and pi is the 4-momentum of νi. Similarly, 

|ν̄α> = 
E 

Uαi|ν̄i, pi>. (21.112) 
i 

We will consider highly relativistic neutrinos, as is the case for the experiments 
under discussion. We will assume that there are no degeneracies among the 
masses mj . The states in the superpositions (21.111) and (21.112) will all 
have, in general, different energies and momenta Ei, pi. We shall also treat 
the evolution as occurring in one spatial dimension, taking all the momenta 
to lie in the direction from the source to the detector. Note that the fractional 
deviation of Ei and pi from the massless case E = p is of order m2/E2 which 
will be extremely small, of order one part in 1016, say. 

Suppose now that the neutrinos of flavour να started in the state (21.111) 
at time t = 0 in the detector frame are detected at time T after production, 
having travelled a distance L. Then the amplitude for finding a neutrino of 
flavour νβ at (L, T ) is 

U ∗ A(να → νβ ;L,E) =  
E −iEiT +ipiL <νβ |νi, pi>αi e 
i 

U ∗ −iEiT +ipi L = 
E 

αi Uβie . (21.113) 
i 

We make two immediate comments on (21.113). First, the Majorana phases 
in (21.54) cancel in A(να → νβ ;L,E) =  δαβ, since the same phase appears 

2We shall not indicate the chirality explicitly from now on, it being assumed that we are 
referring to the L (R) component for neutrinos (antineutrinos). 
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from the να source the probability P (να → νβ ;E,L) of detecting a neutrino of
a different flavour νβ is non-zero.2 Such a flavour change will of course imply
that the να survival probability, P (να → να;E,L), is less than 1. We shall
give a simplified version of the derivation of such probabilities, following the
approach of the review by Nakamura and Petcov in section 13 of Nakamura
et al. (2010). This review includes a large list of references to the time-
dependent formalism; we mention here the contributions of Kayser (1981),
Nauenberg (1999) and Cohen et al. (2009). We shall treat all the neutrinos
as stable particles.

We consider the evolution of the state |να> in the frame in which the
detector which measures its flavour is at rest (the lab frame). As in the meson
case, the states with simple space-time evolution in a vacuum are the mass
eigenstates |νi> (i = 1, 2, 3), a superposition of which is equal to |να>:

|να> =
E
j

U∗
αi|νi, pi>, (21.111)

the complex conjugation arising from taking the dagger of the relation (21.106)
for the field operators. Here U stands for either the Dirac or the Majorana
matrix, and pi is the 4-momentum of νi. Similarly,

|ν̄α> =
E
i

Uαi|ν̄i, pi>. (21.112)

We will consider highly relativistic neutrinos, as is the case for the experiments
under discussion. We will assume that there are no degeneracies among the
masses mj . The states in the superpositions (21.111) and (21.112) will all
have, in general, different energies and momenta Ei, pi. We shall also treat
the evolution as occurring in one spatial dimension, taking all the momenta
to lie in the direction from the source to the detector. Note that the fractional
deviation of Ei and pi from the massless case E = p is of order m2/E2 which
will be extremely small, of order one part in 1016, say.

Suppose now that the neutrinos of flavour να started in the state (21.111)
at time t = 0 in the detector frame are detected at time T after production,
having travelled a distance L. Then the amplitude for finding a neutrino of
flavour νβ at (L, T ) is

A(να → νβ ;L,E) =
E
i

U∗
αi e

−iEiT+ipiL <νβ |νi, pi>

=
E
i

U∗
αi Uβie

−iEiT+ipiL. (21.113)

We make two immediate comments on (21.113). First, the Majorana phases
in (21.54) cancel in A(να → νβ ;L,E) = δαβ, since the same phase appears

2We shall not indicate the chirality explicitly from now on, it being assumed that we are
referring to the L (R) component for neutrinos (antineutrinos).
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in Uαi and Uβi. We conclude that oscillation experiments cannot distinguish 
Majorana from Dirac neutrinos. Second, if the neutrinos were massless, the 
phase factors in (21.113) would all be unity, and then A(να → νβ;L, E) = δαβ , 
from the unitarity of the matrix U, so there would be no flavour change. 

Flavour oscillations come about via the interference in |A(να → νβ ;L, T )|2 

between phase factors that are slightly different from one another, because of 
the different masses. A typical interference phase is then φij = (Ei − Ej )T − 
(pi − pj)L. Following the review by Nakamura and Petcov in Nakamura et al. 
(2010), we note that 

2 2 2 2m − m (E2 − p )− (E2 − p )i j i i j j (Ei + Ej ) 
= = (Ei−Ej ) −(pi−pj ) (21.114) 

pi + pj pi + pj (pi + pj) 

so that 

2 2|
Ei + Ej 

| 
mi − mj

φij = (Ei − Ej ) T − L + L. (21.115) 
pi + pj pi + pj 

Bearing in mind that the energies differ from the momenta by terms of or-
der m2/E2, we see that the first term in (21.115) can be dropped, and the 
interference phase is, to a very good approximation, 

2 2 2m − m Δmi j ij
φij = ≡ (21.116) 

2E 2E 

where E is the average energy, or momentum, of the neutrinos. We therefore 
obtain the probability 

P (να → νβ;L, E) =  
E 

|Uαi|2|Uβi|2 (21.117) 
i 

2
|(

Δm
) |

ij
+ 2  

E 
|UβiU ∗ 

βj| cosαiUαj U ∗ L − φβα;ij
2E 

i>j 

where 

φαβ;ij = Arg (UβiU ∗ 
αiUαj U ∗ (21.118) βj). 

A more useful expression can be obtained by using the unitarity of U (problem 
21.6): 

2Δmij L 
P (να → νβ ;L, E) =  δαβ − 4

E 
αiUαj U ∗ Re (UβiU ∗ 

βj ) sin
2 

4E 
i>j 

2Δm Lij
+ 2  

E 
Im (UβiU ∗ 

βj ) sin (21.119) αiUαj U ∗ 
2E 

i>j 

The expression for P (ν̄α → ν̄β ;L, T ) is the same, except for a change in sign 
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Suppose now that L/|λ31(E)| ∼ 1, while L/|λ21(E)| << 1. Then expression
(21.119) reduces to (problem 21.7)

P (να → νβ ;L,E) ≈ δαβ − 4|Uα3|2[δαβ − |Uβ3|2] sin2
Δm2

31

4E
L

= P (ν̄α → ν̄β ;L,E). (21.126)

In particular,

P (ν̄e → ν̄e;L,E) = 1− 4|Ue3|2(1− |Ue3|2) sin2 Δm2
31

4E
L, (21.127)

which can describe the survival probability of reactor ν̄es, for example.
Adopting a parametrization of the form (20.166), with rows labelled by

e, μ and τ , and columns by 1, 2, and 3, |Ue3|2 is sin2 θe3, which is found
experimentally to be small (see the following section). It is often a good
approximation to set |Ue3| to zero, in which case |Uμ3|2 = sin2 θμ3. Then
(21.126) gives the νμ survival probability

P (νμ → νμ;L,E) = P (ν̄μ → ν̄μ;L,E) ≈ 1− sin2 2θμ3 sin2(L/2λ31(E))
(21.128)

and the flavour-change probability

P (νμ → ντ ;L,E) = P (ν̄μ → ν̄τ ;L,E) ≈ sin2 2θμ3 sin
2(L/2λ31(E)). (21.129)

In this approximation, P (νμ → νe) = P (ν̄μ → ν̄e) = 0. Formulae (21.128)
and (21.129) can be used to describe the dominant atmospheric νμ and ν̄μ
oscillations (see the following section), and the parameters θμ3 and Δm2

31 (or
Δm2

32) are referred to as the atmospheric mixing angle and mass squared
difference. The smaller mass squared difference Δm2

21, and the angle θe2, are
associated with solar νe oscillations.

The formulae (21.128) and (21.129) are, in fact, exactly what a simple
2-state mixing model would give. Suppose that the effective mixing matrix
for the 2-state system has the form (see problem 1.6)

(
−a cos 2θ a sin 2θ
a sin 2θ a cos 2θ

)
, (21.130)

where rows are labelled by e, μ and columns by 1, 3; then the survival proba-
bility is just

1− sin2 2θ sin2(La), (21.131)

where we have taken L ≈ T as before. We can therefore identify the mixing
parameter as

a = [2λ31(E)]−1 =
Δm2

31

4E
. (21.132)

Note that the energies are here measured relative to a common average energy;
if |l> is the lighter eigenstate and |h> the heavier, then

|νe> = cos θ|l>+ sin θ|h>
|νμ> = − sin θ|l>+ cos θ|h>. (21.133)
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of the last term in (21.119): 

2Δm Lij
P (ν̄α → ν̄β;L, E) =  δαβ − 4

E 
Re (UβiU ∗ 

αiUαj U ∗ 
βj ) sin

2 
4E 

i>j 
2Δm Lij− 2

E 
Im (UβiU ∗ 

βj ) sin . (21.120) αiUαj U ∗ 
2E 

i>j 

It follows from (21.119) and (21.120) that P (να → νβ ;L, E) =  P (ν̄β → ν̄α; 
L, E), a consequence of CPT invariance. CP alone requires P (να → νβ ;L, E) 
= P (ν̄α → ν̄β ;L, E). A measure of CP violation is provided by 

(βα)A = P (να → νβ ;L, E)− P (ν̄α → ν̄β ;L, E)CP 
2Δmij

= 4  
E 

Im (UβiU ∗ 
βj ) L.αiUαj U ∗ sin (21.121) 

2E 
i>j 

The reader will recognize the Jarlskog (1985) invariants in (21.121). In this 
3 × 3 mixing situation, which is exactly analogous to quark mixing, all these 
invariants are equal up to a sign, and (21.121) becomes (Krastev and Petcov 
1988) 

(μe) (τ e) (τμ)A = −A = ACP CP CP 

2 2 2
| ( 

Δm32 
) ( 

Δm21 
) ( 

Δm13 
)|

= 4Jν sin L + sin L + sin L
2E 2E 2E 

(21.122) 

where 

Jν = Im(Uμ3U ∗ 
e3Ue2Uμ

∗ 
2). (21.123) 

2 2 2If any one mass-squared difference is zero, say Δm21, then Δm = −Δm32 13, 
and the right-hand side of (21.122) vanishes: we need all three mass-squared 
differences to be non-zero, in order to get CP violation. 

In proceeding to discuss the experimental situation, it will be useful to 
define an ‘oscillation length’ λij (E) given by 

(E/GeV) 2λij (E) = 2E/Δmij ≈ 0.4 km. (21.124) 
2(Δmij /eV

2) 

In practice, the three-state mixing formalism can often be simplified, making 
use of what is now known about the neutrino mass spectrum. One squared 
mass difference is considerably smaller than the other: 

2 2|Δm21| ∼ 7.6× 10−5 eV2 , |Δm31| ∼ 2.4× 10−3eV2 . (21.125) 
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of the last term in (21.119):

P (ν̄α → ν̄β;L,E) = δαβ − 4
E
i>j

Re (UβiU
∗
αiUαjU

∗
βj) sin

2
Δm2

ijL

4E

− 2
E
i>j

Im (UβiU
∗
αiUαjU

∗
βj) sin

Δm2
ijL

2E
. (21.120)

It follows from (21.119) and (21.120) that P (να → νβ ;L,E) = P (ν̄β → ν̄α;
L,E), a consequence ofCPT invariance. CP alone requires P (να → νβ ;L,E)
= P (ν̄α → ν̄β ;L,E). A measure of CP violation is provided by

A(βα)
CP = P (να → νβ ;L,E)− P (ν̄α → ν̄β ;L,E)

= 4
E
i>j

Im (UβiU
∗
αiUαjU

∗
βj) sin

Δm2
ij

2E
L. (21.121)

The reader will recognize the Jarlskog (1985) invariants in (21.121). In this
3 × 3 mixing situation, which is exactly analogous to quark mixing, all these
invariants are equal up to a sign, and (21.121) becomes (Krastev and Petcov
1988)

A(μe)
CP = −A(τe)

CP = A(τμ)
CP

= 4Jν

|
sin

(
Δm2

32

2E
L

)
+ sin

(
Δm2

21

2E
L

)
+ sin

(
Δm2

13

2E
L

)|

(21.122)

where

Jν = Im(Uμ3U
∗
e3Ue2U

∗
μ2). (21.123)

If any one mass-squared difference is zero, say Δm2
21, then Δm2

32 = −Δm2
13,

and the right-hand side of (21.122) vanishes: we need all three mass-squared
differences to be non-zero, in order to get CP violation.

In proceeding to discuss the experimental situation, it will be useful to
define an ‘oscillation length’ λij(E) given by

λij(E) = 2E/Δm2
ij ≈ 0.4

(E/GeV)

(Δm2
ij/eV

2)
km. (21.124)

In practice, the three-state mixing formalism can often be simplified, making
use of what is now known about the neutrino mass spectrum. One squared
mass difference is considerably smaller than the other:

|Δm2
21| ∼ 7.6× 10−5 eV2, |Δm2

31| ∼ 2.4× 10−3eV2. (21.125)
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Suppose now that L/|λ31(E)| ∼  1, while L/|λ21(E)| <<  1. Then expression 
(21.119) reduces to (problem 21.7) 

2 
31P (να → νβ ;L, E) ≈ δαβ − 4|Uα3|2[δαβ − |Uβ3|2] sin2 Δm
L 

4E 
= P (ν̄α → ν̄β ;L, E). (21.126) 

In particular, 

2Δm31P (ν̄e → ν̄e;L, E) = 1  − 4|Ue3|2(1 − |Ue3|2) sin2 L, (21.127) 
4E 

which can describe the survival probability of reactor ν̄es, for example. 
Adopting a parametrization of the form (20.166), with rows labelled by 

2e, μ and τ , and columns by 1, 2, and 3, |Ue3| is sin2 θe3, which is found 
experimentally to be small (see the following section). It is often a good 

2approximation to set |Ue3| to zero, in which case |Uμ3| = sin2 θμ3. Then 
(21.126) gives the νμ survival probability 

P (νμ → νμ;L, E) = P (ν̄μ → ν̄μ;L, E) ≈ 1− sin2 2θμ3 sin
2(L/2λ31(E)) 

(21.128) 
and the flavour-change probability 

P (νμ → ντ ;L, E) =  P (ν̄μ → ν̄τ ;L, E) ≈ sin2 2θμ3 sin
2(L/2λ31(E)). (21.129) 

In this approximation, P (νμ → νe) =  P (ν̄μ → ν̄e) = 0. Formulae (21.128) 
and (21.129) can be used to describe the dominant atmospheric νμ and ν̄μ 

2oscillations (see the following section), and the parameters θμ3 and Δm31 (or 
2Δm are referred to as the atmospheric mixing angle and mass squared 32) 

2difference. The smaller mass squared difference Δm21, and the angle θe2, are 
associated with solar νe oscillations. 

The formulae (21.128) and (21.129) are, in fact, exactly what a simple 
2-state mixing model would give. Suppose that the effective mixing matrix 
for the 2-state system has the form (see problem 1.6) 

( 
−a cos 2θ a  sin 2θ 

) 
, (21.130) 

a sin 2θ a cos 2θ 

where rows are labelled by e, μ  and columns by 1, 3; then the survival proba-
bility is just 

1− sin2 2θ sin2(La), (21.131) 

where we have taken L ≈ T as before. We can therefore identify the mixing 
parameter as 

2 
31 a = [2λ31(E)]−1 =

Δm
. (21.132) 

4E 
Note that the energies are here measured relative to a common average energy; 
if |l> is the lighter eigenstate and |h> the heavier, then 

|νe> = cos θ|l>+ sin θ|h> 
|νμ> = − sin θ|l>+ cos θ|h>. (21.133) 
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We begin with the CHOOZ experiment, which was the first experiment to
limit the value of θe3 (Apollonio et al. 1999, 2003). CHOOZ is the name of
a nuclear power station situated near the French village of the same name.
The experiment was designed to detect reactor ν̄es via the inverse β-decay
reaction ν̄e + p → e+ + n. The signature was a delayed coincidence between
the prompt e+ signal, and the signal from the neutron capture. The detec-
tor was located in an underground laboratory about 1 km from the neutrino
source. It consisted of a central 5-ton target filled with 0.09 % Gd-doped
liquid scintillator; Gd-doping was chosen to maximize the capture of the neu-
trons. The neutrino energy E was a few MeV, and L was 1 km. For these
values 2λ21(E) is greater than about 10 km, while 2λ31(E) is about 0.3 km.
The neglect of sin2 L/2λ21(E) is justified, and formula (21.127) can be used
for the ν̄e survival probability. The experiment found no evidence for ν̄e dis-
appearance, and reported the 90% CL upper limit of sin2 2θe3 < 0.19, for
|Δm2

31| = 2 × 10−3 eV2. We shall for the moment set θe3 to zero, and return
to discuss its value at the end of the chapter.

The mass squared range Δm2>2×10−3 eV2 can be explored by accelerator-
based long-baseline experiments, with typically E ∼ 1 GeV and L ∼ sev-
eral hundred kilometres. The K2K (KEK-to-Kamioka) experiment was the
first accelerator-based experiment with a neutrino path length extending hun-
dreds of kilometres. A horn-focused wide-band νμ beam with mean energy
1.3 GeV and path length 250 km was produced by 12 GeV protons from
the KEK-PS and directed to the Super-Kamiokande detector. In this case,
L/2λ21(E) ∼ 10−2, which may be neglected. Then formulae (21.128) and
(21.129) may be used, in the approximation Ue3 ≈ 0. The K2K data showed
(Ahn et al. 2006) that sin2 2θμ3 ≈ 1(θμ3 ≈ π/4), and that |Δm2

31| had a value
consistent with (21.125).

The first evidence for the appearance of νe in a νμ beam was obtained by
the T2K collaboration (Abe et al. 2011). The νμ beam is produced using
the high intensity proton accelerator at J-PARC, located in Tokai, Japan.
The beam was directed 2.5◦ off-axis to the Super-Kamiokande detector at
Kamioka, 295 km away. This configuration produces a narrow-band νμ beam,
tuned at the first oscillation maximum Eν = |Δm2

31|L/2π ≈ 0.6 MeV, so
as to reduce background from higher energy neutrino interactions. In the
vacuum, the probability of the appearance of a νe in a νμ beam is given (in
our customary effective 2-state mixing approximation) by (21.126) as

P (νμ → νe;L,E) = sin2 θμ3 sin
2 2θe3 sin

2 Δm2
31

4E
L; (21.134)

P (ν̄μ → ν̄e;L,E) is given by the same expression. Taking |Δm2
31| = 2.4 ×

10−3 eV2 and sin2 2θμ3 = 1, the number of expected νe events was 1.5 ±
0.3(syst.) for sin2 2θe3 = 0, and 5.5 ± 1.0 events if sin2 θe3 = 0.1. Six events
were observed which passed all the νe selection criteria. As we will see in the
following section, the value of sin2 2θe3 = 0.1 is entirely consistent with direct
measurements of this quantity reported in 2012.
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21.4.3 Neutrino oscillations: experimental results 

Historically, the search for neutrino oscillations began when experiments by 
Davis et al. (1968) detected solar neutrinos (from 8B decays) at a rate approx-
imately one third of that predicted by the solar model calculations of Bahcall 
et al. (1968). Pontecorvo (1946) had proposed the experiment, in which the 

e +
37 Cl → e−neutrinos are detected by the inverse β-decay process ν +37 Ar. 

The Davis experiment used 520 metric tons of liquid tetrachloroethylene 
(C2Cl4), buried 4850 feet underground in the Homestake gold mine, in South 
Dakota. Davis’ findings provided the impetus to study solar neutrinos us-
ing Kamiokande, a 3000 ton imaging water Cerenkov detector situated about 
one kilometre underground in the Kamioka mine in Japan. Indeed, 8B solar 
neutrinos were observed, and at a rate consistent with that of the Davis exper-
iment (Hirata et al. 1989). Later results from the Homestake mine (Cleveland 
et al. 1998) reported a solar neutrino detection rate almost exactly one third 
of the updated calculations of Bahcall et al. (2001). 

In a separate development, Kamiokande also reported (Hirata et al. 1988) 
an anomaly in the atmospheric neutrino flux. Atmospheric neutrinos are 
produced as decay products in hadronic showers which result from collisions 
of cosmic rays with nuclei in the upper atmosphere of the Earth. Production 

+of electron and muon neutrinos is dominated by the decay chain π+ → μ + 
+νμ, μ → e+ + ν̄μ + νe (and its charge-conjugate), which gives an expected 

value of about 2 for the ratio of (νμ + ν̄μ) flux to (νe + ν̄e) flux.
3 While the 

number of electron-like events was in good agreement with the Monte Carlo 
calculations based on atmospheric neutrino interactions in the detector, the 
number of muon-like events was about one half of the expected number, at 
the 4σ level. 

This muon-like defect (and the lack of an electron-like defect) was later 
confirmed at the 9σ level by Super-Kamiokande (Fukuda et al. 1998). In this 
experiment, a marked dependence was observed on the zenith angle of the 
muon neutrinos. This angle is simply related to the distance travelled by the 
neutrinos from their point of production, which varies from about 20 km (from 
above the detector) to over 10,000 km (from below the detector). The Super-
Kamiokande data was the first compelling evidence for neutrino oscillations. 
Interpreting their data in terms of a simple 2-state νμ ↔ ντ model, as in 
(21.129), Fukuda et al. (1998) reported the values sin2 2θμ3 > 0.82, and 
5× 10−4 < Δm2 6× 10−3 eV2 at 90% CL. 31 <

We will postpone further discussion of the solar neutrino deficit for the 
moment, since it is complicated by interactions of the neutrinos with the 
Sun’s matter (see the following subsection). We proceed to describe some of 
the main results which have come from the analysis of data from neutrinos 
produced in terrestrial accelerators and reactors. 

3The detector could not measure the charge of the final state leptons, and therefore ν 
and ν̄ events could not be discriminated. 
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21.4.3 Neutrino oscillations: experimental results

Historically, the search for neutrino oscillations began when experiments by
Davis et al. (1968) detected solar neutrinos (from 8B decays) at a rate approx-
imately one third of that predicted by the solar model calculations of Bahcall
et al. (1968). Pontecorvo (1946) had proposed the experiment, in which the
neutrinos are detected by the inverse β-decay process νe +

37Cl → e− +37Ar.
The Davis experiment used 520 metric tons of liquid tetrachloroethylene
(C2Cl4), buried 4850 feet underground in the Homestake gold mine, in South
Dakota. Davis’ findings provided the impetus to study solar neutrinos us-
ing Kamiokande, a 3000 ton imaging water Cerenkov detector situated about
one kilometre underground in the Kamioka mine in Japan. Indeed, 8B solar
neutrinos were observed, and at a rate consistent with that of the Davis exper-
iment (Hirata et al. 1989). Later results from the Homestake mine (Cleveland
et al. 1998) reported a solar neutrino detection rate almost exactly one third
of the updated calculations of Bahcall et al. (2001).

In a separate development, Kamiokande also reported (Hirata et al. 1988)
an anomaly in the atmospheric neutrino flux. Atmospheric neutrinos are
produced as decay products in hadronic showers which result from collisions
of cosmic rays with nuclei in the upper atmosphere of the Earth. Production
of electron and muon neutrinos is dominated by the decay chain π+ → μ+ +
νμ, μ+ → e+ + ν̄μ + νe (and its charge-conjugate), which gives an expected
value of about 2 for the ratio of (νμ + ν̄μ) flux to (νe + ν̄e) flux.3 While the
number of electron-like events was in good agreement with the Monte Carlo
calculations based on atmospheric neutrino interactions in the detector, the
number of muon-like events was about one half of the expected number, at
the 4σ level.

This muon-like defect (and the lack of an electron-like defect) was later
confirmed at the 9σ level by Super-Kamiokande (Fukuda et al. 1998). In this
experiment, a marked dependence was observed on the zenith angle of the
muon neutrinos. This angle is simply related to the distance travelled by the
neutrinos from their point of production, which varies from about 20 km (from
above the detector) to over 10,000 km (from below the detector). The Super-
Kamiokande data was the first compelling evidence for neutrino oscillations.
Interpreting their data in terms of a simple 2-state νμ ↔ ντ model, as in
(21.129), Fukuda et al. (1998) reported the values sin2 2θμ3 > 0.82, and
5× 10−4 < Δm2

31 < 6× 10−3 eV2 at 90% CL.
We will postpone further discussion of the solar neutrino deficit for the

moment, since it is complicated by interactions of the neutrinos with the
Sun’s matter (see the following subsection). We proceed to describe some of
the main results which have come from the analysis of data from neutrinos
produced in terrestrial accelerators and reactors.

3The detector could not measure the charge of the final state leptons, and therefore ν
and ν̄ events could not be discriminated.

359 21.4. Neutrino mixing and oscillations 

We begin with the CHOOZ experiment, which was the first experiment to 
limit the value of θe3 (Apollonio et al. 1999, 2003). CHOOZ is the name of 
a nuclear power station situated near the French village of the same name. 
The experiment was designed to detect reactor ν̄es via the inverse β-decay 

+reaction ν̄e + p  → e + n. The signature was a delayed coincidence between 
the prompt e+ signal, and the signal from the neutron capture. The detec-
tor was located in an underground laboratory about 1 km from the neutrino 
source. It consisted of a central 5-ton target filled with 0.09 % Gd-doped 
liquid scintillator; Gd-doping was chosen to maximize the capture of the neu-
trons. The neutrino energy E was a few MeV, and L was 1 km. For these 
values 2λ21(E) is greater than about 10 km, while 2λ31(E) is about 0.3 km. 
The neglect of sin2 L/2λ21(E) is justified, and formula (21.127) can be used 
for the ν̄e survival probability. The experiment found no evidence for ν̄e dis-
appearance, and reported the 90% CL upper limit of sin2 2θe3 < 0.19, for 

2|Δm31| = 2  × 10−3 eV2 . We shall for the moment set θe3 to zero, and return 
to discuss its value at the end of the chapter. 

2The mass squared range Δm >2×10−3 eV2 can be explored by accelerator-
based long-baseline experiments, with typically E ∼ 1 GeV and L ∼ sev-
eral hundred kilometres. The K2K (KEK-to-Kamioka) experiment was the 
first accelerator-based experiment with a neutrino path length extending hun-
dreds of kilometres. A horn-focused wide-band νμ beam with mean energy 
1.3 GeV and path length 250 km was produced by 12 GeV protons from 
the KEK-PS and directed to the Super-Kamiokande detector. In this case, 
L/2λ21(E) ∼ 10−2, which may be neglected. Then formulae (21.128) and 
(21.129) may be used, in the approximation Ue3 ≈ 0. The K2K data showed 

2(Ahn et al. 2006) that sin2 2θμ3 ≈ 1(θμ3 ≈ π/4), and that |Δm31| had a value 
consistent with (21.125). 

The first evidence for the appearance of νe in a νμ beam was obtained by 
the T2K collaboration (Abe et al. 2011). The νμ beam is produced using 
the high intensity proton accelerator at J-PARC, located in Tokai, Japan. 
The beam was directed 2.5◦ off-axis to the Super-Kamiokande detector at 
Kamioka, 295 km away. This configuration produces a narrow-band νμ beam, 

2tuned at the first oscillation maximum Eν = |Δm31|L/2π ≈ 0.6 MeV, so 
as to reduce background from higher energy neutrino interactions. In the 
vacuum, the probability of the appearance of a νe in a νμ beam is given (in 
our customary effective 2-state mixing approximation) by (21.126) as 

2 
31P (νμ → νe;L, E) = sin2 θμ3 sin

2 2θe3 sin
2 Δm

L; (21.134) 
4E 

2P (ν̄μ → ν̄e;L, E) is given by the same expression. Taking |Δm31| = 2.4 × 
10−3 eV2 and sin2 2θμ3 = 1, the number of expected νe events was 1.5 ± 
0.3(syst.) for sin2 2θe3 = 0, and 5.5 ± 1.0 events if sin2 θe3 = 0.1. Six events 
were observed which passed all the νe selection criteria. As we will see in the 
following section, the value of sin2 2θe3 = 0.1 is entirely consistent with direct 
measurements of this quantity reported in 2012. 
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FIGURE 21.11
Ratio of the background and geo-neutrino subtracted ν̄e spectrum to the ex-
pectation for no-oscillation, as a function of L0/E, where L0 = 180 km. Figure
reprinted with permission from S Abe et al. (KamLAND Collaboration) Phys.
Rev. Lett. 100 221803 (2008). Copyright 2008 by the American Physical So-
ciety.

In 1999, the Sudbury Neutrino Observatory (SNO) in Canada began ob-
servation. This experiment used 1 kiloton of ultra-pure heavy water (D2O).
It measured 8B solar νes via both the CC reaction νe + d → e− + p + p, and
the NC reaction ν +d → ν+p+n, as well as elastic ν e− scattering. The CC
reaction is sensitive only to νe, while the NC reaction is sensitive to all active
neutrinos, as is ν e− scattering. If the solar neutrino deficit were caused by
neutrino oscillations, the solar neutrino fluxes measured by the CC and NC
reactions would be significantly different. SNO found that, while the total
neutrino flux was consistent with solar model expectations, the ratio of the
νe flux to the total neutrino flux was about 1/3 (Ahmad et al. 2001, 2002).
This number can be understood in terms of the effect of dense matter on the
propagation of the νes, as we now discuss.

21.4.4 Matter effects in neutrino oscillations

We have assumed in the foregoing that neutrinos propagate in vacuum be-
tween the source and the detector. Since neutrinos interact only weakly, it
might seem that this is always an excellent approximation. But in the same
way that light travelling through a transparent medium can have its refractive
index changed, so can a neutrino. In particular, the refractive index can be

360 21. CP Violation and Oscillation Phenomena 

Another long baseline accelerator experiment is MINOS at Fermilab. Neu-
trinos are produced by the Neutrinos at the Main Injector facility (NuMI), 
using 120 GeV protons from the Fermilab main injector. The detector is a 
5.4 kton iron-scintillator tracking calorimeter with a toroidal magnetic field, 
situated underground in the Soudan mine, 735 km from Fermilab. The neu-
trino energy spectrum from a wide-band beam is horn-focused to be en-

2hanced in the 1-5 GeV range. The current MINOS results yield |Δm31| = 
(2.32+0.12) × 10−3 eV2, and sin2 2θμ3 > 0.90 at 90 % CL (Adamson et al. −0.08

2011). 
A second reactor experiment, KamLAND at Kamioka, was designed to 

2be sensitive to the smaller squared mass difference Δm21, and thus to θe2. 
The Kamioka Liquid scintillator AntiNeutrino Detector is at the site of the 
former Kamioka experiment. The detector is essentially one kiloton of highly 
purified liquid scintillator surrounded by photomultiplier tubes. ν̄es are de-

+tected as usual via the inverse β-decay reaction ν̄e +p  → e + n. KamLAND 
is surrounded by 55 nuclear power units, each an isotropic ν̄e source. The 
flux-weighted average path length is L ∼ 180 km, and the energy E ranges 
from about 2 MeV to about 8 MeV. For E = 3 MeV,  2λ21(E) ∼ 30 km, which 
allows for more than one oscillation. In this case (21.119) reduces to 

P (ν̄e → ν̄e;L, E) = 1  − 4|Ue1|2 |Ue2|2 sin2(L/2λ21(E)) (21.135) 

assuming |Ue3| ≈ 0. In a parametrization of the form (20.166), this becomes 

P (ν̄e → ν̄e;L, E) = 1  − sin2 2θe2 sin
2(L/2λ21(E)), (21.136) 

again a simple 2-state mixing result. Data shown in figure 21.11 (Abe et al. 
2008) gives 

2 = 7.58+0.14+0.15|Δm21| −0.13−0.15 × 10−5 eV2 (21.137) 

= 0.56+0.10+0.10tan2 θe2 −0.70−0.06. (21.138) 

The KamLAND data showed for the first time the periodic behaviour of the 
ν̄e survival probability. 

We now return to the solar neutrino problem, taking up the story after 
Davis’ results. Some doubts remained as to whether the solar calculations 
could be absolutely relied upon, for example because of the extreme sensitivity 
to the core temperature (∝ T 18). One particular class of νe could, however, 
be reliably calculated, namely those associated with the initial reaction pp → 
2H+e+ +νe of the pp cycle. Whereas the Davis experiments allowed detection 
of the higher energy νes (threshold 814 keV) from the B and Be stages of 
the cycle, the energy of the νes from the pp stage cuts off at around 400 

−keV. Detectors using the reaction νe +
71 Ga → e +71 Ge, which has a 233 

keV energy threshold, were built (GALLEX, GNO and SAGE); their results 
(Altman et al. 2005, Abdurashitov et al. 2009) are in agreement, and again 
much smaller than the (updated) Bahcall et al. (2005) prediction. 
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Another long baseline accelerator experiment is MINOS at Fermilab. Neu-
trinos are produced by the Neutrinos at the Main Injector facility (NuMI),
using 120 GeV protons from the Fermilab main injector. The detector is a
5.4 kton iron-scintillator tracking calorimeter with a toroidal magnetic field,
situated underground in the Soudan mine, 735 km from Fermilab. The neu-
trino energy spectrum from a wide-band beam is horn-focused to be en-
hanced in the 1-5 GeV range. The current MINOS results yield |Δm2

31| =
(2.32+0.12

−0.08) × 10−3 eV2, and sin2 2θμ3 > 0.90 at 90 % CL (Adamson et al.
2011).

A second reactor experiment, KamLAND at Kamioka, was designed to
be sensitive to the smaller squared mass difference Δm2

21, and thus to θe2.
The Kamioka Liquid scintillator AntiNeutrino Detector is at the site of the
former Kamioka experiment. The detector is essentially one kiloton of highly
purified liquid scintillator surrounded by photomultiplier tubes. ν̄es are de-
tected as usual via the inverse β-decay reaction ν̄e +p → e+ +n. KamLAND
is surrounded by 55 nuclear power units, each an isotropic ν̄e source. The
flux-weighted average path length is L ∼ 180 km, and the energy E ranges
from about 2 MeV to about 8 MeV. For E = 3 MeV, 2λ21(E) ∼ 30 km, which
allows for more than one oscillation. In this case (21.119) reduces to

P (ν̄e → ν̄e;L,E) = 1− 4|Ue1|2 |Ue2|2 sin2(L/2λ21(E)) (21.135)

assuming |Ue3| ≈ 0. In a parametrization of the form (20.166), this becomes

P (ν̄e → ν̄e;L,E) = 1− sin2 2θe2 sin2(L/2λ21(E)), (21.136)

again a simple 2-state mixing result. Data shown in figure 21.11 (Abe et al.
2008) gives

|Δm2
21| = 7.58+0.14+0.15

−0.13−0.15 × 10−5 eV2 (21.137)

tan2 θe2 = 0.56+0.10+0.10
−0.70−0.06. (21.138)

The KamLAND data showed for the first time the periodic behaviour of the
ν̄e survival probability.

We now return to the solar neutrino problem, taking up the story after
Davis’ results. Some doubts remained as to whether the solar calculations
could be absolutely relied upon, for example because of the extreme sensitivity
to the core temperature (∝ T 18). One particular class of νe could, however,
be reliably calculated, namely those associated with the initial reaction pp →
2H+e++νe of the pp cycle. Whereas the Davis experiments allowed detection
of the higher energy νes (threshold 814 keV) from the B and Be stages of
the cycle, the energy of the νes from the pp stage cuts off at around 400
keV. Detectors using the reaction νe +

71Ga → e− +71Ge, which has a 233
keV energy threshold, were built (GALLEX, GNO and SAGE); their results
(Altman et al. 2005, Abdurashitov et al. 2009) are in agreement, and again
much smaller than the (updated) Bahcall et al. (2005) prediction.
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In 1999, the Sudbury Neutrino Observatory (SNO) in Canada began ob-
servation. This experiment used 1 kiloton of ultra-pure heavy water (D2O). 
It measured 8B solar νes via both the CC reaction νe + d  → e− + p + p, and 
the NC reaction ν +d  → ν +p+n, as well as elastic ν e− scattering. The CC 
reaction is sensitive only to νe, while the NC reaction is sensitive to all active 
neutrinos, as is ν e− scattering. If the solar neutrino deficit were caused by 
neutrino oscillations, the solar neutrino fluxes measured by the CC and NC 
reactions would be significantly different. SNO found that, while the total 
neutrino flux was consistent with solar model expectations, the ratio of the 
νe flux to the total neutrino flux was about 1/3 (Ahmad et al. 2001, 2002). 
This number can be understood in terms of the effect of dense matter on the 
propagation of the νes, as we now discuss. 

21.4.4 Matter effects in neutrino oscillations 

We have assumed in the foregoing that neutrinos propagate in vacuum be-
tween the source and the detector. Since neutrinos interact only weakly, it 
might seem that this is always an excellent approximation. But in the same 
way that light travelling through a transparent medium can have its refractive 
index changed, so can a neutrino. In particular, the refractive index can be 

Su
rv

iv
al

 P
ro

ba
bi

lit
y 

eνData - BG - Geobest-fit oscillationν3-
best-fit oscillationν2-

20 30 40 50 60 70 80 90 100 110 



21.4. Neutrino mixing and oscillations 363

at least one oscillation length fits into the resonant density region, then it
can be shown that the state stays with state |2>m (‘adiabatic evolution’) until
it reaches the surface of the Sun, when θm → θe2. The probability that the
neutrino will survive to the earth is then (using (21.133)) |<νe|2>m|2 = sin2 θe2,
which has a value of about 1/3. In the alternative limit, (ii), in which the
oscillation length in matter is relatively large with respect to the scale of
density variation, the state may ‘jump’ to the other mass state |1>m (‘extreme
non-adiabatic evolution’), and then |<νe|1>m|2 = cos2 θe2. These are clearly
extreme cases, and numerical work is required in the general case. However,
the data from SNO and other water Cerenkov detectors are consistent with
the first (adiabatic) alternative, and with the value sin2 θe2 ∼ 1/3. Note that
the solar data imply that (m2

2 −m2
1) cos 2θe2 > 0.

By contrast, for the lowest energy neutrinos we can take θm ≈ θ, so that the
neutrinos are produced in the state cos θe2|1>+sin θe2|2>, and propagate as in a
vacuum, oscillating with maximum excursion sin2 2θe2. The detectors average
over many oscillations, giving a factor of 1/2, so that the survival probability
for the low energy νes is 1 − 1

2 sin
2 2θe2 ∼ 5/9. The Gallium experiments are

sensitive to the lower energy neutrinos, and indeed record some 60–70% of the
expected flux.

In summary, the solar neutrino data are consistent with the interpretation
in terms of neutrino oscillations, as modified by the Wolfenstein-Mikheev-
Smirnov (MSW) effect. A global solar + KamLAND analysis yields best fit
values (Aharmim et al. 2010)

θe2 = 34.06+1.16
−0.84 Δm2

21 = 7.59+0.20
−0.21 × 10−5 eV2. (21.142)

21.4.5 Further developments

Despite the remarkable experimental progress in the studies of neutrino oscil-
lations over the last decade, there still remain some basic gaps in our knowl-
edge. Perhaps the most fundamental is the Dirac/Majorana nature of massive
neutrinos. The most feasible (but very difficult) test is neutrinoless double
β-decay (0νββ-decay), already touched on in section 20.3. As noted there, the
amplitude is proportional to an average Majorana mass parameter <m>. Ex-
periments place a lower bound on the half-life for the decay, which translates
into an upper bound on <m>. The most stringent lower bounds on the half-
lives have been obtained with decays of 76Ge (Klapdor-Kleingrothaus et al.
2001), 130Te (Andreotti et al. 2011) and 100Mo (Arnold et al. 2006). Lower
bounds on the half-lives range from 1024 to 1025 years, with corresponding
upper bounds on <m> of the order of 0.5 eV. It should, however, be noted that
some participants of the Heidelberg-Moscow experiment claimed the observa-
tion of 0νββ decay of 76Ge with a half-life of 2.23+0.44

−0.31×1025 years, from which
they deduced <m> = 0.32±0.03 eV (Klapdor-Kleingrothaus et al. 2006). The
GERDA experiment (Ur et al. 2011) should be able to check this claim after
one year of running. Other experiments currently running, or planned, will
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different for νe and νμ. The difference in refractive indices is determined by 
the difference in the real parts of the forward νee

− and νμe
− elastic scatter-

ing amplitudes (Wolfenstein 1978). The essential point is that the scattering 
can be coherent, with the spins and momenta of the particles remaining un-
changed. This means that the effect is going to be proportional to the density 
of electrons in the matter traversed, Ne. The scattering amplitude, in turn, is 
proportional to GF, so that a figure of merit for the effect is given by the prod-
uct GFNe. This has the dimensions of an energy, and can be interpreted as an 
addition to the effective 2-state mixing matrix of (21.130). Detailed analysis, √ 
which we omit, shows that the correct addition is actually + 2GFNe, so that 
(21.130) is modified to 

2 √ 2
( 

− Δm cos 2θ + 2GFNe
Δm sin 2θ 

) 
4E 4E , (21.139) 2 2Δm Δmsin 2θ cos 2θ4E 4E 

2 2 2where now Δm = m2 − m1, and θ = θe2. Two-state mixing now gives 
(problem 21.8) a new mixing angle θm such that 

tan 2θ Δm2 cos 2θ 
tan 2θm = , Nres = √ , (21.140) 

1− Ne/Nres 2 2GFE 

and the mass eigenstates |1>m, |2>m correspond to the eigenvalue difference 

2 m2 − m1 = |Δm21/2E| [cos2 2θ(1 − Ne/Nres)
2 + sin2 2θ]1/2 . (21.141) 

We see that although the new term is certainly very small, being propor-
tional to GF, nevertheless since Δm2 is very small also, a significant effect can 
occur. In particular, if it should happen that Ne ≈ Nres for some (θ, E), then 
θm will be ‘maximal’ (θm = π/4), irrespective of the value of the original θ. 
This is called ‘resonant mixing’ (Mikheev and Smirnov 1985, 1986). It implies 
that the probability for a νe → νμ flavour change could be greatly enhanced 
over the vacuum value, which is proportional to sin2 2θe2. A point to note, 
also, is that the corresponding formulae for ν̄es are obtained by replacing Ne 
by −Ne; then, depending on the sign of Δm2 cos 2θe2, resonant mixing can 
occur for one or the other of νe or ν̄e as they pass through matter, but not 
both. Similar considerations apply to the propagation of neutrinos through 
the earth, but we shall not pursue this here (see Nakamura and Petcov in 
Nakamura et al. 2010). 

In the case of solar neutrinos, the effect of the above modifications is quite 
simple. For the highest energy neutrinos, Ne >> Nres at the centre of the 
sun, so that θm ∼ π/2 at production in the core, and the νe is in the heavier 
mass state |2>m. On the way to the surface of the Sun, Ne will decrease, and 
a point will be reached when Ne = Nres. Here the mass difference (21.141) 
reaches its minimum, and two limiting cases may be distinguished depending 
on the scale of the variation in the electron density, which has been assumed 
constant in (21.139)–(21.141). (i) If the density variation is slow enough that 
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simple. For the highest energy neutrinos, Ne >> Nres at the centre of the
sun, so that θm ∼ π/2 at production in the core, and the νe is in the heavier
mass state |2>m. On the way to the surface of the Sun, Ne will decrease, and
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on the scale of the variation in the electron density, which has been assumed
constant in (21.139)–(21.141). (i) If the density variation is slow enough that
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at least one oscillation length fits into the resonant density region, then it 
can be shown that the state stays with state |2>m (‘adiabatic evolution’) until 
it reaches the surface of the Sun, when θm → θe2. The probability that the 
neutrino will survive to the earth is then (using (21.133)) |<νe|2>m|2 = sin2 θe2, 
which has a value of about 1/3. In the alternative limit, (ii), in which the 
oscillation length in matter is relatively large with respect to the scale of 
density variation, the state may ‘jump’ to the other mass state |1>m (‘extreme 
non-adiabatic evolution’), and then |<νe|1>m|2 = cos2 θe2. These are clearly 
extreme cases, and numerical work is required in the general case. However, 
the data from SNO and other water Cerenkov detectors are consistent with 
the first (adiabatic) alternative, and with the value sin2 θe2 ∼ 1/3. Note that 

2 2the solar data imply that (m2 − m1) cos 2θe2 > 0. 
By contrast, for the lowest energy neutrinos we can take θm ≈ θ, so that the 

neutrinos are produced in the state cos θe2|1>+sin θe2|2>, and propagate as in a 
vacuum, oscillating with maximum excursion sin2 2θe2. The detectors average 
over many oscillations, giving a factor of 1/2, so that the survival probability 
for the low energy νes is 1 − 1 sin2 2θe2 ∼ 5/9. The Gallium experiments are 2 
sensitive to the lower energy neutrinos, and indeed record some 60–70% of the 
expected flux. 

In summary, the solar neutrino data are consistent with the interpretation 
in terms of neutrino oscillations, as modified by the Wolfenstein-Mikheev-
Smirnov (MSW) effect. A global solar + KamLAND analysis yields best fit 
values (Aharmim et al. 2010) 

2 = 34.06+1.16 Δm21 = 7.59+0.20 . (21.142) θe2 −0.84 −0.21 × 10−5 eV2 

21.4.5 Further developments 

Despite the remarkable experimental progress in the studies of neutrino oscil-
lations over the last decade, there still remain some basic gaps in our knowl-
edge. Perhaps the most fundamental is the Dirac/Majorana nature of massive 
neutrinos. The most feasible (but very difficult) test is neutrinoless double 
β-decay (0νββ-decay), already touched on in section 20.3. As noted there, the 
amplitude is proportional to an average Majorana mass parameter <m>. Ex-
periments place a lower bound on the half-life for the decay, which translates 
into an upper bound on <m>. The most stringent lower bounds on the half-
lives have been obtained with decays of 76Ge (Klapdor-Kleingrothaus et al. 
2001), 130Te (Andreotti et al. 2011) and 100Mo (Arnold et al. 2006). Lower 
bounds on the half-lives range from 1024 to 1025 years, with corresponding 
upper bounds on <m> of the order of 0.5 eV. It should, however, be noted that 
some participants of the Heidelberg-Moscow experiment claimed the observa-
tion of 0νββ decay of 76Ge with a half-life of 2.23+0.44 

−0.31 ×1025 years, from which 
they deduced <m> = 0.32 ± 0.03 eV (Klapdor-Kleingrothaus et al. 2006). The 
GERDA experiment (Ur et al. 2011) should be able to check this claim after 
one year of running. Other experiments currently running, or planned, will 
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21.4 Verify equations (21.56).

21.5 Verify equations (21.89) and (21.90).

21.6 Verify equation (21.119).

21.7 Verify equation (21.126).

21.8 Verify equations (21.140) and (21.141).
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push the bound on half-lives up to 1026–1027 years, and the upper bound on 
<m> down to magnitudes of the order of a few times 10−2 eV. 

A second crucial question concerns the magnitude of CP-violation effects 
in neutrino oscillations. We recall from (20.172) that this vanishes if sin θe3 = 
0. As we saw earlier, CHOOZ set a 90% CL limit sin2 2θe3 < 0.17. A non-zero 
value of sin2 2θe3 has now been observed by two groups, both ν̄e disappearance 
experiments: the Daya Bay collaboration (An et al. 2012) and the RENO 
collaboration (Ahn et al. 2012). Their reported results were 

sin2 2θe3 = 0.092 ± 0.016 ± 0.005 (Daya Bay) (21.143) 

sin2 2θe3 = 0.113 ± 0.013 ± 0.019 (RENO), (21.144) 

in a 3-neutrino framework. For this value of sin θe3, it should be possible to 
detect a CP-violating difference in the probabilities for νμ → νe and ν̄μ → ν̄e, 
and it may be enough to sustain leptogenesis models. 

The value of sin θe3 is also relevant to the determination of the sign of 
2Δm31; we shall mention just one possibility. We have seen that the MSW effect 

for solar neutrinos implies that m2 > m1 (using the fact that cos θe2 > 0), but 
the mass spectrum (for 3-neutrino mixing) could be ordered as m1 < m2 < m3 
(‘normal spectrum’) or as m3 < m1 < m2 (‘inverted spectrum’). We have 
ignored the terrestrial MSW effect, but it can be significant in long-baseline 
accelerator-based experiments, and could be exploited to determine the sign 
of m3 − m1. In the vacuum, the probability of the appearance of a νe in 
a νμ beam is given by (21.134) (in our customary effective 2-state mixing 
approximation). As in the solar case, these probabilities will be modified by 
the MSW effect, which will enhance (suppress) the appearance probability for 
neutrinos (antineutrinos) in the case of the normal spectrum, and vice versa 
for the inverted spectrum. Clearly if θe3 were too small, the effect would be 
very hard to see, but the value in (21.143) and (21.144) makes this a realistic 
experiment; it formed part of the physics motivation for the NOνA experiment 
at Fermilab (Ayres et al. 2005). NOνA is a long-baseline neutrino oscillation 
experiment now under construction, which aims to detect the appearance of 
νe and ν̄e in the NuMI muon neutrino beam. The beam from Fermilab is 
directed 14 mrad off-axis to a detector 810 kn away; the neutrino energy is 
narrowly peaked around 2.2 GeV. NOνA will also have sensitivity to leptonic 
CP-violation. 

Problems 
21.1 Verify equation (21.34). 

21.2 Verify equations (21.46) and (21.47). 

20.3 Verify equations (21.48) and (21.49). 
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22  
The Glashow–Salam–Weinberg Gauge 
Theory of Electroweak Interactions 

22.1  Difficulties with the current–current and ‘naive’ IVB 
models 

In chapter 20 we developed the ‘V-A current–current’ phenomenology of weak 
interactions. We saw that this gives a remarkably accurate account of a wide 
range of data – so much so, in fact, that one might well wonder why it should 
not be regarded as a fully-fledged theory. One good reason for wanting to do 
this would be in order to carry out calculations beyond the lowest order, which 
is essentially all we have used it for so far (with the significant exceptions of 

¯the GIM argument, and box diagrams in M-M mixing). Such higher-order cal-
culations are indeed required by the precision attained in modern high energy 
experiments. But the electroweak theory of Glashow, Salam and Weinberg, 
now recognized as one of the pillars of the Standard Model, was formulated 
long before such precision measurements existed, under the impetus of quite 
compelling theoretical arguments. These had to do, mainly, with certain in-
principle difficulties associated with the current–current model, if viewed as a 
‘theory’. Since we now believe that the GSW theory is the correct description 
of electroweak interactions up to currently tested energies, further discussions 
of these old issues concerning the current–current model might seem irrele-
vant. However, these difficulties do raise several important points of principle. 
An understanding of them provides valuable motivation for the GSW theory 
– and some idea of what is ‘at stake’ in regard to experiments relating to 
the Higgs sector, which has only recently begun to be explored (see section 
22.8.3). 

Before reviewing the difficulties, however, it is worth emphasizing once 
again a more positive motivation for a gauge theory of weak interactions 
(Glashow 1961). This is the remarkable ‘universality’ structure noted in chap-
ter 20, not only as between different types of lepton, but also (within the con-
text of CKM mixing) between the quarks and the leptons. This recalls very 
strongly the ‘universality’ property of QED, and the generalization of this 
property in the non-Abelian theories of chapter 13. A gauge theory would 
provide a natural framework for such universal couplings. 
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where fJ is the partial wave amplitude for angular momentum J and k is the
CM momentum. It is a consequence of unitarity, or flux conservation (see, for
example, Merzbacher 1998, chapter 13), that the partial wave amplitude may
be written in terms of a phase shift δJ :

fJ = eiδJ sin δJ (22.6)

so that
|fJ | ≤ 1. (22.7)

Thus the cross section in each partial wave is bounded by

σJ ≤ 4π(2J + 1)/k2 (22.8)

which falls as the CM energy rises. By contrast, in (22.3) we have a cross
section that rises with CM energy:

σ ∼ E2. (22.9)

Moreover, since the amplitude (equation (22.2)) only involves (cos θ)0 and
(cos θ)1 contributions, it is clear that this rise in σ is associated with only a
few partial waves, and is not due to more and more partial waves contributing
to the sum in σ. Therefore, at some energy E, the unitarity bound will be
violated by this lowest-order (Born approximation) expression for σ.

This is the essence of the ‘unitarity disease’ of the current–current model.
To fill in all the details, however, involves a careful treatment of the appropri-
ate partial wave analysis for the case when all particles carry spin. We shall
avoid those details. Instead we argue, again on dimensional grounds, that the
dimensionless partial wave amplitude fJ (note the 1/k2 factor in (22.5)) must
be proportional to GFE

2, which violates the bound (22.7) for CM energies

E ≥ G
−1/2
F ∼ 300GeV. (22.10)

At this point the reader may recall a very similar-sounding argument made
in section 11.8, which led to the same estimate of the ‘dangerous’ energy scale
(22.10). In that case, the discussion referred to a hypothetical ‘4-fermi’ inter-
action without the V–A structure, and it was concerned with renormalization
rather than unitarity. The gamma-matrix structure is irrelevant to these is-
sues, which ultimately have to do with the dimensionality of the coupling
constant, in both cases. In fact, as we shall see, unitarity and renormalizabil-
ity are actually rather closely related.

Faced with this unitarity difficulty, we appeal to the most successful theory
we have, and ask: what happens in QED? We consider an apparently quite
similar process, namely e+e− → μ+μ− in lowest order (figure 22.2). In chapter
8 the total cross section for this process, neglecting lepton masses, was found
to be (see problem 8.18 and equation (9.87))

σ = 4πα2/3E2 (22.11)
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FIGURE 22.1 
Current–current amplitude for ν̄μ + μ− → ν̄e + e− . 

22.1.1 Violations of unitarity 

We have seen several examples, in chapter 20, in which cross sections were 
predicted to rise indefinitely as a function of the invariant variable s, which 
is the square of the total energy in the CM frame. We begin by showing why 
this is ultimately an unacceptable behaviour. 

Consider the process (figure 22.1) 

−ν̄μ + μ− → ν̄e + e (22.1) 

in the current–current model, regarding it as fundamental interaction, treated 
to lowest order in perturbation theory. A similar process was discussed in 
chapter 20. Since the troubles we shall find occur at high energies, we can 
simplify the expressions by neglecting the lepton masses without altering the 
conclusions. In this limit the invariant amplitude is (problem 22.1), up to a 
numerical factor, 

M = GFE
2(1 + cos θ) (22.2) 

where E is the CM energy, and θ is the CM scattering angle of the e− with re-
spect to the direction of the incident μ− . This leads to the following behaviour 
of the cross section (cf (20.83), remembering that s = 4E2): 

σ ∼ G2
FE

2 . (22.3) 

The dependence on E2 is a consequence of the fact that GF is not di-
mensionless, having the dimensions of [M ]−2 . Its value is (Nakamura et al. 
2010) 

GF = 1.16637(1) × 10−5 GeV−2 . (22.4) 

The cross section has dimensions of [L]2 = [M ]−2, but must involve G2 which F 
has dimension [M ]−4 . It must also be relativistically invariant. At energies 
well above lepton masses, the only invariant quantity available to restore the 
correct dimensions to σ is s, the square of the CM energy E, so that σ ∼ GFE

2 . 
Consider now a partial wave analysis of this process. For spinless particles 

the total cross section may be written as a sum of partial wave cross sections 

4π 
σ = 

E
(2J + 1)|fJ |2 (22.5) 

k2 
J 
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The dependence on E2 is a consequence of the fact that GF is not di-
mensionless, having the dimensions of [M ]−2. Its value is (Nakamura et al.
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GF = 1.16637(1)× 10−5 GeV−2. (22.4)
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F which

has dimension [M ]−4. It must also be relativistically invariant. At energies
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where fJ is the partial wave amplitude for angular momentum J and k is the 
CM momentum. It is a consequence of unitarity, or flux conservation (see, for 
example, Merzbacher 1998, chapter 13), that the partial wave amplitude may 
be written in terms of a phase shift δJ : 

fJ = e  iδJ sin δJ (22.6) 

so that 
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Thus the cross section in each partial wave is bounded by 
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which falls as the CM energy rises. By contrast, in (22.3) we have a cross 
section that rises with CM energy: 
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Moreover, since the amplitude (equation (22.2)) only involves (cos θ)0 and 
(cos θ)1 contributions, it is clear that this rise in σ is associated with only a 
few partial waves, and is not due to more and more partial waves contributing 
to the sum in σ. Therefore, at some energy E, the unitarity bound will be 
violated by this lowest-order (Born approximation) expression for σ. 

This is the essence of the ‘unitarity disease’ of the current–current model. 
To fill in all the details, however, involves a careful treatment of the appropri-
ate partial wave analysis for the case when all particles carry spin. We shall 
avoid those details. Instead we argue, again on dimensional grounds, that the 
dimensionless partial wave amplitude fJ (note the 1/k

2 factor in (22.5)) must 
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2, which violates the bound (22.7) for CM energies 
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At this point the reader may recall a very similar-sounding argument made 
in section 11.8, which led to the same estimate of the ‘dangerous’ energy scale 
(22.10). In that case, the discussion referred to a hypothetical ‘4-fermi’ inter-
action without the V–A structure, and it was concerned with renormalization 
rather than unitarity. The gamma-matrix structure is irrelevant to these is-
sues, which ultimately have to do with the dimensionality of the coupling 
constant, in both cases. In fact, as we shall see, unitarity and renormalizabil-
ity are actually rather closely related. 

Faced with this unitarity difficulty, we appeal to the most successful theory 
we have, and ask: what happens in QED? We consider an apparently quite 
similar process, namely e+e− → μ+μ− in lowest order (figure 22.2). In chapter 
8 the total cross section for this process, neglecting lepton masses, was found 
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FIGURE 22.3
One-W− annihilation graph for ν̄μ + μ− → ν̄e + e−.

hadronic current carries the opposite charge (e.g.
¯̂
ψpγμ(1 − rγ5)ψ̂n destroys

negative charge or creates positive charge), so as to make the total effective
interaction charge-conserving, as required. It follows that the Ŵ fields must
then be charged, so that expressions of the form (22.14) are neutral. Because
both charge-raising and charge-lowering currents exist, we need both W+ and
W−. The reaction (22.1), for example, is then conceived as proceeding via
the Feynman diagram shown in figure 22.3, quite analogous to figure 22.2.

Because we also have weak neutral currents, we need a neutral vector
boson as well, Z0. In addition to all these, there is the familiar massless
neutral vector boson, the photon. Despite the fact that they are not massless,
the W± and Z0 can be understood as gauge quanta, thanks to the symmetry-
breaking mechanism explained in section 19.6. For the moment, however, we
are going to follow a more scenic route, and accept (as Glashow did in 1961)
that we are dealing with ordinary ‘unsophisticated’ massive vector particles,
charged and uncharged.

We now investigate whether the IVB model can do any better with unitar-
ity than the current–current model. The analysis will bear a close similarity
to the discussion of the renormalizability of the model in section 19.1, and we
shall take up that issue again in section 22.1.2.

The unitarity-violating processes turn out to be those involving external
W particles. Consider, for example, the process

νμ + ν̄μ → W+ +W− (22.15)

proceeding via the graph shown in figure 22.4. The fact that this is experimen-
tally a somewhat esoteric reaction is irrelevant for the subsequent argument:
the proposed theory, represented by the IVB modification of the four-fermion
model, will necessarily generate the amplitude shown in figure 22.4, and since
this amplitude violates unitarity, the theory is unacceptable. The amplitude
for this process is proportional to

Mλ1λ2 = g2E−∗
μ (k2, λ2)E

+∗
ν (k1, λ1)v̄(p2)γ

μ(1− γ5)

× (/p1− /k1 +mμ)

(p1 − k1)2 −m2
μ

γν(1− γ5)u(p1) (22.16)

where the E± are the polarization vectors of the W’s: E−∗
μ (k2, λ2) is that
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FIGURE 22.2 
One-photon annihilation graph for e+e− → μ+μ− . 

which obediently falls with energy as required by unitarity. In this case the 
coupling constant α, analogous to GF, is dimensionless, so that a factor E2 is 
required in the denominator to give σ ∼ [L]2 . 

If we accept this clue from QED, we are led to search for a theory of 
weak interactions that involves a dimensionless coupling constant. Press-
ing the analogy with QED further will help us to see how one might arise. 
Fermi’s current–current model was, as we said, motivated by the vector cur-
rents of QED. But in Fermi’s case the currents interact directly with each 
other, whereas in QED they interact only indirectly via the mediation of the 
electromagnetic field. More formally, the Fermi current–current interaction 
has the ‘four point’ structure 

¯ ¯
‘GF(ψ̂ψ̂) · (ψ̂ψ̂)’ (22.12) 

while QED has the ‘three-point’ (Yukawa) structure 

¯
‘eψ ˆA.’ˆψ ˆ (22.13) 

Dimensional analysis easily shows, once again, that [GF] =  M−2 while [e] =  
M0 . This strongly suggests that we should take Fermi’s analogy further, and 
look for a weak interaction analogue of (22.13), having the form 

¯̂
‘gψψ̂Ŵ ’ (22.14) 

ˆwhere W is a bosonic field. Dimensional analysis shows, of course, that [g] =  
M0 . 

ˆSince the weak currents are in fact vector-like, we must assume that the W 
fields are also vectors (spin-1) so as to make (22.14) Lorentz invariant. And 
because the weak interactions are plainly not long-range, like electromagnetic 
ones, the mass of the W quanta cannot be zero. So we are led to postulate 
the existence of a massive weak analogue of the photon, the ‘intermediate 
vector boson’ (IVB), and to suppose that weak interactions are mediated by 
the exchange of IVB’s. 

There is, of course, one further difference with electromagnetism, which 
¯

is that the currents in β-decay, for example, carry charge (e.g. ψ̂ γμ(1 −e

γ5)ψ̂νe creates negative charge or destroys positive charge). The ‘companion’ 
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FIGURE 22.2
One-photon annihilation graph for e+e− → μ+μ−.

which obediently falls with energy as required by unitarity. In this case the
coupling constant α, analogous to GF, is dimensionless, so that a factor E2 is
required in the denominator to give σ ∼ [L]2.

If we accept this clue from QED, we are led to search for a theory of
weak interactions that involves a dimensionless coupling constant. Press-
ing the analogy with QED further will help us to see how one might arise.
Fermi’s current–current model was, as we said, motivated by the vector cur-
rents of QED. But in Fermi’s case the currents interact directly with each
other, whereas in QED they interact only indirectly via the mediation of the
electromagnetic field. More formally, the Fermi current–current interaction
has the ‘four point’ structure

‘GF(
¯̂
ψψ̂) · (¯̂ψψ̂)’ (22.12)

while QED has the ‘three-point’ (Yukawa) structure

‘e
¯̂
ψψ̂Â.’ (22.13)

Dimensional analysis easily shows, once again, that [GF] = M−2 while [e] =
M0. This strongly suggests that we should take Fermi’s analogy further, and
look for a weak interaction analogue of (22.13), having the form

‘g
¯̂
ψψ̂Ŵ ’ (22.14)

where Ŵ is a bosonic field. Dimensional analysis shows, of course, that [g] =
M0.

Since the weak currents are in fact vector-like, we must assume that the Ŵ
fields are also vectors (spin-1) so as to make (22.14) Lorentz invariant. And
because the weak interactions are plainly not long-range, like electromagnetic
ones, the mass of the W quanta cannot be zero. So we are led to postulate
the existence of a massive weak analogue of the photon, the ‘intermediate
vector boson’ (IVB), and to suppose that weak interactions are mediated by
the exchange of IVB’s.

There is, of course, one further difference with electromagnetism, which

is that the currents in β-decay, for example, carry charge (e.g.
¯̂
ψeγ

μ(1 −
γ5)ψ̂νe creates negative charge or destroys positive charge). The ‘companion’
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FIGURE 22.3 
One-W− annihilation graph for ν̄μ + μ− → ν̄e + e− . 

¯
hadronic current carries the opposite charge (e.g. ψ̂pγμ(1 − rγ5)ψ̂n destroys 
negative charge or creates positive charge), so as to make the total effective 
interaction charge-conserving, as required. It follows that the Ŵ fields must 
then be charged, so that expressions of the form (22.14) are neutral. Because 
both charge-raising and charge-lowering currents exist, we need both W+ and 
W− . The reaction (22.1), for example, is then conceived as proceeding via 
the Feynman diagram shown in figure 22.3, quite analogous to figure 22.2. 

Because we also have weak neutral currents, we need a neutral vector 
boson as well, Z0 . In addition to all these, there is the familiar massless 
neutral vector boson, the photon. Despite the fact that they are not massless, 
the W± and Z0 can be understood as gauge quanta, thanks to the symmetry-
breaking mechanism explained in section 19.6. For the moment, however, we 
are going to follow a more scenic route, and accept (as Glashow did in 1961) 
that we are dealing with ordinary ‘unsophisticated’ massive vector particles, 
charged and uncharged. 

We now investigate whether the IVB model can do any better with unitar-
ity than the current–current model. The analysis will bear a close similarity 
to the discussion of the renormalizability of the model in section 19.1, and we 
shall take up that issue again in section 22.1.2. 

The unitarity-violating processes turn out to be those involving external 
W particles. Consider, for example, the process 

νμ + ν̄μ → W+ +W− (22.15) 

proceeding via the graph shown in figure 22.4. The fact that this is experimen-
tally a somewhat esoteric reaction is irrelevant for the subsequent argument: 
the proposed theory, represented by the IVB modification of the four-fermion 
model, will necessarily generate the amplitude shown in figure 22.4, and since 
this amplitude violates unitarity, the theory is unacceptable. The amplitude 
for this process is proportional to 

2E−∗Mλ1λ2 = g (k2, λ2)E
+∗ (k1, λ1)v̄(p2)γ

μ(1 − γ5)μ ν 

(/p1− /k1 + mμ)× γν (1 − γ5)u(p1) (22.16) 
(p1 − k1)2 −m2 

μ 

E± E−∗where the are the polarization vectors of the W’s: (k2, λ2) is that μ 
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where E is the CM energy and θ the CM scattering angle. We see that the
(unsquared) amplitude must behave essentially as g2E2/M2

W, the quantity
g2/M2

W effectively replacing GF of the current–current model. The unitarity
bound is violated for E ≥ MW/g ∼ 300 GeV, taking g ∼ e.

Other unitarity-violating processes can easily be invented, and we have to
conclude that the IVB model is, in this respect, no more fitted to be called a
theory than was the four-fermion model. In the case of the latter, we argued
that the root of the disease lay in the fact that GF was not dimensionless, yet
somehow this was not a good enough cure after all: perhaps (it is indeed so)
‘dimensionlessness’ is necessary but not sufficient (see the following section).
Why is this? Returning to Mλ1,λ2 for νν̄ → W+W− (equation (22.16)) and
setting E = kμ/M for the longitudinal polarization vectors, we see that we are
involved with an effective amplitude

g2

M2
W

v̄(p2) /k2(1− γ5)
/p1− /k1

(p1 − k1)2
/k1(1 − γ5)u(p1). (22.21)

Using the Dirac equation /p1u(p1) = 0 and p21 = 0, this can be reduced to

− g2

M2
W

v̄(p2) /k2(1− γ5)u(p1). (22.22)

We see that the longitudinal E’s have brought in the factors M−2
W , which are

‘compensated’ by the factor /k2, and it is this latter factor which causes the rise
with energy. The longitudinal polarization states have effectively reintroduced
a dimensional coupling constant g/MW.

What happens in QED? We learnt in section 7.3 that, for real photons,
the longitudinal state of polarization is absent altogether. We might well
suspect, therefore, that since it was the longitudinal W’s that caused the ‘bad’
high-energy behaviour of the IVB model, the ‘good’ high-energy behaviour of
QED might have its origin in the absence of such states for photons. And
this circumstance can, in its turn, be traced (cf section 7.3.1 ) to the gauge
invariance property of QED.

Indeed, in section 8.6.3 we saw that in the analogue of (22.17) for photons
(this time involving only the two transverse polarization states), the right-
hand side could be taken to be just -gμν , provided that the Ward identity
(8.166) held, a condition directly following from gauge invariance.

We have arrived here at an important theoretical indication that what we
really need is a gauge theory of the weak interactions, in which the W’s are
gauge quanta. It must, however, be a peculiar kind of gauge theory, since
normally gauge invariance requires the gauge field quanta to be massless.
However, we have already seen how this ‘peculiarity’ can indeed arise, if the
local symmetry is spontaneously broken (chapter 19). But before proceeding
to implement that idea, in the GSW theory, we discuss one further disease
(related to the unitarity one) possessed by both current–current and IVB
models – that of non-renormalizability.
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FIGURE 22.4 
μ−-exchange graph for νμ + ν̄μ → W+ +W− . 

associated with the outgoing W− with 4-momentum k2 and polarization state 
λ2, and similarly for E+∗ .ν 

To calculate the total cross section, we must form |M|2 and sum over the 
three states of polarization for each of the W’s. To do this, we need the result 

E 
Eμ(k, λ)Eν 

∗ (k, λ) = −gμν + kμkν /M 2 (22.17) W 
λ=0,±1 

already given in (19.19). Our interest will as usual be in the high-energy 
behaviour of the cross section, in which regime it is clear that the kμkν /M 2 

W 
term in (22.17) will dominate the gμν term. It is therefore worth looking 
a little more closely at this term. From (19.17) and (19.18) we see that 
in a frame in which kμ = (k0 , 0, 0, |k|), the transverse polarization vectors 
Eμ(k, λ = ±1) involve no momentum dependence, which is in fact carried 
solely in the longitudinal polarization vector Eμ(k, λ = 0). We may write this 
as 

kμ MW ˆE(k, λ = 0) = + · (−1, k) (22.18) 
MW (k0 + |k|) 

which at high energy tends to kμ/MW. Thus it is clear that it is the lon-
gitudinal polarization states which are responsible for the kμkν parts of the 
polarization sum (12.21), and which will dominate real production of W’s at 
high energy. 

Concentrating therefore on the production of longitudinal W’s, we are led 
to examine the quantity 

4g
Tr[ /k2(1 − γ5)(/p1− /k1) /k1 /p1 /k1(/p1− /k1) /k2 /p2] (22.19) 

M 4 (p1 − k1)4 
W

where we have neglected mμ, commuted the (1− γ5) factors through, and ne-
glected neutrino masses, in forming

E
spins |M00|2 . Retaining only the leading 

powers of energy, we find (see problem 22.2) 

E 
|M00|2 ∼ (g 4/M 4 · k2)(p2 = (g 4/M 4 2 θ) (22.20) W)(p1 · k2) W)E4(1 − cos  

spins  
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FIGURE 22.4
μ−-exchange graph for νμ + ν̄μ → W+ +W−.

associated with the outgoing W− with 4-momentum k2 and polarization state
λ2, and similarly for E+∗

ν .
To calculate the total cross section, we must form |M|2 and sum over the

three states of polarization for each of the W’s. To do this, we need the result
E

λ=0,±1

Eμ(k, λ)E
∗
ν(k, λ) = −gμν + kμkν/M

2
W (22.17)

already given in (19.19). Our interest will as usual be in the high-energy
behaviour of the cross section, in which regime it is clear that the kμkν/M

2
W

term in (22.17) will dominate the gμν term. It is therefore worth looking
a little more closely at this term. From (19.17) and (19.18) we see that
in a frame in which kμ = (k0, 0, 0, |k|), the transverse polarization vectors
Eμ(k, λ = ±1) involve no momentum dependence, which is in fact carried
solely in the longitudinal polarization vector Eμ(k, λ = 0). We may write this
as

E(k, λ = 0) =
kμ

MW
+

MW

(k0 + |k|) · (−1, k̂) (22.18)

which at high energy tends to kμ/MW. Thus it is clear that it is the lon-
gitudinal polarization states which are responsible for the kμkν parts of the
polarization sum (12.21), and which will dominate real production of W’s at
high energy.

Concentrating therefore on the production of longitudinal W’s, we are led
to examine the quantity

g4

M4
W(p1 − k1)4

Tr[ /k2(1− γ5)(/p1− /k1) /k1 /p1 /k1(/p1− /k1) /k2 /p2] (22.19)

where we have neglected mμ, commuted the (1− γ5) factors through, and ne-
glected neutrino masses, in forming

E
spins |M00|2. Retaining only the leading

powers of energy, we find (see problem 22.2)

E
spins

|M00|2 ∼ (g4/M4
W)(p1 · k2)(p2 · k2) = (g4/M4

W)E4(1− cos2 θ) (22.20)
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where E is the CM energy and θ the CM scattering angle. We see that the 
(unsquared) amplitude must behave essentially as g2E2/M 2 , the quantity W

g2/M 2 effectively replacing GF of the current–current model. The unitarity W 
bound is violated for E ≥ MW/g ∼ 300 GeV, taking g ∼ e. 

Other unitarity-violating processes can easily be invented, and we have to 
conclude that the IVB model is, in this respect, no more fitted to be called a 
theory than was the four-fermion model. In the case of the latter, we argued 
that the root of the disease lay in the fact that GF was not dimensionless, yet 
somehow this was not a good enough cure after all: perhaps (it is indeed so) 
‘dimensionlessness’ is necessary but not sufficient (see the following section). 
Why is this? Returning to Mλ1,λ2 for νν̄ → W+W− (equation (22.16)) and 
setting E = kμ/M for the longitudinal polarization vectors, we see that we are 
involved with an effective amplitude 

2g /p1− /k1 
v̄(p2) /k2(1 − γ5) /k1(1 − γ5)u(p1). (22.21) 

M 2 (p1 − k1)2 
W 

2Using the Dirac equation /p1u(p1) = 0 and p = 0, this can be reduced to 1 

2g− v̄(p2) /k2(1 − γ5)u(p1). (22.22) 
M 2 

W 

We see that the longitudinal E’s have brought in the factors M −2, which are W 
‘compensated’ by the factor /k2, and it is this latter factor which causes the rise 
with energy. The longitudinal polarization states have effectively reintroduced 
a dimensional coupling constant g/MW. 

What happens in QED? We learnt in section 7.3 that, for real photons, 
the longitudinal state of polarization is absent altogether. We might well 
suspect, therefore, that since it was the longitudinal W’s that caused the ‘bad’ 
high-energy behaviour of the IVB model, the ‘good’ high-energy behaviour of 
QED might have its origin in the absence of such states for photons. And 
this circumstance can, in its turn, be traced (cf section 7.3.1 ) to the gauge 
invariance property of QED. 

Indeed, in section 8.6.3 we saw that in the analogue of (22.17) for photons 
(this time involving only the two transverse polarization states), the right-
hand side could be taken to be just -gμν , provided that the Ward identity 
(8.166) held, a condition directly following from gauge invariance. 

We have arrived here at an important theoretical indication that what we 
really need is a gauge theory of the weak interactions, in which the W’s are 
gauge quanta. It must, however, be a peculiar kind of gauge theory, since 
normally gauge invariance requires the gauge field quanta to be massless. 
However, we have already seen how this ‘peculiarity’ can indeed arise, if the 
local symmetry is spontaneously broken (chapter 19). But before proceeding 
to implement that idea, in the GSW theory, we discuss one further disease 
(related to the unitarity one) possessed by both current–current and IVB 
models – that of non-renormalizability. 
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FIGURE 22.6
O(e4) contributions to e+e− → e+e−.

FIGURE 22.7
Lowest-order amplitudes for e+e− → γγ: (a) direct graph, (b) crossed graph.

of the tree graph shown in figure 22.4.1 Now we saw that the high-energy
behaviour of the amplitude νν̄ → W+W− (figure 22.4) grows as E2, due to
the k dependence of the longitudinal polarization vectors, and this turns out
to produce, via figure 22.5, a non-renormalizable divergence, for the reason
indicated in section 19.1 – namely, the ‘bad’ behaviour of the kμkν/M2

W factors
in the W-propagators, at large k.

So it is plain that, once again, the blame lies with the longitudinal polar-
ization states for the W’s. Let us see how QED – a renormalizable theory –
manages to avoid this problem. In this case, there are two box graphs, shown
in figures 22.6. There are also two corresponding tree graphs, shown in figures
22.7(a) and (b). Consider, therefore mimicking for figures 22.7(a) and (b) the
calculation we did for figure 22.4. We would obtain the leading high-energy
behaviour by replacing the photon polarization vectors by the corresponding
momenta, and it can be checked (problem 21.3) that when this replacement

1The reader may here usefully recall the discussion of unitarity for one-loop graphs in
section 13.3.3.
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FIGURE 22.5 
O(g4) contribution to νμν̄μ → νμν̄μ. 

22.1.2  The problem of non-renormalizability in weak 
interactions 

The preceding line of argument about unitarity violations is open to the follow-
ing objection. It is an argument conducted entirely within the framework of 
perturbation theory. What it shows, in fact, is simply that perturbation theory 
must fail, in theories of the type considered, at some sufficiently high energy. 
The essential reason is that the effective expansion parameter for perturbation 

1/2 1/2
theory is EG . Since EG becomes large at high energy, arguments based F F 
on lowest-order perturbation theory are irrelevant. The objection is perfectly 
valid, and we shall take account of it by linking high-energy behaviour to the 
problem of renormalizability, rather than unitarity. We might, however, just 
note in passing that yet another way of stating the results of the previous two 
sections is to say that, for both the current–current and IVB theories, ‘weak 
interactions become strong at energies of order 1 TeV’. 

We gave an elementary introduction to renormalization in chapters 10 and 
11 of volume 1. In particular, we discussed in some detail, in section 11.8, 
the difficulties that arise when one tries to do higher-order calculations in 
the case of a four-fermion interaction with the same form (apart from the 
V-A structure) as the current–current model. Its coupling constant, which we 
called GF, also had dimension (mass)−2 . The ‘non-renormalizable’ problem 
was essentially that, as one approached the ‘dangerous’ energy scale (22.10), 
one needed to supply the values of an ever-increasing number of parameters 
from experiment, and the theory lost predictive power. 

Does the IVB model fare any better? In this case, the coupling constant 
is dimensionless, just as in QED. ‘Dimensionlessness’ alone is not enough, it 
turns out: the IVB model is not renormalizable either. We gave an indication 
of why this is so in section 19.1, but we shall now be somewhat more specific, 
relating the discussion to the previous one about unitarity. 

Consider, for example, the fourth-order processes shown in figure 22.5, for 
the IVB-mediated process νμν̄μ → νμν̄μ. It seems plausible from the diagram 
that the amplitude must be formed by somehow ‘sticking together’ two copies 
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FIGURE 22.5
O(g4) contribution to νμν̄μ → νμν̄μ.

22.1.2 The problem of non-renormalizability in weak
interactions

The preceding line of argument about unitarity violations is open to the follow-
ing objection. It is an argument conducted entirely within the framework of
perturbation theory. What it shows, in fact, is simply that perturbation theory
must fail, in theories of the type considered, at some sufficiently high energy.
The essential reason is that the effective expansion parameter for perturbation

theory is EG
1/2
F . Since EG

1/2
F becomes large at high energy, arguments based

on lowest-order perturbation theory are irrelevant. The objection is perfectly
valid, and we shall take account of it by linking high-energy behaviour to the
problem of renormalizability, rather than unitarity. We might, however, just
note in passing that yet another way of stating the results of the previous two
sections is to say that, for both the current–current and IVB theories, ‘weak
interactions become strong at energies of order 1 TeV’.

We gave an elementary introduction to renormalization in chapters 10 and
11 of volume 1. In particular, we discussed in some detail, in section 11.8,
the difficulties that arise when one tries to do higher-order calculations in
the case of a four-fermion interaction with the same form (apart from the
V-A structure) as the current–current model. Its coupling constant, which we
called GF, also had dimension (mass)−2. The ‘non-renormalizable’ problem
was essentially that, as one approached the ‘dangerous’ energy scale (22.10),
one needed to supply the values of an ever-increasing number of parameters
from experiment, and the theory lost predictive power.

Does the IVB model fare any better? In this case, the coupling constant
is dimensionless, just as in QED. ‘Dimensionlessness’ alone is not enough, it
turns out: the IVB model is not renormalizable either. We gave an indication
of why this is so in section 19.1, but we shall now be somewhat more specific,
relating the discussion to the previous one about unitarity.

Consider, for example, the fourth-order processes shown in figure 22.5, for
the IVB-mediated process νμν̄μ → νμν̄μ. It seems plausible from the diagram
that the amplitude must be formed by somehow ‘sticking together’ two copies
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FIGURE 22.6 
+ −O(e4) contributions to e+e− → e e . 

FIGURE 22.7 
Lowest-order amplitudes for e+e− → γγ: (a) direct graph, (b) crossed graph. 

of the tree graph shown in figure 22.4.1 Now we saw that the high-energy 
behaviour of the amplitude νν̄ → W+W− (figure 22.4) grows as E2, due to 
the k dependence of the longitudinal polarization vectors, and this turns out 
to produce, via figure 22.5, a non-renormalizable divergence, for the reason 
indicated in section 19.1 – namely, the ‘bad’ behaviour of the kμkν /M 2 factors W 
in the W-propagators, at large k. 

So it is plain that, once again, the blame lies with the longitudinal polar-
ization states for the W’s. Let us see how QED – a renormalizable theory – 
manages to avoid this problem. In this case, there are two box graphs, shown 
in figures 22.6. There are also two corresponding tree graphs, shown in figures 
22.7(a) and (b). Consider, therefore mimicking for figures 22.7(a) and (b) the 
calculation we did for figure 22.4. We would obtain the leading high-energy 
behaviour by replacing the photon polarization vectors by the corresponding 
momenta, and it can be checked (problem 21.3) that when this replacement 

1The reader may here usefully recall the discussion of unitarity for one-loop graphs in 
section 13.3.3. 
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Our presentation hitherto has emphasized the fact that, in QED, the bad
high-energy behaviour is rendered harmless by a cancellation between contri-
butions from figures 22.7(a) and (b) (or figures 22.6(a) and (b)). Thus one
way to ‘fix up’ the IVB theory might be to hypothesize a new physical process,
to be added to figure 22.4, in such a way that a cancellation occurred at high
energies. The search for such high-energy cancellation mechanisms can indeed
be pushed to a successful conclusion (Llewellyn Smith 1973), given sufficient
ingenuity and, arguably, a little hindsight. However, we are in possession of
a more powerful principle. In QED, we have already seen (section 8.6.2) that
the vanishing of amplitudes when an Eμ is replaced by the corresponding kμ is
due to gauge invariance: in other words, the potentially harmful longitudinal
polarization states are in fact harmless in a gauge-invariant theory.

We have therefore arrived once more, after a somewhat more leisurely
discussion than that of section 19.1, at the idea that we need a gauge theory
of massive vector bosons, so that the offending kμkν part of the propagator can
be ‘gauged away’ as in the photon case. This is precisely what is provided by
the ‘spontaneously broken’ gauge theory concept, as developed in chapter 19.
There we saw that, taking the U(1) case for simplicity, the general expression
for the gauge boson propagator in such a theory (in a ’t Hooft gauge) is

i

|
−gμν +

(1− ξ)kμkν

k2 − ξM2
W

|/
(k2 −M2

W + iE) (22.23)

where ξ is a gauge parameter. Our IVB propagator corresponds to the ξ →
∞ limit, and with this choice of ξ all the troubles we have been discussing
appear to be present. But for any finite ξ (for example ξ = 1) the high-
energy behaviour of the propagator is actually ∼ 1/k2, the same as in the
renormalizable QED case. This strongly suggests that such theories – in
particular non-Abelian ones – are in fact renormalizable. ’t Hooft’s proof
that they are (’t Hooft 1971b) triggered an explosion of theoretical work, as it
became clear that, for the first time, it would be possible to make higher-order
calculations for weak interaction processes using consistent renormalization
procedures, of the kind that had worked so well for QED.

We now have all the pieces in place, and can proceed to introduce the
GSW theory, based on the local gauge symmetry of SU(2) × U(1).

22.2 The SU(2) × U(1) electroweak gauge theory

22.2.1 Quantum number assignments; Higgs, W and Z
masses

Given the preceding motivations for considering a gauge theory of weak in-
teractions, the remaining question is this: what is the relevant symmetry
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FIGURE 22.8 
−Four-point e+e vertex. 

FIGURE 22.9 
Four-point νν̄ vertex. 

is made for each photon the complete amplitude for the sum of figures 22.7(a) 
and (b) vanishes. 

In physical terms, of course, this result was expected, since we knew in 
advance that it is always possible to choose polarization vectors for real pho-
tons such that they are purely transverse, so that no physical process can 
depend on a part of Eμ proportional to kμ. Nevertheless, the calculation is 
highly relevant to the question of renormalizing the graphs in figure 22.6. The 
photons in this process are not real external particles, but are instead virtual, 
internal ones. This has the consequence that we should in general include 
their longitudinal (Eμ ∝ kμ) states as well as the transverse ones (see section 
13.3.3 for something similar in the case of unitarity for 1-loop diagrams). The 
calculation of problem 22.3 then suggests that these longitudinal states are 
harmless, provided that both contributions in figure 22.7 are included. 

− + −Indeed, the sum of these two box graphs for e+e → e e is not diver-
gent. If it were, an infinite counter term proportional to a four-point vertex 
+ − + −e e → e e (figure 22.8) would have to be introduced, and the original 
QED theory, which of course lacks such a fundamental interaction, would not 
be renormalizable. This is exactly what does happen in the case of figure 
22.5. The bad high-energy behaviour of νν̄ → W+W− translates into a diver-
gence of figure 22.5 – and this time there is no ‘crossed’ amplitude to cancel 
it. This divergence entails the introduction of a new vertex, figure 22.9, not 
present in the original IVB theory. Thus the theory without this vertex is non-
renormalizable – and if we include it, we are landed with a four-field pointlike 
vertex which is non-renormalizable, as in the Fermi (current–current) case. 
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FIGURE 22.8
Four-point e+e− vertex.

FIGURE 22.9
Four-point νν̄ vertex.

is made for each photon the complete amplitude for the sum of figures 22.7(a)
and (b) vanishes.

In physical terms, of course, this result was expected, since we knew in
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gence of figure 22.5 – and this time there is no ‘crossed’ amplitude to cancel
it. This divergence entails the introduction of a new vertex, figure 22.9, not
present in the original IVB theory. Thus the theory without this vertex is non-
renormalizable – and if we include it, we are landed with a four-field pointlike
vertex which is non-renormalizable, as in the Fermi (current–current) case.
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Our presentation hitherto has emphasized the fact that, in QED, the bad 
high-energy behaviour is rendered harmless by a cancellation between contri-
butions from figures 22.7(a) and (b) (or figures 22.6(a) and (b)). Thus one 
way to ‘fix up’ the IVB theory might be to hypothesize a new physical process, 
to be added to figure 22.4, in such a way that a cancellation occurred at high 
energies. The search for such high-energy cancellation mechanisms can indeed 
be pushed to a successful conclusion (Llewellyn Smith 1973), given sufficient 
ingenuity and, arguably, a little hindsight. However, we are in possession of 
a more powerful principle. In QED, we have already seen (section 8.6.2) that 
the vanishing of amplitudes when an Eμ is replaced by the corresponding kμ is 
due to gauge invariance: in other words, the potentially harmful longitudinal 
polarization states are in fact harmless in a gauge-invariant theory. 

We have therefore arrived once more, after a somewhat more leisurely 
discussion than that of section 19.1, at the idea that we need a gauge theory 
of massive vector bosons, so that the offending kμkν part of the propagator can 
be ‘gauged away’ as in the photon case. This is precisely what is provided by 
the ‘spontaneously broken’ gauge theory concept, as developed in chapter 19. 
There we saw that, taking the U(1) case for simplicity, the general expression 
for the gauge boson propagator in such a theory (in a ’t Hooft gauge) is 

|
μν (1 − ξ)kμkν |/

i −g + (k2 − M2 (22.23) W + iE)
k2 − ξM2 

W 

where ξ is a gauge parameter. Our IVB propagator corresponds to the ξ → 
∞ limit, and with this choice of ξ all the troubles we have been discussing 
appear to be present. But for any finite ξ (for example ξ = 1) the high-
energy behaviour of the propagator is actually ∼ 1/k2, the same as in the 
renormalizable QED case. This strongly suggests that such theories – in 
particular non-Abelian ones – are in fact renormalizable. ’t Hooft’s proof 
that they are (’t Hooft 1971b) triggered an explosion of theoretical work, as it 
became clear that, for the first time, it would be possible to make higher-order 
calculations for weak interaction processes using consistent renormalization 
procedures, of the kind that had worked so well for QED. 

We now have all the pieces in place, and can proceed to introduce the 
GSW theory, based on the local gauge symmetry of SU(2) × U(1). 

22.2 The SU(2) × U(1) electroweak gauge theory 
22.2.1  Quantum number assignments; Higgs, W and Z 

masses 

Given the preceding motivations for considering a gauge theory of weak in-
teractions, the remaining question is this: what is the relevant symmetry 
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where êL = 1
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As discussed in section 20.2.2, the subscript ‘L’ refers to the fact that only the
left-handed chiral components of the fields enter, in consequence of the V–A
structure. For this reason, the weak isospin group is referred to as SU(2)L,
to show that the weak isospin assignments and corresponding transformation
properties apply only to these left-handed parts. Notice that, as anticipated
for a spontaneously broken symmetry, these doublets all involve pairs of parti-
cles which are not mass degenerate. In (22.24) and (22.25), the primes indicate
that these fields are related to the (unprimed) fields of definite mass by the
unitary matricesU (for neutrinos) andV (for quarks), as discussed in sections
21.4.1 and 20.7.3 respectively.

Making this SU(2)L into a local phase invariance (following the logic of
chapter 13) will entail the introduction of three gauge fields, transforming as
a t = 1 multiplet (a triplet) under the group. Because (as with the ordi-
nary SU(2)f of hadronic isospin) the members of a weak isodoublet differ by
one unit of charge, the two gauge fields associated with transitions between
doublet members will have charge ±1. The quanta of these fields will, of
course, be the now familiar W± bosons mediating the charged current tran-
sitions, and associated with the weak isospin raising and lowering operators
t±. What about the third gauge boson of the triplet? This will be electrically
neutral, and a very economical and appealing idea would be to associate this
neutral vector particle with the photon, thereby unifying the weak and elec-
tromagnetic interactions. A model of this kind was originally suggested by
Schwinger (1957). Of course, the W’s must somehow acquire mass, while the
photon remains massless. Schwinger arranged this by introducing appropri-
ate couplings of the vector bosons to additional scalar and pseudoscalar fields.
These couplings were arbitrary and no prediction of the W masses could be
made. We now believe, following the arguments of the preceding section,
that the W mass must arise via the spontaneous breakdown of a non-Abelian
gauge symmetry, and as we saw in section 19.6, this does constrain the W
mass.

Apart from the question of the W mass in Schwinger’s model, we now
know (see chapter 20) that there exist neutral current weak interactions, in
addition to those of the charged currents. We must also include these in our
emerging gauge theory, and an obvious suggestion is to have these currents
mediated by the neutral member W0 of the SU(2)L gauge field triplet. Such a
scheme was indeed proposed by Bludman (1958), again pre-Higgs, so that W
masses were put in ‘by hand’. In this model, however, the neutral currents will
have the same pure left-handed V–A structure as the charged currents: but,
as we saw in chapter 20, the neutral currents are not pure V-A. Furthermore,
the attractive feature of including the photon, and thus unifying weak and
electromagnetic interactions, has been lost.
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group of local phase transformations, i.e. the relevant weak gauge group? Sev-
eral possibilities were suggested, but it is now very well established that the 
one originally proposed by Glashow (1961), subsequently treated as a spon-
taneously broken gauge symmetry by Weinberg (1967) and by Salam (1968), 
and later extended by other authors, produces a theory which is in remarkable 
agreement with currently known data. We shall not give a critical review of 
all the experimental evidence, but instead proceed directly to an outline of 
the GSW theory, introducing elements of the data at illustrative points. 

An important clue to the symmetry group involved in the weak interac-
tions is provided by considering the transitions induced by these interactions. 
This is somewhat analogous to discovering the multiplet structure of atomic 
levels and hence the representations of the rotation group, a prominent sym-
metry of the Schrödinger equation, by studying electromagnetic transitions. 
However, there is one very important difference between the ‘weak multiplets’ 
we shall be considering, and those associated with symmetries which are not 
spontaneously broken. We saw in chapter 12 how an unbroken non-Abelian 
symmetry leads to multiplets of states which are degenerate in mass, but in 
section 17.1 we learned that that result only holds provided the vacuum is 
left invariant under the symmetry transformation. When the symmetry is 
spontaneously broken, the vacuum is not invariant, and we must expect that 
the degenerate multiplet structure will then, in general, disappear completely. 
This is precisely the situation in the electroweak theory. 

Nevertheless, as we shall see, essential consequences of the weak symme-
try group – specifically, the relations it requires between otherwise unrelated 
masses and couplings – are accessible to experiment. Moreover, despite the 
fact that members of a multiplet of a global symmetry which is spontaneously 
broken will, in general, no longer have even approximately the same mass, 
the concept of a multiplet is still useful. This is because when the symmetry 
is made a local one, we shall find (in sections 22.2.2 and 22.2.3) that the as-
sociated gauge quanta still mediate interactions between members of a given 
symmetry multiplet, just as in the manifest local non-Abelian symmetry ex-
ample of QCD. Now, the leptonic transitions associated with the weak charged 
currents are, as we saw in chapter 20, νe ↔ e, νμ ↔ μ etc. This suggests that 
these pairs should be regarded as doublets under some group. Further we 
saw in section 20.7 how weak transitions involving charged quarks suggested 
a similar doublet structure for them also. The simplest possibility is there-
fore to suppose that, in both cases, a ‘weak SU(2) group’ is involved, called 
‘weak isospin’. We emphasize once more that this weak isospin is distinct 
from the hadronic isospin of chapter 12, which is part of SU(3)f . We use the 
symbols t, t3 for the quantum numbers of weak isospin, and make the specific 
assignments for the leptonic fields 

1 
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t3 = +1/2 
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ν̂' 
) ( 

ν̂μ 
' ) ( 

ν̂τ 
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t = e , , ,− τ−2 t3 = −1/2 ê μ̂− ˆ
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(22.24) 
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Nevertheless, as we shall see, essential consequences of the weak symme-
try group – specifically, the relations it requires between otherwise unrelated
masses and couplings – are accessible to experiment. Moreover, despite the
fact that members of a multiplet of a global symmetry which is spontaneously
broken will, in general, no longer have even approximately the same mass,
the concept of a multiplet is still useful. This is because when the symmetry
is made a local one, we shall find (in sections 22.2.2 and 22.2.3) that the as-
sociated gauge quanta still mediate interactions between members of a given
symmetry multiplet, just as in the manifest local non-Abelian symmetry ex-
ample of QCD. Now, the leptonic transitions associated with the weak charged
currents are, as we saw in chapter 20, νe ↔ e, νμ ↔ μ etc. This suggests that
these pairs should be regarded as doublets under some group. Further we
saw in section 20.7 how weak transitions involving charged quarks suggested
a similar doublet structure for them also. The simplest possibility is there-
fore to suppose that, in both cases, a ‘weak SU(2) group’ is involved, called
‘weak isospin’. We emphasize once more that this weak isospin is distinct
from the hadronic isospin of chapter 12, which is part of SU(3)f . We use the
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As discussed in section 20.2.2, the subscript ‘L’ refers to the fact that only the 
left-handed chiral components of the fields enter, in consequence of the V–A 
structure. For this reason, the weak isospin group is referred to as SU(2)L, 
to show that the weak isospin assignments and corresponding transformation 
properties apply only to these left-handed parts. Notice that, as anticipated 
for a spontaneously broken symmetry, these doublets all involve pairs of parti-
cles which are not mass degenerate. In (22.24) and (22.25), the primes indicate 
that these fields are related to the (unprimed) fields of definite mass by the 
unitary matrices U (for neutrinos) and V (for quarks), as discussed in sections 
21.4.1 and 20.7.3 respectively. 

Making this SU(2)L into a local phase invariance (following the logic of 
chapter 13) will entail the introduction of three gauge fields, transforming as 
a t = 1 multiplet (a triplet) under the group. Because (as with the ordi-
nary SU(2)f of hadronic isospin) the members of a weak isodoublet differ by 
one unit of charge, the two gauge fields associated with transitions between 
doublet members will have charge ±1. The quanta of these fields will, of 
course, be the now familiar W± bosons mediating the charged current tran-
sitions, and associated with the weak isospin raising and lowering operators 
t±. What about the third gauge boson of the triplet? This will be electrically 
neutral, and a very economical and appealing idea would be to associate this 
neutral vector particle with the photon, thereby unifying the weak and elec-
tromagnetic interactions. A model of this kind was originally suggested by 
Schwinger (1957). Of course, the W’s must somehow acquire mass, while the 
photon remains massless. Schwinger arranged this by introducing appropri-
ate couplings of the vector bosons to additional scalar and pseudoscalar fields. 
These couplings were arbitrary and no prediction of the W masses could be 
made. We now believe, following the arguments of the preceding section, 
that the W mass must arise via the spontaneous breakdown of a non-Abelian 
gauge symmetry, and as we saw in section 19.6, this does constrain the W 
mass. 

Apart from the question of the W mass in Schwinger’s model, we now 
know (see chapter 20) that there exist neutral current weak interactions, in 
addition to those of the charged currents. We must also include these in our 
emerging gauge theory, and an obvious suggestion is to have these currents 
mediated by the neutral member W0 of the SU(2)L gauge field triplet. Such a 
scheme was indeed proposed by Bludman (1958), again pre-Higgs, so that W 
masses were put in ‘by hand’. In this model, however, the neutral currents will 
have the same pure left-handed V–A structure as the charged currents: but, 
as we saw in chapter 20, the neutral currents are not pure V-A. Furthermore, 
the attractive feature of including the photon, and thus unifying weak and 
electromagnetic interactions, has been lost. 
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in (22.30)) the quadratic parts of (22.30) can be written in unitary gauge as
(see problem 19.9)

L̂free
GΦ =

1

2
∂μĤ∂μĤ − μ2Ĥ2 (22.31)

− 1

4
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μŴ ν
1 − ∂νŴμ
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− 1
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(∂μẐν − ∂νẐμ)(∂
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(g2 + g2')ẐμẐ

μ (22.34)

− 1

4
F̂μν F̂

μν (22.35)

where
Ẑμ = cos θWŴμ

3 − sin θWB̂μ, (22.36)

Âμ = sin θWŴμ
3 + cos θWB̂μ, (22.37)

and
F̂μν = ∂μAν − ∂νAμ, (22.38)

with

cos θW = g/(g2 + g'2)1/2, sin θW = g'/(g2 + g'2)1/2. (22.39)

Feynman rules for the vector boson propagators (in unitary gauge) and cou-
plings, and for the Higgs couplings, can be read off from (22.30), and are given
in appendix Q.

Equations (22.31)–(22.35) give the tree-level masses of the Higgs boson
and the gauge bosons: (22.31) tells us that the mass of the Higgs boson is

mH =
√
2μ =

√
λ v/

√
2, (22.40)

where v/
√
2 is the (tree-level) Higgs vacuum value; (22.32) and (22.33) show

that the charged W’s have a mass

MW = gv/2 (22.41)

where g is the SU(2)L gauge coupling constant; (22.34) gives the mass of the
Z0 as

MZ = MW/ cos θW (22.42)

and (22.35) shows that the Aμ field describes a massless particle (to be iden-
tified with the photon).

Still unaccounted for are the right-handed chiral components of the fermion
fields. There is at present no evidence for any weak interactions coupling to
the right-handed field components, and it is therefore natural – and a basic
assumption of the electroweak theory – that all ‘R’ components are singlets
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A key contribution was made by Glashow (1961); similar ideas were also 
advanced by Salam and Ward (1964). Glashow suggested enlarging the 
Schwinger–Bludman SU(2) schemes by inclusion of an additional U(1) gauge 
group, resulting in an ‘SU(2)L ×U(1)’ group structure. The new Abelian U(1) 
group is associated with a weak analogue of hypercharge – ‘weak hypercharge’ 
– just as SU(2)L was associated with ‘weak isospin’. Indeed, Glashow pro-
posed that the Gell-Mann–Nishijima relation for charges should also hold for 
these weak analogues, giving 

eQ = e(t3 + y/2) (22.26) 

for the electric charge Q (in units of e) of the t3 member of a weak isomulti-
plet, assigned a weak hypercharge y. Clearly, therefore, the lepton doublets, 
(ν' , e−), etc, then have y = −1, while the quark doublets (u, d'), etc, have e

1y = +  3 . Now, when this group is gauged, everything falls marvellously into 
place: the charged vector bosons appear as before, but there are now two 
neutral vector bosons, which between them will be responsible for the weak 
neutral current processes, and for electromagnetism. This is exactly the piece 
of mathematics we went through in section 19.6, which we now appropriate 
as an important part of the Standard Model. 

For convenience, we reproduce here the main results of section 19.6. The 
Higgs field φ̂ is an SU(2) doublet 

ˆ
( 

φ+ )
φ̂ = (22.27) 

φ̂0 

with an assumed vacuum expectation value (in unitary gauge) given by 
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0 

)
<0|φ̂|0> = √ . (22.28) 

v/ 2 

Fluctuations about this value are parametrized in this gauge by 

( 
0 

)
φ̂ = 1 (22.29) √ (v + Ĥ)

2 

ˆwhere H is the (physical) Higgs field. The Lagrangian for the sector consisting 
of the gauge fields and the Higgs fields is 

λ 1 μν 1 ˆ ĜμνLGΦ = (D̂μφ̂)
†(D̂μφ̂)+μ2φ̂†φ̂− (φ̂†φ̂)2 − F̂ μν · F̂ − Gμν , (22.30) 

4 4 4 

μ 
where F μν Wˆ is the SU(2) field strength tensor (19.80) for the gauge fields ˆ

and Ĝμν is the U(1) field strength tensor (19.81) for the gauge field Bμ, and 

D̂μ φ̂ is given by (19.79). After symmetry breaking (i.e. the insertion of (22.29) 
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where Ĥ is the (physical) Higgs field. The Lagrangian for the sector consisting
of the gauge fields and the Higgs fields is
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where F̂ μν is the SU(2) field strength tensor (19.80) for the gauge fields Ŵ
μ

and Ĝμν is the U(1) field strength tensor (19.81) for the gauge field Bμ, and

D̂μφ̂ is given by (19.79). After symmetry breaking (i.e. the insertion of (22.29)
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in (22.30)) the quadratic parts of (22.30) can be written in unitary gauge as 
(see problem 19.9) 
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where 
μẐμ ˆ B̂μ = cos θWW − sin θW , (22.36) 3 
μÂμ = sin θWŴ + cos θWB̂μ , (22.37) 3 

and 
Fμνˆ = ∂μAν − ∂ν Aμ , (22.38) 

with 

2 '2)1/2 2 '2)1/2 cos θW = g/(g + g , sin θW = g '/(g + g . (22.39) 

Feynman rules for the vector boson propagators (in unitary gauge) and cou-
plings, and for the Higgs couplings, can be read off from (22.30), and are given 
in appendix Q. 

Equations (22.31)–(22.35) give the tree-level masses of the Higgs boson 
and the gauge bosons: (22.31) tells us that the mass of the Higgs boson is 
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where v/ 2 is the (tree-level) Higgs vacuum value; (22.32) and (22.33) show 
that the charged W’s have a mass 
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where g is the SU(2)L gauge coupling constant; (22.34) gives the mass of the 
Z0 as 

MZ = MW/ cos θW (22.42) 

and (22.35) shows that the Aμ field describes a massless particle (to be iden-
tified with the photon). 

Still unaccounted for are the right-handed chiral components of the fermion 
fields. There is at present no evidence for any weak interactions coupling to 
the right-handed field components, and it is therefore natural – and a basic 
assumption of the electroweak theory – that all ‘R’ components are singlets 
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The leptonic couplings to the gauge fields therefore arise from the ‘gauge-
covariantized’ free leptonic Lagrangian:

L̂lept =
E

f=e,μ,τ

¯̂
lfLi ˆ/Dl̂fL +

E
f=e,μ,τ

¯̂
lfRi ˆ/Dl̂fR, (22.45)

where the l̂fL are the left-handed doublets

l̂fL =

(
ν̂f
f̂−

)

L

(22.46)

and l̂fR are the singlets l̂eR = êR etc.
Consider first the charged leptonic currents. The correct normalization for

the charged fields is that Ŵμ ≡ (Ŵμ
1 − iŴμ

2 )/
√
2 destroys the W+ or creates

the W− (cf (7.15)). The ‘τ · Ŵ /2’ terms can be written as

τ · Ŵ μ
/2 =

1√
2

{
τ+

(Ŵμ
1 − iŴμ

2 )√
2

+ τ−
(Ŵμ

1 + iŴμ
2 )√

2

}
+

τ3
2
Ŵμ

3 , (22.47)

where τ± = (τ1 ± iτ2)/2 are the usual raising and lowering operators for the
doublets. Thus the ‘f=e’ contribution to the first term in (22.45) picks out
the process e− → νe+W− for example, with the result that the corresponding
vertex is given by

− ig√
2
γμ (1− γ5)

2
. (22.48)

The ‘universality’ of the single coupling constant ‘g’ ensures that (22.48) is
also the amplitude for the μ − νμ − W and τ − ντ − W vertices. Thus the
amplitude for the νμ + e− → μ− + νe process considered in section 20.8 is

{
− ig√

2
ū(μ)γμ

(1 − γ5)

2
u(νμ)

}
i[−gμν + kμkν/M2

W]

k2 −M2
W

{
−i

g√
2
ū(νe)γν

(1 − γ5)

2
u(e)

}

(22.49)
corresponding to the Feynman graph of figure 22.10.

For k2 << M2
W we can replace the W-propagator by the constant value

gμν/M2
W, leading to the amplitude

− ig2

8M2
W

ū(μ)γμ(1− γ5)u(νμ)ū(νe)γ
μ(1− γ5)u(e), (22.50)

which may be compared with the form we used in the current–current theory,
equation (20.50). This comparison gives

GF√
2
=

g2

8M2
W

. (22.51)

This is an important equation, giving the precise version, in the GSW theory,

' ' ' 
' ' ' 

' 
' 

' ' 
' ' 

' 

' 
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TABLE 22.1 
Weak isospin and hypercharge assignments. 

t t3 y Q 
1/2 1/2 -1 0 
0 0 0 0 

eL μL, ντ Lν , ν

eR μR, ντ Rν , ν
eL, μL, τL 1/2 -1/2 -1 -1 
eR, μR, τR 0 0 -2 -1 
uL, cL, tL 1/2 1/2 1/3 2/3 
uR, cR, tR 0 0 4/3 2/3 

L, sL, b

R, sR, bR 
+ 

d
d

1/2 -1/2 1/3 -1/3 
0 0 -2/3 -1/3 

L 

φ
0φ 1/2 -1/2 1 0 

1/2 1/2 1 1 

under the weak isospin group. Crucially, however, the ‘R’ components do 
interact via the U(1) field B̂μ; it is this that allows electromagnetism to emerge 
free of parity-violating γ5 terms, as we shall see. With the help of the weak 
charge formula (equation (22.26)), we arrive at the assignments shown in table 
22.1. 

We have included ‘R’ components for the neutrinos in the table. It is, 
however, fair to say that in the original Standard Model the neutrinos were 
taken to be massless, with no neutrino mixing. We have seen in chapter 20 
that it is for many purposes an excellent approximation to treat the neutrinos 
as massless, except when discussing neutrino oscillations. We shall mention 
their masses again in section 22.5.2, but for the moment we proceed in the 
‘massless neutrinos’ approximation. In this case, there are no ‘R’ components 
for neutrinos, and no neutrino mixing. 

We can now proceed to write down the currents of the electroweak theory. 
We will show that these dynamical symmetry currents are precisely the same 
as the phenomenological currents of the current–current model developed in 
chapter 20. The new feature here is that – as in the electromagnetic case – 
the currents interact with each other by the exchange of a gauge boson, rather 
than directly. 

ˆ

22.2.2 The leptonic currents (massless neutrinos): relation 
to current–current model 

μ 
We write the SU(2)L×U(1) covariant derivative, in terms of the fields W 
and B̂μ of section 19.6, as 

μμD̂ = ∂μ + igτ · Ŵ /2 + ig yB̂μ/2 on ‘L’ SU(2) doublets (22.43) 

and as 

D̂μ = ∂μ + ig yB̂μ/2 on ‘R’ SU(2) singlets. (22.44) 
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TABLE 22.1
Weak isospin and hypercharge assignments.

t t3 y Q
ν'eL, ν'μL, ν'τL 1/2 1/2 -1 0
ν'eR, ν'μR, ν'τR 0 0 0 0
eL, μL, τL 1/2 -1/2 -1 -1
eR, μR, τR 0 0 -2 -1
uL, cL, tL 1/2 1/2 1/3 2/3
uR, cR, tR 0 0 4/3 2/3
d'L, s'L, b'L 1/2 -1/2 1/3 -1/3
d'R, s'R, b'R 0 0 -2/3 -1/3
φ+ 1/2 1/2 1 1
φ0 1/2 -1/2 1 0

under the weak isospin group. Crucially, however, the ‘R’ components do
interact via the U(1) field B̂μ; it is this that allows electromagnetism to emerge
free of parity-violating γ5 terms, as we shall see. With the help of the weak
charge formula (equation (22.26)), we arrive at the assignments shown in table
22.1.

We have included ‘R’ components for the neutrinos in the table. It is,
however, fair to say that in the original Standard Model the neutrinos were
taken to be massless, with no neutrino mixing. We have seen in chapter 20
that it is for many purposes an excellent approximation to treat the neutrinos
as massless, except when discussing neutrino oscillations. We shall mention
their masses again in section 22.5.2, but for the moment we proceed in the
‘massless neutrinos’ approximation. In this case, there are no ‘R’ components
for neutrinos, and no neutrino mixing.

We can now proceed to write down the currents of the electroweak theory.
We will show that these dynamical symmetry currents are precisely the same
as the phenomenological currents of the current–current model developed in
chapter 20. The new feature here is that – as in the electromagnetic case –
the currents interact with each other by the exchange of a gauge boson, rather
than directly.

22.2.2 The leptonic currents (massless neutrinos): relation
to current–current model

We write the SU(2)L×U(1) covariant derivative, in terms of the fields Ŵ
μ

and B̂μ of section 19.6, as

D̂μ = ∂μ + igτ · Ŵ μ
/2 + ig'yB̂μ/2 on ‘L’ SU(2) doublets (22.43)

and as

D̂μ = ∂μ + ig'yB̂μ/2 on ‘R’ SU(2) singlets. (22.44)
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The leptonic couplings to the gauge fields therefore arise from the ‘gauge-
covariantized’ free leptonic Lagrangian: 

¯ ¯L̂lept = ˆ Dl̂fL + l̂fRi/ˆ (22.45) 
E 

lfLi/ˆ 
E 

Dl̂fR, 
f=e,μ,τ f=e,μ,τ 

where the l̂fL are the left-handed doublets 

( 
ν̂f 

)
l̂fL =  (22.46) 

f̂− 
L 

and l̂fR are the singlets l̂eR = êR etc. 
Consider first the charged leptonic currents. The correct normalization for √μ μthe charged fields is that Ŵμ ≡ (Ŵ − iŴ )/ 2 destroys the W+ or creates 1 2 

ˆthe W− (cf (7.15)). The ‘τ · W /2’ terms can be written as 

μ μ μ μ 
ˆ μ 1 

{ 
(Ŵ − iŴ2 ) (Ŵ1 + iŴ2 )

} 
τ3 ˆτ · W /2 =  √ τ+

1 √ + τ− √ + W3 
μ , (22.47) 

2 2  2 2 

where τ± = (τ1 ± iτ2)/2 are the usual raising and lowering operators for the 
doublets. Thus the ‘f =e’ contribution to the first term in (22.45) picks out 
the process e− → νe +W− for example, with the result that the corresponding 
vertex is given by 

ig (1 − γ5)−√ γμ .  (22.48) 
2 2 

The ‘universality’ of the single coupling constant ‘g’ ensures that (22.48) is 
also the amplitude for the μ − νμ − W and τ − ντ − W vertices. Thus the 
amplitude for the νμ + e− → μ− + νe process considered in section 20.8 is 

μν
{ 

ig (1 − γ5) 
} 
i[−g W]

{
g (1 − γ5)+ kμkν /M 2  }

−√ ū(μ)γμ u(νμ) −i√ ū(νe)γν u(e)
2 2 k2 − M 2 2 2W 

(22.49) 
corresponding  to the Feynman graph of figure 22.10. 

For k2 << M 2 we can replace the W-propagator by the constant value W 
gμν /M 2 , leading to the amplitude W

2ig− ū(μ)γμ(1 − γ5)u(νμ)ū(νe)γμ(1 − γ5)u(e), (22.50) 
8M 2 

W 

which may be compared with the form we used in the current–current theory, 
equation (20.50). This comparison gives 

2GF g√  = . (22.51) 
8M 22 W 

This is an important equation, giving the precise version, in the GSW theory, 
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Turning now to the leptonic weak neutral current, this will appear via the
couplings to the Z0, written as

−ĵμNC(leptons)Ẑμ. (22.57)

Referring to (22.36) for the linear combination of Ŵμ
3 and B̂μ which represents

Ẑμ, we find (problem 22.4)

ĵμNC(leptons) =
g

cos θW

E
l

¯̂
ψlγ

μ

|
tl3

(
1− γ5

2

)
− sin2 θWQl

|
ψ̂l, (22.58)

where the sum is over the six lepton fields νe, e
−, νμ, . . . τ−. For the Q = 0

neutrinos with t3 = + 1
2 ,

ĵμNC(neutrinos) =
g

2 cos θW

E
l

¯̂νlγ
μ (1− γ5)

2
ν̂l, (22.59)

where now l = e, μ, τ . For the other (negatively charged) leptons, we shall
have both L and R couplings from (22.58), and we can write

ĵμNC(charged leptons) =
g

cos θW

E
l=e,μ,τ

¯̂
lγμ

|
clL

(
1− γ5

2

)
+ clR

(
1 + γ5

2

)|
l̂,

(22.60)
where

clL = tl3 − sin2 θWQl = −1

2
+ sin2 θW (22.61)

clR = − sin2 θWQl = sin2 θW. (22.62)

As noted earlier, the Z0 coupling is not pure ‘V–A’. These relations (22.59)–
(22.62) are exactly the ones given earlier, in (20.85)–(20.87); in particular,
the couplings are independent of ‘l’ and hence exhibit lepton universality.
The alternative notation

ĵμNC(charged leptons) =
g

2 cos θW

E
l

¯̂
lγμ(glV − glAγ5)l̂ (22.63)

is often used, where

glV = −1

2
+ 2 sin2 θW glA = −1

2
, independent of l. (22.64)

Note that the glV vanishes for sin2 θW = 0.25. Again, the Feynman rules for
lepton-Z couplings (appendix Q) are contained in (22.59) and (22.60).

As in the case of W-mediated charge-charging processes, Z0-mediated pro-
cesses reduce to the current–current form at low k2. For example, the ampli-
tude for e−μ− → e−μ− via Z0 exchange (figure 22.11) reduces to

− ig2

4 cos2 θWM2
Z

ū(e)γμ[c
l
L(1 − γ5) + clR(1 + γ5)]u(e)ū(μ)γ

μ

× [clL(1− γ5) + clR(1 + γ5)]u(μ). (22.65)

384 22. The GSW Gauge Theory of Electroweak Interactions 

FIGURE 22.10 
W-exchange process in νμ + e− → μ− + νe. 

of the qualitative relation g2/M 2 ∼ GF introduced following equation (22.20), W 
and in volume 1, at equation (1.32). 

Putting together (22.41) and (22.51) we can deduce 

√ 
GF/ 2 = 1/(2v 2) (22.52) 

so that from the known value (22.4) of GF there follows the value of v: 

v - 246 GeV. (22.53) 

√ 
Alternatively we may quote v/ 2 (the vacuum value of the Higgs field): 

√ 
v/ 2 - 174 GeV. (22.54) 

This parameter sets the scale of electroweak symmetry breaking, but as yet 
no theory is able to predict its value. It is related to the parameters λ, μ of√ √ 
(22.30) by v/ 2 =  2μ/λ1/2 (cf (17.98)).  

In general, the charge-changing part of (22.45) can be written as  

g
γμ (1 − γ5) 

νμγ
μ (1 − γ5) 

ντ γ
μ (1 − γ5)

{
¯ ¯ ¯

} 
ˆ−√ ν̂e ê+ ˆ μ̂+ ˆ τ̂ Wμ 

2 2 2 2 

+hermitian conjugate, (22.55) 

√μ μwhere Ŵμ = (Ŵ − iŴ )/ 2. (22.55) has the form 1 2 

μ μ†−ĵ (leptons) Ŵμ − j (leptons) Ŵ † (22.56) CC CC μ 

μwhere the leptonic weak charged current ĵ (leptons) is precisely that used in CC

the current–current model (equation (20.38)), up to the usual factors of g’s and √ 
2’s. Thus the dynamical symmetry currents of the SU(2) gauge theory are L 

exactly the ‘phenomenological’ currents of the earlier current–current model. 
The Feynman rules for the lepton-W couplings (appendix Q) can be read off 
from (22.55). 
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FIGURE 22.10
W-exchange process in νμ + e− → μ− + νe.

of the qualitative relation g2/M2
W ∼ GF introduced following equation (22.20),

and in volume 1, at equation (1.32).
Putting together (22.41) and (22.51) we can deduce

GF/
√
2 = 1/(2v2) (22.52)

so that from the known value (22.4) of GF there follows the value of v:

v - 246 GeV. (22.53)

Alternatively we may quote v/
√
2 (the vacuum value of the Higgs field):

v/
√
2 - 174 GeV. (22.54)

This parameter sets the scale of electroweak symmetry breaking, but as yet
no theory is able to predict its value. It is related to the parameters λ, μ of
(22.30) by v/

√
2 =

√
2μ/λ1/2 (cf (17.98)).

In general, the charge-changing part of (22.45) can be written as

− g√
2

{
¯̂νeγ

μ (1 − γ5)

2
ê+ ¯̂νμγ

μ (1− γ5)

2
μ̂+ ¯̂ντγ

μ (1− γ5)

2
τ̂

}
Ŵμ

+hermitian conjugate, (22.55)

where Ŵμ = (Ŵμ
1 − iŴμ

2 )/
√
2. (22.55) has the form

−ĵμCC(leptons)Ŵμ − jμ†CC(leptons)Ŵ
†
μ (22.56)

where the leptonic weak charged current ĵμCC(leptons) is precisely that used in
the current–current model (equation (20.38)), up to the usual factors of g’s and√
2’s. Thus the dynamical symmetry currents of the SU(2)L gauge theory are

exactly the ‘phenomenological’ currents of the earlier current–current model.
The Feynman rules for the lepton-W couplings (appendix Q) can be read off
from (22.55).
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Turning now to the leptonic weak neutral current, this will appear via the 
couplings to the Z0, written as 

μ−ĵ (leptons) Ẑμ. (22.57) NC

Referring to (22.36) for the linear combination of Ŵμ and B̂μ which represents 3 
Ẑμ, we find (problem 22.4) 

ĵμ (leptons) = 
g E 

ψ
¯̂
lγ

μ 
| 
tl 
( 
1− γ5 

) 
− sin2 θWQl 

| 
ψ̂l, (22.58) NC cos θW

3 2 
l 

where the sum is over the six lepton fields νe, e
−, νμ, . . . τ− . For the Q = 0  

neutrinos with t3 = +  1 ,2 

g
νlγ

μ (1 − γ5)μˆ ¯j (neutrinos) = 
E 

ˆ ν̂l, (22.59) NC 2 cos θW 2 
l 

where now l = e, μ, τ . For the other (negatively charged) leptons, we shall 
have both L and R couplings from (22.58), and we can write 

μ g ¯
| 

l 
( 
1− γ5 

) 
l 
( 
1 +  γ5 

)| 
ˆˆ ˆj (charged leptons) = 

E 
lγμ c + c l,NC L R cos θW 2 2 

l=e,μ,τ 
(22.60) 

where 

l l c = t3 − sin2 θWQl = − 
1 
+ sin2 θW (22.61) L 2 

l c = − sin2 θWQl = sin2 θW. (22.62) R 

As noted earlier, the Z0 coupling is not pure ‘V–A’. These relations (22.59)– 
(22.62) are exactly the ones given earlier, in (20.85)–(20.87); in particular, 
the couplings are independent of ‘l’ and hence exhibit lepton universality. 
The alternative notation 

gμ ¯ l lĵ (charged leptons) = 
E 

l̂γμ(gV − gAγ5)l̂ (22.63) NC 2 cos θW 
l 

is often used, where 

l l g = − 
1 
+ 2 sin2 θW g = − 

1 
, independent of l. (22.64) V A2 2

lNote that the g vanishes for sin2 θW = 0.25. Again, the Feynman rules for V 
lepton-Z couplings (appendix Q) are contained in (22.59) and (22.60). 

As in the case of W-mediated charge-charging processes, Z0-mediated pro-
cesses reduce to the current–current form at low k2 . For example, the ampli-
tude for e−μ− → e−μ− via Z0 exchange (figure 22.11) reduces to 

2ig l l− ū(e)γμ[cL(1 − γ5) +  cR(1 + γ5)]u(e)ū(μ)γ
μ 

4 cos2 θWM2 
Z 

l l× [cL(1 − γ5) +  cR(1 + γ5)]u(μ). (22.65) 
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shall discuss this matrix further in section 22.5.2. Thus the charge-changing
weak quark current is

ĵμCC(quarks) =
g√
2

{
¯̂uγμ (1− γ5)

2
d̂' + ¯̂cγμ (1− γ5)

2
ŝ' + ¯̂tγμ (1− γ5)

2
b̂'
}
,

(22.70)
which generalizes (20.90) to three generations and supplies the factor g/

√
2,

as for the leptons.
The neutral currents are diagonal in flavour if the matrix V is unitary (see

also section 22.5.2). Thus ĵμNC(quarks) will be given by the same expression
as (20.103), except that now the sum will be over all six quark flavours. The
neutral weak quark current is thus

ĵμNC(quarks) =
g

cos θW

E
q

¯̂qγμ

|
cqL

(1 − γ5)

2
+ cqR

(1 + γ5)

2

|
q̂, (22.71)

where

cqL = tq3 − sin2 θWQq (22.72)

cqR = − sin2 θWQq. (22.73)

These expressions are exactly as given in (20.103)–(20.105). As for the charged
leptons, we can alternatively write (22.71) as

ĵμNC(quarks) =
g

2 cos θW

E
q

¯̂qγμ(gqV − gqAγ5)q̂, (22.74)

where

gqV = tq3 − 2 sin2 θWQq (22.75)

gqA = tq3. (22.76)

Before proceeding to discuss some simple phenomenological consequences,
we remind the reader of one important feature of the Standard Model currents
in general. Reading (22.24) and (22.25) together ‘vertically’, the leptons and
quarks are grouped in three generations, each with two leptons and two quarks.
The theoretical motivation for such family grouping is that anomalies are
cancelled within each complete generation, as discussed in section 18.4.

22.3 Simple (tree-level) predictions

The theory as so far developed has just 4 parameters: the gauge couplings g
and g', and the parameters λ and μ of the Higgs potential. The previous two
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FIGURE 22.11 
Z0-exchange process in e−μ− → e−μ− . 

It is customary to define the parameter 

M2ρ = W/(MZ
2 cos 2 θW), (22.66) 

which is unity at tree-level, in the absence of loop corrections. The ratio of 
factors in front of the ū . . . u  expressions in (22.65) and (22.50) (i.e. ‘neutral 
current process’/‘charged current process’) is then 2ρ. 

We may also check the electromagnetic current in the theory, by looking 
for the piece that couples to Âμ . We find 

ĵμ = −g sin θWemag 

L ¯̂
lγμl̂ (22.67) 

l=e,μ,τ 

which allows us to identify the electromagnetic charge e as 

e = g sin θW (22.68) 

as already suggested in (19.97) of chapter 19. Note that all the γ5’s cancel 
from (22.67), as is of course required. 

22.2.3 The quark currents 
The charge-changing quark currents, which are coupled to the W± fields, have 
a form very similar to that of the charged leptonic currents, except that the 
t3 = − 1 components of the L-doublets have to be understood as the flavour-2 
mixed (weakly interacting) states 

⎛
⎝ 

d̂ 
 ŝ
b̂ 

⎞
⎠ = 

⎛
⎝ 

Vud Vus Vub 
Vcd Vcs Vcb 
Vtd Vts Vtb 

⎛
⎝ 

⎞
⎠ 

d̂ 
ŝ

b̂ 

⎞
⎠ , (22.69) 

L L 

where d,̂ ŝ and b̂ are the strongly interacting fields with masses md,ms and 
mb, and the V -matrix is the CKM matrix used extensively in chapter 21. We 
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FIGURE 22.11
Z0-exchange process in e−μ− → e−μ− .

It is customary to define the parameter

ρ = M2
W/(M2

Z cos2 θW), (22.66)

which is unity at tree-level, in the absence of loop corrections. The ratio of
factors in front of the ū . . . u expressions in (22.65) and (22.50) (i.e. ‘neutral
current process’/‘charged current process’) is then 2ρ.

We may also check the electromagnetic current in the theory, by looking
for the piece that couples to Âμ. We find

ĵμemag = −g sin θW
L

l=e,μ,τ

¯̂
lγμl̂ (22.67)

which allows us to identify the electromagnetic charge e as

e = g sin θW (22.68)

as already suggested in (19.97) of chapter 19. Note that all the γ5’s cancel
from (22.67), as is of course required.

22.2.3 The quark currents

The charge-changing quark currents, which are coupled to the W± fields, have
a form very similar to that of the charged leptonic currents, except that the
t3 = − 1

2 components of the L-doublets have to be understood as the flavour-
mixed (weakly interacting) states

⎛
⎝

d̂
ŝ

b̂

⎞
⎠

L

=

⎛
⎝

Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb

⎞
⎠

⎛
⎝

d̂
ŝ

b̂

⎞
⎠

L

, (22.69)

where d̂, ŝ and b̂ are the strongly interacting fields with masses md,ms and
mb, and the V -matrix is the CKM matrix used extensively in chapter 21. We
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shall discuss this matrix further in section 22.5.2. Thus the charge-changing 
weak quark current is 

μ g
{
¯ (1 − γ5) (1 − γ5) ' ¯ (1 − γ5) 

}
ˆ √ d̂' ¯ ˆ b̂'j (quarks) = ˆ + ˆ ŝ + tγμ ,uγμ cγμ 
CC

2 2 2 2 
(22.70) √ 

which generalizes (20.90) to three generations and supplies the factor g/ 2, 
as for the leptons. 

The neutral currents are diagonal in flavour if the matrix V is unitary (see 
μalso section 22.5.2). Thus ĵ (quarks) will be given by the same expression NC

as (20.103), except that now the sum will be over all six quark flavours. The 
neutral weak quark current is thus 

jμ g ¯̂
| 

q (1 − γ5) q (1 + γ5)
| 
q,ˆ (quarks) = 

E 
qγμ c + c ˆ (22.71) NC L Rcos θW 2 2 

q 

where 

q qc = t − sin2 θWQq (22.72) L 3 
qc = − sin2 θWQq. (22.73) R 

These expressions are exactly as given in (20.103)–(20.105). As for the charged 
leptons, we can alternatively write (22.71) as 

jμ g ¯̂ q q q,ˆ (quarks) = 
E 

qγμ(g − g γ5)ˆ (22.74) NC V A2 cos θW q 

where 

q qg = t − 2 sin2 θWQq (22.75) V 3 

gq = tq 
3. (22.76) A 

Before proceeding to discuss some simple phenomenological consequences, 
we remind the reader of one important feature of the Standard Model currents 
in general. Reading (22.24) and (22.25) together ‘vertically’, the leptons and 
quarks are grouped in three generations, each with two leptons and two quarks. 
The theoretical motivation for such family grouping is that anomalies are 
cancelled within each complete generation, as discussed in section 18.4. 

22.3 Simple (tree-level) predictions 
The theory as so far developed has just 4 parameters: the gauge couplings g 
and g', and the parameters λ and μ of the Higgs potential. The previous two 
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FIGURE 22.12
Neutrino-electron graphs involving Z0 exchange.

Quark pairs couple as in (22.71), the GIM mechanism ensuring that all flavour-
changing terms cancel. The total width to uū, dd̄, cc̄, ss̄ and bb̄ channels
(allowing 3 for colour and neglecting masses) is then 1538 MeV, produc-
ing an estimated total width of approximately 2.22 GeV. (QCD corrections
will increase these estimates by a factor of order 1.1). The branching ratio
to charged leptons is approximately 3.4%, to the three (invisible) neutrino
channels 20.5%, and to hadrons (via hadronization of the qq̄ channels) about
69.3%. In section 22.4.3 we shall see how a precise measurement of the total
Z0 width at LEP determined the number of light neutrinos to be 3.

Cross sections for neutrino–lepton scattering proceeding via Z0 exchange
can be calculated (for k2 << M2

Z) using the currents (22.59) and (22.60), and
the method of section 20.5. Examples are

νμe
− → νμe

− (22.84)

and

ν̄μe
− → ν̄μe

− (22.85)

as shown in figure 22.12. Since the neutral current for the electron is not pure
V–A, as was the charged current, we expect to see terms involving both |clL|2
and |clR|2, and possibly an interference term. The cross section for (22.84) is
found to be (’t Hooft 1971c)

dσ/dy = (2G2
FEme/π)[|clL|2 + |clR|2(1− y)2 − 1

2
(clR

∗
clL + clL

∗
clR)yme/E],

(22.86)
where E is the energy of the incident neutrino in the ‘laboratory’ system, and
y = (E −E')/E as before, where E' is the energy of the outgoing neutrino in
the ‘laboratory’ system2. Equation (22.86) may be compared with the νμe

− →
μ−νe (charged current) cross section of (20.84) by noting that t = −2meEy:
the |clL|2 term agrees with the pure V–A result (20.84), while the |clR|2 term

2In the kinematics, lepton masses have been neglected wherever possible.
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subsections show that all the couplings to fermions can be written in terms 
of the known quantities GF and e (or α), and one free parameter which may 
be taken to be sin θW. We noted in section 20.9 that, before the discovery of 
the W and Z particles, the then known neutrino data were consistent with a 
single value of θW given by sin

2 θW - 0.23. Using (22.51) and (22.68), it was 
then possible to predict the value of MW: 

)1/2( 
πα 1 37.28 

MW = √ - GeV - 77.73 GeV. (22.77) 
2GF sin θW sin θW 

Similarly, using (22.42) we predict 

MZ = MW/ cos θW - 88.58 GeV. (22.78) 

These predictions of the theory (at lowest order) indicate the power of the 
underlying symmetry to tie together many apparently unrelated quantities, 
which are all determined in terms of only a few basic parameters. We now 
present a number of other simple tree-level predictions. 

The width for W− → e− + ν̄e can be calculated using the vertex (22.48), 
with the result (problem 22.5) 

21 g GF M
3 
WΓ(W− → e −ν̄e) = MW =

21/2 - 205 MeV, (22.79) 
12 4π 6π 

using (22.77). The widths to μ−ν̄μ, τ−ν̄τ are the same. Neglecting CKM 
flavour mixing among the two energetically allowed quark channels ¯ cs,ud and ¯
their widths would also be the same, apart from a factor of 3 for the different 
colour channels. The total W width for all these channels will therefore be 
about nine times the value in (22.79), i.e. 1.85 GeV, while the branching ratio 
for W → eν is 

B(eν) = Γ(W  → eν)/Γ(total) - 11%. (22.80) 

In making these estimates we have neglected all fermion masses. 
The width for Z0 → νν̄ can be found from (22.79) by replacing g/21/2 by 

g/2 cosθW, and MW by MZ, giving 

21 g MZ GF M
3 
ZΓ(Z0 → νν̄) = =

21/2 - 152 MeV, (22.81) 
24 4π cos2 θW 12π 

l lusing (22.78). Charged lepton pairs couple with both c and c terms, leading L R 
(with neglect of lepton masses) to 

( 
|cl |2 + |cRl |2 ) 

g2 MZLΓ(Z0 → ll̄) = . (22.82) 
6 4π cos2 θW 

ν 1 νThe values c = , c = 0 in (22.82) reproduce (22.81). With sin2 θW - 0.23,L 2 R 
we find 

Γ(Z0 → ll̄) - 76.5 MeV. (22.83) 
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subsections show that all the couplings to fermions can be written in terms
of the known quantities GF and e (or α), and one free parameter which may
be taken to be sin θW. We noted in section 20.9 that, before the discovery of
the W and Z particles, the then known neutrino data were consistent with a
single value of θW given by sin2 θW - 0.23. Using (22.51) and (22.68), it was
then possible to predict the value of MW:

MW =

(
πα√
2GF

)1/2
1

sin θW
- 37.28

sin θW
GeV - 77.73 GeV. (22.77)

Similarly, using (22.42) we predict

MZ = MW/ cos θW - 88.58 GeV. (22.78)

These predictions of the theory (at lowest order) indicate the power of the
underlying symmetry to tie together many apparently unrelated quantities,
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using (22.77). The widths to μ−ν̄μ, τ−ν̄τ are the same. Neglecting CKM
flavour mixing among the two energetically allowed quark channels ūd and c̄s,
their widths would also be the same, apart from a factor of 3 for the different
colour channels. The total W width for all these channels will therefore be
about nine times the value in (22.79), i.e. 1.85 GeV, while the branching ratio
for W → eν is

B(eν) = Γ(W → eν)/Γ(total) - 11%. (22.80)

In making these estimates we have neglected all fermion masses.
The width for Z0 → νν̄ can be found from (22.79) by replacing g/21/2 by

g/2 cosθW, and MW by MZ, giving
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using (22.78). Charged lepton pairs couple with both clL and clR terms, leading
(with neglect of lepton masses) to

Γ(Z0 → ll̄) =
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|clL|2 + |clR|2

6

)
g2

4π
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cos2 θW
. (22.82)

The values cνL = 1
2 , c

ν
R = 0 in (22.82) reproduce (22.81). With sin2 θW - 0.23,

we find
Γ(Z0 → ll̄) - 76.5 MeV. (22.83)
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FIGURE 22.12 
Neutrino-electron graphs involving Z0 exchange. 

Quark pairs couple as in (22.71), the GIM mechanism ensuring that all flavour-
changing terms cancel. The total width to uū, dd̄, cc̄, s¯ b channels s and b¯

(allowing 3 for colour and neglecting masses) is then 1538 MeV, produc-
ing an estimated total width of approximately 2.22 GeV. (QCD corrections 
will increase these estimates by a factor of order 1.1). The branching ratio 
to charged leptons is approximately 3.4%, to the three (invisible) neutrino 
channels 20.5%, and to hadrons (via hadronization of the qq̄ channels) about 
69.3%. In section 22.4.3 we shall see how a precise measurement of the total 
Z0 width at LEP determined the number of light neutrinos to be 3. 

Cross sections for neutrino–lepton scattering proceeding via Z0 exchange 
can be calculated (for k2 << M2) using the currents (22.59) and (22.60), and Z

the method of section 20.5. Examples are 

−νμe 
− → νμe (22.84) 

and 
−ν̄μe 

− → ν̄μe (22.85) 

as shown in figure 22.12. Since the neutral current for the electron is not pure 
l 
L|2 

l 
V–A, as was the charged current, we expect to see terms involving both |c
and |c |2, and possibly an interference term. The cross section for (22.84) is 
found to be (’t Hooft 1971c) 

R

1 ∗ ∗ l 
R|2(1 − y)2 − R)yme

(22.86) 
where E is the energy of the incident neutrino in the ‘laboratory’ system, and 
y = (E − E')/E as before, where E' is the energy of the outgoing neutrino in 
the ‘laboratory’ system2 . Equation (22.86) may be compared with the νμe

− → 
μ−νe (charged current) cross section of (20.84) by noting that t = −2meEy: 

(2G2 
FEme

l/π)[|cL|2 l+ |c l c c cR L + L 
l ldσ/dy = (c /E],

2

the |cL|2 term agrees with the pure V–A result (20.84), while the |cR|2 term 

2In the kinematics, lepton masses have been neglected wherever possible. 

l 



22.3. Simple (tree-level) predictions 391

FIGURE 22.14
(a) One-γ and (b) one-W annihilation graphs in e+e− → f f̄ .

where θ is the CM scattering angle of the final state lepton, s = (pe− + pe+)
2,

and

A = 1 + 2geVg
f
VReχ(s) + [(geA)

2 + (geV)
2][(gfA)

2 + (gfV)
2]|χ(s)|2 (22.90)

B = 4geAg
f
AReχ(s) + 8geAg

e
Vg

f
Ag

f
V|χ(s)|2 (22.91)

χ(s) = s/[4 sin2 θW cos2 θW(s−M2
Z + iΓZMZ)]. (22.92)

Notice that the term surviving when all the g’s are set to zero, which is there-
fore the pure single photon contribution, is exactly as calculated in problem
8.18. The presence of the cos θ term leads to the forward–backward asymme-
try noted in that problem.

The forward–backward asymmetry AFB may be defined as

AFB ≡ (NF −NB)/(NF +NB), (22.93)

where NF is the number scattered into the forward hemisphere 0 ≤ cos θ ≤ 1,
and NB that into the backward hemisphere −1 ≤ cos θ ≤ 0. Integrating
(22.89) one easily finds

AFB = 3B/8A. (22.94)

For sin2 θW = 0.25 we noted after (22.64) that the glV’s vanish, so they are
very small for sin2 θW - 0.23. The effect is therefore controlled essentially by
the first term in (22.91). At

√
s = 29 GeV, for example, the asymmetry is

AFB - −0.063.
This asymmetry was observed in experiments with PETRA at DESY and

with PEP at SLAC (see figure 8.20(b)). These measurements, made at en-
ergies well below the Z0 peak, were the first indication of the presence of Z0

exchange in e+e− collisions.
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FIGURE 22.13 
−One-W annihilation graph in ν̄ee

− → ν̄ee . 

involves the same (1 − y)2 factor discussed for νq̄ scattering in section 20.7.2. 
The interference term is negligible for E >> me. The cross section for the 

lantineutrino process (22.85) is found from (22.86) by interchanging c and L 
lcR. 

A third neutrino–lepton process is experimentally available, 

−ν̄ee 
− → ν̄ee , (22.87) 

the cross section for which was measured by Reines, Gurr and Sobel (1976), 
using electron antineutrinos from an 1800-MW fission reactor at Savannah 
River. In this case there is a single W intermediate state graph, shown in 
figure 22.13, to consider as well as the Z0 one; the latter is similar to the right-
hand graph in figure 22.12, but with ν̄μ replaced by ν̄e. The cross section for 
(22.87) turns out to be given by an expression of the form (22.86), but with 
the replacements 

l l cL → 
1 
+ sin2 θW, cR → sin2 θW. (22.88) 

2 

Reines, Gurr and Sobel reported the result sin2 θW = 0.29 ± 0.05. 
We emphasize once more that all these cross sections are determined in 

terms of GF, α and only one further parameter, sin2 θW. As mentioned in 
section 20.9, experimental fits to these predictions are reviewed by Commins 
and Bucksbaum (1983), Renton (1990) and Winter (2000). 

Particularly precise determinations of the Standard Model parameters 
were made at the e+e− colliders, LEP and SLC. Consider the reaction e+e− → 
f f̄ where f is μ or τ , at energies where the lepton masses may be neglected in 
the final answers. In lowest order, the process is mediated by both γ-exchange 
and Z0-exchange as shown in figure 22.14. Calculations of the cross section 
were made early on, by Budny (1973) for example. In modern notation, the 
differential cross section for the scattering of unpolarized e− and e+ is given 
by 

dσ πα2 
= [(1 + cos2 θ)A + cos θB] (22.89) 

d cos θ 2s 
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FIGURE 22.13
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− → ν̄ee
−.

involves the same (1− y)2 factor discussed for νq̄ scattering in section 20.7.2.
The interference term is negligible for E >> me. The cross section for the
antineutrino process (22.85) is found from (22.86) by interchanging clL and
clR.

A third neutrino–lepton process is experimentally available,

ν̄ee
− → ν̄ee

−, (22.87)

the cross section for which was measured by Reines, Gurr and Sobel (1976),
using electron antineutrinos from an 1800-MW fission reactor at Savannah
River. In this case there is a single W intermediate state graph, shown in
figure 22.13, to consider as well as the Z0 one; the latter is similar to the right-
hand graph in figure 22.12, but with ν̄μ replaced by ν̄e. The cross section for
(22.87) turns out to be given by an expression of the form (22.86), but with
the replacements

clL → 1

2
+ sin2 θW, clR → sin2 θW. (22.88)

Reines, Gurr and Sobel reported the result sin2 θW = 0.29± 0.05.
We emphasize once more that all these cross sections are determined in

terms of GF, α and only one further parameter, sin2 θW. As mentioned in
section 20.9, experimental fits to these predictions are reviewed by Commins
and Bucksbaum (1983), Renton (1990) and Winter (2000).

Particularly precise determinations of the Standard Model parameters
were made at the e+e− colliders, LEP and SLC. Consider the reaction e+e− →
f f̄ where f is μ or τ , at energies where the lepton masses may be neglected in
the final answers. In lowest order, the process is mediated by both γ-exchange
and Z0-exchange as shown in figure 22.14. Calculations of the cross section
were made early on, by Budny (1973) for example. In modern notation, the
differential cross section for the scattering of unpolarized e− and e+ is given
by

dσ

d cos θ
=

πα2

2s
[(1 + cos2 θ)A+ cos θB] (22.89)
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FIGURE 22.14 
(a) One-γ and (b) one-W annihilation graphs in e+e− → f f̄ . 

where θ is the CM scattering angle of the final state lepton, s = (pe− + pe+ )2 , 
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VgV

f 
A)

2 + (g f 
V

e e 
A)
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Notice that the term surviving when all the g’s are set to zero, which is there-
fore the pure single photon contribution, is exactly as calculated in problem 
8.18. The presence of the cos θ term leads to the forward–backward asymme-
try noted in that problem. 

The forward–backward asymmetry AFB may be defined as 

AFB ≡ (NF −NB)/(NF + NB), (22.93) 

where NF is the number scattered into the forward hemisphere 0 ≤ cos θ ≤ 1, 
and NB that into the backward hemisphere −1 ≤ cos θ ≤ 0. Integrating 
(22.89) one easily finds 

AFB = 3B/8A. (22.94) 

For sin2 θW = 0.25 we noted after (22.64) that the gl V’s vanish, so they are 
very small for sin2 θW - 0.23. √The effect is therefore controlled essentially by 
the first term in (22.91). At s = 29 GeV, for example, the asymmetry is 
AFB - −0.063. 

This asymmetry was observed in experiments with PETRA at DESY and 
with PEP at SLAC (see figure 8.20(b)). These measurements, made at en-
ergies well below the Z0 peak, were the first indication of the presence of Z0 

exchange in e+e− collisions. 
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FIGURE 22.15
Parton model amplitude for W± or Z0 production in p̄p collisions.

22.4 The discovery of the W± and Z0 at the CERN pp̄
collider

22.4.1 Production cross sections for W and Z in pp̄ colliders

The possibility of producing the predicted W± and Z0 particles was the prin-
cipal motivation for transforming the CERN SPS into a pp̄ collider using the
stochastic cooling technique (Rubbia et al. 1977, Staff of the CERN p̄p project
1981). Estimates of W and Z0 production in p̄p collisions may be obtained
(see, for example, Quigg 1977) from the parton model, in a way analogous to
that used for the Drell–Yan process in section 9.4 with γ replaced by W or
Z0, as shown in figure 22.15 (cf figure 9.11), and for two-jet cross sections in
section 14.3.2. As in (14.51), we denote by ŝ the subprocess invariant

ŝ = (x1p1 + x2p2)
2 = x1x2s (22.101)

for massless partons. With ŝ1/2 = MW ∼ 80 GeV, and s1/2 =630 GeV for
the p̄p collider energy, we see that the x’s are typically ∼0.13, so that the
valence q’s in the proton and q̄’s in the antiproton will dominate (at

√
s = 1.8

TeV, appropriate to the Fermilab Tevatron, x - 0.04 and the sea quarks
contribute). The parton model cross section pp̄ → W±+ anything is then
(setting Vud = 1 and all other Vij = 0)

σ(pp̄ → W± +X) =
1

3

/ 1

0

dx1

/ 1

0

dx2σ̂(x1, x2)

{
u(x1)d̄(x2) + d̄(x1)u(x2)
ū(x1)d(x2) + d(x1)ū(x2)

}

(22.102)
where the 1

3 is the same colour factor as in the Drell–Yan process, and the
subprocess cross section σ̂ for qq̄ → W± +X is (neglecting the W± width)

σ̂ = 4π2α(1/4 sin2 θW)δ(ŝ−M2
W) (22.103)

= π21/2GFM
2
Wδ(x1x2s−M2

W). (22.104)
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However, QED alone produces a small positive AFB, through interference 
between 1γ and 2γ annihilation processes (which have different charge conju-
gation parity), as well as between initial and final state bremsstrahlung cor-
rections to figure 22.14(a). Indeed, all one-loop radiative effects must clearly 
be considered, in any comparison with modern high precision data. 

−At the CERN e+e collider LEP, many such measurements were made 
‘on the Z peak’, i.e. at s = M2 in the parametrization (22.92). In that case, Z 
Reχ(s) = 0, and (22.94) becomes (neglecting the photon contribution) 

e e3gAgVg f 
Ag f 

VAFB(Z
0 peak) = . (22.95) 

)2 + ge 
V)

2][(gf 
A)

2 + (g f 
V)

2]}e{[(gA
Another important asymmetry observable is that involving the difference 

of the cross sections for left- and right-handed incident electrons: 

ALR ≡ (σL − σR)/(σL + σR), (22.96) 

for which the tree-level prediction is 

e e e eALR = 2gVgA/[(gV)
2 + (gA)

2]. (22.97) 

A similar combination of the g’s for the final state leptons can be measured 
by forming the ‘L–R F–B’ asymmetry 

AFB = [(σLF − σLB)− (σRF − σRB)]/(σR + σL) (22.98) LR 

for which the tree level prediction is 

AFB 
LR = 2g ff 

VgA/[(g f 
V)

2 + (g f 
A)

2]. (22.99) 

The quantity on the right-hand side of (22.99) is usually denoted by Af : 

Af = 2g ff 
VgA/[(g f 

V)
2 + (g f 

A)
2]. (22.100) 

The asymmetry AFB is not, in fact, direct evidence for parity violation in 
+ −e e → μ+μ−, since we see from (22.90) and (22.91) that it is even under 
l → −gl A, whereas a true parity-violating effect would involve terms odd gA 

l 
A. However, electroweak-induced parity violation effects in an (linear) in g

apparently electromagnetic process were observed in a remarkable experiment 
by Prescott et al. (1978). Longitudinally polarized electrons were inelastically 
scattered from deuterium, and the flux of scattered electrons was measured 
for incident electrons of definite helicity. An asymmetry between the results, 
depending on the helicities, was observed – a clear signal for parity violation. 
This was the first demonstration of parity-violating effects in an ‘electromag-
netic’ process; the corresponding value of sin2 θW was in agreement with that 
determined from ν data. 

We now turn to some of the main experimental evidence, beginning with 
the discoveries of the W± and Z0 1983. 
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However, QED alone produces a small positive AFB, through interference
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The asymmetry AFB is not, in fact, direct evidence for parity violation in
e+e− → μ+μ−, since we see from (22.90) and (22.91) that it is even under
glA → −glA, whereas a true parity-violating effect would involve terms odd
(linear) in glA. However, electroweak-induced parity violation effects in an
apparently electromagnetic process were observed in a remarkable experiment
by Prescott et al. (1978). Longitudinally polarized electrons were inelastically
scattered from deuterium, and the flux of scattered electrons was measured
for incident electrons of definite helicity. An asymmetry between the results,
depending on the helicities, was observed – a clear signal for parity violation.
This was the first demonstration of parity-violating effects in an ‘electromag-
netic’ process; the corresponding value of sin2 θW was in agreement with that
determined from ν data.

We now turn to some of the main experimental evidence, beginning with
the discoveries of the W± and Z0 1983.
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FIGURE 22.15 
Parton model amplitude for W± or Z0 production in p̄p collisions. 

22.4  The discovery of the W± and Z0 at the CERN pp̄ 
collider 

22.4.1 Production cross sections for W and Z in pp̄ colliders 
The possibility of producing the predicted W± and Z0 particles was the prin-
cipal motivation for transforming the CERN SPS into a pp̄ collider using the 
stochastic cooling technique (Rubbia et al. 1977, Staff of the CERN p̄p project 
1981). Estimates of W and Z0 production in p̄p collisions may be obtained 
(see, for example, Quigg 1977) from the parton model, in a way analogous to 
that used for the Drell–Yan process in section 9.4 with γ replaced by W or 
Z0, as shown in figure 22.15 (cf figure 9.11), and for two-jet cross sections in 
section 14.3.2. As in (14.51), we denote by ŝ the subprocess invariant 

ŝ = (x1p1 + x2p2)
2 = x1x2s  (22.101) 

1/2 1/2for massless partons. With ŝ = MW ∼ 80 GeV, and s =630 GeV for 
the ¯ that the pp collider energy, we see x’s are typically ∼0.13, so that the √ 
valence q’s in the proton and q̄’s in the antiproton will dominate (at s = 1.8 
TeV, appropriate to the Fermilab Tevatron, x - 0.04 and the sea quarks 
contribute). The parton model cross section pp̄ → W±+ anything is then 
(setting Vud = 1 and all other Vij = 0) 

¯1 
/ 1 / 1 { 

u(x1)d(x2) +  d̄(x1)u(x2) 
} 

where the is the same colour factor as in the Drell–Yan process, and the 

σ(pp̄ → W± + X) = 
3 0 

dx1 
0 

dx2σ̂(x1, x2) ū(x1)d(x2) +  d(x1)ū(x2) 
(22.102) 

1 
3 

subprocess cross section σ̂ for qq̄ → W± +X is (neglecting the W± width) 

σ̂ = 4π2α(1/4 sin2 θW)δ(ŝ− M2 (22.103) W) 

= Wδ(x1x2s− M2 (22.104) π21/2GFM
2 

W). 
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FIGURE 22.16
Preferred direction of leptons in W+ decay.

22.4.3 Discovery of the W± and Z0 at the pp̄ collider, and
their properties

As already indicated in section 22.4.1, the best signatures for W and Z pro-
duction in pp̄ collisions are provided by the leptonic modes

pp̄ → W±X → e±νX (22.107)

pp̄ → Z0X → e+e−X. (22.108)

Reaction (22.107) has the larger cross section, by a factor of 10 (cf (22.105) and
(22.106)), and was observed first (UA1, Arnison et al. 1983a; UA2, Banner
et al. 1983). However, the kinematics of (22.108) is simpler and so the Z0

discovery (UA1, Arnison et al. (1983b); UA2, Bagnaia et al. 1983) will be
discussed first.

The signature for (22.108) is an isolated, and approximately back-to-back,
e+e− pair with invariant mass peaked around 90 GeV (cf (22.78)). Very clean
events can be isolated by imposing a modest transverse energy cut – the e+e−

pairs required are coming from the decay of a massive relatively slowly moving
Z0. Figure 22.17 shows the transverse energy distribution of a candidate Z0

event from the first UA2 sample. Figure 22.18 shows (Geer 1986) the invariant
mass distribution for a later sample of 14 UA1 events in which both electrons
have well measured energies, together with the Breit–Wigner resonance curve
appropriate to MZ = 93 GeV/c2, with experimental mass resolution folded
in. The UA1 result for the Z0 mass was

MZ = 93.0± 1.4(stat)± 3.2(syst.) GeV. (22.109)

The corresponding UA2 result (DiLella 1986), based on 13 well measured
pairs, was

MZ = 92.5± 1.3(stat.)± 1.5(syst.) GeV. (22.110)

In both cases the systematic error reflects the uncertainty in the absolute
calibration of the calorimeter energy scale. Clearly the agreement with (22.78)
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QCD corrections to (22.102) must as usual be included. Leading loga-
rithms will make the distributions Q2-dependent, and they should be evalu-

M2ated at Q2 = W. There will be further (O(α2
s )) corrections, which are often 

accounted for by a multiplicative factor ‘K’, which is of order 1.5–2 at these 
energies. O(α2) calculations are presented in Hamberg et al. (1991) and by s 
van der Neerven and Zijlstra (1992); see also Ellis et al. (1996) section 9.4. √ 
The total cross section for production of W+ and W− at s =630 GeV is 
then of order 6.5 nb, while a similar calculation for the Z0 gives about 2 nb. 
Multiplying these by the branching ratios gives 

σ(pp̄ → W+X  → eνX) - 0.7 nb (22.105) 

+σ(pp̄ → Z0 +X  → e e −X) - 0.07 nb (22.106) 

√ 
at s =630 GeV. 

The total cross section for pp̄ is about 70 mb at these energies: hence 
(22.105) represents ∼ 10−8 of the total cross section, and (22.106) is 10 times 
smaller. The rates could, of course, be increased by using the qq̄ modes of 
W and Z0, which have bigger branching ratios. But the detection of these is 
very difficult, being very hard to distinguish from conventional two-jet events 
produced via the mechanism discussed in section 14.3.2, which has a cross 
section some 103 higher than (22.105). W and Z0 would appear as slight 
shoulders on the edge of a very steeply falling invariant mass distribution, 
similar to that shown in figure 9.12, and the calorimetric jet energy resolution 
capable of resolving such an effect is hard to achieve. Thus despite the un-
favourable branching ratios, the leptonic modes provide the better signatures, 
as discussed further in section 22.4.3. 

22.4.2 Charge asymmetry in W± decay 

At energies such that the simple valence quark picture of (22.102) is valid, the 
W+ is created in the annihilation of a left-handed u quark from the proton 
and a right-handed ¯ p (neglecting fermion masses). In the d quark from the ¯

+W+ → e+νe decay, a right-handed e and left-handed νe are emitted. Refer-
ring to figure 22.16, we see that angular momentum conservation allows e+ 

production parallel to the direction of the antiproton, but forbids it parallel 
to the direction of the proton. Similarly, in W− → e−ν̄e, the e− is emitted 
preferentially parallel to the proton (these considerations are exactly similar 
to those mentioned in section 20.7.2 with reference to νq and ν̄q scattering). 
The actual distribution has the form ∼ (1+ cos θ∗)2, where θ∗ is the angle, in e e 
the rest frame of the W, between the e− and the p (for W− → e−ν̄e) or the  
+e and the p̄ (for W+ → e+νe). 
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QCD corrections to (22.102) must as usual be included. Leading loga-
rithms will make the distributions Q2-dependent, and they should be evalu-
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s )) corrections, which are often

accounted for by a multiplicative factor ‘K’, which is of order 1.5–2 at these
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The total cross section for production of W+ and W− at

√
s =630 GeV is

then of order 6.5 nb, while a similar calculation for the Z0 gives about 2 nb.
Multiplying these by the branching ratios gives

σ(pp̄ → W+X → eνX) - 0.7 nb (22.105)

σ(pp̄ → Z0 +X → e+e−X) - 0.07 nb (22.106)

at
√
s =630 GeV.

The total cross section for pp̄ is about 70 mb at these energies: hence
(22.105) represents ∼ 10−8 of the total cross section, and (22.106) is 10 times
smaller. The rates could, of course, be increased by using the qq̄ modes of
W and Z0, which have bigger branching ratios. But the detection of these is
very difficult, being very hard to distinguish from conventional two-jet events
produced via the mechanism discussed in section 14.3.2, which has a cross
section some 103 higher than (22.105). W and Z0 would appear as slight
shoulders on the edge of a very steeply falling invariant mass distribution,
similar to that shown in figure 9.12, and the calorimetric jet energy resolution
capable of resolving such an effect is hard to achieve. Thus despite the un-
favourable branching ratios, the leptonic modes provide the better signatures,
as discussed further in section 22.4.3.

22.4.2 Charge asymmetry in W± decay

At energies such that the simple valence quark picture of (22.102) is valid, the
W+ is created in the annihilation of a left-handed u quark from the proton
and a right-handed d̄ quark from the p̄ (neglecting fermion masses). In the
W+ → e+νe decay, a right-handed e+ and left-handed νe are emitted. Refer-
ring to figure 22.16, we see that angular momentum conservation allows e+

production parallel to the direction of the antiproton, but forbids it parallel
to the direction of the proton. Similarly, in W− → e−ν̄e, the e− is emitted
preferentially parallel to the proton (these considerations are exactly similar
to those mentioned in section 20.7.2 with reference to νq and ν̄q scattering).
The actual distribution has the form ∼ (1+ cos θ∗e )2, where θ∗e is the angle, in
the rest frame of the W, between the e− and the p (for W− → e−ν̄e) or the
e+ and the p̄ (for W+ → e+νe).
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FIGURE 22.16 
Preferred direction of leptons in W+ decay. 

22.4.3  Discovery of the W± and Z0 at the pp̄ collider, and 
their properties 

As already indicated in section 22.4.1, the best signatures for W and Z pro-
duction in pp̄ collisions are provided by the leptonic modes 

pp̄ → W±X → e ±νX  (22.107) 
+pp̄ → Z0X → e e −X.  (22.108) 

Reaction (22.107) has the larger cross section, by a factor of 10 (cf (22.105) and 
(22.106)), and was observed first (UA1, Arnison et al. 1983a; UA2, Banner 
et al. 1983). However, the kinematics of (22.108) is simpler and so the Z0 

discovery (UA1, Arnison et al. (1983b); UA2, Bagnaia et al. 1983) will be 
discussed first. 

The signature for (22.108) is an isolated, and approximately back-to-back, 
+e e− pair with invariant mass peaked around 90 GeV (cf (22.78)). Very clean 

−events can be isolated by imposing a modest transverse energy cut – the e+e
pairs required are coming from the decay of a massive relatively slowly moving 
Z0 . Figure 22.17 shows the transverse energy distribution of a candidate Z0 

event from the first UA2 sample. Figure 22.18 shows (Geer 1986) the invariant 
mass distribution for a later sample of 14 UA1 events in which both electrons 
have well measured energies, together with the Breit–Wigner resonance curve 
appropriate to MZ = 93 GeV/c2, with experimental mass resolution folded 
in. The UA1 result for the Z0 mass was 

MZ = 93.0± 1.4(stat) ± 3.2(syst.) GeV. (22.109) 

The corresponding UA2 result (DiLella 1986), based on 13 well measured 
pairs, was 

MZ = 92.5± 1.3(stat.)± 1.5(syst.) GeV. (22.110) 

In both cases the systematic error reflects the uncertainty in the absolute 
calibration of the calorimeter energy scale. Clearly the agreement with (22.78) 
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is good, but there is a suggestion that the tree-level prediction is on the low
side. Indeed, loop corrections adjust (22.78) to a value M th

Z - 91.19 GeV,
in excellent agreement with the current experimental value (Nakamura et al.
2010).

The total Z0 width ΓZ is an interesting quantity. If we assume that, for
any fermion family additional to the three known ones, only the neutrinos are
significantly less massive than MZ/2, we have

ΓZ - (2.5 + 0.16ΔNν) GeV (22.111)

from section 22.3, where ΔNν is the number of additional light neutrinos
(i.e. beyond νe, νμ and ντ ) which contribute to the width through the process
Z0 → νν̄. Thus (22.111) can be used as an important measure of the number
of such neutrinos (i.e. generations) if ΓZ can be determined accurately enough.
The mass resolution of the p̄p experiments was of the same order as the total
expected Z0 width, so that (22.111) could not be used directly. The advent
of LEP provided precision checks on (22.111); at the cost of departing from
the historical development, we show data from DELPHI (Abreu et al. 1990,
Abe 1991) in figure 22.19, which established Nν = 3.

We turn now to the W±. In this case an invariant mass plot is impossi-
ble, since we are looking for the eν (μν) mode, and cannot measure the ν’s.
However, it is clear that – as in the case of Z0 → e+e− decay – slow moving
massive W’s will emit isolated electrons with high transverse energy. Further,
such electrons should be produced in association with largemissing transverse
energy (corresponding to the ν’s), which can be measured by calorimetry, and
which should balance the transverse energy of the electrons. Thus electrons of
high ET accompanied by balancing high missing ET (i.e. similar in magnitude
to that of the e− but opposite in azimuth) were the signatures used for the
early event samples (UA1, Arnison et al. 1983a; UA2, Banner et al. 1983).

The determination of the mass of the W is not quite so straightforward as
that of the Z, since we cannot construct directly an invariant mass plot for the
eν pair: only the missing transverse momentum (or energy) can be attributed
to the ν, since some unidentified longitudinal momentum will always be lost
down the beam pipe. In fact, the distribution of events in peT, the magnitude
of the transverse momentum of the e−, should show a pronounced peaking
towards the maximum kinematically allowed value, which is peT ≈ 1

2MW, as
may be seen from the following argument. Consider the decay of a W at rest
(figure 22.20). We have |pe| = 1

2MW and |peT| = 1
2MW sin θ ≡ peT. Thus the

transverse momentum distribution is given by

dσ

dpeT
=

dσ

d cos θ

||||
d cos θ

dpeT

|||| =
dσ

d cos θ

(
2peT
MW

)(
1

4
M2

W − p2eT

)−1/2

, (22.112)

and the last (Jacobian) factor in (22.112) produces a strong peaking towards
peT = 1

2MW. This peaking will be smeared by the width, and transverse
motion, of the W. Early determinations of MW used (22.112), but sensitivity
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FIGURE 22.17 
+The cell transverse energy distribution for a Z0 → e e− event (UA2, Bagnaia 

et al. 1983) in the θ and φ plane, where θ and φ are the polar and azimuth 
angles relative to the beam axis. 

FIGURE 22.18 
+ −Invariant mass distribution for 14 well measured Z0 → e e decays (UA1). 

Figure reprinted with permission from S Geer in High Energy Physics 1985, 
Proc. Yale Theoretical Advanced Study Institute, eds M J Bowick and F 
Gursey; copyright 1986 World Scientific Publishing Company. 
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FIGURE 22.17
The cell transverse energy distribution for a Z0 → e+e− event (UA2, Bagnaia
et al. 1983) in the θ and φ plane, where θ and φ are the polar and azimuth
angles relative to the beam axis.

FIGURE 22.18
Invariant mass distribution for 14 well measured Z0 → e+e− decays (UA1).
Figure reprinted with permission from S Geer in High Energy Physics 1985,
Proc. Yale Theoretical Advanced Study Institute, eds M J Bowick and F
Gursey; copyright 1986 World Scientific Publishing Company.
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is good, but there is a suggestion that the tree-level prediction is on the low 
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The determination of the mass of the W is not quite so straightforward as 
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FIGURE 22.21
W → eν transverse mass distribution measured by the CDF collaboration.
Figure reprinted with permission from F Abe et al. (CDF Collaboration)
Phys. Rev. D 52 4784 (1995). Copyright 1995 by the American Physical
Society.

to the transverse momentum of the W can be much reduced (Barger et al.
1983) by considering instead the distribution in ‘transverse mass’, defined by

M2
T = (EeT + EνT)

2 − (peT + pνT)
2 - 2peTpνT(1− cosφ), (22.113)

where φ is the azimuthal separation between peT and pνT. Here EνT and pT

are the neutrino transverse energy and momentum, measured from the missing
transverse energy and momentum obtained from the global event reconstruc-
tion. This inclusion of additional measured quantities improves the precision
as compared with the Jacobian peak method, using (22.112). A Monte Carlo
simulation was used to generate MT distributions for different values of MW,
and the most probable value was found by a maximum likelihood fit. The
quoted results were

UA1 (Geer 1986): MW = 83.5±1.1
1.0 (stat.)± 2.8(syst.) GeV (22.114)

UA2 (DiLella 1986): MW = 81.2± 1.1(stat.)± 1.3(syst.) GeV (22.115)

the systematic errors again reflecting uncertainty in the absolute energy scale
of the calorimeters. The two experiments also quoted (Geer 1986, DiLella
1986)

UA1 ΓW < 6.5 GeV
UA2 ΓW < 7.0 GeV

}
90% c.l. (22.116)

Once again, the agreement between the experiments, and of both with (22.77),
is good, the predictions again being on the low side. Loop corrections adjust
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FIGURE 22.19 
The cross-section for e+e− → hadrons around the Z0 mass (DELPHI, 1990). 
The dotted, continuous and dashed lines are the predictions of the Standard 
Model assuming two, three and four massless neutrino species respectively. 
Figure reprinted with permission from K Abe in Proc. 25th Int. Conf. on 
High Energy Physics eds K K Phua and Y Yamaguchi; copyright 1991 World 
Scientific Publishing Company. 

FIGURE 22.20 
Kinematics of W → eν decay. 
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FIGURE 22.19
The cross-section for e+e− → hadrons around the Z0 mass (DELPHI, 1990).
The dotted, continuous and dashed lines are the predictions of the Standard
Model assuming two, three and four massless neutrino species respectively.
Figure reprinted with permission from K Abe in Proc. 25th Int. Conf. on
High Energy Physics eds K K Phua and Y Yamaguchi; copyright 1991 World
Scientific Publishing Company.

FIGURE 22.20
Kinematics of W → eν decay.
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FIGURE 22.21 
W → eν transverse mass distribution measured by the CDF collaboration. 
Figure reprinted with permission from F Abe et al. (CDF Collaboration) 
Phys. Rev. D 52 4784 (1995). Copyright 1995 by the American Physical 
Society. 
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tion. This inclusion of additional measured quantities improves the precision 
as compared with the Jacobian peak method, using (22.112). A Monte Carlo 
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Once again, the agreement between the experiments, and of both with (22.77), 
is good, the predictions again being on the low side. Loop corrections adjust 
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in the W rest frame, measured with respect to a direction parallel (antiparallel)
to the p̄(p) beam. The expected form (1 + cos θ∗e )2 is followed very closely.

In summary, we may say that the early discovery experiments provided
remarkably convincing confirmation of the principal expectations of the GSW
theory, as outlined in section 22.3.

We now consider some further aspects of the theory.

22.5 Fermion masses

22.5.1 One generation

The fact that the SU(2)L gauge group acts only on the L components of the
fermion fields immediately appears to create a fundamental problem as far
as the masses of these particles are concerned; we mentioned this briefly at
the end of section 19.6. Let us recall first that the standard way to introduce
the interactions of gauge fields with matter fields (e.g. fermions) is via the
covariant derivative replacement

∂μ → Dμ ≡ ∂μ + igτ ·W μ/2 (22.119)

for SU(2) fields W μ acting on t = 1/2 doublets. Now it is a simple exercise
(compare problem 18.3) to check that the ordinary ‘kinetic’ part of a free
Dirac fermion does not mix the L and R components of the field:

¯̂
ψ /∂ψ̂ =

¯̂
ψR /∂ψR +

¯̂
ψL /∂ψL. (22.120)

Thus we can in principle contemplate ‘gauging’ the L and the R components
differently. Of course, in the case of QCD (cf (18.39)) the replacement /∂ →/D
was made equally in each term on the right-hand side of (22.120). But this was
because QCD conserves parity, and must therefore treat L and R components
the same. Weak interactions are parity violating, and the SU(2)L covariant
derivative acts only in the second term of (22.120). On the other hand, a
Dirac mass term has the form

−m(
¯̂
ψLψ̂R +

¯̂
ψRψ̂L) (22.121)

(see equation (18.41) for example), and it precisely couples the L and R com-

ponents. It is easy to see that if only ψ̂L is subject to a transformation, then
(22.121) is not invariant. Thus mass terms for Dirac fermions will explicitly
break SU(2)L. The same is also true for Majorana fermions which might
describe the neutrinos.

This kind of explicit breaking of the gauge symmetry cannot be tolerated,
in the sense that it will lead, once again, to violations of unitarity, and then of
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FIGURE 22.22 
The W decay angular distribution of the emission angle θ∗ of the positron e 
(electron) with respect to the antiproton (proton) beam direction, in the rest 
frame of the W, for a total of 75 events; background subtracted and acceptance 
corrected (Arnison et al. 1986). 

(22.77) to MW - 80.38 GeV (Nakamura et al. 2010). We show in figure 22.21 
a later determination of MW by the CDF collaboration (Abe et al. 1995a). 

The W and Z mass values may be used together with (22.42) to obtain 
sin2 θW via 

sin2 θW = 1  − MW
2 /MZ

2 . (22.117) 

The weighted average of UA(1) and UA(2) yielded 

sin2 θW = 0.212 ± 0.022 (stat.). (22.118) 

Radiative corrections have in general to be applied, but one renormalization 
scheme (see section 22.6) promotes (22.117) to a definition of the renormalized 
sin2 θW to all orders in perturbation theory. Using this scheme and quoted 
values of MW,MZ (Nakamura et al. 2010) one finds sin2 θW - 0.223. 

Finally, figure 22.22 shows (Arnison et al. 1986) the angular distribution of 
the charged lepton in W → eν decay (see section 22.4.2); θ∗ is the e+(e−) angle e 
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FIGURE 22.22
The W decay angular distribution of the emission angle θ∗e of the positron
(electron) with respect to the antiproton (proton) beam direction, in the rest
frame of the W, for a total of 75 events; background subtracted and acceptance
corrected (Arnison et al. 1986).

(22.77) to MW - 80.38 GeV (Nakamura et al. 2010). We show in figure 22.21
a later determination of MW by the CDF collaboration (Abe et al. 1995a).

The W and Z mass values may be used together with (22.42) to obtain
sin2 θW via

sin2 θW = 1−M2
W/M2

Z. (22.117)

The weighted average of UA(1) and UA(2) yielded

sin2 θW = 0.212± 0.022 (stat.). (22.118)

Radiative corrections have in general to be applied, but one renormalization
scheme (see section 22.6) promotes (22.117) to a definition of the renormalized
sin2 θW to all orders in perturbation theory. Using this scheme and quoted
values of MW,MZ (Nakamura et al. 2010) one finds sin2 θW - 0.223.

Finally, figure 22.22 shows (Arnison et al. 1986) the angular distribution of
the charged lepton in W → eν decay (see section 22.4.2); θ∗e is the e+(e−) angle
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In summary, we may say that the early discovery experiments provided 
remarkably convincing confirmation of the principal expectations of the GSW 
theory, as outlined in section 22.3. 

We now consider some further aspects of the theory. 

22.5 Fermion masses 
22.5.1 One generation 

The fact that the SU(2)L gauge group acts only on the L components of the 
fermion fields immediately appears to create a fundamental problem as far 
as the masses of these particles are concerned; we mentioned this briefly at 
the end of section 19.6. Let us recall first that the standard way to introduce 
the interactions of gauge fields with matter fields (e.g. fermions) is via the 
covariant derivative replacement 

∂μ → Dμ ≡ ∂μ + igτ · W μ/2 (22.119) 

for SU(2) fields W μ acting on t = 1/2 doublets. Now it is a simple exercise 
(compare problem 18.3) to check that the ordinary ‘kinetic’ part of a free 
Dirac fermion does not mix the L and R components of the field: 

¯ ¯ ¯ˆ ∂ ˆ ˆ ˆψ / ψ = ψR /∂ψR + ψL /∂ψL. (22.120) 

Thus we can in principle contemplate ‘gauging’ the L and the R components 
differently. Of course, in the case of QCD (cf (18.39)) the replacement ∂/ →/D 
was made equally in each term on the right-hand side of (22.120). But this was 
because QCD conserves parity, and must therefore treat L and R components 
the same. Weak interactions are parity violating, and the SU(2)L covariant 
derivative acts only in the second term of (22.120). On the other hand, a 
Dirac mass term has the form 

¯̂ ˆ ¯̂ ˆ−m(ψLψR + ψRψL) (22.121) 

(see equation (18.41) for example), and it precisely couples the L and R com-

ponents. It is easy to see that if only ψ̂L is subject to a transformation, then 
(22.121) is not invariant. Thus mass terms for Dirac fermions will explicitly 
break SU(2)L. The same is also true for Majorana fermions which might 
describe the neutrinos. 

This kind of explicit breaking of the gauge symmetry cannot be tolerated, 
in the sense that it will lead, once again, to violations of unitarity, and then of 
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that the unitarity bound will be saturated at E = Ef (TeV) ∼ π/mf (TeV).
Thus for mt ∼ 175 GeV, Et ∼ 18 TeV. This would constitute a serious flaw
in the theory, even though the breakdown occurs at energies beyond those
currently reachable.

However, in a theory with spontaneous symmetry breaking, there is a way
of giving fermion masses without introducing an explicit mass term in the
Lagrangian. Consider the electron, for example, and let us hypothesize a
‘Yukawa’–type coupling between the electron-type SU(2) doublet

l̂eL =

(
ν̂e
ê−

)

L

, (22.124)

the Higgs doublet φ̂, and the R-component of the electron field:

L̂e
Yuk = −ge(

¯̂
leLφ̂êR + ¯̂eRφ̂

† l̂eL). (22.125)

In each term of (22.125), the two SU(2)L doublets are ‘dotted together’ so as
to form an SU(2)L scalar, which multiplies the SU(2)L scalar R-component.
Thus (22.125) is SU(2)L-invariant, and the symmetry is preserved, at the
Lagrangian level, by such a term. But now insert just the vacuum value
(22.28) of φ̂ into (22.125): we find the result

L̂e
Yuk(vac) = −ge

v√
2
(¯̂eLêR + ¯̂eRêL) (22.126)

which is exactly a (Dirac) mass of the form (22.121), allowing us to make the
identification

me = gev/
√
2. (22.127)

When oscillations about the vacuum value are considered via the replace-
ment (22.29), the term (22.125) will generate a coupling between the electron
and the Higgs fields of the form

−ge¯̂eêĤ/
√
2 = −(me/v)¯̂eêĤ (22.128)

= −(gme/2MW)¯̂eêĤ. (22.129)

The presence of such a coupling, if present for the process f f̄ → W+
0 W

−
0

considered earlier, will mean that, in addition to the f -exchange graph analo-
gous to figure 22.4 and the annihilation graphs of figure 22.23, a further graph
shown in figure 22.24, must be included. The presence of the fermion mass in
the coupling to H suggests that this graph might be just what is required to
cancel the ‘bad’ high energy behaviour found in (22.123) – and by this time
the reader will not be surprised to be told that this is indeed the case.

At first sight it might seem that this stratagem will only work for the
t3 = − 1

2 components of doublets, because of the form of <0|φ̂|0>. But we

learned in section 12.1.3 that if a pair of states

(
u
d

)
forming an SU(2)
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FIGURE 22.23 
¯One-Z0 and one-γ annihilation contribution to fλ=−1fλ=1 → W0

+W0 
− . 

renormalizability. Consider, for example, a fermion–antifermion annihilation 
process of the form 

f f̄ → W+W− (22.122) 0 0 , 

where the subscript indicates the λ = 0 (longitudinal) polarization state of the 
W± . We studied such a reaction in section 22.1.1 in the context of unitarity vi-
olations (in lowest-order perturbation theory) for the IVB model. Appelquist 
and Chanowitz (1987) considered first the case in which ‘f ’ is a lepton with 

1 1t = , t3 = − coupling to W’s, Z0 and γ with the usual SU(2)L × U(1) 2 2 
couplings, but having an explicit (Dirac) mass mf . They found that in the 

¯‘right’ helicity channels for the leptons (λ = +1 for f, λ  = −1 for f) the 
bad high energy behaviour associated with a fermion-exchange diagram of 
the form of figure 22.4 was cancelled by that of the diagrams shown in figure 
22.23. The sum of the amplitudes tends to a constant as s (or E2) → ∞. 
Such cancellations are a feature of gauge theories, as we indicated at the end 
of section 22.1.2, and represent one aspect of the renormalizability of the the-
ory. But suppose, following Appelquist and Chanowitz (1987), we examine 
channels involving the ‘wrong’ helicity component, for example λ = +1 for 
the fermion f. Then it is found that the cancellation no longer occurs, and we 
shall ultimately have a ‘non-renormalizable’ problem on our hands, all over 
again. 

An estimate of the energy at which this will happen can be made by 
recalling that the ‘wrong’ helicity state participates only by virtue of a factor √ 
(mf /energy) (recall section 20.2.2), which here we can take to be mf / s. 
The typical bad high energy behaviour for an amplitude M was M ∼ GFs, 
which we expect to be modified here to 

√ √ 
M ∼ GFsmf / s ∼ GFmf s. (22.123) 

The estimate obtained by Appelquist and Chanowitz differs only by a factor of √ 
2. Attending to all the factors in the partial wave expansion gives the result 
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‘right’ helicity channels for the leptons (λ = +1 for f̄ , λ = −1 for f) the
bad high energy behaviour associated with a fermion-exchange diagram of
the form of figure 22.4 was cancelled by that of the diagrams shown in figure
22.23. The sum of the amplitudes tends to a constant as s (or E2) → ∞.
Such cancellations are a feature of gauge theories, as we indicated at the end
of section 22.1.2, and represent one aspect of the renormalizability of the the-
ory. But suppose, following Appelquist and Chanowitz (1987), we examine
channels involving the ‘wrong’ helicity component, for example λ = +1 for
the fermion f. Then it is found that the cancellation no longer occurs, and we
shall ultimately have a ‘non-renormalizable’ problem on our hands, all over
again.

An estimate of the energy at which this will happen can be made by
recalling that the ‘wrong’ helicity state participates only by virtue of a factor
(mf/energy) (recall section 20.2.2), which here we can take to be mf/

√
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The typical bad high energy behaviour for an amplitude M was M ∼ GFs,
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√
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The estimate obtained by Appelquist and Chanowitz differs only by a factor of√
2. Attending to all the factors in the partial wave expansion gives the result
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that the unitarity bound will be saturated at E = Ef (TeV) ∼ π/mf (TeV). 
Thus for mt ∼ 175 GeV, Et ∼ 18 TeV. This would constitute a serious flaw 
in the theory, even though the breakdown occurs at energies beyond those 
currently reachable. 

However, in a theory with spontaneous symmetry breaking, there is a way 
of giving fermion masses without introducing an explicit mass term in the 
Lagrangian. Consider the electron, for example, and let us hypothesize a 
‘Yukawa’–type coupling between the electron-type SU(2) doublet 

( 
ν̂e 

)
l̂eL = , (22.124) 

ê− 
L 

the Higgs doublet φ̂, and the R-component of the electron field: 

¯L̂e = −ge(ˆ φ̂êR + ē̂Rφ̂
†ˆ (22.125) Yuk leL leL). 

In each term of (22.125), the two SU(2)L doublets are ‘dotted together’ so as 
to form an SU(2)L scalar, which multiplies the SU(2)L scalar R-component. 
Thus (22.125) is SU(2)L-invariant, and the symmetry is preserved, at the 
Lagrangian level, by such a term. But now insert just the vacuum value 

ˆ(22.28) of φ into (22.125): we find the result 

v L̂e (¯ ¯
Yuk(vac) = −ge √ êLêR + êRêL) (22.126) 

2

which is exactly a (Dirac) mass of the form (22.121), allowing us to make the 
identification √ 

me = gev/ 2. (22.127) 

When oscillations about the vacuum value are considered via the replace-
ment (22.29), the term (22.125) will generate a coupling between the electron 
and the Higgs fields of the form 

√ 
ˆ−ge ̄êêH/  2 =  −(me/v)ē̂êĤ (22.128) 

ˆ= −(gme/2MW)ē̂êH.  (22.129) 

The presence of such a coupling, if present for the process f f̄ → W+W− 
0 0 

considered earlier, will mean that, in addition to the f -exchange graph analo-
gous to figure 22.4 and the annihilation graphs of figure 22.23, a further graph 
shown in figure 22.24, must be included. The presence of the fermion mass in 
the coupling to H suggests that this graph might be just what is required to 
cancel the ‘bad’ high energy behaviour found in (22.123) – and by this time 
the reader will not be surprised to be told that this is indeed the case. 

At first sight it might seem that this stratagem will only work for the 
− 1t3 = components of doublets, because of the form of <0|φ̂|0>. But we 2 ( 

u 
)

learned in section 12.1.3 that if a pair of states forming an SU(2) 
d 
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It is clearly possible to go on like this, and arrange for all the fermions,
quarks as well as leptons, to acquire a mass by the same ‘mechanism’. We will
look more closely at the quarks in the next section. But one must admit to
a certain uneasiness concerning the enormous difference in magnitudes repre-
sented by the couplings gνe , . . . ge, . . . gt. Ifmνe < 1 eV then gνe < 10−11, while
gt ∼ 1! Besides, whereas the use of the Higgs field ‘mechanism’ in the W–Z
sector is quite economical, in the present case it seems rather unsatisfactory
simply to postulate a different ‘g’ for each fermion–Higgs interaction. This
does appear to indicate that we are dealing here with a ‘phenomenological
model’, once more, rather than a ‘theory’.

As far as the neutrinos are concerned, however, there is another possibility,
already discussed in sections 7.5.2, 20.3 and 21.4.1, which is that they could
be Majorana (not Dirac) fermions. In this case, rather than the four degrees
of freedom (νeL, νeR, and their antiparticles) which exist for massive Dirac
particles, only two possibilities exist for neutrinos, which we may take to be
νeL and νeR. With these, it is certainly possible to construct a Dirac-type
mass term of the form (22.134). But since, after all, the νeR component has
been assigned zero quantum members both for SU(2)L W-interactions and for
U(1) B-interactions (see table 22.1), we could consider economically dropping
it altogether, making do with just the νeL component.

Suppose, then, that we keep only the field ν̂eL. We need to form a mass
term for it. The charge-conjugate field is defined by (see (7.151))

(ν̂eL)C = iγ2γ0¯̂ν
T
eL = iγ2ν̂†TL , (22.135)

and we know that the charge-conjugate field transforms under Lorentz trans-
formations in the same way as the original field. So we can use (ν̂eL)C to form
a Lorentz invariant

(ν̂eL)C νeL (22.136)

which has mass dimension M3. Hence we may write a mass term for ν̂eL in
the form

−1

2
mM[(ν̂eL)C ν̂eL + ¯̂νeL(ν̂eL)C] (22.137)

where the 1
2 is conventional. Written out in more detail, we have

(ν̂eL)C ν̂eL = ν̂TeL(−iγ2†γ0)ν̂eL = ν̂TeLiγ
2γ0ν̂eL, (22.138)

in the representation (20.14). Now

iγ2γ0 =

(
−iσ2 0
0 iσ2

)
. (22.139)

But since ν̂eL is an L-chiral field, only its 2 lower components are present (cf
(20.26)) and (22.138) is effectively

(ν̂eL)C ν̂eL = ν̂TeL(iσ2)ν̂eL. (22.140)

)' 
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FIGURE 22.24 
One-H annihilation graph. 

doublet transform by 

( 
u −iα·τ /2 

( 
u 

) 
= e  , (22.130) 

d d 

∗( 
u 

)
then the charge conjugate states iτ2 transform in exactly the same 

d∗ 

way. Thus if, in our case, φ̂ is the SU(2) doublet 

1
( 

√ (φ̂1 − iφ̂2) ≡ φ̂+ )
2φ̂ = , (22.131) 
1 φ0√ (φ̂3 − iφ̂4) ≡ ˆ
2 

then the charge conjugate field 

1
( 

√ (φ̂3 + iφ̂4) 
) ( 

¯̂
) 

φ̂C ≡ iτ2φ̂∗ = 2 ≡ φ0 
(22.132) 

−√1 (φ̂1 + iφ̂2) −φ̂− 
2 

ˆis also an SU(2) doublet, transforming in just the same way as φ. ((22.131) 
and (22.132) may be thought of as analogous to the (K+ , K0) and (K̄0 , K−) 
isospin doublets in SU(3)f ). Note that the vacuum value (22.28) will now 

appear in the upper component of (22.132). With the help of φ̂C we can write 
down another SU(2)-invariant coupling in the νe − e sector, namely 

¯ †ˆ ˆ ¯ ˆ ˆ−gνe (leLφCν̂eR + ν̂eRφ leL), (22.133) C 

assuming now the existence of the field ν̂eR. In the Higgs vacuum (22.28), 
(22.133) then yields 

√ 
¯−(gνe v/ 2)(ν̄̂eLν̂eR + ν̂eRν̂eL) (22.134) 

√ 
which is precisely a (Dirac) mass for the neutrino, if we set gνe v/ 2 =  mνe . 
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(
1√
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− 1√
2
(φ̂1 + iφ̂2)
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is also an SU(2) doublet, transforming in just the same way as φ̂. ((22.131)
and (22.132) may be thought of as analogous to the (K+,K0) and (K̄0,K−)
isospin doublets in SU(3)f). Note that the vacuum value (22.28) will now

appear in the upper component of (22.132). With the help of φ̂C we can write
down another SU(2)-invariant coupling in the νe − e sector, namely

−gνe(
¯̂
leLφ̂Cν̂eR + ¯̂νeRφ̂

†
C l̂eL), (22.133)

assuming now the existence of the field ν̂eR. In the Higgs vacuum (22.28),
(22.133) then yields

−(gνev/
√
2)(¯̂νeLν̂eR + ¯̂νeRν̂eL) (22.134)

which is precisely a (Dirac) mass for the neutrino, if we set gνev/
√
2 = mνe .
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It is clearly possible to go on like this, and arrange for all the fermions, 
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a certain uneasiness concerning the enormous difference in magnitudes repre-
sented by the couplings gνe , . . . ge, . . . gt. If mνe < 1 eV then gνe < 10−11, while 
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to the Higgs field, of the form (22.133). Then the Yukawa and the mass terms
ν̂R are

LY,R = −gR(
¯̂
LeLφ̂Cν̂R + ¯̂νRφ̂

†
CL̂eL)−

1

2
mR[(ν̂R)C ν̂R + h.c.]. (22.144)

Then, in the Higgs vacuum the first term in (22.144) becomes

−mD(¯̂νeLν̂R + ¯̂νRν̂eL) (22.145)

where mD = gRv/
√
2. The term (22.145) couples the fields ν̂R and ν̂eL, so

that we need to do a diagonalization to find the true mass eigenvalues and
eigenstates. The combined mass terms from (22.144) and (22.145) can be
written as

−1

2
(N̂L)C M N̂L + h.c. (22.146)

where

N̂L ≡
(

ν̂eL
(ν̂R)C

)
, M =

(
0 mD

mD mR

)
. (22.147)

CP invariance would imply that the parameters mR and mD are real, as we
will assume, for simplicity.

Suppose now that mD << mR. Then the eigenvalues of M are approxi-
mately

m1 ≈ mR, m2 ≈ −m2
D/mR. (22.148)

The apparently troubling minus sign can be absorbed into the mixing param-
eters. Thus one eigenvalue is (by assumption) very large compared to mD,
and one is very much smaller. The vanishing of the first element in M ensures
that the lepton number violating term (22.137) is characterized by a large
mass scale mR. It may be natural to assume that mD is a ‘typical’ quark or
lepton mass term, which would then imply that m2 of (22.148) is very much
lighter than that – as appears to be true for the neutrinos. This is the famous
‘see-saw’ mechanism of Minkowski (1977), Gell-Mann et al. (1979), Yanagida
(1979) and Mohapatra and Senjanovic (1980, 1981). If in fact mR ∼ 1016Gev,
we recover an estimate for m2 which is similar to that in (22.143). It is worth
emphasizing that the Majorana nature of the massive neutrinos is an essential
part of the see-saw mechanism.

These considerations are tending to take us ‘beyond the Standard Model’,
so we shall not pursue them at any greater length. Instead, we must now
generalize the discussion of fermion masses to the three-generation case.

22.5.2 Three-generation mixing

We introduce three doublets of left-handed quark fields

q̂L1 =

(
ûL1

d̂L1

)
, q̂L2 =

(
ûL2

d̂L2

)
, q̂L3 =

(
ûL3

d̂L3

)
(22.149)
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This is just the form of the mass term for a Majorana field, as we saw in 
equation (7.159). The two formalisms are equivalent. 

As noted in section 21.4.1, the mass term (22.137) is not invariant under 
a global U(1) phase transformation 

−iα ̂ν̂eL → e νeL (22.141) 

which would correspond to lepton number (if accompanied by a similar trans-
formation for the electron fields): the Majorana mass term violates lepton 
number conservation. 

There is a further interesting aspect to (22.140) which is that, since two 
ν̂eL operators appear rather than a ν̂e and a ν̂e 

† (which would lead to Le 
conservation), the (t, t3) quantum numbers of the term are (1,1). This means 
that we cannot form an SU(2)L invariant with it, using only the Standard 

1Model Higgs φ̂, since the latter has t = and cannot combine with the (1,1) 2 
operator to form a singlet. Thus we cannot make a ‘tree-level’ Majorana 
mass by the mechanism of Yukawa coupling to the Higgs field, followed by 
symmetry breaking. 

However, we could generate suitable ‘effective’ operators via loop correc-
tions, perhaps, much as we generated an effective operator representing an 
anomalous magnetic moment interaction in QED (cf section 11.7). But what-
ever it is, the operator would have to violate lepton number conservation, 
which is actually conserved by all the Standard Model interactions. Thus 
such an effective operator could not be generated in perturbation theory. It 
could arise, however, as a low energy limit of a theory defined at a higher 
mass scale, as the current–current model is the low energy limit of the GSW 
one. The typical form of such operator we need, in order to generate a term 
ν̂T iσ2ν̂eL, is eL

geM ¯̂ † ˆ− (leLφ̂C)
Tiσ2(φ̂ leL). (22.142) CM 

Note, most importantly, that the operator ‘(lφ)(φl)’ in (22.142) has mass 
dimension five, which is why we introduced the factor M−1 in the coupling; 
it is indeed a non-renormalizable effective interaction, just like the current– 
current one. We may interpret M as the mass scale at which ‘new physics’ 
enters, in the spirit of the discussion in section 11.7. Suppose, for the sake of 
argument, this was M ∼ 1016 GeV (a scale typical of Grand Unified Theories). 
After symmetry breaking, then, (22.142) will generate the required Majorana 
mass term, with 

2v ∼ geM10−2 eV. (22.143) mM ∼ geM 
M 

Thus an effective coupling of ‘natural’ size geM ∼ 0.1 emerges from this 
argument, if indeed the mass of the νe is of order 10

−3eV. 
A more specific model can be constructed in which a relation of the form 

(22.143) can arise naturally. Suppose ν̂R is an R-type neutrino field which is 
an SU(2) × U(1) singlet, and which has a gauge-invariant Yukawa coupling 
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This is just the form of the mass term for a Majorana field, as we saw in
equation (7.159). The two formalisms are equivalent.

As noted in section 21.4.1, the mass term (22.137) is not invariant under
a global U(1) phase transformation

ν̂eL → e−iαν̂eL (22.141)

which would correspond to lepton number (if accompanied by a similar trans-
formation for the electron fields): the Majorana mass term violates lepton
number conservation.

There is a further interesting aspect to (22.140) which is that, since two
ν̂eL operators appear rather than a ν̂e and a ν̂†e (which would lead to Le

conservation), the (t, t3) quantum numbers of the term are (1,1). This means
that we cannot form an SU(2)L invariant with it, using only the Standard

Model Higgs φ̂, since the latter has t = 1
2 and cannot combine with the (1,1)

operator to form a singlet. Thus we cannot make a ‘tree-level’ Majorana
mass by the mechanism of Yukawa coupling to the Higgs field, followed by
symmetry breaking.

However, we could generate suitable ‘effective’ operators via loop correc-
tions, perhaps, much as we generated an effective operator representing an
anomalous magnetic moment interaction in QED (cf section 11.7). But what-
ever it is, the operator would have to violate lepton number conservation,
which is actually conserved by all the Standard Model interactions. Thus
such an effective operator could not be generated in perturbation theory. It
could arise, however, as a low energy limit of a theory defined at a higher
mass scale, as the current–current model is the low energy limit of the GSW
one. The typical form of such operator we need, in order to generate a term
ν̂TeLiσ2ν̂eL, is

−geM
M

(
¯̂
leLφ̂C)

Tiσ2(φ̂
†
C l̂eL). (22.142)

Note, most importantly, that the operator ‘(lφ)(φl)’ in (22.142) has mass
dimension five, which is why we introduced the factor M−1 in the coupling;
it is indeed a non-renormalizable effective interaction, just like the current–
current one. We may interpret M as the mass scale at which ‘new physics’
enters, in the spirit of the discussion in section 11.7. Suppose, for the sake of
argument, this wasM ∼ 1016 GeV (a scale typical of Grand Unified Theories).
After symmetry breaking, then, (22.142) will generate the required Majorana
mass term, with

mM ∼ geM
v2

M
∼ geM10−2 eV. (22.143)

Thus an effective coupling of ‘natural’ size geM ∼ 0.1 emerges from this
argument, if indeed the mass of the νe is of order 10−3eV.

A more specific model can be constructed in which a relation of the form
(22.143) can arise naturally. Suppose ν̂R is an R-type neutrino field which is
an SU(2) × U(1) singlet, and which has a gauge-invariant Yukawa coupling
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to the Higgs field, of the form (22.133). Then the Yukawa and the mass terms 
ν̂R are 

1¯̂ ˆ ¯ ˆ† ˆ mR[(ν̂R)C ν̂R + h.c.]. (22.144) LY,R = −gR(LeLφCν̂R + ν̂RφCLeL)− 
2 

Then, in the Higgs vacuum the first term in (22.144) becomes 

¯−mD(ν̄̂eLν̂R + ν̂Rν̂eL) (22.145) 

√ 
where mD = gRv/ 2. The term (22.145) couples the fields ν̂R and ν̂eL, so 
that we need to do a diagonalization to find the true mass eigenvalues and 
eigenstates. The combined mass terms from (22.144) and (22.145) can be 
written as 

− 
1
(N̂L)C M N̂L + h.c. (22.146) 

2 

where ( 
ν̂eL 

) ( 
0 mD 

)
N̂L ≡ , M = . (22.147) 

(ν̂R)C mD mR 

CP invariance would imply that the parameters mR and mD are real, as we 
will assume, for simplicity. 

Suppose now that mD << mR. Then the eigenvalues of M are approxi-
mately 

2 m1 ≈ mR, m2 ≈ −mD/mR. (22.148) 

The apparently troubling minus sign can be absorbed into the mixing param-
eters. Thus one eigenvalue is (by assumption) very large compared to mD, 
and one is very much smaller. The vanishing of the first element in M ensures 
that the lepton number violating term (22.137) is characterized by a large 
mass scale mR. It may be natural to assume that mD is a ‘typical’ quark or 
lepton mass term, which would then imply that m2 of (22.148) is very much 
lighter than that – as appears to be true for the neutrinos. This is the famous 
‘see-saw’ mechanism of Minkowski (1977), Gell-Mann et al. (1979), Yanagida 
(1979) and Mohapatra and Senjanovic (1980, 1981). If in fact mR ∼ 1016Gev, 
we recover an estimate for m2 which is similar to that in (22.143). It is worth 
emphasizing that the Majorana nature of the massive neutrinos is an essential 
part of the see-saw mechanism. 

These considerations are tending to take us ‘beyond the Standard Model’, 
so we shall not pursue them at any greater length. Instead, we must now 
generalize the discussion of fermion masses to the three-generation case. 

22.5.2 Three-generation mixing 
We introduce three doublets of left-handed quark fields 

( 
ûL1 

) ( 
ûL2 

) ( 
ûL3 

) 
q̂L1 = , q̂L2 = , q̂L3 = (22.149) ˆ ˆ ˆdL1 dL2 dL3 
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via

ûLα = (U
(u)
L )αiûLi, ûRα = (U

(u)
R )αiûRi (22.156)

d̂Lα = (U
(d)
L )αid̂Li, d̂Rα = (U

(d)
R )αid̂Ri. (22.157)

In this notation, ‘α’ is the index of the ‘mass diagonal’ basis, and ‘i ’ is that
of the ‘weak interaction’ basis.3 Then (22.153) becomes

L̂qH = −
(
1 +

Ĥ

v

)
[mu

¯̂uû+ . . .+mb
¯̂
bb̂]. (22.158)

Rather remarkably, we can still manage with only the one Higgs field. It
couples to each fermion with a strength proportional to the mass of that
fermion, divided by MW.

Now consider the SU(2)L×U(1) gauge invariant interaction part of the
Lagrangian. Written out in terms of the ‘weak interaction’ fields ûL,Ri and

d̂L,Ri (cf (22.43) and (22.44)), it is

L̂f,W,B = i(¯̂uLj ,
¯̂
dLj)γ

μ(∂μ + igτ · Ŵ μ/2 + ig'yB̂μ/2)

(
ûLj

d̂Lj

)

+ i¯̂uRjγ
μ(∂μ + ig'yB̂μ/2)ûRj + i

¯̂
dRjγ

μ(∂μ + ig'yB̂μ/2)d̂Rj

(22.159)

where a sum on j is understood. This now has to be rewritten in terms of the
mass-eigenstate fields ûL,Rα and d̂L,Rα.

Problem 22.7 shows that the neutral current part of (22.159) is diagonal in
the mass basis, provided the U matrices of (22.156) and (22.157) are unitary;
that is, the neutral current interactions do not change the flavour of the physi-
cal (mass eigenstate) quarks. The charged current processes, however, involve
the non–diagonal matrices τ1 and τ2 in (22.159), and this spoils the argument
used in problem 22.7. Indeed, using (22.47) we find that the charged current
piece is

L̂CC = − g√
2
(¯̂uLj ,

¯̂
dLj)γμτ+Ŵμ

(
ûLj

d̂Lj

)
+ h.c.

= − g√
2
¯̂uLjγ

μd̂LjŴμ + h.c.

= − g√
2
¯̂uLα[(U

(u)
L )αj(U

(d)†
L )jβ ]γ

μd̂LβŴμ + h.c., (22.160)

where the matrix
Vαβ ≡ [U

(u)
L U

(d)†
L ]αβ (22.161)

is not diagonal, though it is unitary. This is the CKM matrix (Cabibbo

3So, for example, ûLα=t ≡ t̂L, d̂Lα=s ≡ ŝL, etc.

( ) 

) ) 
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and the corresponding six singlets 

ˆ ˆ ˆûR1, dR1, ûR2, dR2, ûR3, dR3, (22.150) 

which transform in the now familiar way under SU(2)L × U(1). The û-fields 
1correspond to the t3 = +  components of SU(2)L, the d̂ ones to the t3 = − 1 
2 2 

components, and to their ‘R’ partners. The labels 1, 2 and 3 refer to the 
ˆ ˆfamily number; for example, with no mixing at all, ûL1 = ûL, dL1 = dL, 

etc. We have to consider what is the most general SU(2)L× U(1)–invariant 
interaction between the Higgs field (assuming we can still get by with only one) 
and these various fields. Apart from the symmetry, the only other theoretical 
requirement is renormalizability – for, after all, if we drop this we might as well 
abandon the whole motivation for the ‘gauge’ concept. This implies (as in the 

¯
discussion of the Higgs potential V̂ ) that we cannot have terms like ( ψ̂ψ̂φ̂)2 

appearing – which would have a coupling with dimensions (mass)−4 and would 
be non-renormalizable. In fact the only renormalizable Yukawa coupling is of 

¯
ψ̂ψ̂ ˆthe form ‘ φ’, which has a dimensionless coupling (as in the ge and gνe of 

(22.125) and (22.133)). However, there is no a priori requirement for it to be 
‘diagonal’ in the weak interaction family index i. The allowed generalization 
of (22.125) and (22.133) is therefore an interaction of the form (summing on 
repeated indices) 

ˆ ¯ ˆ ¯ φ̂ ˆLψφ = aij q̂LiφCûRj + bij q̂Li dRj + h.c. (22.151) 

where 
ûLi 

q̂Li (22.152) = ,
d̂Li 

and a sum on the family indices i and j (from 1 to 3) in (22.151) is assumed. 
After symmetry breaking, using the gauge (22.29), we find (problem 22.6) 

Ĥ ¯
[û̄Lim u 

ij ûRj + d̂Lim d 
ij d̂Rj + h.c.],L̂fφ  = − 1 +  (22.153) 

v 

where the ‘mass matrices’ are 

v vu d m = −√ aij , mij = −√ bij . (22.154) ij 
2 2 

u dAlthough we have not indicated it, the m and m matrices could involve 
a ‘γ5 ’ part as well as a ‘1’ part in Dirac space. It can be shown (Weinberg 

u d1973, Feinberg et al. 1959) that m and m can both be made Hermitean, 
γ5-free, and diagonal by making four separate unitary transformations on the 
‘generation triplets’ 

ûL = 

⎛
⎝ 

ûL1 
ûL2 

⎞
⎠ , d̂L = 

⎛
⎝ 

d̂L1 

d̂L2 

d̂L3 

⎞
⎠ , etc (22.155) 

ûL3 
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and the corresponding six singlets

ûR1, d̂R1, ûR2, d̂R2, ûR3, d̂R3, (22.150)

which transform in the now familiar way under SU(2)L × U(1). The û-fields

correspond to the t3 = + 1
2 components of SU(2)L, the d̂ ones to the t3 = − 1

2
components, and to their ‘R’ partners. The labels 1, 2 and 3 refer to the
family number; for example, with no mixing at all, ûL1 = ûL, d̂L1 = d̂L,
etc. We have to consider what is the most general SU(2)L× U(1)–invariant
interaction between the Higgs field (assuming we can still get by with only one)
and these various fields. Apart from the symmetry, the only other theoretical
requirement is renormalizability – for, after all, if we drop this we might as well
abandon the whole motivation for the ‘gauge’ concept. This implies (as in the

discussion of the Higgs potential V̂ ) that we cannot have terms like (
¯̂
ψψ̂φ̂)2

appearing – which would have a coupling with dimensions (mass)−4 and would
be non-renormalizable. In fact the only renormalizable Yukawa coupling is of

the form ‘
¯̂
ψψ̂φ̂’, which has a dimensionless coupling (as in the ge and gνe of

(22.125) and (22.133)). However, there is no a priori requirement for it to be
‘diagonal’ in the weak interaction family index i. The allowed generalization
of (22.125) and (22.133) is therefore an interaction of the form (summing on
repeated indices)

L̂ψφ = aij ¯̂qLiφ̂CûRj + bij ¯̂qLiφ̂d̂Rj + h.c. (22.151)

where

q̂Li =

(
ûLi

d̂Li

)
, (22.152)

and a sum on the family indices i and j (from 1 to 3) in (22.151) is assumed.
After symmetry breaking, using the gauge (22.29), we find (problem 22.6)

L̂fφ = −
)
1 +

Ĥ

v

)
[¯̂uLim

u
ij ûRj +

¯̂
dLim

d
ij d̂Rj + h.c.], (22.153)

where the ‘mass matrices’ are

mu
ij = − v√

2
aij , md

ij = − v√
2
bij . (22.154)

Although we have not indicated it, the mu and md matrices could involve
a ‘γ5’ part as well as a ‘1’ part in Dirac space. It can be shown (Weinberg
1973, Feinberg et al. 1959) that mu and md can both be made Hermitean,
γ5-free, and diagonal by making four separate unitary transformations on the
‘generation triplets’

ûL =

⎛
⎝

ûL1

ûL2

ûL3

⎞
⎠ , d̂L =

⎛
⎝

d̂L1
d̂L2
d̂L3

⎞
⎠ , etc (22.155)

' ' 
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via 

(u) (u) 
ûLα = (U )αiûLi, ûRα = (U )αiûRi (22.156) L R 

(d) (d) ˆ ˆ ˆ ˆdLα = (U )αidLi, dRα = (U )αidRi. (22.157) L R 

In this notation, ‘α’ is the index of the ‘mass diagonal’ basis, and ‘i ’ is that 
of the ‘weak interaction’ basis.3 Then (22.153) becomes 

( 
Ĥ

) 

L̂qH = − 1 +  [muû̄û+ . . .+ mb ̂
¯
bb̂]. (22.158) 

v 

Rather remarkably, we can still manage with only the one Higgs field. It 
couples to each fermion with a strength proportional to the mass of that 
fermion, divided by MW. 

Now consider the SU(2)L×U(1) gauge invariant interaction part of the 
Lagrangian. Written out in terms of the ‘weak interaction’ fields ûL,Ri and 

d̂L,Ri (cf (22.43) and (22.44)), it is 

¯ ' 
( 

ûLj 
)

ˆL̂f,W,B = i(û̄Lj , d̂Lj )γ
μ(∂μ + igτ · W μ/2 + ig yB̂μ/2)

d̂Lj 

¯ ˆ+ iû̄Rj γ
μ(∂μ + ig yB̂μ/2)ûRj + id̂Rj γ

μ(∂μ + ig yBμ/2)d̂Rj 

(22.159) 

where a sum on j is understood. This now has to be rewritten in terms of the 
mass-eigenstate fields ûL,Rα and d̂L,Rα. 

Problem 22.7 shows that the neutral current part of (22.159) is diagonal in 
the mass basis, provided the U matrices of (22.156) and (22.157) are unitary; 
that is, the neutral current interactions do not change the flavour of the physi-
cal (mass eigenstate) quarks. The charged current processes, however, involve 
the non–diagonal matrices τ1 and τ2 in (22.159), and this spoils the argument 
used in problem 22.7. Indeed, using (22.47) we find that the charged current 
piece is 

ˆ g ¯ ˆ
( 

ûLj 
)

ˆLCC = −√ (û̄Lj , dLj )γμτ+Wμ + h.c. 
2 d̂Lj 

= −√g û̄Lj γ
μd̂Lj Ŵμ + h.c. 

2 
g (u) (d)† 

= −√ û̄Lα[(UL )αj (UL )jβ ]γ
μd̂Lβ Ŵμ + h.c., (22.160) 

2 

where the matrix 
(u) (d)†

Vαβ ≡ [UL UL ]αβ (22.161) 

is not diagonal, though it is unitary. This is the CKM matrix (Cabibbo 

3So, for example, ûLα=t ≡ t̂L, d̂Lα=s ≡ ŝL, etc. 
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are indeed dealing with a renormalizable spontaneously broken gauge theory:
renormalizable, because no extra parameters, not in the original Lagrangian,
have had to be introduced; a gauge theory, because the fermion and gauge
boson couplings obey the relations imposed by the local SU(2) × U(1) sym-
metry; and spontaneously broken because the same symmetry is not seen in
the particle spectrum (consider the mass separation in the t-b doublet, for
instance).

In fact, one can turn this around, in more than one way. First, one crucially
important element in the theory – the Higgs boson – has a mass mH which
is largely unconstrained by theory (see section 22.8.2), and it is therefore a
parameter in the fits. Some information about mH can therefore be gained by
seeing how the fits vary with mH. Actually, we shall see in equation (22.181)
that the dependence on mH is only logarithmic – it acts rather like a cut-off,
so the fits are not very sensitive to mH. The 90 % central confidence range
from all precision data is given by Erler and Langacker as 55 GeV< mH <
135 GeV. By contrast, some loop corrections are proportional to the square
of the top mass (see (22.180)) and consequently very tight bounds could be
placed on mt via its virtual presence (i.e. in loops, for example as shown
in figure 22.25) before its real presence was confirmed, as we shall discuss
shortly and in section 22.7. Secondly, it is still entirely possible that very
careful analysis of small discrepancies between precision data and electroweak
predictions may indicate the presence of ‘new physics’.

After all this (and earlier) emphasis on the renormalizability of the elec-
troweak theory, and the introduction to one-loop calculations in QED at the
end of volume 1, the reader perhaps has a right to expect, now, an exposition
of loop corrections in the electroweak theory. But the fact is that this is a very
complicated and technical story, requiring quite a bit more formal machinery,
which would be outside the intended scope of this book (suitable references in-
clude Altarelli et al. 1989, especially the pedagogical account by Consoli et al.
1989; and the equally approachable lectures by Hollik 1991). Instead, we want
to touch on just a few of the simpler and more important aspects of one-loop
corrections, especially insofar as they have phenomenological implications.

As we have seen, we obtain cut-off independent results from loop correc-
tions in a renormalizable theory by taking the values of certain parameters –
those appearing in the original Lagrangian – from experiment, according to
a well-defined procedure (‘renormalization scheme’). In the electroweak case,
the parameters in the Lagrangian are

gauge couplings g, g' (22.167)

Higgs potential parameters λ, μ2 (22.168)

Higgs–fermion Yukawa couplings gf (22.169)

CKM angles θ12, θ13, θ23; phase δ (22.170)

PMNS angles θe2, θe3, θμ3, phase δν (+ α21, α31?). (22.171)

' ' ' 

' 
' 
' 
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1963, Kobayashi and Maskawa 1973), originally introduced by Kobayashi 
and Maskawa in the context of their three-generation extension of the then-
developing Standard Model, in order to provide room for CP violation within 
the SU(2) × U(1) gauge theory framework. The interaction (22.160) then has 
the form 

g√ t̄̂Lγ
μˆ

L] + h.c.,Ŵμ[û̄Lγ
μ ˆ

L + c̄̂Lγ
μˆL +− d b (22.162) s 

2 

where ⎛
⎝ 

⎞
⎠ = 

⎛
⎝ 

⎛
⎝ 

⎞
⎠ 

d̂L 
ŝL 

b̂L 

⎞
⎠ , 

d̂L Vud Vus Vub 
Vcd Vcs VcbL (22.163) ŝ
Vtd Vts Vtbb̂L 

with the phenomenology described in the previous chapter. 
An analysis similar to the above can be carried out in the leptonic sector. 

We would then have leptonic flavour mixing in charged current processes, 
via the leptonic analogue of the CKM matrix, namely the PMNS matrix 
(Pontecorvo 1957, 1958, 1967; Maki, Nakagawa and Sakata 1962); this is 
the matrix whose elements are probed in neutrino oscillations, as we saw in 
chapter 21. 

22.6 Higher-order corrections 
The Z0 mass 

MZ = 91.1876 ± 0.0021 GeV (22.164) 

has been determined from the Z-lineshape scan at LEP1 (Schael et al. 2006). 
The W mass is (Nakamura et al. 2010) 

MW = 80.399 ± 0.023 GeV. (22.165) 

The asymmetry parameter Ae (see (22.100)) is (Abe et al. (2000)) 

Ae = 0.15138 ± 0.00216 (22.166) 

from measurements at SLD. These are just three examples from the table 
of 36 observables listed in the review of the electroweak model by Erler and 
Langacker in Nakamura et al. (2010). Such remarkable precision is a tri-
umph of machine design and experimental art – and it is the reason why we 
need a renormalizable electroweak theory. The overall fit to the data, includ-
ing higher-order corrections, is generally very good, as quoted by Erler and 
Langacker with χ2/d.o.f = 43.0/44. One of the few discrepancies is a 2.7σ de-

(0,b)
viation in the Z-pole forward-backward asymmetry A from LEP1; another FB 
is a 2.5σ deviation in the muon anomalous magnetic moment, gμ − 2. This 
strong numerical consistency lends impressive support to the belief that we 
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Ŵμ[¯̂uLγ

μd̂'L + ¯̂cLγ
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⎠

⎛
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⎞
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are indeed dealing with a renormalizable spontaneously broken gauge theory: 
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is largely unconstrained by theory (see section 22.8.2), and it is therefore a 
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After all this (and earlier) emphasis on the renormalizability of the elec-
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end of volume 1, the reader perhaps has a right to expect, now, an exposition 
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which would be outside the intended scope of this book (suitable references in-
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As we have seen, we obtain cut-off independent results from loop correc-
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those appearing in the original Lagrangian – from experiment, according to 
a well-defined procedure (‘renormalization scheme’). In the electroweak case, 
the parameters in the Lagrangian are 

gauge couplings g, g' (22.167) 

Higgs potential parameters λ, μ2 (22.168) 

Higgs–fermion Yukawa couplings gf (22.169) 

CKM angles θ12, θ13, θ23; phase δ (22.170) 
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We shall continue here with the scheme defined by (22.177). We cannot go
into detail about all the contributions to Δr, but we do want to highlight two
features of the result – which are surprising, important phenomenologically,
and related to an interesting symmetry. It turns out (Consoli et al. 1989,
Hollik 1991) that the leading terms in Δr have the form

Δr = Δr0 −
(1− s2W)

s2W
Δρ+ (Δr)rem. (22.179)

In (22.179), Δr0 = 1−α/α(MZ) is due to the running of α, and has the value
Δr0 = 0.0664(2) (see section 11.5.3). Δρ is given by (Veltman 1977)

Δρ =
3GF(m

2
t −m2

b)

8π2
√
2

, (22.180)

while the ‘remainder’ (Δr)rem contains a significant term proportional to
ln(mt/mZ), and a contribution from the Higgs boson which is (for mH >> MW)

(Δr)rem,H ≈
√
2GFM

2
W

16π2

11

3

|
ln

(
m2

H

M2
W

)
− 5

6

|
. (22.181)

As the notation suggests, Δρ is a leading contribution to the parameter ρ
introduced in (22.66). As explained there, it measures the strength of neutral
current processes relative to charged current ones. Δρ is then a radiative cor-
rection to ρ. It turns out that, to good approximation, electroweak radiative
corrections in e+e− → Z0 → f f̄ can be included by replacing the fermionic
couplings gfV and gfA(see (22.64), (22.75) and (22.76)) by

ḡfV =
√
ρf (t

(f)
3 − 2Qfκfs

2
W) (22.182)

and
ḡfA =

√
ρf t

(f)
3 , (22.183)

together with corrections to the Z0-propagator. The corrections have the
form (in the on-shell scheme) ρf ≈ 1 + Δρ (of equation (22.180)) and κf ≈
1+

s2W
(1−s2W)

Δρ, for f /= b, t. For the b-quark there is an additional contribution

coming from the presence of the virtual top quark in vertex corrections to
Z → bb̄ (Akhundov et al. 1986, Beenakker and Hollik 1988).

The running of α in Δr0 is expected, but (22.180) and (22.181) contain
surprising features. As regards (22.180), it is associated with top-bottom

quark loops in vacuum polarization amplitudes, of the kind discussed for Π̄
[2]
γ

in section 11.5, but this time in weak boson propagators. In the QED case, re-
ferring to equation (11.39) for example, we saw that the contribution of heavy
fermions ‘(|q2| << m2

f )’ was suppressed, appearing as O(|q2|/m2
f ). In such a

situation (which is the usual one) the heavy particles are said to ‘decouple’.
But the correction (22.180) is quite different, the fermion masses being in the
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The fermion masses and mixings, and the Higgs mass, can be separated off, 
leaving g, g' and one combination of λ and μ2 (for instance, the tree-level vac-
uum value v). These three parameters are usually replaced by the equivalent 
and more convenient set 

α (Bouchiendra et al. 2011); (22.172) 

GF (Marciano and Sirlin 1988, van Ritbergen and Stuart 1999), (22.173) 

(see also Nir 1989, Pak and Czarnecki 2008, Chitwood et al. 2007, and Barezyk 
et al. 2008); and 

MZ (Schael et al. 2006). (22.174) 

These are, of course, related to g, g' and v ; for example, at tree-level 

2 '2 2 '2
/

α = g g /(g + g )4π, MZ = 
1 
v g2 + g'2, GF = √ 1 , (22.175) 

2 2v2 

but these relations become modified in higher order. The renormalized pa-
rameters will ‘run’ in the way described in chapters 15 and 16; the running of 
α, for example, has been observed directly, as noted in section 11.5. 

After renormalization one can derive radiatively corrected values for phys-
ical quantities in terms of the set (22.172)–(22.174) (together with mH and the 
fermion masses and mixings). But a renormalization scheme has to be speci-
fied, at any finite order (though in practice the differences are very small). One 
conceptually simple scheme is the ‘on-shell’ one (Sirlin 1980, 1984; Kennedy 
et al. 1989; Kennedy and Lynn 1989; Bardin et al. 1989; Hollik 1990; for 
reviews see Langacker 1995). In this scheme, the tree-level formula 

sin2 θW = 1  − M2 (22.176) W/M 2 
Z 

is promoted into a definition of the renormalized sin2 θW to all orders in per-
2turbation theory, it being then denoted by sW: 

2 sW = 1  − M2
Z ≈ 0.223.W/M 2 (22.177) 

The radiatively corrected value for MW is then 

√ 
(πα/ 2GF)

M2 = (22.178) W s2 (1 − Δr)W

where Δr includes the radiative corrections relating α, α(MZ), GF,MW and 
MZ. Another scheme is the modified minimal subtraction (MS) scheme (ap-

pendix O) which introduces the quantity sin2 θ̂W(μ) ≡ ĝ'2(μ)/[ĝ'2(μ) + ĝ2(μ)] 
where the couplings ĝ and ĝ' are defined in the MS scheme and μ is cho-
sen to be MZ for most electroweak processes. Attention is then focused on 
ŝ ≡ sin2 θ̂W(MZ). This is the scheme used by Erler and Langacker in Naka-Z 
mura et al (2010). 
2 
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but these relations become modified in higher order. The renormalized pa-
rameters will ‘run’ in the way described in chapters 15 and 16; the running of
α, for example, has been observed directly, as noted in section 11.5.

After renormalization one can derive radiatively corrected values for phys-
ical quantities in terms of the set (22.172)–(22.174) (together with mH and the
fermion masses and mixings). But a renormalization scheme has to be speci-
fied, at any finite order (though in practice the differences are very small). One
conceptually simple scheme is the ‘on-shell’ one (Sirlin 1980, 1984; Kennedy
et al. 1989; Kennedy and Lynn 1989; Bardin et al. 1989; Hollik 1990; for
reviews see Langacker 1995). In this scheme, the tree-level formula

sin2 θW = 1−M2
W/M2

Z (22.176)

is promoted into a definition of the renormalized sin2 θW to all orders in per-
turbation theory, it being then denoted by s2W:

s2W = 1−M2
W/M2

Z ≈ 0.223. (22.177)

The radiatively corrected value for MW is then

M2
W =

(πα/
√
2GF)

s2W(1−Δr)
(22.178)

where Δr includes the radiative corrections relating α, α(MZ), GF,MW and
MZ. Another scheme is the modified minimal subtraction (MS) scheme (ap-

pendix O) which introduces the quantity sin2 θ̂W(μ) ≡ ĝ'2(μ)/[ĝ'2(μ) + ĝ2(μ)]
where the couplings ĝ and ĝ' are defined in the MS scheme and μ is cho-
sen to be MZ for most electroweak processes. Attention is then focused on
ŝ2Z ≡ sin2 θ̂W(MZ). This is the scheme used by Erler and Langacker in Naka-
mura et al (2010).

/
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We shall continue here with the scheme defined by (22.177). We cannot go 
into detail about all the contributions to Δr, but we do want to highlight two 
features of the result – which are surprising, important phenomenologically, 
and related to an interesting symmetry. It turns out (Consoli et al. 1989, 
Hollik 1991) that the leading terms in Δr have the form 

2(1 − s )WΔr = Δr0 − Δρ + (Δr)rem. (22.179) 2sW 

In (22.179), Δr0 = 1  −α/α(MZ) is due to the running of α, and has the value 
Δr0 = 0.0664(2) (see section 11.5.3). Δρ is given by (Veltman 1977) 

2 23GF(mt −m )bΔρ = √ , (22.180) 
8π2 2 

while the ‘remainder’ (Δr)rem contains a significant term proportional to 
ln(mt/mZ), and a contribution from the Higgs boson which is (for mH >> MW) 

√ 
22GFM

2 11 
| ( 

m
) 

5
|

W H(Δr)rem,H ≈ ln − . (22.181) 
16π2 3 M2 6W 

As the notation suggests, Δρ is a leading contribution to the parameter ρ 
introduced in (22.66). As explained there, it measures the strength of neutral 
current processes relative to charged current ones. Δρ is then a radiative cor-
rection to ρ. It turns out that, to good approximation, electroweak radiative 

−corrections in e+e → Z0 → f f̄ can be included by replacing the fermionic 
f fcouplings g and g (see (22.64), (22.75) and (22.76)) by V A

f √ (f) 2 ḡV = ρf (t3 − 2Qf κf sW) (22.182) 

and 
f √ (f)

ḡA = ρf t3 , (22.183) 

together with corrections to the Z0-propagator. The corrections have the 
form (in the on-shell scheme) ρf ≈ 1 + Δρ (of equation (22.180)) and κf ≈ 

2
W

2
Ws 

(1−s
1+ = b, t. For the b-quark there is an additional contribution 

coming from the presence of the virtual top quark in vertex corrections to 
Z → bb̄ (Akhundov et al. 1986, Beenakker and Hollik 1988). 

The running of α in Δr0 is expected, but (22.180) and (22.181) contain 
surprising features. As regards (22.180), it is associated with top-bottom 

[2]
quark loops in vacuum polarization amplitudes, of the kind discussed for Π̄γ 
in section 11.5, but this time in weak boson propagators. In the QED case, re-
ferring to equation (11.39) for example, we saw that the contribution of heavy 

2fermions ‘(|q2| << m )’ was suppressed, appearing as O(|q2|/m2 ). In such af f 
situation (which is the usual one) the heavy particles are said to ‘decouple’. 
But the correction (22.180) is quite different, the fermion masses being in the 

Δρ, for f
) 
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Lagrangian L̂GΦ of (22.30) which produced the gauge boson masses. With
the doublet Higgs of the form (22.131), it is a striking fact that the Higgs
potential only involves the highly symmetrical combination of fields

φ̂2
1 + φ̂2

2 + φ̂2
3 + φ̂2

4, (22.184)

as does the vacuum condition (17.102). This suggests that there may be
some extra symmetry in (22.30) which is special to the doublet structure.
But of course, to be of any interest, this symmetry has to be present in the
(D̂μφ̂)

†(D̂μφ̂) term as well.
The nature of this symmetry is best brought out by introducing a change

of notation for Higgs doublet φ̂+ and φ̂0: instead of (22.131), we now write
(cf (18.70))

φ̂ =

(
(π̂2 + iπ̂1)/

√
2

(σ̂ − iπ̂3)/
√
2

)
(22.185)

while the φ̂C field of (22.132) becomes

φ̂C =

(
(σ̂ + iπ̂3)/

√
2

−(π̂2 − iπ̂1)/
√
2

)
. (22.186)

We then find that these can be written as

φ̂ =
1√
2
(σ̂ + iτ · π̂)

(
0
1

)
, φ̂C =

1√
2
(σ̂ + iτ · π̂)

(
1
0

)
. (22.187)

Consider now the covariant SU(2)L× U(1) derivative acting on φ̂, as in (22.30),
and suppose to begin with that g' = 0. Then

D̂μφ̂ =
1√
2
(∂μ + igτ · Ŵ μ/2)(σ̂ + iτ · π̂)

(
0
1

)

=
1√
2

{
∂μσ̂ + iτ · ∂μπ̂ + i

g

2
σ̂τ · Ŵ μ

− g

2
[π̂ · Ŵ μ + iτ · Ŵ μ × π̂]

}(
0
1

)
(22.188)

using τiτj = δij + ieijkτk. Now the vacuum choice (22.28) corresponds to

σ̂ = v, π̂ = 0, so that when we form (D̂μφ̂)
†(D̂μφ̂) from (22.188) we will get

just

1

2
(0, 1)

{
g2

4
v2(τ · Ŵ μ)(τ · Ŵ μ

)

}(
0
1

)
=

1

2
M2

WŴ μ · Ŵ μ
(22.189)

with MW = gv/2 as usual. The condition g' = 0 corresponds (cf (22.39))
to θW = 0, and thus to Ŵ3μ = Ẑμ, and so (22.189) says that in the limit
of g' → 0, MW = MZ, as expected if cos θW = 1. It is clear from (22.188)

that the three components Ŵ μ are treated on a precisely equal footing by the
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FIGURE 22.25 
t - b̄ vacuum polarization contribution. 

numerator. Clearly, with a large value mt, this can make a relatively big dif-
ference. This is why some precision measurements are surprisingly sensitive 
to the value of mt, in the range near (as we now know) the physical value. 
Secondly, as regards the dependence on mH, we might well have expected it 

2to involve m in the numerator if we considered the typical divergence of a H 
scalar particle in a loop (we shall return to this after discussing (22.180)). Δr 
would then have been very sensitive to mH, but in fact the sensitivity is only 
logarithmic. 

We can understand the appearance of the fermion masses (squared) in the 
numerator of (22.180) as follows. The shift Δρ is associated with vector boson 
vacuum polarization contributions, for example the one shown in figure 22.25. 
Consider in particular the contribution from the longitudinal polarization 
components of the W’s. As we have seen, these components are nothing but 
three of the four Higgs components which the W± and Z0 ‘swallowed’ to be-
come massive. But the couplings of these ‘swallowed’ Higgs fields to fermions 
are determined by just the same Higgs-fermion Yukawa couplings as we in-
troduced to generate the fermion masses via spontaneous symmetry breaking. 
Hence we expect the fermion loops to contribute (to these longitudinal W 

2states) something of order g /4π where gf is the Yukawa coupling. Since f 
2 2gf ∼ mf /v (see (22.127)) we arrive at an estimate ∼ m /4πv2 ∼ GF m /4πf f 

as in (22.180). An important message is that particles which acquire their 
mass spontaneously do not ‘decouple’. 

2 2But we now have to explain why Δρ in (22.180) would vanish if m = mt b, 
2and why only lnm appears in (22.181). Both these facts are related to H 

a symmetry of the assumed minimal Higgs sector which we have not yet 
discussed. Let us first consider the situation at tree level, where ρ = 1. It 
may be shown (Ross and Veltman 1975) that ρ = 1 is a natural consequence 
of having the symmetry broken by an SU(2)L doublet Higgs field (rather than 
a triplet, say) – or indeed by any number of doublets. The nearness of the 
measured ρ parameter to 1 is, in fact, good support for the hypothesis that 
there are only doublet Higgs fields. Problem 22.8 explores a simple model 
with a Higgs field in the triplet representation. 

At tree level, it is simplest to think of ρ in connection with the mass ratio 
(22.66). To see the significance of this, let us go back to the Higgs-gauge field 
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may be shown (Ross and Veltman 1975) that ρ = 1 is a natural consequence
of having the symmetry broken by an SU(2)L doublet Higgs field (rather than
a triplet, say) – or indeed by any number of doublets. The nearness of the
measured ρ parameter to 1 is, in fact, good support for the hypothesis that
there are only doublet Higgs fields. Problem 22.8 explores a simple model
with a Higgs field in the triplet representation.
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(22.66). To see the significance of this, let us go back to the Higgs-gauge field
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Lagrangian L̂GΦ of (22.30) which produced the gauge boson masses. With 
the doublet Higgs of the form (22.131), it is a striking fact that the Higgs 
potential only involves the highly symmetrical combination of fields 

φ̂1
2 + φ̂2

2 + φ̂3
2 + φ̂4

2 , (22.184) 

as does the vacuum condition (17.102). This suggests that there may be 
some extra symmetry in (22.30) which is special to the doublet structure. 
But of course, to be of any interest, this symmetry has to be present in the 
(D̂μφ̂)

†(D̂μφ̂) term as well. 
The nature of this symmetry is best brought out by introducing a change 

of notation for Higgs doublet φ̂+ and φ̂0: instead of (22.131), we now write 
(cf (18.70)) √( 

(π̂2 + iπ̂1)/ 2 
)

ˆ √ (22.185) φ = 
(σ̂ − iπ̂3)/ 2 

while the φ̂C field of (22.132) becomes 

√( 
(σ̂ + iπ̂3)/ 2 

)
φ̂C = √ . (22.186) −(π̂2 − iπ̂1)/ 2 

We then find that these can be written as 

1 
( 

0 
) 

1 
( 

1 
)

φ̂ = √ (σ̂ + iτ · π̂) , φ̂C = √ (σ̂ + iτ · π̂) . (22.187) 
1 02 2

ˆConsider now the covariant SU(2)L× U(1) derivative acting on φ, as in (22.30), 
and suppose to begin with that g' = 0. Then 

1 
( 

0 
)

ˆ ˆ ˆDμφ = √ (∂μ + igτ · W μ/2)(σ̂ + iτ · π̂)
1 

1 g 
2

ˆ= √ 
{
∂μσ̂ + iτ · ∂μπ̂ + i σ̂τ · W μ 

2 2 

g 
π]
}( 

0 
)

ˆ ˆ− [π̂ · W μ + iτ · W μ × ˆ (22.188) 
2 1 

using τiτj = δij + ieijk τk. Now the vacuum choice (22.28) corresponds to 

σ̂ = v, π̂ = 0, so that when we form (D̂μφ̂)
†(D̂μφ̂) from (22.188) we will get 

just 

21 
{
g μ 

}(  
0 
) 

1 
M2 ˆ μ2(τ ˆ ˆ ˆ(0, 1) v · W μ)(τ · W ) = WW μ · W (22.189) 

2 4 1 2 

with MW = gv/2 as usual. The condition g' = 0 corresponds (cf (22.39)) 
ˆ ˆto θW = 0, and thus to W3μ = Zμ, and so (22.189) says that in the limit 

of g → 0, MW = MZ, as expected if cos θW = 1. It is clear from (22.188) 
ˆthat the three components W μ are treated on a precisely equal footing by the 
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Using (22.185) and (22.186), this can be written as

L̂m =
−g+√

2
(¯̂uLi

¯̂
dLi)(σ̂ + iτ · π̂)

(
ûRi

0

)
− g−√

2
(¯̂uLi

¯̂
dLi)(σ̂ + iτ · π̂)

(
0

d̂Ri

)

= − (g+ + g−)
2
√
2

(¯̂uLi
¯̂
dLi)(σ̂ + iτ · π̂)

(
ûRi

d̂Ri

)

− (g+ − g−)
2
√
2

(¯̂uLi
¯̂
dLi)(σ̂ + iτ · π̂)τ3

(
ûRi

d̂Ri

)
. (22.194)

Consider now a simultaneous (infinitesimal) global SU(2) transformation

on the two doublets (ûLi, d̂Li)
T and (ûRi, d̂Ri)

T:

(
ûLi

d̂Li

)
→ (1 − iE · τ/2)

(
ûLi

d̂Li

)
,

(
ûRi

d̂Ri

)
→ (1 − iE · τ/2)

(
ûRi

d̂Ri

)
.

(22.195)
Under (22.195), the first term of (22.194) becomes (to first order in E)

− (g+ + g−)
2
√
2

(¯̂uLi
¯̂
dLi)[σ̂ + iτ · (π̂ + π̂ × E)]

(
ûRi

d̂Ri

)
. (22.196)

From (22.196) we see that if, at the same time as (22.195), we also make
the transformation of π given in (22.191), then this first term in L̂m will be
invariant under these combined transformations. The second term in (22.194),
however, will not be invariant under (22.195), but only under transformations
with e1 = e2 = 0, e3 /= 0. We conclude that the global SU(2) symmetry of
(22.191), which was responsible for ρ = 1 at the tree level, can be extended
also to the quark sector; but – because the g± in (22.193) are proportional to
the masses of the quark doublet – this symmetry is explicitly broken by the
quark mass difference. This is why a t–b̄ loop in a W vacuum polarization
correction can produce the ‘non-decoupled’ contribution (22.180) to ρ, which
grows as m2

t − m2
b and produces quite detectable shifts from the tree-level

predictions, given the accuracy of the data.
Returning to (22.195), the transformation on the L-components is just

the same as a standard SU(2)L transformation, except that it is global; so
the gauge interactions of the quarks obey this symmetry also. As far as
the R-components are concerned, they are totally decoupled in the gauge
dynamics, and we are free to make the transformation (22.195) if we wish.
The resulting complete transformation, which does the same to both the L
and R components, is a non-chiral one – in fact it is precisely an ordinary
‘isospin’ transformation of the type

(
ûi

d̂i

)
→ (1− iE · τ/2)

(
ûi

d̂i

)
. (22.197)

The reader will recognize that the mathematics here is exactly the same as
that in section 18.3, involving the SU(2) of isospin in the σ-model. This
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Higgs field (22.185), and indeed the notation suggests that Ŵ μ and π̂ should 
perhaps be regarded as some kind of new triplets. 

It is straightforward to calculate ( D̂μφ̂)
†(D̂μφ̂) from (22.188); one finds 

(problem 22.9) 

1 1 g μˆ(Dμφ̂)
†Dμφ̂ = (∂μσ̂)

2 + ∂μσ̂π̂ · W(∂μπ̂)
2 − 

2 2 2 
g μ g μˆ ˆ+ ˆ π · +σ∂μ ˆ W ∂μπ̂ · (π̂ × W )
2 2 
g2 2ˆ σ2 π2+ W μ(ˆ + ˆ ). (22.190) 
8 

This expression now reveals what the symmetry is: (22.190) is invariant under 
ˆglobal SU(2) transformations under which W μ and π̂ are vectors – that is 

ˆ ˆ ˆW μ → W μ + E × W μ 
⎫

π̂ → π̂ + E × π̂
⎬ 

. (22.191) 
σ̂ → σ̂ } 

2 
This is why, from the term ˆ μσ̂

2, all three W fields have the same mass in W 
this g' → 0 limit. 

If we now reinstate g', and use (22.36) and (22.37) to write Ŵ3μ and B̂μ 

in terms of the physical fields Ẑμ and Âμ as in (19.96), (22.188) becomes 

ˆ1 
{

τ1 τ2 τ3 Zμ 
( 
1 +  τ3√ ∂μ + ig Ŵ1μ + ig Ŵ2μ + ig + ig sin θW 

)
Âμ 

2 2 2 2 cos θW 2 

ig 
( 
1 +  τ3 

) 
ˆ
⎬ ( 

0 
)

− sin2 θW Zμ (σ̂ + iτ · π̂) . (22.192) 
cos θW 2 1 

' ˆWe see from (22.192) that g /= 0 has two effects. First, there is a ‘τ · W ’– 
like term, as in (22.188), except that the ‘ Ŵ3’ part of it  is now  Ẑ/ cos θW. 
In the vacuum σ̂ = v, π̂ = 0 which simply means that the mass of the Z is 
MZ = MW/ cos θW i.e. ρ = 1; and this relation is preserved under ‘rotations’ 
of the form (22.191), since they do not mix π̂ and σ̂. Hence this mass relation 
(and ρ = 1) is a consequence of the global SU(2) symmetry of the interactions 
and the vacuum under (22.191), and of the relations (22.36) and (22.37) which 
embody the requirement of a massless photon. 

On the other hand, there are additional terms in (22.192) which single 
out the ‘τ3 ’ component, and therefore break this global SU(2). These terms 
vanish as g' → 0, and do not contribute at tree level, but we expect that they 
will cause O(g'2) corrections to ρ = 1 at the one loop level. 

None of the above, however, yet involves the quark masses, and the ques-
2tion of why m −b2 appears in the numerator in (22.180). We can now answer t b 

this question. Consider a typical mass term, of the form discussed in section 
22.5.2, for a quark doublet of the ith family 
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Higgs field (22.185), and indeed the notation suggests that Ŵ μ and π̂ should
perhaps be regarded as some kind of new triplets.

It is straightforward to calculate (D̂μφ̂)
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This expression now reveals what the symmetry is: (22.190) is invariant under

global SU(2) transformations under which Ŵ μ and π̂ are vectors – that is
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1√
2

{
∂μ + ig

τ1
2
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We see from (22.192) that g' /= 0 has two effects. First, there is a ‘τ · Ŵ ’–
like term, as in (22.188), except that the ‘Ŵ3’ part of it is now Ẑ/ cos θW.
In the vacuum σ̂ = v, π̂ = 0 which simply means that the mass of the Z is
MZ = MW/ cos θW i.e. ρ = 1; and this relation is preserved under ‘rotations’
of the form (22.191), since they do not mix π̂ and σ̂. Hence this mass relation
(and ρ = 1) is a consequence of the global SU(2) symmetry of the interactions
and the vacuum under (22.191), and of the relations (22.36) and (22.37) which
embody the requirement of a massless photon.

On the other hand, there are additional terms in (22.192) which single
out the ‘τ3’ component, and therefore break this global SU(2). These terms
vanish as g' → 0, and do not contribute at tree level, but we expect that they
will cause O(g'2) corrections to ρ = 1 at the one loop level.

None of the above, however, yet involves the quark masses, and the ques-
tion of why m2

t −b2b appears in the numerator in (22.180). We can now answer
this question. Consider a typical mass term, of the form discussed in section
22.5.2, for a quark doublet of the ith family

L̂m = −g+(¯̂uLi
¯̂
dLi)φ̂CûRi − g−(¯̂uLi

¯̂
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Using (22.185) and (22.186), this can be written as 
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(g+ + g−) ¯
( 
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Consider now a simultaneous (infinitesimal) global SU(2) transformation 

on the two doublets (ûLi, d̂Li)
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Under (22.195), the first term of (22.194) becomes (to first order in E) 
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From (22.196) we see that if, at the same time as (22.195), we also make 
the transformation of π given in (22.191), then this first term in L̂m will be 
invariant under these combined transformations. The second term in (22.194), 
however, will not be invariant under (22.195), but only under transformations 
with e1 = = 0, e3 / 0. We conclude that the global SU(2) symmetry of e2 = 
(22.191), which was responsible for ρ = 1 at the tree level, can be extended 
also to the quark sector; but – because the g± in (22.193) are proportional to 
the masses of the quark doublet – this symmetry is explicitly broken by the 
quark mass difference. This is why b loop in a W vacuum polarization a t– ¯

correction can produce the ‘non-decoupled’ contribution (22.180) to ρ, which 
2 2grows as m − m and produces quite detectable shifts from the tree-level t b 

predictions, given the accuracy of the data. 
Returning to (22.195), the transformation on the L-components is just 

the same as a standard SU(2)L transformation, except that it is global; so 
the gauge interactions of the quarks obey this symmetry also. As far as 
the R-components are concerned, they are totally decoupled in the gauge 
dynamics, and we are free to make the transformation (22.195) if we wish. 
The resulting complete transformation, which does the same to both the L 
and R components, is a non-chiral one – in fact it is precisely an ordinary 
‘isospin’ transformation of the type 

( 
ûi 

) ( 
ûi 

)
→ (1 − iE · τ /2) . (22.197) ˆ ˆdi di 

The reader will recognize that the mathematics here is exactly the same as 
that in section 18.3, involving the SU(2) of isospin in the σ-model. This 
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screened off from observables at lower energy. It was shown by Einhorn and
Wudka (1989) that this screening is also a consequence of the (approximate)
isospin-SU(2) symmetry we have just discussed in connection with (22.180).
Phenomenologically, the upshot is that it was unfortunately very difficult to
get an accurate handle on the value of mH from fits to the precision data.
With the top quark, the situation was very different.

22.7 The top quark

Having drawn attention to the relative sensitivity of radiative connections to
loops containing virtual top quarks, it is worth devoting a little space to a
‘backward glance’ at the year immediately prior to the discovery of the t-
quark (Abe et al. 1994a, b, 1995b, Abachi et al. 1995b) at the CDF and D0
detectors at FNAL’s Tevatron, in p − p̄ collisions at Ecm = 1.8 TeV.

The W and Z particles were, as we have seen, discovered in 1983 and at
that time, and for some years subsequently, the data were not precise enough
to be sensitive to virtual t-effects. In the late 1980’s and early 1990’s, LEP at
CERN and SLC at Stanford began to produce new and highly accurate data
which did allow increasingly precise predictions to be made for the top quark
mass, mt. Thus a kind of race began, between experimentalists searching for
the real top, and theorists fitting ever more precise data to get tighter and
tighter limits on mt, from its virtual effects.

In fact, by the time of the actual experimental discovery of the top quark,
the experimental error in mt was just about the same as the theoretical one
(and – of course – the central values were consistent). Thus, in their May
1994 review of the electroweak theory (contained in Montanet et al. 1994, p
1304ff) Erler and Langacker gave the result of a fit to all electroweak data as

mt = 169±16
18 ±17

20 GeV, (22.198)

the central figure and first error being based on mH = 300 GeV, the second
(+) error assuming mH = 1000 GeV and the second (−) error assuming mH =
60 GeV.5 At about the same time, Ellis et al. (1994) gave the extraordinarily
precise value

mt = 162± 9 GeV (22.199)

without any assumption for mH.
A month or so earlier, the CDF collaboration (Abe et al. 1994a,b) an-

nounced 12 events consistent with the hypothesis of production of a tt̄ pair,
and on this hypothesis the mass was found to be

mt = 174± 10±13
12 GeV, (22.200)

5The relatively small effect of large variations in mH illustrates the lack of sensitivity to
virtual Higgs effects, noted in the preceding section.
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FIGURE 22.26 
One-boson self-energy graph in ( φ̂†φ̂)2 . 

analysis of the symmetry of the Higgs ( or a more general symmetry breaking 
sector) was first given by Sikivie et al. (1980). The isospin-SU(2) is frequently 
called ‘custodial SU(2)’ since it ‘protects’ ρ = 1. 

What about the absence of m2
H corrections? Here the position is rather 

more subtle. Without the Higgs particle H the theory is non-renormalizable, 
and hence one might expect to see some radiative correction becoming very 
large (O(m2

H)) as one tried to ‘banish’ H from theory by sending mH → ∞  
(mH would be acting like a cut-off). The reason is that in such a (φ̂†φ̂)2 theory, 
the simplest loop we meet is that shown in figure 22.18, and it is easy to see by 
counting powers, as usual, that it diverges as the square of the cut-off. This 
loop contributes to the Higgs self-energy, and will be renormalized by taking 
the value of the coefficient of φ̂†φ̂ in (22.30) from experiment. We will return 
to this particular detail in section 22.8.1. 

Even without a Higgs contribution however, it turns out that the elec-
troweak theory is renormalizable at the one-loop level if the fermion masses are 
zero (Veltman 1968,1970). Thus one suspects that the large m2

H effects will not 
be so dramatic after all. In fact, calculation shows (Veltman 1977; Chanowitz 
et al. 1978, 1979) that one-loop radiative corrections to electroweak observ-
ables grow at most like lnm2

H for large mH. While there are finite corrections 
which are approximately O(m2

H) form
2
H << M2

W,Z, for m
2
H >> M2

W,Z the O(m2
H) 

pieces cancel out from all observable quantities4, leaving only lnm2
H terms. 

This is just what we have in (22.181), and it means, unfortunately, that the 
sensitivity of the data to this important parameter of the Standard Model is 
only logarithmic. Fits to data typically give mH in the region of 90 GeV at 
the minimum of the χ2 curve, but the error (which is not simple to interpret) 
is of the order of 25 GeV. 

At the two-loop level, the expected O(m4
H) behaviour becomes O(m2

H) 
instead (van der Bij and Veltman 1984, van der Bij 1984) – and of course 
appears (relative to the one-loop contributions) with an additional factor of 
O(α). This relative insensitivity of the radiative corrections to mH, in the 
limit of large mH, was discovered by Veltman (1977) and called a ‘screening’ 
phenomenon by him: for large mH (which also means, as we have seen, large 
λ) we have an effectively strongly interacting theory whose principal effects are 

4Apart from the φ̂†φ̂ coefficient! See section 22.8.1. 
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the minimum of the χ2 curve, but the error (which is not simple to interpret)
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At the two-loop level, the expected O(m4
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appears (relative to the one-loop contributions) with an additional factor of
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limit of large mH, was discovered by Veltman (1977) and called a ‘screening’
phenomenon by him: for large mH (which also means, as we have seen, large
λ) we have an effectively strongly interacting theory whose principal effects are
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screened off from observables at lower energy. It was shown by Einhorn and 
Wudka (1989) that this screening is also a consequence of the (approximate) 
isospin-SU(2) symmetry we have just discussed in connection with (22.180). 
Phenomenologically, the upshot is that it was unfortunately very difficult to 
get an accurate handle on the value of mH from fits to the precision data. 
With the top quark, the situation was very different. 

22.7 The top quark 
Having drawn attention to the relative sensitivity of radiative connections to 
loops containing virtual top quarks, it is worth devoting a little space to a 
‘backward glance’ at the year immediately prior to the discovery of the t-
quark (Abe et al. 1994a, b, 1995b, Abachi et al. 1995b) at the CDF and D0 
detectors at FNAL’s Tevatron, in p − p̄ collisions at Ecm = 1.8 TeV. 

The W and Z particles were, as we have seen, discovered in 1983 and at 
that time, and for some years subsequently, the data were not precise enough 
to be sensitive to virtual t-effects. In the late 1980’s and early 1990’s, LEP at 
CERN and SLC at Stanford began to produce new and highly accurate data 
which did allow increasingly precise predictions to be made for the top quark 
mass, mt. Thus a kind of race began, between experimentalists searching for 
the real top, and theorists fitting ever more precise data to get tighter and 
tighter limits on mt, from its virtual effects. 

In fact, by the time of the actual experimental discovery of the top quark, 
the experimental error in mt was just about the same as the theoretical one 
(and – of course – the central values were consistent). Thus, in their May 
1994 review of the electroweak theory (contained in Montanet et al. 1994, p 
1304ff) Erler and Langacker gave the result of a fit to all electroweak data as 

18 ±17 mt = 169 ±16 
20 GeV, (22.198) 

the central figure and first error being based on mH = 300 GeV, the second 
(+) error assuming mH = 1000 GeV and the second (−) error assuming mH = 
60 GeV.5 At about the same time, Ellis et al. (1994) gave the extraordinarily 
precise value 

mt = 162 ± 9 GeV (22.199) 

without any assumption for mH. 
A month or so earlier, the CDF collaboration (Abe et al. 1994a,b) an-

nounced 12 events consistent with the hypothesis of production of a tt̄ pair, 
and on this hypothesis the mass was found to be 

mt = 174 ± 10 ±13 GeV, (22.200) 12 

5The relatively small effect of large variations in mH illustrates the lack of sensitivity to 
virtual Higgs effects, noted in the preceding section. 
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22.8.1 Introduction

The Lagrangian for an unbroken SU(2)L×U(1) gauge theory of vector bosons
and fermions is rather simple and elegant, all the interactions being deter-
mined by just two Lagrangian parameters g and g' in a ‘universal’ way. All
the particles in this hypothetical world are, however, massless. In the real
world, while the electroweak interactions are undoubtedly well described by
the SU(2)L×U(1) theory, neither the mediating gauge quanta (apart from the
photon) nor the fermions are massless. They must acquire mass in some way
that does not break the gauge symmetry of the Lagrangian, or else the renor-
malizability of the theory is destroyed, and its remarkable empirical success (at
a level which includes loop corrections) would be some kind of freak accident.
In chapter 19 we discussed how such a breaking of a gauge symmetry does
happen, dynamically, in a superconductor. In that case ‘electron pairing’ was
a crucial ingredient. In particle physics, while a lot of effort has gone into ex-
amining various analogous ‘dynamical symmetry breaking’ theories, none has
yet emerged as both theoretically compelling and phenomenologically viable.
However, a simple count of the number of degrees of freedom in a massive vec-
tor field, as opposed to a massless one, indicates that some additional fields
must be present in order to give mass to the originally massless gauge bosons.
And so, in the Standard Model, it is simply assumed, following the original
ideas of Higgs and others (Higgs 1984, Englert and Brout 1964, Guralnik et
al. 1964; Higgs 1966) that a suitable scalar (‘Higgs’) field exists, with a po-
tential which causes the ground state (the vacuum) to break the symmetry
spontaneously. Furthermore, rather than (as in BCS theory) obtaining the
fermion mass gaps dynamically, they too are put in ‘by hand’ via Yukawa-like
couplings to the Higgs field.

It has to be admitted that this part of the Standard Model appears to be
the least satisfactory. Consider the Higgs couplings, which are listed in ap-
pendix Q, section Q.2.3. While the couplings of the Higgs field to the gauge
fields are all determined by the gauge symmetry, the Higgs self-couplings
(trilinear and quadrilinear) are not gauge interactions and are unrelated to
anything else in the theory. Likewise, the Yukawa-like fermion couplings are
not gauge interactions either, and they are both unconstrained and uncom-
fortably different in orders of magnitude. True, all these are renormalizable
couplings – but this basically means that their values are not calculable and
have all to be taken from experiment.

Such considerations may indicate that the ‘Higgs Sector’ of the Standard
Model is on a somewhat different footing from the rest of it – a commonly held
view, indeed. Perhaps it should be regarded as more a ‘phenomenology’ than
a ‘theory’, much as the current–current model was. In this connection, we may
mention a point which has long worried many theorists. In section 22.6 we
noted that figure 22.26 gives a quadratically divergent (O(Λ2)) and positive

contribution to the φ̂†φ̂ term in the Lagrangian, at one loop order. This term
would ordinarily, of course, be just the mass term of the scalar field. But in
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and this was followed by nine similar events from D0 (Abachi et al. 1995a). 
By February 1995 both groups had amassed more data and the discovery was 
announced (Abe et al. 1995b, Abachi et al. 1995b). The 2010 experimental 
value for mt is 173.1±1.3GeV (Nakamura et al. 2010) as compared to the value 
predicted by fits to the electroweak data of 173.2±1.3 GeV. This represents an 
extraordinary triumph for both theory and experiment. It is surely remarkable 
how the quantum fluctuations of a yet-to-be-detected new particle could pin 
down its mass so precisely. It seems hard to deny that Nature has indeed made 
use of the subtle intricacies of a spontaneously broken non-Abelian gauge 
theory. 

One feature of the ‘real’ top events in particularly noteworthy. Unlike the 
mass of the other quarks, mt is greater than MW, and this means that it can 
decay to b +W via real W emission: 

t → W+ + b. (22.201) 

In contrast, the b quark itself decays by the usual virtual W processes. Now we 
have seen that the virtual process is supressed by ∼ 1/M 2 if the energy release W 
(as in the case of b-decay) is well below MW. But the real process (22.201) 
suffers no such suppression and proceeds very much faster. In fact (problem 
22.10) the top quark lifetime from (22.201) is estimated to be ∼ 4 × 10−25 

s! This is quite similar to the lifetime of the W+ itself, via W+ → e+νe for 
example. Consider now the production of a tt̄ pair in the collision between 
two partons. As the t and t̄ separate, the strong interactions which should 
eventually ‘hadronize’ them will not play a role until they are ∼ 1 fm apart. 
But if they are travelling close to the speed of light, they can only travel some 
10−16 m before decaying. Thus t’s tend to decay before they experience the 
confining QCD interactions, a point we also made in section 1.2. Instead, the 
hadronization is associated with the b quark, which has a more typical weak 
lifetime (∼ 1.5× 10−12 s). By the same token, this fast decay of the t quark 
means that there will be no detectable t̄t ‘toponium’, bound by QCD. 

With the t quark safely real, the Higgs boson was the one remaining miss-
ing particle in the Standard Model complement, and its discovery was of the 
utmost importance. We end this book with a brief review of Higgs physics 
and the experiments leading to the probable discovery of this long-awaited 
particle in 2012. 

22.8 The Higgs sector 
It is worth noting that an essential feature of the type of theory which has 
been described in this note is the prediction of incomplete multiplets of 
scalar and vector bosons. 

—P W Higgs (1964) 
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example. Consider now the production of a tt̄ pair in the collision between
two partons. As the t and t̄ separate, the strong interactions which should
eventually ‘hadronize’ them will not play a role until they are ∼ 1 fm apart.
But if they are travelling close to the speed of light, they can only travel some
10−16 m before decaying. Thus t’s tend to decay before they experience the
confining QCD interactions, a point we also made in section 1.2. Instead, the
hadronization is associated with the b quark, which has a more typical weak
lifetime (∼ 1.5× 10−12 s). By the same token, this fast decay of the t quark
means that there will be no detectable t̄t ‘toponium’, bound by QCD.

With the t quark safely real, the Higgs boson was the one remaining miss-
ing particle in the Standard Model complement, and its discovery was of the
utmost importance. We end this book with a brief review of Higgs physics
and the experiments leading to the probable discovery of this long-awaited
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been described in this note is the prediction of incomplete multiplets of
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fermion mass gaps dynamically, they too are put in ‘by hand’ via Yukawa-like 
couplings to the Higgs field. 

It has to be admitted that this part of the Standard Model appears to be 
the least satisfactory. Consider the Higgs couplings, which are listed in ap-
pendix Q, section Q.2.3. While the couplings of the Higgs field to the gauge 
fields are all determined by the gauge symmetry, the Higgs self-couplings 
(trilinear and quadrilinear) are not gauge interactions and are unrelated to 
anything else in the theory. Likewise, the Yukawa-like fermion couplings are 
not gauge interactions either, and they are both unconstrained and uncom-
fortably different in orders of magnitude. True, all these are renormalizable 
couplings – but this basically means that their values are not calculable and 
have all to be taken from experiment. 

Such considerations may indicate that the ‘Higgs Sector’ of the Standard 
Model is on a somewhat different footing from the rest of it – a commonly held 
view, indeed. Perhaps it should be regarded as more a ‘phenomenology’ than 
a ‘theory’, much as the current–current model was. In this connection, we may 
mention a point which has long worried many theorists. In section 22.6 we 
noted that figure 22.26 gives a quadratically divergent (O(Λ2)) and positive 

contribution to the ˆ φ term in the Lagrangian, at one loop order. This term φ† ˆ

would ordinarily, of course, be just the mass term of the scalar field. But in 
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elucidation of the mechanism of gauge symmetry breaking is undoubtedly of
the greatest importance to particle physics: quite apart from the SU(2)L×U(1)
theory, very many of the proposed theories which go ‘beyond the Standard
Model’ face a similar ‘mass problem’, and generally appeal to some variant of
the ‘Higgs mechanism’ to deal with it.

As Higgs noted in the final paragraph of his 2-page Letter (Higgs 1964), an
essential feature of the spontaneous symmetry breaking mechanism, in a gauge
theory, is the appearance of incomplete multiplets of both scalar and vector
bosons. Let us just rehearse this once more, in the SU(2) × U(1) case. We
started with 4 massless gauge fields, belonging to an SU(2) triplet and a U(1)
singlet; and, in addition, 4 scalar fields of equal mass, in an SU(2) doublet.
After symmetry breaking, three massive vector bosons emerged, leaving the
photon massless. In the scalar sector, three of the scalars became the longi-
tudinal components of the three massive vector bosons, and one lone massive
scalar field survived, all that remained of the original scalar doublet. Its mass
is a free parameter of the theory, being given by mH =

√
2μ =

√
λv/

√
2. The

discovery – or otherwise – of this Higgs boson has therefore been a vital goal in
particle physics for over forty years. Before turning to experiment, however,
we want to mention some theoretical considerations concerning mH by way of
orientation.

22.8.2 Theoretical considerations concerning mH

The coupling constant λ, which determines mH given the known value of v,
is unfortunately undetermined in the Standard Model. However, some quite
strong theoretical arguments suggest that mH cannot be arbitrarily large.

Like all coupling constants in a renormalizable theory, λ must ‘run’. For
the (φ̂†φ̂)2 interaction of (22.30), a one-loop calculation of the β-function leads
to

λ(E) =
λ(v)

1− 3λ(v)
8π2 ln(E/v)

. (22.202)

Like QED, this theory is not asymptotically free: the coupling increases with
the scale E. In fact, the theory becomes non-perturbative at the scale E∗ such
that

E∗ ∼ v exp

(
8π2

3λ(v)

)
. (22.203)

Note that this is exponentially sensitive to the ‘low-energy’ coupling constant
λ(v) – and that E∗ decreases rapidly as λ(v) increases. But (see (22.40))mH is
essentially proportional to λ1/2(v). Hence as mH increases, non-perturbative
behaviour sets in increasingly early. Suppose we say that we should like per-
turbative behaviour to be maintained up to an energy scale Λ. Then we
require

mH < v

|
4π2

3 ln(Λ/v)

|1/2
. (22.204)
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the Higgs case, the matter is much more delicate. The whole phenomenology 
depends on the renormalized coefficient having a negative value, triggering 
the spontaneous breaking of the symmetry. This means that the O(Λ2) one-

1 2 φ̂† ˆloop correction must be cancelled by the ‘bare’ mass term H,0m φ so as to 2 
2 2achieve a negative coefficient of order −v . This cancellation between mH,0 

and Λ2 will have to be very precise indeed if Λ – the scale of ‘new physics’ – 
is very high, as is commonly assumed (say 1016 GeV). 

The reader may wonder why attention should now be drawn to this par-
ticular piece of renormalization: aren’t all divergences handled this way? In a 
sense they are, but the fact is that this is the first case we have had in which 
we have to cancel a quadratic divergence. The other mass-corrections have all 
been logarithmic, for which there is nothing like such a dramatic ‘fine-tuning’ 
problem. There is a good reason for this in the case of the electron mass, 
which we remarked on in section 11.2. Chiral symmetry forces self-energy 
corrections for fermions to be proportional to their mass, and hence to con-
tain only logarithms of the cut-off. Similarly, gauge invariance for the vector 
bosons prohibits any O(Λ2) connections in perturbation theory. But there 
is no symmetry, within the Standard Model, which ‘protects’ the coefficient 
of φ̂†φ̂ in this way. It is hard to understand what can be stopping it from 
being of order Λ2, if we take the apparently reasonable point of view that the 
Standard Model will ultimately fail at some scale Λ where new physics enters. 
Thus the difficulty is: why is the empirical parameter v ‘shielded’ from the 
presumed high scale of new physics? This ‘problem’ is often referred to as the 
‘hierarchy problem’, or the ‘fine-tuning problem’. We stress again that we are 
dealing here with an absolutely crucial symmetry-breaking term, which one 
would really like to understand far better. 

Of course, the problem would go away if the scale Λ were as low as, say 
a few TeV. As we shall see in the next section this happens to be, not ac-
cidentally, the same scale at which the Standard Model ceases to be a per-
turbatively calculable theory. Various possibilities have been suggested for 
the kind of physics that might enter at energies of a few TeV. For example, 
‘technicolour’ models (Peskin 1997) regard the Higgs field as a composite of 
some new heavy fermions, rather like the BCS-pairing idea referred to ear-
lier. A second possibility is supersymmetry (Aitchison 2007), in which there 
is a ‘protective’ symmetry operating, since scalar fields can be put alongside 
fermions in supermultiplets, and benefit from the protection enjoyed by the 
fermions. A third possibility is that of ‘large’ extra dimensions (Antoniadis 
2002). 

These undoubtedly fascinating ideas obviously take us well beyond our 
proper subject to which we must now return. Whatever may lie ‘beyond’ 
it, the Lagrangian of the Higgs sector of the Standard Model leads to many 
perfectly definite predictions which may be confronted with experiment, as we 
shall briefly discuss in section 22.8.3 (for a full account see Dawson et al. 1990, 
and for more compact ones see Ellis, Stirling and Webber 1996, chapter 11, 
and the review by Bernardi, Carena and Junk in Beringer et al. 2012). The 
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elucidation of the mechanism of gauge symmetry breaking is undoubtedly of 
the greatest importance to particle physics: quite apart from the SU(2)L×U(1) 
theory, very many of the proposed theories which go ‘beyond the Standard 
Model’ face a similar ‘mass problem’, and generally appeal to some variant of 
the ‘Higgs mechanism’ to deal with it. 

As Higgs noted in the final paragraph of his 2-page Letter (Higgs 1964), an 
essential feature of the spontaneous symmetry breaking mechanism, in a gauge 
theory, is the appearance of incomplete multiplets of both scalar and vector 
bosons. Let us just rehearse this once more, in the SU(2) × U(1) case. We 
started with 4 massless gauge fields, belonging to an SU(2) triplet and a U(1) 
singlet; and, in addition, 4 scalar fields of equal mass, in an SU(2) doublet. 
After symmetry breaking, three massive vector bosons emerged, leaving the 
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tudinal components of the three massive vector bosons, and one lone massive 
scalar field survived, all that remained of the original scalar doublet. Its mass √ √ √ 
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The coupling constant λ, which determines mH given the known value of v, 
is unfortunately undetermined in the Standard Model. However, some quite 
strong theoretical arguments suggest that mH cannot be arbitrarily large. 

Like all coupling constants in a renormalizable theory, λ must ‘run’. For 
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turbative behaviour to be maintained up to an energy scale Λ. Then we 
require | 

4π2 |1/2 

mH < v  . (22.204) 
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Like the preceding argument, this one does not say that mH must be less
than some fixed number. Rather, it says that if mH gets bigger than a certain
value, perturbation theory will fail, or ‘new physics’ will enter. It is, in fact,
curiously reminiscent of the original situation with the four-fermion current–
current interaction itself (compare (22.10) with (22.206)). Perhaps this is a
clue that we may eventually need to replace the Higgs phenomenology. At all
events, this line of reasoning seems to imply that the Higgs boson will either
be found at a mass well below 1 TeV, or else some electroweak interactions
will become effectively strong with new physical consequences. This ‘no lose’
situation provided powerful motivation for the construction of the LHC.

There is also an interesting lower bound on the Higgs mass, which is de-
rived from the requirement of vacuum stability. If the Higgs mass is suffi-
ciently lighter than the top quark mass, the top quark loop contribution to
the running of the quartic coupling λ(E) can cause the coupling to go nega-
tive at large energy scales (Cabibbo et al. 1979). This would imply that, at
such scales, the effective scalar potential of the Standard Model would be un-
bounded below at large absolute values of the field, and there would no longer
be a stable ground state (vacuum). This can be tolerated if the lifetime of the
metastable vacuum is less that the age of the Universe (see Isidori et al. 2001,
and references cited therein). A re-examination of the issue by Elias-Miro et
al. (2012) showed that the Standard Model vacuum would become unstable
at scales around the Planck mass, for mH < 130 GeV. For mH ∼ 125 GeV,
instability occurs at scales of order 1010 GeV, but the lifetime is greater than
the age of the Universe. Of course, new physics may enter well before such a
scale. It is nevertheless intriguing that a Higgs mass in this region may have
implications for the physics of the early Universe.

We now consider some simple aspects of Higgs boson production and de-
cay processes at collider energies, as predicted by the Standard Model, and
conclude with the experiments leading to the probable Higgs boson discovery
in 2012.

22.8.3 Higgs boson searches and the 2012 discovery

We begin by considering the main production and decay modes. The existing
lower bound on mH established at LEP (LEP 2003)

mH ≥ 114.4 GeV (95% Confidence Level) (22.208)

already excluded many possibilities in both production and decay. Subsequent
searches were carried out at the hadron colliders. At both the Tevatron and
the LHC, the dominant parton-level production mechanism is ‘gluon fusion’
via an intermediate top quark loop as shown in figure 22.27 (Georgi et al.
1978, Glashow et al. 1978, Stange et al. 1994a,b). The intermediate t quark
dominates, because the Higgs couplings to fermions are proportional to the
fermion mass. Since the gluon probability distribution rises rapidly at small
x values, which are probed at larger collider energy

√
s, the cross section for
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For Λ ∼ 1016 GeV, this gives mH < 160 GeV. On the other hand, if the 
non-perturbative regime sets in at 1TeV, then the bound on mH is weaker, 
mH < 750 GeV. 

This is an oversimplified argument for various reasons, though the essential 
point is correct. An important omission is the contribution of the top quark to 
the running of λ(E). A more refined version (Hambye and Riesselmann 1997) 
concludes that for mH < 180 GeV the perturbative regime could extend all 
the way to the Planck mass, ∼ 1019 GeV. 

There is another, independent, argument which suggests that mH cannot 
be too large. We have previously considered violations of unitarity by the 
lowest-order diagrams for certain processes (see chapter 21 and section 22.6). 
As we saw, in a non-gauge theory with massive vector bosons, such violations 
are associated with the longitudinal polarization states of the bosons, which 

μcarry factors proportional to the 4-momentum k (see (22.18)). In a gauge 
theory, strong cancellations in the high energy behaviour occur between differ-
ent lowest-order diagrams. This behaviour is characteristic of gauge theories 
(Llewellyn Smith 1973, Cornwall et al. 1974), and is related to their renor-
malizability. One process of this sort which we did not yet consider, however, 
is that in which two longitudinally polarized W’s scatter from each other. A 
considerable number of diagrams (7 in all) contribute to this process, in lead-
ing order : exchange of γ, Z and Higgs particles, together with the W–W self 
interaction. When all these are added up the high-energy behaviour of the 
total amplitude turns out to be proportional to λ, the Higgs coupling constant 
(see for example Ellis, Stirling and Webber 1996, chapter 8). This at first sight 
unexpected result can be understood as follows. The longitudinal components 

μ ˆof the W’s arise from the ‘∂ φ’ parts in (22.30) (compare equation (19.48) in 
the U(1) case), which produce kμ factors. Thus the scattering of longitudinal 
W’s is effectively the scattering of the 3 Goldstone bosons in the complex 
Higgs doublet. These bosons have self interactions arising from the λ(φ̂†φ̂)2 

Higgs potential, for which the Feynman amplitude is just proportional to λ. 
Now, although such a constant term obviously cannot violate unitarity as the 
energy increases (as happened in the other cases), it can do so if λ itself is too 

2big – and since λ ∝ m , this puts a bound on mH. A constant amplitude is H

pure J = 0 and so, in order of magnitude, we expect unitarity to imply λ < 1. 
In terms of standard quantities, 

√ 
2λ = mHGF/ 2, (22.205) 

and so we expect 
−1/2 

mH < G ∼ 300 GeV, (22.206) F 

an energy scale we have seen several times before. A more refined analysis 
(Lee et al. 1977a,b) gives 

√ )1/2(
8 2π 

mH < ≈ 1TeV. (22.207) 
3GF 
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already excluded many possibilities in both production and decay. Subsequent 
searches were carried out at the hadron colliders. At both the Tevatron and 
the LHC, the dominant parton-level production mechanism is ‘gluon fusion’ 
via an intermediate top quark loop as shown in figure 22.27 (Georgi et al. 
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dominates, because the Higgs couplings to fermions are proportional to the 
fermion mass. Since the gluon probability distribution rises rapidly at small √ 
x values, which are probed at larger collider energy s, the cross section for 
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FIGURE 22.29
Higgs boson production in association with W or Z.

FIGURE 22.30
Higgs boson production in association with a t t̄ pair.

while the order is reversed at the Tevatron because the initial state is pp̄.
A fourth production possibility, at a significantly smaller rate, is ‘associated
production with top quarks’ as shown in figure 22.30, for example. Figure
22.31 (taken from Ellis, Stirling and Webber 1996) shows the cross sections
for the various production processes as a function of mH, for pp collisions
at

√
s = 14 TeV. Updated calculations (including QCD and electroweak

corrections) are described in reports by Dittmaier et al. (2011, 2012), which
present the results of a very large-scale theoretical effort.

The Higgs boson must be detected via its decays. For mH < 135 GeV,
decays to fermion–antifermion pairs dominate, of which bb̄ has the largest
branching ratio because of the larger value ofmb; the decay to τ+τ− is roughly
an order of magnitude smaller. The width of H → f f̄ is easily calculated to
lowest order and is (problem 22.11)

Γ(H → f f̄) =
CGFm

2
fmH

4π
√
2

(
1−

4m2
f

m2
H

)3/2

, (22.209)

where the colour factor C is 3 for quarks and 1 for leptons. For such mH

values, Γ(H → f f̄) is less than 5 MeV, and the total decay width is less than

426 22. The GSW Gauge Theory of Electroweak Interactions 

FIGURE 22.27 
Higgs boson production process by ‘gluon fusion’. 

FIGURE 22.28 
Higgs boson production process by ‘vector boson fusion’. 

this process (which is the same for pp and pp̄ colliders) will rise with energy. √ 
At the Tevatron with s = 1.96 TeV, the cross section ranges from about 
1 pb for mH - 100 GeV to 0.2 pb for mH - 200 GeV. At an LHC energy √ 
of s = 7 TeV, the cross section is about 25 pb for mH - 100 GeV and 0.1 √ 
pb for mH - 700 GeV, rising to about 70 pb and 1 pb respectively at s = 
14 TeV (Dittmaier et al. 2011). These numbers include QCD corrections, 
which increase the parton-level cross sections by a factor of about 2. 

The next largest cross sections, some ten times smaller than the gluon 
fusion process, are for Higgs production via ‘vector boson fusion’ (qq' → qq'H, 
see figure 22.28) and for associated production of a Higgs boson with a vector 
boson (qq̄ → WH, ZH, see figure 22.29). 

These processes involve the trilinear Higgs couplings to the vector bosons, 
which are proportional to their masses (see appendix Q). At the LHC, the first 
of these cross sections is somewhat larger than the second for mH < 130 GeV, 



426 22. The GSW Gauge Theory of Electroweak Interactions

FIGURE 22.27
Higgs boson production process by ‘gluon fusion’.

FIGURE 22.28
Higgs boson production process by ‘vector boson fusion’.
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which increase the parton-level cross sections by a factor of about 2.
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fusion process, are for Higgs production via ‘vector boson fusion’ (qq' → qq'H,
see figure 22.28) and for associated production of a Higgs boson with a vector
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These processes involve the trilinear Higgs couplings to the vector bosons,
which are proportional to their masses (see appendix Q). At the LHC, the first
of these cross sections is somewhat larger than the second for mH < 130 GeV,
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Higgs boson production in association with a t t̄ pair. 
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present the results of a very large-scale theoretical effort. 

The Higgs boson must be detected via its decays. For mH < 135 GeV, 
decays to fermion–antifermion pairs dominate, of which bb̄ has the largest 
branching ratio because of the larger value of mb; the decay to τ

+τ− is roughly 
an order of magnitude smaller. The width of H → f f̄ is easily calculated to 
lowest order and is (problem 22.11) 

)3/22 2CGFmf mH 
( 

4mf
Γ(H → f f̄) = √ 1− , (22.209) 24π 2 mH 

where the colour factor C is 3 for quarks and 1 for leptons. For such mH 
values, Γ(H → f f̄) is less than 5 MeV, and the total decay width is less than 
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FIGURE 22.32
Higgs boson decay via quark triangle.

Figure 22.33, taken from Ellis, Stirling and Webber (1996), shows the
complete set of phenomenologically relevant Higgs branching ratios for a Higgs
boson with mH < 200 GeV. Updated results for SM Higgs branching ratios
are reported in Dittmaier et al. (2012).

We turn now to the experiments. The Tevatron pp̄ collider at Fermilab
operated at

√
s = 1.96 TeV until its shutdown in 2011. Higgs searches were

conducted by two experiments, CDF and D0, which each collected approx-
imately 10 fb−1 of data with the capability of seeing a Higgs signal in the
mass range 90–185 GeV. The analyses searched for a Higgs boson produced
through gluon fusion, in association with a vector boson, and through vector
boson fusion. The decays H → bb̄, H → W+W−, H → ZZ, H → τ+τ− and
H → γγ were all studied.

The LHC is a pp collider at CERN which started running in 2010. The two
general purpose detectors ATLAS (‘A Toroidal LHC ApparatuS’) and CMS
(‘Compact Muon Solenoid’) were designed to study physics at the TeV scale,
and in particular to search for the Higgs boson. In 2011, the LHC delivered
to ATLAS and CMS up to 5.1 fb−1 of integrated luminosity of pp collisions
at

√
s = 7 TeV. In 2012 the CMS energy was increased to 8 TeV, and by July

2012 up to 5.9 fb−1 of further data was delivered. At the LHC, the main Higgs
boson production processes are the same as at the Tevatron, but as mentioned
above vector boson fusion is more important than production in association
with W or Z, or with t̄t. The LHC experiments are sensitive to Higgs bosons
of much higher mass than the Tevatron experiments, ranging from the LEP
bound (22.209) up to about 600 GeV. The same decay channels were studied
as at the Tevatron.

By early 2012, the ATLAS and CMS experiments had excluded an mH

value in the interval 129 GeV to 539 GeV at the 95% CL, and the mass
region 120–130 GeV was under intensive study, excesses of events having been
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FIGURE 22.31 
Higgs boson production cross sections in pp collisions at the LHC (figure 
from R K Ellis, W J Stirling and B R Webber QCD and Collider Physics 
1996, courtesy Cambridge University Press). 

210 MeV. QCD corrections are largely accounted for by replacing m in the first f 
factor on the right-hand side of (22.209), which arises from the Higgs-fermion 
Yukawa coupling, by the MS running mass value mf 

2(mH). 
However, the large rate for the process gg → H → bb̄ has to compete 

against a very large background from the inclusive production of pp (or pp̄) → 
bb̄+X via the strong interaction. The Higgs signal can be separated from such 
a background by using subleading decay modes such as H → γγ. The Higgs 
boson’s coupling to photons is induced by quark triangle loops (figure 22.32) 
or a W loop. In a similar way, the associated production modes W±H, ZH, 
allow use of the leptonic W and Z decays to reject QCD backgrounds. 

Decays to a pair of vector bosons are also important. The tree-level width 
for H → W+W− is (problem 22.11) 

3 )1/2 (
GFm 4M2 4M2 M4 

H 
(

W W W 
)

Γ(H → W+W−) = √ 1− 1− + 12 ,2 2 4 
H H H8π 2 m m m

(22.210) 
and the width for H → ZZ is the same with MW → MZ and a factor of 

1 to 
allow for the two identical bosons in the final state. These widths rise rapidly 
with mH, reaching Γ ∼ 1 GeV when mH ∼ 200 GeV. Even for values of 
mH below the physical W

+W− and ZZ thresholds, H can still decay through 
modes mediated by virtual bosons, via the off-shell decays H → WW∗ and 
H → ZZ∗ . 

2 
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FIGURE 22.31
Higgs boson production cross sections in pp collisions at the LHC (figure
from R K Ellis, W J Stirling and B R Webber QCD and Collider Physics
1996, courtesy Cambridge University Press).
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against a very large background from the inclusive production of pp (or pp̄) →
bb̄+X via the strong interaction. The Higgs signal can be separated from such
a background by using subleading decay modes such as H → γγ. The Higgs
boson’s coupling to photons is induced by quark triangle loops (figure 22.32)
or a W loop. In a similar way, the associated production modes W±H, ZH,
allow use of the leptonic W and Z decays to reject QCD backgrounds.
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and the width for H → ZZ is the same with MW → MZ and a factor of 1

2 to
allow for the two identical bosons in the final state. These widths rise rapidly
with mH, reaching Γ ∼ 1 GeV when mH ∼ 200 GeV. Even for values of
mH below the physical W+W− and ZZ thresholds, H can still decay through
modes mediated by virtual bosons, via the off-shell decays H → WW∗ and
H → ZZ∗.
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FIGURE 22.32 
Higgs boson decay via quark triangle. 
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boson with mH < 200 GeV. Updated results for SM Higgs branching ratios 
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At about the same time, the CDF and D0 collaborations at the Tevatron
reported the combined results of their searches for a SM Higgs boson produced
in association with a W or a Z boson, and subsequently decaying to a bb̄ pair.
The data corresponded to an integrated luminosity of 9.7 fb−1. An excess of
events was observed in the mass range 120–135 GeV, at a significance of 3σ,
which was interpreted as evidence for a new particle, consistent with the SM
Higgs boson (Aaltonen et al. 2012). This provided the first strong indication
for the decay of the new particle to a fermion–antifermion pair at a rate
consistent with the SM prediction.

Is the particle discovered by the ATLAS and CMS collaborations the Higgs
boson of the Standard Model? The decay to two photons implies that its
spin cannot be unity (Landau 1948, Yang 1950), but spin-0 has not yet been
established. Even so, this already implies that the particle is different from all
the other SM particles. The decay modes γγ, ZZ∗, WW∗ have been observed
by ATLAS and CMS, and bb̄ by CDF/D0. The τ+τ− mode has not yet been
seen. A measure of the compatibility of the observed boson with the SM
Higgs boson is provided by the best-fit value of the common signal strength
parameter μ defined by

μ = σ · BR/(σ · BR)SM (22.213)

where σ is the boson production cross section and BR is the branching ratio
of the boson to the observed final state. ‘SM’ denotes the SM prediction, so
that the value μ = 1 is the SM hypothesis. ATLAS reported a best-fit μ-value
of μ = 1.4 ± 0.3 for mH = 126 GeV; the μ-values for the individual channels
were all within one standard deviation (s.d.) of unity. CMS reported a best-fit
value of μ = 0.87± 0.23 at mH = 125.5 GeV, and again the individual values
in the observed channels were within 1 s.d. of unity. The conclusion is that
these results are consistent, within uncertainties, with the predictions for the
SM Higgs boson.

We end this book with a discovery which opens a new era in particle
physics, in which the electroweak symmetry-breaking (Higgs) sector will be
rigorously tested. The aim will be to measure the couplings of the new boson
to the other SM particles with increasing accuracy, so as to reveal possible
deviations from the SM values. The level of precision required to provide
clear pointers to physics beyond the SM may be very high (see for example
Gupta et al. 2012). The LHC will continue running until early 2013, when
it will be shut down for machine improvements needed to allow operation at√
s = 14 TeV and higher luminosity; beyond that, the High Luminosity LHC

is planned to begin data-taking in 2022. However, just as the discovery of the
W and Z bosons at the CERN pp̄ collider was followed by precision studies
at the e+e− colliders LEP and SLC, a lepton collider is likely to be needed on
the next stage of this fundamental exploration.
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FIGURE 22.33 
Branching ratios of the Higgs boson (figure from R K Ellis, W J Stirling and 
B R Webber QCD and Collider Physics 1996, courtesy Cambridge University 
Press). 

reported by both experiments in the region 124–126 GeV (Aad et al. 2012a, 
Chatrchyan et al. 2012a). Then, on July 4, 2012, the ATLAS and CMS 
collaborations simultaneously announced the observation (at a significance 
greater than 5σ) of a new boson with a mass in the range 125–126 GeV and 
with properties compatible with those of a SM Higgs boson. These results 
(updated) are reported in Aad et al. (2012b) and Chatrchyan et al. (2012b). 
The crucial channels in the discovery were the decay modes H → γγ and 
H → ZZ∗ → 4 leptons, both of which provide a high-resolution invariant 
mass for fully reconstructed candidates. The cover illustration for Volume 1 
of this book (copyright CERN) shows a candidate γγ event recorded by CMS, 
and that for volume 2 (copyright CERN) shows a candidate four muon event 
recorded by ATLAS. The channel H → WW∗ → LνLν is equally sensitive but 
has low resolution. The ATLAS result for the mass of the boson was (Aad et 
al. 2012b) 

126.0± 0.4(stat)± 0.4(syst.) GeV (22.211) 

and the CMS result was (Chatrchyan et al. 2012b) 

125.3± 0.4(stat) ± 0.5(syst.) GeV. (22.212) 
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FIGURE 22.33
Branching ratios of the Higgs boson (figure from R K Ellis, W J Stirling and
B R Webber QCD and Collider Physics 1996, courtesy Cambridge University
Press).
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in the gauge in which it is real. The non-vanishing component has t3 = −1,
using

t3 =

⎛
⎝

1 0 0
0 0 0
0 0 −1

⎞
⎠

in the ‘angular-momentum-like’ basis. Since we want the charge of the vacuum
to be zero, and we have Q = t3 + y/2, we must assign y(φ̂) = 2. So the

covariant derivative on φ̂ is

(∂μ + igt · Ŵ μ + ig'B̂μ)φ̂,

where
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and t3 is as above (it is easy to check that these three matrices do satisfy the
required SU(2) commutation relations [t1, t2] = it3). Show that the photon
and Z fields are still given by (22.36) and (22.37), with the same sin θW as in
(22.39), but that now

MZ =
√
2MW/ cos θW.

What is the value of the parameter ρ in this model?

22.9 Use (22.188) to verify (22.190).

22.10 Calculate the lifetime of the top quark to decay via t → W+ + b.

22.12 Using the Higgs couplings given in appendix Q, verify (22.209) and
(22.210).

)

432 

22.1 

22. The GSW Gauge Theory of Electroweak Interactions 

Problems 

(a) Using the representation for α, β  and γ5 introduced in section 20.2.2 
(equation (20.14)), massless particles are described by spinors of the 
form ( 

φ+E1/2 †(normalized to u u = 2E)u = 
φ− 

where σ · p̂φ± = ±φ±, p̂ = p|p|. Find the explicit form of u for the 
case p̂ = (sin θ, 0, cos θ). 

(b)  Consider the process ν̄μ+μ− → ν̄e+e−, discussed in section 22.1, in the 
limit in which all masses are neglected. The amplitude is proportional 
to 

GFv̄(ν̄μ, R)γμ(1 − γ5)u(μ− , L)ū(e− , L)γμ(1 − γ5)v(ν̄e, R) 

where we have explicitly indicated the appropriate helicities R or L 
(note that, as explained in section 20.2.2, (1 − γ5)/2 is the projec-
tion operator for a right-handed antineutrino). In the CM frame, 
let the initial μ− momentum be (0, 0, E) and the final e− momen-
tum be E(sin θ, 0, cos θ). Verify that the amplitude is proportional to 
GFE

2(1+cos θ). (Hint: evaluate the ‘easy’ part v̄(ν̄μ)γμ(1− γ5)u(μ−) 
first; this will show that the components μ = 0, z  vanish, so that only 
the μ = x, y components of the dot product need to be calculated.) 

22.2 Verify equation (22.20). 

22.3 Check that when the polarization vector of each photon in figures 22.7(a) 
and (b) is replaced by the corresponding photon momentum, the sum of these 
two amplitudes vanishes. 

22.4 By identifying the part of (22.45) which has the form (22.57), derive 
(22.58). 

22.5 Using the vertex (22.48), verify (22.79). 

22.6 Insert (22.29) into (22.151) to derive (22.153). 

22.7 Verify that the neutral current part of (22.159) is diagonal in the ‘mass’ 
basis. 

22.8 Suppose that the Higgs field is a triplet of SU(2)L rather than a doublet; 
and suppose that its vacuum value is 

<0|φ̂|0> = 

⎛
⎝ 

0 
0 
f 

⎞
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M  
Group Theory  

M.1 Definition and simple examples 
A group G is a set of elements (a, b, c, . . .) with a law for combining any two 
elements a, b so as to form their ordered ‘product’ ab, such that the following 
four conditions hold: 

(i)  For every a, b ∈ G, the product ab ∈ G (the symbol ‘∈’ means ‘belongs 
to’, or ‘is a member of’). 

(ii) The law of combination is associative, i.e. 

(ab)c = a(bc).  (M.1) 

(iii) G contains a unique identity element, e, such that for all a ∈ G, 

ae = ea = a.  (M.2) 

(iv) For all a ∈ G, there is a unique inverse element, a−1, such that 

−1 −1 aa = a a = e.  (M.3) 

Note that in general the law of combination is not commutative – i.e. 
ab / ba; if it is commutative, the group is Abelian; if not, it is non-Abelian.= 
Any finite set of elements satisfying the conditions (i)–(iv) forms a finite group, 
the order of the group being equal to the number of elements in the set. If 
the set does not have a finite number of elements it is an infinite group. 

As a simple example, the set of four numbers (1, i, –1, –i) form a finite 
Abelian group of order 4, with the law of combination being ordinary multi-
plication. The reader may check that each of (i)–(iv) is satisfied, with e taken 
to be the number 1, and the inverse being the algebraic reciprocal. A second 
group of order 4 is provided by the matrices 

( 
1 0  

) ( 
0 1 

) ( 
−1 0 

) ( 
0 −1 

) 
, , , , (M.4) 

0 1  −1 0  0 −1 1 0 

with the combination law being matrix multiplication, ‘e’ being the first (unit) 
matrix, and the inverse being the usual matrix inverse. Although matrix 
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M.3 Generators of Lie groups

Consider (following Lichtenberg 1970, chapter 5) a group of transformations
defined by

x'
i = fi(x1, x2, . . . , xN ;α1, α2, . . . , αr), (M.6)

where the xi’s (i = 1, 2, . . . , N) are the ‘coordinates’ on which the transfor-
mations act, and the α’s are the (real) parameters of the transformations. By
convention, α = 0 is the identity transformation, so

xi = fi(x,0). (M.7)

A transformation in the neighbourhood of the identity is then given by

dxi =

rE
ν=1

∂fi
∂αν

dαν , (M.8)

where the {dαν} are infinitesimal parameters, and the partial derivative is
understood to be evaluated at the point (x,0).

Consider now the change in a function F (x) under the infinitesimal trans-
formation (M.8). We have

F → F + dF = F +
NE
i=1

∂F

∂xi
dxi

= F +

NE
i=1

|
rE

ν=1

∂fi
∂αν

dαν

|
∂F

∂xi

≡ {1−
rE

ν=1

dαν iX̂ν}F, (M.9)

where

X̂ν ≡ i

NE
i=1

∂fi
∂αν

∂

∂xi
(M.10)

is a generator of infinitesimal transformations1. Note that in (M.10) ν runs
from 1 to r, so there are as many generators as there are parameters labelling
the group elements. Finite transformations are obtained by ‘exponentiating’
the quantity in braces in (M.9) (compare (12.30)):

Û(α) = exp{−iα · X̂}, (M.11)

1Clearly there is lot of ‘convention’ (the sign, the i) in the definition of X̂ν . It is chosen
for convenient consistency with familiar generators, for example those of SO(3) (see section
M.4.1).

'
' ' 
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multiplication is not commutative in general, it happens to be so for these 
particular matrices. In fact, the way these four matrices multiply together 
is (as the reader can verify) exactly the same as the way the four numbers 
(1, i, −1, −i) (in that order) do. Further, the correspondence between the 
elements of the two groups is ‘one to one’: that is, if we label the two sets 
of group elements by (e, a, b, c) and (e , a', b', c'), we have the correspondences 
e ↔ e , a  ↔ a', b  ↔ b', c  ↔ c . Two groups with the same multiplication 
structure, and with a one-to-one correspondence between their elements, are 
said to be isomorphic. If they have the same multiplication structure but the 
correspondence is not one-to-one, they are homomorphic. 

M.2 Lie groups 
We are interested in continuous groups – that is, groups whose elements are 
labelled by a number of continuously variable real parameters α1, α2, . . . , αr : 
g(α1, α2, . . . , αr) ≡ g(α). In particular, we are concerned with various kinds of 
‘coordinate transformations’ (not necessarily space-time ones, but including 
also ‘internal’ transformations such as those of SU(3)). For example, rotations 
in three dimensions form a group, whose elements are specified by three real 
parameters (e.g. two for defining the axis of the rotation, and one for the angle 
of rotation about that axis). Lorentz transformations also form a group, this 
time with six real parameters (three for 3-D rotations, three for pure velocity 
transformations). The matrices of SU(3) are specified by the values of eight 
real parameters. By convention, parametrizations are arranged in such a 
way that g(0) is the identity element of the group. For a continuous group, 
condition (i) takes the form 

g(α)g(β) = g(γ(α,β)), (M.5) 

where the parameters γ are continuous functions of the parameters α and β. 
A more restrictive condition is that γ should be an analytic function of α and 
β; if this is the case, the group is a Lie group. 

The analyticity condition implies that if we are given the form of the 
group elements in the neighbourhood of any one element, we can ‘move out’ 
from that neighbourhood to other nearby elements, using the mathematical 
procedure known as ‘analytic continuation’ (essentially, using a power series 
expansion); by repeating the process, we should be able to reach all group 
elements which are ‘continuously connected’ to the original element. The 
simplest group element to consider is the identity, which we shall now denote 
by I. Lie proved that the properties of the elements of a Lie group which can 
be reached continuously from the identity I are determined from elements 
lying in the neighbourhood of I. 
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M.3 Generators of Lie groups 
Consider (following Lichtenberg 1970, chapter 5) a group of transformations 
defined by 

x ' = fi(x1, x2, . . . , xN ;α1, α2, . . . , αr), (M.6) i 

where the xi’s (i = 1, 2, . . . , N) are the ‘coordinates’ on which the transfor-
mations act, and the α’s are the (real) parameters of the transformations. By 
convention, α = 0 is the identity transformation, so 

xi = fi(x,0). (M.7) 

A transformation in the neighbourhood of the identity is then given by 

r
∂fi

dxi dαν , (M.8) = 
∂ανν=1 

where the {dαν } are infinitesimal parameters, and the partial derivative is 
understood to be evaluated at the point (x,0). 

Consider now the change in a function F (x) under the infinitesimal trans-
formation (M.8). We have 

N
∂F 

F → F + dF = F + dxi
∂xii=1 

N r
| 
∂F∂fi 

= F + dαν
∂αν ∂xii=1 ν=1 

r

dαν iX̂ν }F, ≡ {1− (M.9) 
ν=1 

where 
N

∂αν ∂xii=1 

∂fi ∂
X̂ν ≡ i (M.10) 

is a generator of infinitesimal transformations1 . Note that in (M.10) ν runs 
from 1 to r, so there are as many generators as there are parameters labelling 
the group elements. Finite transformations are obtained by ‘exponentiating’ 
the quantity in braces in (M.9) (compare (12.30)): 

ˆ ˆU(α) = exp{−iα · X}, (M.11) 

1Clearly there is lot of ‘convention’ (the sign, the i) in the definition of X̂ν . It is chosen 
for convenient consistency with familiar generators, for example those of SO(3) (see section 
M.4.1). 
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(compare (12.64)), or

dx1 = −E2x3 + E3x2, dx2 = −E3x1 + E1x3, dx3 = −E1x2 + E2x1. (M.19)

Thus in (M.8), identifying dα1 ≡ E1, dα2 ≡ E2, dα3 ≡ E3, we have

∂f1
∂α1

= 0,
∂f1
∂α2

= −x3,
∂f1
∂α3

= x2, etc. (M.20)

The generators (M.10) are then

X̂1 = ix3
∂

∂x2
− ix2

∂
∂x3

X̂2 = ix1
∂

∂x3
− ix3

∂
∂x1

X̂3 = ix2
∂

∂x1
− ix1

∂
∂x2

⎫
⎪⎬
⎪⎭

(M.21)

which are easily recognized as the quantum-mechanical angular momentum
operators

X̂ = x×−i∇, (M.22)

which satisfy the SO(3) algebra

[X̂i, X̂j ] = iEijkX̂k. (M.23)

The action of finite rotations, parametrized by α = (α1, α2, α3), on functions
F is given by

Û(α) = exp{−iα · X̂}. (M.24)

The operators Û(α) form a group which is isomorphic to SO(3). The structure
constants of SO(3) are iEijk, from (M.23).

M.4.2 SU(2)

We write the infinitesimal SU(2) transformation (acting on a general complex
two-component column vector) as (cf (12.27))

(
q'1
q'2

)
= (1 + iE · τ/2)

(
q1
q2

)
, (M.25)

so that

dq1 =
iE3
2
q1 +

(
iE1
2

+
E2
2

)
q2

dq2 =
−iE3
2

q2 +

(
iE1
2

− E2
2

)
q1. (M.26)

Then (with dα1 ≡ E1 etc.)

∂f1
∂α1

=
iq2
2
,
∂f1
∂α2

=
q2
2
,
∂f1
∂α3

=
iq1
2
, (M.27)
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ˆ ˆwhere we have written  
Er 

αν Xν = α · X.ν=1 
An important theorem states that the commutator of any two generators 

of a Lie group is a linear combination of the generators: 

ν[X̂λ, X̂μ] =  c X̂ν , (M.12) λμ 

νwhere the constants c are complex numbers called the structure constants λμ 
of the group; a sum over ν from 1 to r is understood on the right-hand side. 
The commutation relations (M.12) are called the algebra of the group. 

M.4 Examples 
M.4.1 SO(3) and three-dimensional rotations 
Rotations in three dimensions are defined by 

'x = R x, (M.13) 

where R is a real 3 × 3 matrix such that the length of x is preserved, i.e. 
'T ' Tx x = x x. This implies that RTR = I, so that R is an orthogonal matrix. 

It follows that 

1 = det(RTR) = detRTdetR = (detR)2 , (M.14) 

and so detR = ±1. Those R’s with detR = −1 include a parity transformation 
'(x = −x), which is not continuously connected to the identity. Those with 

detR = 1 are ‘proper rotations’, and they form the elements of the group 
SO(3): the S pecial O rthogonal group in 3 dimensions. 

An R close to the identity matrix I can be written as R = I + δR where 

(I + δR)T(I + δR) = I.  (M.15) 

Expanding this out to first order in δR gives 

δRT = −δR, (M.16) 

so that δR is an antisymmetric 3 × 3 matrix (compare (12.19)). We may 
parametrize δR as ⎛ 

0  3 − 2 
⎞ 

δR = − 3 0  1 (M.17) ⎠ ,⎝ 
 2 − 1 0 

and an infinitesimal rotation is then given by 

'x = x − E × x, (M.18) 
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where we have written
r
ν=1 ανX̂ν = α · X̂.

An important theorem states that the commutator of any two generators
of a Lie group is a linear combination of the generators:

[X̂λ, X̂μ] = cνλμX̂ν , (M.12)

where the constants cνλμ are complex numbers called the structure constants
of the group; a sum over ν from 1 to r is understood on the right-hand side.
The commutation relations (M.12) are called the algebra of the group.

M.4 Examples

M.4.1 SO(3) and three-dimensional rotations

Rotations in three dimensions are defined by

x' = Rx, (M.13)

where R is a real 3 × 3 matrix such that the length of x is preserved, i.e.
x'Tx' = xTx. This implies that RTR = I, so that R is an orthogonal matrix.
It follows that

1 = det(RTR) = detRTdetR = (detR)2, (M.14)

and so detR = ±1. Those R’s with detR = −1 include a parity transformation
(x' = −x), which is not continuously connected to the identity. Those with
detR = 1 are ‘proper rotations’, and they form the elements of the group
SO(3): the Special O rthogonal group in 3 dimensions.

An R close to the identity matrix I can be written as R = I + δR where

(I + δR)T(I + δR) = I. (M.15)

Expanding this out to first order in δR gives

δRT = −δR, (M.16)

so that δR is an antisymmetric 3 × 3 matrix (compare (12.19)). We may
parametrize δR as

δR =

⎛
⎝

0 3 − 2

− 3 0 1

2 − 1 0

⎞
⎠ , (M.17)

and an infinitesimal rotation is then given by

x' = x− E× x, (M.18)
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(compare (12.64)), or 

dx1 = −E2x3 + E3x2, dx2 = −E3x1 + E1x3, dx3 = −E1x2 + E2x1. (M.19) 

Thus in (M.8), identifying dα1 ≡ E1, dα2 ≡ E2, dα3 ≡ E3, we have 

∂f1 ∂f1 ∂f1
= 0, = −x3, = x2, etc. (M.20) 

∂α1 ∂α2 ∂α3 

The generators (M.10) are then 

ˆ ∂ ∂X1 = ix3 − ix2 
⎫

∂x2 ∂x3 
∂ 

⎪
X̂2 = ix1 

∂ − ix3 

⎬ 
(M.21) 

∂x3 ∂x1 
ˆ ∂ ∂= ix2 − ix1X3 ∂x2 

⎪
∂x1 

⎭ 

which are easily recognized as the quantum-mechanical angular momentum 
operators 

X̂ = x ×−i∇, (M.22) 

which satisfy the SO(3) algebra 

[X̂i, X̂j ] = iEijk X̂k. (M.23) 

The action of finite rotations, parametrized by α = (α1, α2, α3), on functions 
F is given by 

ˆ ˆU(α) = exp{−iα · X}. (M.24) 

The operators Û(α) form a group which is isomorphic to SO(3). The structure 
constants of SO(3) are iEijk, from (M.23). 

M.4.2 SU(2) 
We write the infinitesimal SU(2) transformation (acting on a general complex 
two-component column vector) as (cf (12.27)) 

( 
q1 

) ( 
q1 

) 
= (1 + iE · τ /2) , (M.25) 

q q22 

so that 

iE3 
( 
iE1 E2 

)
dq1 = q1 + + q2

2 2 2 

−iE3 
( 
iE1 E2 

)
dq2 = q2 + − q1. (M.26) 

2 2 2 

Then (with dα1 ≡ E1 etc.) 

∂f1 iq2 ∂f1 q2 ∂f1 iq1 
= , = , = , (M.27) 

∂α1 2 ∂α2 2 ∂α3 2 
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Relabelling these last three generators as Ŷ1 ≡ X̂4, Ŷ2 ≡ X̂5, Ŷ3 ≡ X̂6, we
find the following algebra:

[X̂i, X̂j] = iEijkX̂k (M.37)

[X̂i, Ŷj ] = iEijkŶk (M.38)

[Ŷi, Ŷj ] = iEijkX̂k, (M.39)

together with
[X̂1, Ŷ1] = [X̂2, Ŷ2] = [X̂3, Ŷ3] = 0. (M.40)

(M.37) confirms that the three generators controlling infinitesimal transfor-
mations among the first three components x obey the angular momentum
commutation relations. (M.37)–(M.40) constitute the algebra of SO(4).

This algebra may be simplified by introducing the linear combinations

M̂i =
1

2
(X̂i + Ŷi) (M.41)

N̂i =
1

2
(X̂i − Ŷi), (M.42)

which satisfy
[M̂i, M̂j] = iEijkM̂k (M.43)

[N̂i, N̂j] = iEijkN̂k (M.44)

[M̂i, N̂j ] = 0. (M.45)

From (M.43)–(M.45) we see that, in this form, the six generators have sep-
arated into two sets of three, each set obeying the algebra of SO(3) (or of
SU(2)), and commuting with the other set. They therefore behave like two
independent angular momentum operators. The algebra (M.43)–(M.45) is re-
ferred to as SU(2) × SU(2).

M.4.4 The Lorentz group

In this case the quadratic form left invariant by the transformation is the
Minkowskian one (x0)2 − x2 (see appendix D of volume 1). We may think of
infinitesimal Lorentz transformations as corresponding physically to ordinary
infinitesimal 3-D rotations, together with infinitesimal pure velocity transfor-
mations (‘boosts’). The basic 4-vector then transforms by

x0' = x0 − η · x
x' = x− E× x− ηx0

}
(M.46)

where η is now the infinitesimal velocity parameter (the reader may check
that (x0)2 − x2 is indeed left invariant by (M.46), to first order in E and η).
The six generators are then X̂1, X̂2, X̂3 as in (M.21), together with

K̂1 = −i

(
x1 ∂

∂x0
+ x0 ∂

∂x1

)
(M.47)

' 

' 

' 

' 

' 
' 
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∂f2 iq1 ∂f2 q2 ∂f2 iq2 
= , = − , = − , (M.28) 

∂α1 2 ∂α2 2 ∂α3 2 

and (from (M.10)) 
1 
{ 

∂ ∂ 
}

X̂ − (M.29) + q1 = q21 2 ∂q1 ∂q2 

i 
{ 

∂ ∂ 
}

X̂ − q1 (M.30) = q22 2 ∂q1 ∂q2 

1 
{

∂ ∂ 
}

X̂ = −q1 + q2 . (M.31) 3 2 ∂q1 ∂q2 

It is an interesting exercise to check that the commutation relations of the 
X̂
therefore said to have the same algebra, with the same structure constants, 
and they are in fact isomorphic in the vicinity of their respective identity 
elements. They are not the same for ‘large’ transformations, however, as we 
discuss in section M.7. 

M.4.3  SO(4): The special orthogonal group in four 
dimensions 

This is the group whose elements are 4 × 4 matrices S such that STS = I, 
where I is the 4×4 unit matrix, with the condition detS = +1. The Euclidean 

2 2 2 2(length)2  x1 + x2 + x3 + x is left invariant under SO(4) transformations. 4 
Infinitesimal SO(4) transformations are characterized by the 4-D analogue 
of those for SO(3), namely by 4 × 4 real antisymmetric matrices δS, which 
have 6 real parameters. We choose to parametrize δS in such a way that the 
Euclidean 4-vector (x, x4) is transformed to (cf (18.76) and (18.77)) 

i’s are exactly the same as those of the X̂i’s in (M.23). The two groups are 

x = x − E × x − ηx4, 
x = 4 x4 + η · x,  (M.32) 

where x = (x1, x2, x3) and η = (η1, η2, η3). Note that the first three compo
nents transform by (M.18) when η = 0, so that SO(3) is a subgroup of SO(4). 
The six generators are (with dα1 ≡ E1 etc.) 

∂ ∂
X̂1 = ix3 − ix2 ,  (M.33) 

∂x2  ∂, x3 

and similarly for X̂2 and X̂3 as in (M.21), together with (defining dα4 = η1 
etc.) 

X̂4 = i  

(
−x4 

∂ 
∂x1 

+ x1 
∂ 

∂x4 

) 
(M.34) 

X̂5 = i  

(
−x4 

∂ 
∂x2 

+ x2 
∂ 

∂x4 

) 
(M.35) 

X̂6 = i  

(
−x4 

∂ 
∂x3 

+ x3 
∂ 

∂x4 

) 
. (M.36) 



440 M. Group Theory

∂f2
∂α1

=
iq1
2
,
∂f2
∂α2

= −q2
2
,
∂f2
∂α3

= − iq2
2
, (M.28)

and (from (M.10))

X̂ '
1 = −1

2

{
q2

∂

∂q1
+ q1

∂

∂q2

}
(M.29)

X̂ '
2 =

i

2

{
q2

∂

∂q1
− q1

∂

∂q2

}
(M.30)

X̂ '
3 =

1

2

{
−q1

∂

∂q1
+ q2

∂

∂q2

}
. (M.31)

It is an interesting exercise to check that the commutation relations of the
X̂ '

i’s are exactly the same as those of the X̂i’s in (M.23). The two groups are
therefore said to have the same algebra, with the same structure constants,
and they are in fact isomorphic in the vicinity of their respective identity
elements. They are not the same for ‘large’ transformations, however, as we
discuss in section M.7.

M.4.3 SO(4): The special orthogonal group in four
dimensions

This is the group whose elements are 4 × 4 matrices S such that STS = I,
where I is the 4×4 unit matrix, with the condition detS = +1. The Euclidean
(length)2 x2

1 + x2
2 + x2

3 + x2
4 is left invariant under SO(4) transformations.

Infinitesimal SO(4) transformations are characterized by the 4-D analogue
of those for SO(3), namely by 4 × 4 real antisymmetric matrices δS, which
have 6 real parameters. We choose to parametrize δS in such a way that the
Euclidean 4-vector (x, x4) is transformed to (cf (18.76) and (18.77))

x' = x− E× x− ηx4,

x'
4 = x4 + η · x, (M.32)

where x = (x1, x2, x3) and η = (η1, η2, η3). Note that the first three compo-
nents transform by (M.18) when η = 0, so that SO(3) is a subgroup of SO(4).
The six generators are (with dα1 ≡ E1 etc.)

X̂1 = ix3
∂

∂x2
− ix2

∂

∂, x3
, (M.33)

and similarly for X̂2 and X̂3 as in (M.21), together with (defining dα4 = η1
etc.)

X̂4 = i

(
−x4

∂

∂x1
+ x1

∂

∂x4

)
(M.34)

X̂5 = i

(
−x4

∂

∂x2
+ x2

∂

∂x4

)
(M.35)

X̂6 = i

(
−x4

∂

∂x3
+ x3

∂

∂x4

)
. (M.36)
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ˆ ˆ ˆ ˆ ˆ ˆRelabelling these last three generators as Y1 ≡ X4, Y2 ≡ X5, Y3 ≡ X6, we 
find the following algebra: 

ˆ ˆ[X̂i, Xj] = iEijk Xk (M.37) 

[X̂i, Ŷj ] = iEijk Ŷk (M.38) 

ˆ ˆ[Ŷi, Yj ] = iEijk Xk, (M.39) 

together with 
[X̂1, Ŷ1] = [  X̂2, Ŷ2] = [  X̂3, Ŷ3] = 0. (M.40) 

(M.37) confirms that the three generators controlling infinitesimal transfor-
mations among the first three components x obey the angular momentum 
commutation relations. (M.37)–(M.40) constitute the algebra of SO(4). 

This algebra may be simplified by introducing the linear combinations 

M̂i = 
1
(X̂i + Ŷi) (M.41) 

2

N̂i = 
1
(X̂i − Ŷi), (M.42) 

2

which satisfy 
[M̂i, M̂j] = iEijk M̂k (M.43) 

[N̂i, N̂j] = iEijk N̂k (M.44) 

ˆ[Mi, N̂j ] = 0. (M.45) 

From (M.43)–(M.45) we see that, in this form, the six generators have sep-
arated into two sets of three, each set obeying the algebra of SO(3) (or of 
SU(2)), and commuting with the other set. They therefore behave like two 
independent angular momentum operators. The algebra (M.43)–(M.45) is re-
ferred to as SU(2) × SU(2). 

M.4.4 The Lorentz group 
In this case the quadratic form left invariant by the transformation is the 
Minkowskian one (x0)2 − x2 (see appendix D of volume 1). We may think of 
infinitesimal Lorentz transformations as corresponding physically to ordinary 
infinitesimal 3-D rotations, together with infinitesimal pure velocity transfor-
mations (‘boosts’). The basic 4-vector then transforms by 

0'x = x0 − η · x 
} 

(M.46) ' 0x = x − E × x − ηx

where η is now the infinitesimal velocity parameter (the reader may check 
2that (x0)2 − x is indeed left invariant by (M.46), to first order in E and η). 

The six generators are then X̂1, X̂2, X̂3 as in (M.21), together with 
( 

1 ∂ 0 ∂ 
)

K̂1 = −i x + x (M.47) 
∂x0 ∂x1 
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where a, b and c each run from 1 to 8. The structure constants are ifabc, and
the non-vanishing f 's are as follows:

f123 = 1, f147 = 1/2, f156 = −1/2, f246 = 1/2, f257 = 1/2 (M.59)

f345 = 1/2, f367 = −1/2, f458 =
√
3/2, f678 =

√
3/2. (M.60)

Note that the f ’s are antisymmetric in all pairs of indices (Carruthers (1966)
chapter 2).

M.5 Matrix representations of generators, and of Lie
groups

We have shown how the generators X̂1, X̂2, . . . , X̂r of a Lie group can be con-
structed as differential operators, understood to be acting on functions of the
‘coordinates’ to which the transformations of the group refer. These genera-
tors satisfy certain commutation relations, the Lie algebra of the group. For
any given Lie algebra, it is also possible to find sets of matrices X1, X2, . . . , Xr

(without hats) which satisfy the same commutation relations as the X̂ν ’s –
that is, they have the same algebra. Such matrices are said to form a (ma-
trix) representation of the Lie algebra, or equivalently of the generators. The
idea is familiar from the study of angular momentum in quantum mechanics
(Schiff 1968, section 27), where the entire theory may be developed from the
commutation relations (with h = 1)

[Ĵi, Ĵj ] = iEijkĴk (M.61)

for the angular momentum operators Ĵi, together with the physical require-
ment that the Ĵi’s (and the matrices representing them) must be Hermitian.
In this case the matrices are of the form (in quantum-mechanical notation)

(
J
(J)
i

)
M '

JMJ

≡ <JM '
J |Ĵi|JMJ>, (M.62)

where |JMJ> is an eigenstate of Ĵ
2
and of Ĵ3 with eigenvalues J(J + 1) and

MJ respectively. Since MJ and M '
J each run over the 2J+1 values defined by

−J ≤ MJ , M '
J ≤ J , the matrices J

(J)
i are of dimension (2J + 1)× (2J + 1).

Clearly, since the generators of SU(2) have the same algebra as (M.61), an
identical matrix representation may be obtained for them; these matrices were

denoted by T
(T )
i in section 12.1.2. It is important to note that J (or T )

can take an infinite sequence of values J = 0, 1/2, 1, 3/2, . . ., corresponding
physically to various ‘spin’ magnitudes. Thus there are infinitely many sets

of three matrices (J
(J)
1 , J

(J)
2 , J

(J)
3 ) all with the same commutation relations as

(M.61).

( )

( ) 

' ( )

' ' ' 

( ) ( ) 
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2 ∂ ∂
K̂2 = −i 0 (M.48) +x x 

∂x0 ∂x2 

3 ∂ ∂
K̂3 = −i 0 (M.49) +x x . 

∂x0 ∂x3 

The corresponding algebra is 

ˆ ˆ[X̂i, Xj] = iEijk Xk (M.50) 

[X̂i, K̂j] = iEijk K̂k (M.51)  

[K̂i, K̂j] =  −iEijk X̂k. (M.52)  

Note the minus sign on the right-hand side of (M.52) as compared with (M.39).  

M.4.5 SU(3) 
A general infinitesimal SU(3) transformation may be written as (cf (12.71) 
and (12.72)) ⎛

⎝ 

⎞
⎠ 

⎛
⎝ 

⎞
⎠

q1 q11 
η · λ

q3 q3 

where there are now 8 of these η’s, η = (η1, η2, . . . , η8), and the λ-matrices 
are the Gell-Mann matrices 

⎛
0 

⎝ 1 
0 

1 + i  (M.53) q2 q2= 
2 

, 

⎞
⎠

⎛
⎝ 

⎞
⎠

⎛
⎝ 

⎞
⎠

−i 01 0  0 1 0 0 
−1 00 0  i 0 0 0λ1 , λ2 , λ3 (M.54) = = = 

0 0  0 0 0 0 0 0 

⎛
⎝ 

⎞
⎠ , λ5 = 

⎛
⎝ 

⎞
⎠ , λ6 = 

⎛
⎝ 

⎞
⎠

0 0  −i 
0 0 0  

0 0 1  
0 0 0  

0 0 0  
0 0 1λ4 = (M.55) 

1 0 0  i 0 0  
⎞
⎟

0 1 0  

⎠ ., λ8 = 

⎛ 

⎜⎝λ7 = 

⎛
⎝ 

⎞
⎠

1√ 
3 0 00 0 0  

0 0  −i 1√ 
3 0 0 (M.56) 

− 2√ 
3 

0 i 0  0 0 

In this parametrization the first three of the eight generators Ĝr (r = 1, 2, . . . , 8) 
X̂ X̂ X̂3 of (M.29)–(M.30). The others may be constructed 

as usual from (M.10); for example, 
are the same as 1, 2, 

i i∂ ∂ ∂ ∂
Ĝ5 Ĝ7− q1 − q2 . (M.57) = q3 = q3,

2 ∂q1 ∂q3 2 ∂q2 ∂q3 

The SU(3) algebra is found to be  

[Ĝa, Ĝb] = ifabcĜc, (M.58)  
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M.4.5 SU(3)

A general infinitesimal SU(3) transformation may be written as (cf (12.71)
and (12.72)) ⎛

⎝
q1
q2
q3

⎞
⎠

'

=

(
1 + i

1

2
η · λ

)⎛
⎝

q1
q2
q3

⎞
⎠ , (M.53)

where there are now 8 of these η’s, η = (η1, η2, . . . , η8), and the λ-matrices
are the Gell-Mann matrices

λ1 =

⎛
⎝

0 1 0
1 0 0
0 0 0

⎞
⎠ , λ2 =

⎛
⎝

0 −i 0
i 0 0
0 0 0

⎞
⎠ , λ3 =

⎛
⎝

1 0 0
0 −1 0
0 0 0

⎞
⎠ (M.54)

λ4 =

⎛
⎝

0 0 1
0 0 0
1 0 0

⎞
⎠ , λ5 =

⎛
⎝

0 0 −i
0 0 0
i 0 0

⎞
⎠ , λ6 =

⎛
⎝

0 0 0
0 0 1
0 1 0

⎞
⎠ (M.55)

λ7 =

⎛
⎝

0 0 0
0 0 −i
0 i 0

⎞
⎠ , λ8 =

⎛
⎜⎝

1√
3

0 0

0 1√
3

0

0 0 − 2√
3

⎞
⎟⎠ . (M.56)

In this parametrization the first three of the eight generators Ĝr (r = 1, 2, . . . , 8)
are the same as X̂ '

1, X̂
'
2, X̂

'
3 of (M.29)–(M.30). The others may be constructed

as usual from (M.10); for example,

Ĝ5 =
i

2

(
q3

∂

∂q1
− q1

∂

∂q3

)
, Ĝ7 =

i

2

(
q3

∂

∂q2
− q2

∂

∂q3

)
. (M.57)

The SU(3) algebra is found to be

[Ĝa, Ĝb] = ifabcĜc, (M.58)
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where a, b and c each run from 1 to 8. The structure constants are ifabc, and 
the non-vanishing f 's are as follows: 

f123 = 1, f147 = 1/2, f156 = −1/2, f246 = 1/2, f257 = 1/2 (M.59) 

√ √ 
f345 = 1/2, f367 = −1/2, f458 = 3/2, f678 = 3/2. (M.60) 

Note that the f ’s are antisymmetric in all pairs of indices (Carruthers (1966) 
chapter 2). 

M.5  Matrix representations of generators, and of Lie 
groups 

We have shown how the generators X̂1, X̂2, . . . ,  X̂r of a Lie group can be con-
structed as differential operators, understood to be acting on functions of the 
‘coordinates’ to which the transformations of the group refer. These genera-
tors satisfy certain commutation relations, the Lie algebra of the group. For 
any given Lie algebra, it is also possible to find sets of matrices X1, X2, . . . , Xr 

ˆ(without hats) which satisfy the same commutation relations as the Xν ’s – 
that is, they have the same algebra. Such matrices are said to form a (ma-
trix) representation of the Lie algebra, or equivalently of the generators. The 
idea is familiar from the study of angular momentum in quantum mechanics 
(Schiff 1968, section 27), where the entire theory may be developed from the 
commutation relations (with h = 1) 

[Ĵi, Ĵj ] = iEijk Ĵk  (M.61) 

for the angular momentum operators Ĵi, together with the physical require-
ˆment that the Ji’s (and the matrices representing them) must be Hermitian. 

In this case the matrices are of the form (in quantum-mechanical notation) 

(J)
(
J

) 
≡ <JMJ 

' |Ĵi|JMJ >, (M.62) i 
M ' 

J MJ 

2 ˆwhere |JMJ > is an eigenstate of Ĵ and of J3 with eigenvalues J(J + 1) and 
MJ respectively. Since MJ and M

' each run over the 2J+1 values defined by J 
−J ≤ MJ , M ' ≤ J , the matrices Ji 

(J) 
are of dimension (2J + 1) × (2J + 1). J 

Clearly, since the generators of SU(2) have the same algebra as (M.61), an 
identical matrix representation may be obtained for them; these matrices were 

(T )
denoted by T in section 12.1.2. It is important to note that J (or T )i 
can take an infinite sequence of values J = 0, 1/2, 1, 3/2, . . ., corresponding 
physically to various ‘spin’ magnitudes. Thus there are infinitely many sets 

(J) (J) (J)
of three matrices (J , J , J ) all with the same commutation relations as 1 2 3 
(M.61). 
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Having characterized a given representation by the eigenvalues of the
Casimir operator(s), a further labelling is then required to characterize the
states within a given representation (the analogue of the eigenvalue of Ĵ3 for
angular momentum). For SO(4) these further labels may be taken to be the
eigenvalues of M̂3 and N̂3; for SU(3) they are the eigenvalues of Ĝ3 and Ĝ8 –
i.e. those corresponding to the third component of isospin and hypercharge,
in the flavour case (see figures 12.3 and 12.4).

In the case of groups whose elements are themselves matrices, such as
SO(3), SO(4), SU(2), SU(3), and the Lorentz group, one particular represen-
tation of the generators may always be obtained by considering the general
form of a matrix in the group which is infinitesimally close to the unit element.
In a suitable parametrization, we may write such a matrix as

1 + i
rE

ν=1

EνX
(G)
ν , (M.68)

where (E1, E2, . . . , Er) are infinitesimal parameters, and (X
(G)
1 , X

(G)
2 , . . . , X

(G)
r )

are matrices representing the generators of the (matrix) group G. This is
exactly the same procedure we followed for SU(2) in section 12.1.1, where

we found from (12.26) that the three X
(SU(2))
ν ’s were just τ/2, satisfying the

SU(2) algebra. Similarly, in section 12.2 we saw that the eight SU(3)X
(SU(3))
ν ’s

were just λ/2, satisfying the SU(3) algebra. These particular two represen-
tations are called the fundamental representations of the SU(2) and SU(3)
algebras, respectively; they are the representations of lowest dimensionality.

For SO(3), the three X
(SO(3))
ν ’s are (from (M.17))

X
(SO(3))
1 =

⎛
⎝

0 0 0
0 0 −i
0 i 0

⎞
⎠

X
(SO(3))
2 =

⎛
⎝

0 0 i
0 0 0
−i 0 0

⎞
⎠

X
(SO(3))
3 =

⎛
⎝

0 −i 0
i 0 0
0 0 0

⎞
⎠ (M.69)

which are the same as the 3× 3 matrices T
(1)
i of (12.48):

(
T

(1)
i

)
jk

= −iEijk. (M.70)

The matrices τi/2 and T
(1)
i correspond to the values J = 1/2, J = 1, respec-

tively, in angular momentum terms.
It is not a coincidence that the coefficients on the right-hand side of (M.70)

are (minus) the SO(3) structure constants. One representation of a Lie algebra
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A similar method for obtaining matrix representations of Lie algebras may 
be followed in other cases. In physical terms, the problem amounts to finding 
a correct labelling of the base states, analogous to |JM>. In the latter case, 
the quantum number J specifies each different representation. The reason 

2 
it does so is because (as should be familiar) the corresponding operator Ĵ
commutes with every generator: 

2 
[Ĵ , Ĵi] = 0. (M.63) 

Such an operator is called a Casimir operator, and by a lemma due to Schur 
(Hammermesh 1962, pages 100–101) it must be a multiple of the unit operator. 
The numerical value it has is different for each different representation, and 
may therefore be used to characterize a representation (namely as ‘J = 0’, 
‘J = 1/2’, etc.). 

In general, more than one such operator is needed to characterize a repre-
2 2 

sentation completely. For example, in SO(4), the two operators M̂ and N̂
commute with all the generators, and take values M(M + 1) and N(N + 1) 
respectively, where M,N = 0, 1/2, 1, . . .. Thus the labelling of the matrix 
elements of the generators is the same as it would be for two independent par-
ticles, one of spin M and the other of spin N . For given M,N the matrices 
are of dimension [(2M+1)+(2N+1)]× [(2M+1)+(2N+1)]. The number of 
Casimir operators required to characterize a representation is called the rank 
of the group (or the algebra). This is also equal to the number of independent 
mutually commuting generators (though this is by no means obvious). Thus 
SO(4) is a rank two group, with two commuting generators M̂3 and N̂3; so 
is SU(3), since Ĝ3 and Ĝ8 commute. Two Casimir operators are therefore 
required to characterize the representations of SU(3), which may be taken to 
be the ‘quadratic’ one 

Ĉ2 ≡ Ĝ2 
1 + Ĝ2 

2 + . . .+ Ĝ2 
8, (M.64) 

together with a ‘cubic’ one 

Ĉ3 ≡ dabc Ĝa Ĝb Ĝc, (M.65) 

where the coefficients dabc are defined by the relation 

4 {λa, λb} = δabI + 2dabcλc, (M.66) 
3 

and are symmetric in all pairs of indices (they are tabulated in Carruthers 
1966, table 2.1). In practice, for the few SU(3) representations that are ac-
tually required, it is more common to denote them (as we have in the text) 
by their dimensionality, which for the cases 1 (singlet), 3 (triplet), 3 ∗ (an-
titriplet), 8 (octet) and 10 (decuplet) is in fact a unique labelling. The values 
of Ĉ2 in these representations are 

Ĉ2(1) = 0, Ĉ2(3, 3 ∗ ) = 4/3, Ĉ2(8) = 3, Ĉ2(10) = 6. (M.67) 
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ticles, one of spin M and the other of spin N . For given M,N the matrices
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Ĉ3 ≡ dabcĜaĜbĜc, (M.65)

where the coefficients dabc are defined by the relation

{λa, λb} =
4

3
δabI + 2dabcλc, (M.66)

and are symmetric in all pairs of indices (they are tabulated in Carruthers
1966, table 2.1). In practice, for the few SU(3) representations that are ac-
tually required, it is more common to denote them (as we have in the text)
by their dimensionality, which for the cases 1 (singlet), 3 (triplet), 3∗ (an-
titriplet), 8 (octet) and 10 (decuplet) is in fact a unique labelling. The values
of Ĉ2 in these representations are

Ĉ2(1) = 0, Ĉ2(3, 3∗) = 4/3, Ĉ2(8) = 3, Ĉ2(10) = 6. (M.67)
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Having characterized a given representation by the eigenvalues of the 
Casimir operator(s), a further labelling is then required to characterize the 

ˆstates within a given representation (the analogue of the eigenvalue of J3 for 
angular momentum). For SO(4) these further labels may be taken to be the 
eigenvalues of M̂3 and N̂3; for SU(3) they are the eigenvalues of Ĝ3 and Ĝ8 – 
i.e. those corresponding to the third component of isospin and hypercharge, 
in the flavour case (see figures 12.3 and 12.4). 

In the case of groups whose elements are themselves matrices, such as 
SO(3), SO(4), SU(2), SU(3), and the Lorentz group, one particular represen-
tation of the generators may always be obtained by considering the general 
form of a matrix in the group which is infinitesimally close to the unit element. 
In a suitable parametrization, we may write such a matrix as 

r

Eν X
(G) 
ν1 + i  , (M.68) 

ν=1 

(G) (G) (G)
where (E1, E2, . . . , Er) are infinitesimal parameters, and (X ,X , . . . , Xr )1 2 
are matrices representing the generators of the (matrix) group G. This is 
exactly the same procedure we followed for SU(2) in section 12.1.1, where 

(SU(2)) 
we found from (12.26) that the three Xν ’s were just τ /2, satisfying the 

(SU(3)) 
SU(2) algebra. Similarly, in section 12.2 we saw that the eight SU(3) Xν ’s 
were just λ/2, satisfying the SU(3) algebra. These particular two represen-
tations are called the fundamental representations of the SU(2) and SU(3) 
algebras, respectively; they are the representations of lowest dimensionality. 

(SO(3)) 
For SO(3), the three Xν ’s are (from (M.17)) 

⎛
⎝ 

⎞
⎠ 

0 0 0  
0 0  −i

(SO(3)) 
1X = 

0 i 0  

0  0 i  
0  0 0  

⎛
⎝ 

⎞
⎠(SO(3)) 

2X = 
−i 0 0  

0 −i 0  
i 0 0 

⎛
⎝ 

⎞
⎠(SO(3)) 

3X (M.69) = 
0 0 0 

(1)
which are the same as the 3 × 3 matrices T of (12.48): i 

(1)
(
T = −iEijk . (M.70) i 

jk 

(1)
The matrices τi/2 and T correspond to the values J = 1/2, J  = 1, respec-i 
tively, in angular momentum terms. 

It is not a coincidence that the coefficients on the right-hand side of (M.70) 
are (minus) the SO(3) structure constants. One representation of a Lie algebra 
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M.6 The Lorentz group

Consideration of matrix representations of the Lorentz group provides insight
into the equations of relativistic quantum mechanics, for example the Dirac
equation. Consider the infinitesimal Lorentz transformation (M.46). The 4×4
matrix corresponding to this may be written in the form

1 + iE ·X(LG) − iη ·K(LG), (M.79)

where

X
(LG)
1 =

⎛
⎜⎜⎝

0 0 0 0
0 0 0 0
0 0 0 −i
0 0 i 0

⎞
⎟⎟⎠ etc, (M.80)

(as in (M.69) but with an extra border of 0’s), and

K
(LG)
1 =

⎛
⎜⎜⎝

0 −i 0 0
−i 0 0 0
0 0 0 0
0 0 0 0

⎞
⎟⎟⎠

K
(LG)
2 =

⎛
⎜⎜⎝

0 0 −i 0
0 0 0 0
−i 0 0 0
0 0 0 0

⎞
⎟⎟⎠

K
(LG)
3 =

⎛
⎜⎜⎝

0 0 0 −i
0 0 0 0
0 0 0 0
−i 0 0 0

⎞
⎟⎟⎠ . (M.81)

In (M.80) and (M.81) the matrices are understood to be acting on the four-
component vector ⎛

⎜⎜⎝
x0

x1

x2

x3

⎞
⎟⎟⎠ . (M.82)

It is straightforward to check that the matrices X
(LG)
i and K

(LG)
i satisfy the

algebra (M.50)–(M.52) as expected.

An important point to note is that the matrices K
(LG)
i , in contrast to

X
(LG)
i or X

(SO(3))
i , and to the corresponding matrices of SU(2) and SU(3),

are not Hermitian. A theorem states that only the generators of compact
Lie groups can be represented by finite-dimensional Hermitian matrices. Here
‘compact’ means that the domain of variation of all the parameters is bounded
(none exceeds a given positive number p in absolute magnitude) and closed
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(R)
is always provided by a set of matrices {Xν } whose elements are defined by 

(R) ν
(
X

) 
= −c (M.71) λ λμ, 

μν 

where the c’s are the structure constants of (M.12), and each of μ, ν, λ  runs 
from 1 to r. Thus these matrices are of dimensionality r × r, where r is the 
number of generators. That this prescription works is due to the fact that the 
generators satisfy the Jacobi identity 

[X̂λ, [X̂μ, X̂ν ]] + [ X̂μ, [X̂ν , X̂λ]] + [ X̂ν , [X̂λ, X̂μ]] = 0. (M.72) 

Using (M.12) to evaluate the commutators, and the fact that the generators 
are independent, we obtain 

α β α β α β c + c c (M.73) μν cλα νλcμα + λμcνα = 0. 

The reader may fill in the steps leading from here to the desired result: 
(
X

(R)
) (

X(R)
) 

− 
(
X(R)

) (
X

(R)
) 

= c α 
(
X(R)

) 
. (M.74) λ μ μ λ λμ α 

να αβ να αβ νβ 

(M.74) is precisely the (νβ) matrix element of 

(R)
, X(R) α 

λμX
(R)[X ] =  c , (M.75) λ μ α 

(R)
showing that the Xμ ’s satisfy the group algebra (M.12), as required. The 
representation in which the generators are represented by (minus) the struc-
ture constants, in the sense of (M.71), is called the regular or adjoint repre-
sentation. 

Having obtained any particular matrix representation X(P) of the genera-
tors of a group G, a corresponding matrix representation of the group elements 
can be obtained by exponentiation, via 

D(P)(α) = exp{iα · X(P)}, (M.76) 

where α = (α1, α2, . . . , αr) (see (12.31) and (12.49) for SU(2), and (12.74) 
and (12.81) for SU(3)). In the case of the groups whose elements are matrices, 

exponentiating the generators X(G) just recreates the general matrices of the 
group, so we may call this the ‘self-representation’: the one in which the group 
elements are represented by themselves. In the more general case (M.76), the 
crucial property of the matrices D(P)(α) is that they obey the same group 
combination law as the elements of the group G they are representing: that 
is, if the group elements obey 

g(α)g(β) = g(γ(α,β)), (M.77) 

then 
D(P)(α)D(P)(β) D(P)(γ(α,β)).= (M.78) 

It is a rather remarkable fact that there are certain, say, 10 × 10 matrices 
which multiply together in exactly the same way as the rotation matrices of 
SO(3). 
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β
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β
να = 0. (M.73)

The reader may fill in the steps leading from here to the desired result:
(
X

(R)
λ

)
να

(
X(R)

μ

)
αβ

−
(
X(R)

μ

)
να

(
X

(R)
λ

)
αβ

= cαλμ

(
X(R)

α

)
νβ

. (M.74)

(M.74) is precisely the (νβ) matrix element of

[X
(R)
λ , X(R)

μ ] = cαλμX
(R)
α , (M.75)

showing that the X
(R)
μ ’s satisfy the group algebra (M.12), as required. The

representation in which the generators are represented by (minus) the struc-
ture constants, in the sense of (M.71), is called the regular or adjoint repre-
sentation.

Having obtained any particular matrix representation X(P) of the genera-
tors of a group G, a correspondingmatrix representation of the group elements
can be obtained by exponentiation, via

D(P)(α) = exp{iα ·X(P)}, (M.76)

where α = (α1, α2, . . . , αr) (see (12.31) and (12.49) for SU(2), and (12.74)
and (12.81) for SU(3)). In the case of the groups whose elements are matrices,

exponentiating the generators X(G) just recreates the general matrices of the
group, so we may call this the ‘self-representation’: the one in which the group
elements are represented by themselves. In the more general case (M.76), the
crucial property of the matrices D(P)(α) is that they obey the same group
combination law as the elements of the group G they are representing: that
is, if the group elements obey

g(α)g(β) = g(γ(α,β)), (M.77)

then
D(P)(α)D(P)(β) = D(P)(γ(α,β)). (M.78)

It is a rather remarkable fact that there are certain, say, 10 × 10 matrices
which multiply together in exactly the same way as the rotation matrices of
SO(3).
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M.6 The Lorentz group 
Consideration of matrix representations of the Lorentz group provides insight 
into the equations of relativistic quantum mechanics, for example the Dirac 
equation. Consider the infinitesimal Lorentz transformation (M.46). The 4×4 
matrix corresponding to this may be written in the form 

1 + iE · X(LG) − iη · K(LG) , (M.79) 

where ⎛ 
0  0 0 0  

⎞ 

(LG) 0  0 0 0  
X = etc, (M.80)1 

⎜⎜
0 0 0  −i 

⎟⎟⎝ ⎠
0 0 i 0  

(as in (M.69) but with an extra border of 0’s), and 

⎛ 
0 −i 0 0  

⎞ 

(LG) −i 0  0 0  
K = 1 

⎜⎜
0 0  0 0  

⎟⎟⎝ ⎠
0 0  0 0  ⎛ 
0 0 −i 0  

⎞ 

(LG) 0 0 0 0 
K = 2 

⎜⎜
−i 0 0 0  

⎟⎟⎝ ⎠
0 0 0 0 ⎛ 
0  0 0  −i 

⎞ 

(LG) 0 0 0 0 
K = . (M.81)3 

⎜⎜
0 0 0 0 

⎟⎟⎝ ⎠
−i 0 0 0  

In (M.80) and (M.81) the matrices are understood to be acting on the four-
component vector 

0
⎛ 

x
⎞ 

1x
. (M.82)2

⎜⎜
x

⎟⎟⎝ 
3 
⎠ 

x

(LG) (LG)
It is straightforward to check that the matrices X and K satisfy thei i 
algebra (M.50)–(M.52) as expected. 

(LG)
An important point to note is that the matrices K , in contrast toi 

(LG) (SO(3))
X or X , and to the corresponding matrices of SU(2) and SU(3),i i 
are not Hermitian. A theorem states that only the generators of compact 
Lie groups can be represented by finite-dimensional Hermitian matrices. Here 
‘compact’ means that the domain of variation of all the parameters is bounded 
(none exceeds a given positive number p in absolute magnitude) and closed 
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In the present case this becomes

1 + iE · σ/2− η · σ/2. (M.93)

These matrices are of dimension 2 × 2, and act on two-component spinors,
which therefore transform under an infinitesimal Lorentz transformation by
(cf (4.19) and (4.42))

φ' = (1 + iE · σ/2− η · σ/2)φ. (M.94)

We say that φ ‘transforms as the (1/2, 0) representation of the Lorentz group’.
The ‘1+iE·σ/2’ part is the familiar (infinitesimal) rotation matrix for spinors,
first met in section 4.4; it exponentiates to give exp(iα · σ/2) for finite rota-
tions. The ‘−η · σ/2’ part shows how such a spinor transforms under a pure
(infinitesimal) velocity transformation. The finite transformation law is

φ' = exp(−ϑ · σ/2)φ (M.95)

where the three real parameters ϑ = (ϑ1, ϑ2, ϑ3) specify the direction and
magnitude of the boost.

There is, however, a second two-dimensional representation, which is char-
acterized by the labelling P = 0, Q = 1/2, which we denote by (0, 1/2). In
this case, the previous steps yield

X( 1
2 ,0) =

1

2
σ (M.96)

as before, but

K(0, 12 ) =
i

2
σ. (M.97)

So the corresponding two-component spinor χ transforms by (cf (4.19) and
(4.42))

χ' = (1 + iE · σ/2 + η · σ/2)χ. (M.98)

We see that φ and χ behave the same under rotations, but ‘oppositely’ under
boosts.

These transformation laws are exactly what we used in section 4.1.2 when
discussing the behaviour of the Dirac wavefunction ψ under Lorentz transfor-
mations, where ψ is put together from one φ and one χ via

ψ =

(
φ
χ

)
, (M.99)

and describes a massive spin-1/2 particle according to the equations

Eφ = σ · pφ+mχ

Eχ = −σ · pχ+mφ, (M.100)

consistent with the representation (3.40) of the Dirac matrices.
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(the limit of every convergent sequence of points in the set also lies in the set). 
For the Lorentz group, the limiting velocity c is not included (the γ-factor goes 
to infinity), and so the group is non-compact. 

In a general representation of the Lorentz group, the generators Xi, Ki 
will obey the algebra (M.50)–(M.52). Let us introduce the combinations 

1 
P ≡ (X + iK) (M.83) 

2
1 

Q ≡ (X − iK). (M.84) 
2

Then the algebra becomes 

[Pi, Pj ] = iEijk Pk (M.85) 

[Qi, Qj ] = iEijk Qk (M.86) 

[Pi, Qj] = 0, (M.87) 

which are apparently the same as (M.43)–(M.45). We can see from (M.81) 

that the matrices iK(LG) are Hermitian, and the same is in fact true in a 
general finite-dimensional representation. So we can appropriate standard 
angular momentum theory to set up the representations of the algebra of 
the P ’s and Q’s – namely, they behave just like two independent (mutually 
commuting) angular momenta. The eigenvalues of P 2 are of the form P (P+1), 
for P = 0, 1/2, . . ., and similarly for Q2; the eigenvalues of P3 are MP where 
−P ≤ MP ≤ P , and similarly for Q3. 

Consider the particular case where the eigenvalue of Q2 is zero (Q = 
0), and the value of P is 1/2. The first condition implies that the Q’s are 
identically zero, so that 

X = iK (M.88) 

in this representation, while the second condition tells us that 

1 1 
P = (X + iK) = σ, (M.89) 

2 2 

the familiar matrices for spin-1/2. We label this representation by the values 
of P (1/2) and Q (0) (these are the eigenvalues of the two Casimir operators). 
Then using (M.88) and (M.89) we find 

,0) 1 
= σ (M.90) 

2 

1
2X(

and 
i1

2K( ,0) = − σ. (M.91) 
2 

Now recall that the general infinitesimal Lorentz transformation has the 
form 

1 + iE · X − iη · K. (M.92) 
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In the present case this becomes 
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These matrices are of dimension 2 × 2, and act on two-component spinors, 
which therefore transform under an infinitesimal Lorentz transformation by 
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FIGURE M.1
The parameter spaces of SO(3) and SU(2): the whole sphere is the parameter
space of SU(2), the upper (stippled) hemisphere that of SO(3).

However, we may allow the range of θ to extend to 2π, by taking advantage
of the fact that

R(n̂, π + θ) = R(−n̂, θ). (M.105)

Thus if we agree to limit n̂ to directions in the upper hemisphere of figure M.1,
for 3-D rotations, we can say that the whole sphere represents the parameter
space of SU(2), but that of SO(3) is provided by the upper half only.

Now let us consider the correspondence – or mapping – between the ma-
trices of SO(3) and SU(2): we want to see if it is one-to-one. The notation
strongly suggests that the matrix V (n̂, θ) ≡ exp(iθn̂ · τ/2) of SU(2) corre-
sponds to the matrix R(n̂, θ) of SO(3), but the way it actually works has a
subtlety.

We form the quantity x · τ , and assert that

x' · τ = V (n̂, θ)x · τ V †(n̂, θ), (M.106)

where x' = R(n̂, θ)x. We can easily verify (M.106) for the special case R(ẑ, θ),
using (M.101); the general case follows with more labour (but the general
infinitesimal case should by now be a familiar manipulation). (M.106) estab-
lishes a precise mapping between the elements of SU(2) and those of SO(3),
but it is not one-to-one (i.e. not an isomorphism), since plainly V can always
be replaced by −V and x' will be unchanged, and hence so will the associated
SO(3) matrix R(n̂, θ). It is therefore a homomorphism.

Next, we prove a little theorem to the effect that the identity element e
of a group G must be represented by the unit matrix of the representation:
D(e) = I. For, let D(a), D(e) represent the elements a, e of G. Then D(ae) =

( ) 
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M.7 The relation between SU(2) and SO(3) 
We have seen (sections M.4.1 and M.4.2) that the algebras of these two groups 
are identical. So the groups are isomorphic in the vicinity of their respective 
identity elements. Furthermore, matrix representations of one algebra auto-
matically provide representations of the other. Since exponentiating these 
infinitesimal matrix transformations produces matrices representing group 
elements corresponding to finite transformations in both cases, it might ap-
pear that the groups are fully isomorphic. But actually they are not, as we 
shall now discuss. 

We begin by re-considering the parameters used to characterize elements 
of SO(3) and SU(2). A general 3-D rotation is described by the SO(3) matrix 
R(n̂, θ), where n̂ is the axis of the rotation and θ is the angle of rotation. For 
example, 

R(ẑ, θ) = 

⎛
⎝

cos θ sin θ 0 
− sin θ cos θ 0 

0 0 1 

⎞
⎠ . (M.101) 

On the other hand, we can write the general SU(2) matrix V in the form 

a b 
V = ,∗−b∗ a (M.102) 

where |a|2 +|b|2 = 1 from the unit determinant condition. It therefore depends 
on three real parameters, the choice of which we are now going to examine 
in more detail than previously. In (12.32) we wrote V as exp(iα · τ /2), 
which certainly involves three real parameters α1, α2, α3; and below (12.35) 
we proposed, further, to write α = n̂θ, where θ is an angle and n̂ is a unit 
vector. Then, since (as the reader may verify) 

exp(iθτ · n̂/2) = cos θ/2 + iτ · n̂ sin θ/2, (M.103) 

it follows that this latter parametrization corresponds to writing, in (M.102), 

a = cos θ/2 + inz sin θ/2, b  = (ny + inx) sin θ/2, (M.104) 

2 2 2with + + = 1. Clearly the condition |a|2 + |b|2 = 1 is satisfied, and 
can convince oneself that the full range of a and b is covered if θ/2 lies 
nx ny nz 

one 
between 0 and π (in particular, it is not necessary to extend the range of θ/2 
so as to include the interval π to 2π, since the corresponding region of a, b can 
be covered by changing the orientation of n̂, which has not been constrained 
in any way). It follows that the parameters α satisfy α2 ≤ 4π2; that is, the 
space of the α’s is the interior, and surface, of a sphere of radius 2π, as shown 
in figure M.1. 

What about the parameter space of SO(3)? In this case, the same param-
eters n̂ and θ specify a rotation, but now θ (rather than θ/2) runs from 0 to π. 
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FIGURE M.1 
The parameter spaces of SO(3) and SU(2): the whole sphere is the parameter 
space of SU(2), the upper (stippled) hemisphere that of SO(3). 
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using (M.101); the general case follows with more labour (but the general 
infinitesimal case should by now be a familiar manipulation). (M.106) estab-
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but it is not one-to-one (i.e. not an isomorphism), since plainly V can always 
be replaced by −V and x' will be unchanged, and hence so will the associated 
SO(3) matrix R(n̂, θ). It is therefore a homomorphism. 

Next, we prove a little theorem to the effect that the identity element e 
of a group G must be represented by the unit matrix of the representation: 
D(e) = I. For, let D(a), D(e) represent the elements a, e of G. Then D(ae) = 



N

Geometrical Aspects of Gauge Fields

N.1 Covariant derivatives and coordinate
transformations

Let us go back to the U(1) case, equations (13.4)–(13.7). There, the intro-
duction of the (gauge) covariant derivative Dμ produced an object, Dμψ(x),
which transformed like ψ(x) under local U(1) phase transformations, unlike
the ordinary derivative ∂μψ(x) which acquired an ‘extra’ piece when trans-
formed. This followed from simple calculus, of course – but there is a slightly
different way of thinking about it. The derivative involves not only ψ(x) at
the point x, but also ψ at the infinitesimally close, but different, point x+dx;
and the transformation law of ψ(x) involves α(x), while that of ψ(x + dx)
would involve the different function α(x+ dx). Thus we may perhaps expect
something to ‘go wrong’ with the transformation law for the gradient.

To bring out the geometrical analogy we are seeking, let us write ψ =
ψR + iψI and α(x) = qχ(x) so that (13.3) becomes (cf (2.64))

ψ'
R(x) = cosα(x)ψR(x)− sinα(x)ψI(x)

(N.1)

ψ'
I(x) = sinα(x)ψR(x) + cosα(x)ψI(x).

If we think of ψR(x) and ψI(x) as being the components of a ‘vector’ -ψ(x) along
the -eR and -eI axes, respectively, then (N.1) would represent the components

of -ψ(x) as referred to new axes -e '
R and -e '

I , which have been rotated by −α(x)
about an axis in the direction -eR×-eI (i.e. normal to the -eR−-eI plane), as shown
in figure N.1. Other such ‘vectors’ -φ1(x), -φ2(x), . . . (i.e. other wavefunctions
for particles of the same charge q) when evaluated at the same point x will
have ‘components’ transforming the same as (N.1) under the axis rotation

-eR, -eI → -e '
R, -e

'
I . But the components of the vector -ψ(x + dx) will behave

differently. The transformation law (N.1) when written at x+dx will involve
α(x+dx), which (to first order in dx) is α(x)+∂μα(x)dx

μ. Thus for ψ'
R(x+dx)

and ψ'
I(x + dx) the rotation angle is α(x) + ∂μα(x)dx

μ rather than α(x).
Now comes the key step in the analogy: we may think of the additional
angle ∂μα(x)dx

μ as coming about because, in going from x to x + dx, the
coordinate basis vectors -eR and -eI have been rotated through +∂μα(x)dx

μ
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D(a)D(e) by the fundamental property (M.78) of representation matrices. On 
the other hand, ae = a by the property of e. So we have D(a) =  D(a)D(e), 
and hence D(e) = I. 

Now let us return to the correspondence between SU(2) and SO(3). V (n̂, θ) 
corresponds to R(n̂, θ), but can an SU(2) matrix be said to provide a valid 
representation of SO(3)? Consider the case V (n̂ = ẑ, θ = 2π). From (M.103) 
this is equal to ( 

−1 0 
) 
, (M.107) 

0 −1 

but the corresponding rotation matrix, from (M.101), is the identity matrix. 
Hence our theorem is violated, since (M.107) is plainly not the identity matrix 
of SU(2). Thus the SU(2) matrices can not be said to represent rotations, in 
the strict sense. Nevertheless, spin-1/2 particles certainly do exist, so Nature 
appears to make use of these ‘not quite’ representations! The SU(2) identity 
element is V (n̂ = ẑ, θ = 4π), confirming that the rotational properties of a 
spinor are quite other than those of a classical object. 

In fact, two and only two distinct elements of SU(2), namely 

( 
1 0  

) ( 
−1 0 

)
and , (M.108) 

0 1  0 −1 

correspond to the identity element of SO(3) in the correspondence (M.106) – 
just as, in general, V and −V correspond to the same SO(3) element R(n̂, θ), 
as we saw. The failure to be a true representation is localized simply to a sign: 
we may indeed say that, up to a sign, SU(2) matrices provide a representation 
of SO(3). If we ‘factor out’ this sign, the groups are isomorphic. A more 
mathematically precise way of saying this is given in Jones (1990, chapter 8). 
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In fact, two and only two distinct elements of SU(2), namely

(
1 0
0 1

)
and

(
−1 0
0 −1

)
, (M.108)

correspond to the identity element of SO(3) in the correspondence (M.106) –
just as, in general, V and −V correspond to the same SO(3) element R(n̂, θ),
as we saw. The failure to be a true representation is localized simply to a sign:
we may indeed say that, up to a sign, SU(2) matrices provide a representation
of SO(3). If we ‘factor out’ this sign, the groups are isomorphic. A more
mathematically precise way of saying this is given in Jones (1990, chapter 8).

' 
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' ' 

' 
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N  
Geometrical Aspects of Gauge Fields  

N.1  Covariant derivatives and coordinate 
transformations 

different way of thinking about it. The derivative involves not only ψ (x ) at 

Let us go back to the U(1) case, equations (13.4)–(13.7). There, the intro-
μ μduction of the (gauge) covariant derivative D produced an object, D ψ ( ),x 

which transformed like ψ ( ) under local U(1) phase transformations, unlike x 
μthe ordinary derivative ∂ ψ ( ) which acquired ‘extra’ piece when trans-x an 

formed. This followed from simple calculus, of but there is a slightly course – 

the point , but also ψ at the infinitesimally close, but different, point +d ;x x x  

' 

and the transformation law of ψ (x ) involves α (x ), while that of ψ (x + dx ) 
would involve the different function α (x + dx ). Thus we may perhaps expect 
something to ‘go wrong’ with the transformation law for the gradient. 

To bring out the geometrical analogy we are seeking, let us write ψ = 
ψ R + iψ I and α (x ) =  qχ (x ) so that (13.3) becomes (cf (2.64)) 

R(x )ψ =  cosα (x )ψ R(x )− sin α (x )ψ I(x ) 
(N.1) 

I(x ) 

If we think of ψ R(x ) and ψ I(x ) as being the components of a ‘vector’ ψ- (x ) along 
the -e R and -e I axes, respectively, then (N.1) would represent the components 

ψ =  sinα (x )ψ R(x ) + cosα (x )ψ I(x ). 

of ψ- (x ) as referred to new axes -eR and -eI , which have been rotated by −α (x ) 
about an axis in the direction -e R×-e I (i.e. normal to the -e R−-e I plane), as shown 
in figure N.1. Other such ‘vectors’ φ- 

1(x ), φ- 
2(x ), . . .  (i.e. other wavefunctions 

for particles of the same charge q ) when evaluated at the same point x will 
have ‘components’ transforming the same as (N.1) under the axis rotation 

-e R,  -e I → -eR,  -eI . But the components of the vector ψ- (x + dx ) will behave 
differently. The transformation law (N.1) when written at x +dx will involve 

μα (x +dx ), which (to first order in dx ) is α (x )+∂ μα (x )dx . Thus for ψR(x +dx ) 
and ψ (x + dx ) the rotation angle is α (x ) +  ∂ μα (x )dx μ rather than α (x ).I

Now comes the key step in the analogy: we may think of the additional 
μangle ∂ μα (x )dx as coming about because, in going from x to x + dx , the 

μcoordinate basis vectors -e R and -e I have been rotated through +∂ μα (x )dx 

453 



N.1. Covariant derivatives and coordinate transformations 455

FIGURE N.2
Changes in the basis vectors -er and -eθ of polar coordinates.

and that we are also interested in the derivatives of -V , in this basis. Let us

calculate ∂-V
∂r , for example, by brute force:

∂-V

∂r
=

∂V r

∂r
-er +

∂V θ

∂r
-eθ + V r ∂-er

∂r
+ V θ ∂-eθ

∂r
(N.7)

where we have included the derivatives of -er and -eθ to allow for the fact that
these vectors are not constant. From (N.5) we easily find

∂-er
∂r

= 0,
∂-eθ
∂r

= − sin θ-i+ cos θ-j =
1

r
-eθ, (N.8)

which allows the last two terms in (N.7) to be evaluted. Similarly, we can

calculate ∂-V
∂θ . In general, we may write these results as

∂-V

∂qβ
=

∂V α

∂qβ
-eα + V α ∂-eα

∂qβ
(N.9)

where β = 1, 2 with q1 = r, q2 = θ, and α = r, θ.
In the present case, we were able to calculate ∂-eα/∂q

β explicitly from
(N.5), as in (N.8). But whatever the nature of the coordinate system, ∂-eα/∂q

β

is some vector and must be expressible as a linear combination of the basis
vectors via an expression of the form

∂-eα
∂qβ

= Γγ
αβ-eγ (N.10)

where the repeated index γ is summed over as usual (γ = r, θ). Inserting
(N.10) into (N.9) and interchanging the ‘dummy’ (i.e. summed over) indices
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FIGURE N.1 
Geometrical analogy for a U(1) gauge transformation. 

(see figure N.2)! But that would mean that our ‘naive’ approach to rotations 

of the derivative of ψ- (x ) amounts to using one set of axes at x , and another 
at x + dx , which is likely to lead to ‘trouble’. Consider now an elementary 
example (from Schutz 1988, chapter 5) where just this kind of problem arises, 
namely the use of polar coordinate basis vectors -e r and -e θ, which point in the 
r and θ directions respectively. We have, as usual, 

x = r cos θ, y = r sin θ  (N.2) 

and in a (real!) Cartesian basis d-r is given by 

d-r = dx -i + dy -j.  (N.3) 

Using (N.2) in (N.3) we find 

d-r  = (dr cos θ − r sin θ dθ )-i + (dr sin θ + r cos θ dθ )-j 
= dr -e r + dθ -e θ (N.4) 

where 
-e r = cos θ-i + sin θ-j, -e θ = −r sin θ-i + r cos θ-j. (N.5) 

Plainly, -e r and -e θ change direction (and even magnitude, for -e θ) as we move 
about in the x − y plane, as shown in figure N.2. So at each point (r, θ ) we 
have different axes -e r,  -e θ. 

Now suppose that we wish to describe a vector field V- in terms of -e r and 
-e θ via 

V- = V r-e r + V θ-e θ ≡ V α-e α (sum on α = r, θ ), (N.6) 
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of the derivative of -ψ(x) amounts to using one set of axes at x, and another
at x + dx, which is likely to lead to ‘trouble’. Consider now an elementary
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namely the use of polar coordinate basis vectors -er and -eθ, which point in the
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where
-er = cos θ-i+ sin θ-j, -eθ = −r sin θ-i+ r cos θ-j. (N.5)

Plainly, -er and -eθ change direction (and even magnitude, for -eθ) as we move
about in the x − y plane, as shown in figure N.2. So at each point (r, θ) we
have different axes -er, -eθ.

Now suppose that we wish to describe a vector field -V in terms of -er and
-eθ via

-V = V r-er + V θ-eθ ≡ V α-eα (sum on α = r, θ), (N.6)
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and that we are also interested in the derivatives of V- , in this basis. Let us  
∂V-calculate , for example, by brute force: ∂r 

∂V- ∂V r ∂V θ ∂-er ∂-eθ 
= -er + -eθ + V r + V θ (N.7) 

∂r ∂r ∂r ∂r ∂r 

where we have included the derivatives of -er and -eθ to allow for the fact that 
these vectors are not constant. From (N.5) we easily find 

∂-er ∂-eθ 1 
= 0, = − sin θ-i + cos θ-j = -eθ, (N.8) 

∂r ∂r r 

which allows the last two terms in (N.7) to be evaluted. Similarly, we can 
∂V-calculate . In general, we may write these results as ∂θ 

∂V- ∂V α ∂-eα 
= -eα + V α (N.9) 

∂qβ ∂qβ ∂qβ 

1 2where β = 1, 2 with q = r, q = θ, and α = r, θ. 
In the present case, we were able to calculate ∂-eα/∂q

β explicitly from 
(N.5), as in (N.8). But whatever the nature of the coordinate system, ∂-eα/∂q

β 

is some vector and must be expressible as a linear combination of the basis 
vectors via an expression of the form 

∂-eα 
= Γγ -eγ (N.10) αβ∂qβ 

where the repeated index γ is summed over as usual (γ = r, θ). Inserting 
(N.10) into (N.9) and interchanging the ‘dummy’ (i.e. summed over) indices 
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FIGURE N.3
Parallel transport of a vector -V in a polar coordinate basis.

The first term on the right-hand side of (N.13) is ∂V α

∂qβ
dqβ which is just the

conventional differential dV α, representing the change in V α in moving from
qβ to qβ +dqβ: dV α = [V α(qβ +dqβ)−V α(qβ)]. Again, despite appearances,
the quantities dV α do not form the components of a vector, and the reason
is that V α(qβ + dqβ) are components with respect to axes at qβ + dqβ , while
V α(qβ) are components with respect to different axes at qβ . To form a ‘good’
differential DV α, transforming as a vector, we must subtract quantities de-
fined in the same coordinate system. This means that we need some way of
‘carrying’ V α(qβ) to qβ + dqβ , while keeping it somehow ‘the same’ as it was
at qβ .

A reasonable definition of such a ‘preserved’ vector field is one that is
unchanged in length, and has the same orientation relative to the axes at
qβ + dqβ as it had relative to the axes at qβ (see figure N.3). In other words,
-V is ‘dragged around’ with the changing coordinate frame, a process called
parallel transport. Such a definition of ‘no change’ of course implies that
change has occurred, in general, with respect to the original axes at qβ. Let
us denote by δV α the difference between the components of -V after parallel
transport to qβ+dqβ, and the components of -V at qβ (see figure N.3). Then a
reasonable definition of the ‘good’ differential of V α would be V α(qβ +dqβ)−
(V α(qβ) + δV α) = dV α − δV α. We interpret this as the covariant differential
DV α of (N.13), and accordingly, make the identification

δV α = −Γα
γβV

γdqβ . (N.14)

On this interpretation, then, the coefficients Γα
γβ connect the components of

a vector at one point with its components at a nearby point, after the vector
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α and γ gives finally 

∂V-
( 
∂V α ) 

= + Γα
γβV γ -eα. (N.11) 

∂qβ ∂qβ 

This is a very important result: it shows that, whereas the components of V- in 
the basis -eα are just V α, the components of the derivative of V- are not simply 
∂V α/∂qβ, but contain an additional term: the ‘components of the derivative 
of a vector’ are not just the ‘derivatives of the components of the vector’. 

Let us abbreviate ∂/∂qβ to ∂β ; then (N.11) tells us that in the -eα basis, 

as used in (N.11), the components of the ∂β derivative of V- are 

∂βV α + Γα
γβV γ ≡ DβV α . (N.12) 

The expression (N.12) is called the ‘covariant derivative’ of V α within the 
context of the mathematics of general coordinate systems: it is denoted (as 
in (N.12)) by DβV α or, often, by V α 

;β (in the latter notation, ∂βV α is V α,β). 
The most important property of DβV α is its transformation character under 
general coordinate transformations. Crucially, it transforms as a tensor Tα 

β 
(see appendix D of volume 1) with the indicated ‘one up, one down’ indices; 
we shall not prove this here, referring instead to Schutz (1988), for example. 
This property is the reason for the name ‘covariant derivative’, meaning in 
this case essentially that it transforms the way its indices would have you 
believe it should. By contrast, and despite appearances, ∂βV α by itself does 
not transform as a ‘Tβ

α’ tensor, and in a similar way Γα is not a ‘Tα ’-type γβ γβ

tensor; only the combined object DβV α is a ‘Tα’.β 
This circumstance is highly reminiscent of the situation we found in the 

case of gauge transformations. Consider the simplest case, that of U(1), for 
which Dμψ = ∂μψ + iqAμψ. The quantity Dμψ transforms under a gauge 
transformation in the same way as ψ itself, but ∂μψ does not. There is thus 
a close analogy between the ‘good’ transformation properties of DβV α and of 
Dμψ. Further, the structure of Dμψ is very similar to that of DβV α . There 
are two pieces, the first of which is the straightforward derivative, while the 
second involves a new field (Γ or A) and is also proportional to the original 
field. The ‘i’ of course is a big difference, showing that in the gauge symmetry 
case the transformations mix the real and imaginary parts of the wavefunction, 
rather than actual spatial components of a vector. 

Indeed, the analogy is even closer in the non-Abelian – e.g. local SU(2) 

– case. As we have seen, ∂μψ( 1
2 ) does not transform as an SU(2) isospinor 

because of the extra piece involving ∂μE; nor do the gauge fields W μ transform 
as pure T = 1 states, also because of a ∂μE term. But the gauge covariant 
combination (∂μ +igτ ·W μ/2)ψ( 1

2 ) does transform as an isospinor under local 
SU(2) transformations, the two ‘extra’ ∂μE pieces cancelling each other out. 

There is a useful way of thinking about the two contributions to DβV α 

(or Dμψ). Let us multiply (N.12) by dqβ and sum over β so as to obtain 
βDV α ≡ ∂βV αdq β + Γα

γβV γdq . (N.13) 
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∂V α/∂qβ, but contain an additional term: the ‘components of the derivative
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α. There
are two pieces, the first of which is the straightforward derivative, while the
second involves a new field (Γ or A) and is also proportional to the original
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– case. As we have seen, ∂μψ( 1
2 ) does not transform as an SU(2) isospinor
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FIGURE N.4
Parallel transport (a) round a curved triangle on the surface of a sphere (b)
round a triangle in a flat plane.

to use the -er, -eθ basis, and if we had simply used the -i,-j basis (which is
constant throughout the plane) we would have had no such ‘trouble’. This
is a fair point, provided that we somehow knew that we are really doing
physics in a ‘flat’ space, such as the Euclidean plane. But suppose instead that
our two-dimensional space was the surface of a sphere. Then, an intuitively
plausible definition of parallel transport is shown in figure N.4(a), in which
transport is carried out around a closed path consisting of three great circle
arcs A → B,B → C,C → A, with the rule that at each stage the vector
is drawn ‘as parallel as possible’ to the previous one. It is clear from the
figure that the vector we end up with at A, after this circuit, is no longer
parallel to the vector we started with; in fact, it has rotated by π/2 in this
example, in which 1

8 th of the surface area of the unit sphere is enclosed by
the triangle ABC. By contrast, the parallel transport of a vector round a
flat triangle in the Euclidean plane leads to no such net change in the vector
(figure N.4(b)).

It seems reasonable to suppose that the information about whether the
space we are dealing with is ‘flat’ or ‘curved’ is contained in the connection
Γα

γβ. In a similar way, in the gauge case the analogy we have built up so far
would lead us to expect that there are potentials Aμ which are somehow ‘flat’
(E = B = 0) and others which represent ‘curvature’ (non-zero E,B). This
is what we discuss next.
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has been carried by ‘parallel transport’ from one point to the other; they are 
often called ‘connection coefficients’, or just ‘the connection’. 

In an analogous way we can write, in the U(1) gauge case, 

Dψ ≡ Dμψdxμ  = ∂μψdxμ + ieAμψdxμ 

≡ dψ − δψ (N.15) 

with 
δψ = −ieAμψdxμ. (N.16) 

Equation (N.16) has a very similar structure to (N.14), suggesting that the 
electromagnetic potential Aμ might well be referred to as a ‘gauge connection’, 
as indeed it is in some quarters. Equations (N.15) and (N.16) generalize 

1
2

1
2straightforwardly for Dψ( ) and δψ( ). 

We can relate (N.16) in a very satisfactory way to our original discussion of 
electromagnetism as a gauge theory in chapter 2, and in particular to (2.83). 
For transport restricted to the three spatial directions, (N.16) reduces to 

δψ(x) = ieA · dxψ(x).  (N.17) 

However, the solution (2.83) gives 

( / x )
ψ(x) = exp ie A · dl ψ(A = 0, x), (N.18) 

−∞ 

replacing q by e. So 

ψ(x + dx) ( / x+dx ) 

= exp ie A · dl ψ(A = 0, x + dx) 
−∞ ( / x+dx ) ( / x )  

= exp ie A · dl exp ie A · dl ψ(A = 0, x + dx)  
x −∞  ( / x )

≈ (1 + ieA · dx)exp ie A · dl [ψ(A = 0, x) +  ∇ψ(A = 0, x) · dx] 
−∞ ( / x )

≈ ψ(x) + ieA · dxψ(x) + exp  ie A · dl ∇ψ(A = 0, x) · dx, (N.19) 
−∞ 

to first order in dx. On the right-hand side of (N.19) we see (i) the change δψ 
of (N.17), due to ‘parallel transport’ as prescribed by the gauge connection A, 
and (ii) the change in ψ viewed as a function of x, in the absence of A. The 
solution (N.18) gives, in fact, the ‘integrated’ form of the small displacement 
law (N.19). 

At this point the reader might object, going back to the -er, -eθ example, 
that we had made a lot of fuss about nothing: after all, no one forced us 
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to first order in dx. On the right-hand side of (N.19) we see (i) the change δψ
of (N.17), due to ‘parallel transport’ as prescribed by the gauge connection A,
and (ii) the change in ψ viewed as a function of x, in the absence of A. The
solution (N.18) gives, in fact, the ‘integrated’ form of the small displacement
law (N.19).

At this point the reader might object, going back to the -er, -eθ example,
that we had made a lot of fuss about nothing: after all, no one forced us
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plausible definition of parallel transport is shown in figure N.4(a), in which 
transport is carried out around a closed path consisting of three great circle 
arcs A → B, B → C, C → A, with the rule that at each stage the vector 
is drawn ‘as parallel as possible’ to the previous one. It is clear from the 
figure that the vector we end up with at A, after this circuit, is no longer 
parallel to the vector we started with; in fact, it has rotated by π/2 in this 

1example, in which th of the surface area of the unit sphere is enclosed by 8 
the triangle ABC. By contrast, the parallel transport of a vector round a 
flat triangle in the Euclidean plane leads to no such net change in the vector 
(figure N.4(b)). 

It seems reasonable to suppose that the information about whether the 
space we are dealing with is ‘flat’ or ‘curved’ is contained in the connection 
Γα In a similar way, in the gauge case the analogy we have built up so far γβ. 
would lead us to expect that there are potentials Aμ which are somehow ‘flat’ 
(E = B = 0) and others which represent ‘curvature’ (non-zero E, B). This 
is what we discuss next. 
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or, interchanging dummy indices γ and δ in the last term,

(δV α)AB + (δV α)CD ≈ δaδb

|
∂Γα

γ1

∂q2
− Γα

δ1Γ
δ
γ2

|
V γ . (N.25)

Similarly,

(δV α)BC + (δV α)DA ≈ δaδb

|
−
∂Γα

γ2

∂q1
+ Γα

δ2Γ
δ
γ1

|
V γ , (N.26)

and so the net change around the whole small loop is

(δV α)ABCD ≈ δaδb

|
∂Γα

γ1

∂q2
−

∂Γα
γ2

∂q1
+ Γα

δ2Γ
δ
γ1 − Γα

δ1Γ
δ
γ2

|
V γ . (N.27)

The indices ‘1’ and ‘2’ appear explicitly because the loop was chosen to go
along these directions. In general, (N.27) would take the form

(δV α)loop ≈
|
∂Γα

γβ

∂qσ
−

∂Γα
γσ

∂qβ
+ Γα

δσΓ
δ
γβ − Γα

δβΓ
δ
γσ

|
V γdAβσ (N.28)

where dAβσ is the area element. The quantity in brackets in (N.28) is the
Reimann curvature tensor Rα

γβσ (up to a sign, depending on conventions),
which can clearly be calculated once the connection coefficients are known.
A flat space is one for which all components Rα

γβσ = 0; the reader may
verify that this is the case for our polar basis -er, -eθ in the Euclidean plane. A
non-zero value for any component of Rα

γβσ means the space is curved.
We now follow exactly similar steps to calculate the net change in δψ as

given by (N.16), around the small two-dimensional rectangle defined by the
coordinate lines x1 = a, x1 = a+ δa, x2 = b, x2 = b+ δb, labelled as in figure
N.5 but with q1 replaced by x1 and q2 by x2. Then

(δψ)AB = −ieA1(a, b)ψ(a, b)δa (N.29)

and

(δψ)CD = +ieA1(a, b+ δb)ψ(a, b+ δb)δa

≈ ie

(
A1(a, b) +

∂A1

∂x2
δb

)
[ψ(a, b)− ieA2(a, b)ψ(a, b)δb]δa

≈ ieA1(a, b)ψ(a, b)δa

+ ie

|
∂A1

∂x2
ψ(a, b)− ieA1(a, b)A2(a, b)ψ(a, b)

|
δaδb. (N.30)

Combining (N.29) and (N.30) we find

(δψ)AB + (δψ)CD ≈
|
ie
∂A1

∂x2
ψ + e2A1A2ψ

|
δaδb. (N.31)
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FIGURE N.5 
2Closed loop ABCD in q1 − q space. 

N.2  Geometrical curvature and the gauge field strength 
tensor 

Consider a small closed loop in our (possibly curved) two-dimensional space 
1 1– see figure N.5 – whose four sides are the coordinate lines q = a, q = 

a + δa, q2 = b, q2 = b + δb. We want to calculate the net change (if any) in 

δV α as we parallel transport V- around the loop. The change along A → B is 
/ q 2 

Γα 
=b,q1 =a+δa 

(δV α)AB = − γ1V γ dq1 

q2=b,q1=a 

≈ −δaΓα
γ1(a, b)V γ (a, b)  (N.20) 

to first order in δa, while that along C → D is 
/ q 2 =b+δb,q1 =a 

(δV α)CD  = − Γα
γ1V γ dq1 

q2=b+δb,q1 =a+δa 
/ q 2 

Γα 
=b+δb,q1 =a+δa 

= +  γ1V γ dq1 . 
q =b+δb,q1 =a2

≈ δaΓα
γ1(a, b + δb)V γ (a, b + δb). (N.21) 

Now 
∂Γα

γ1
Γα

γ1(a, b + δb) ≈ Γα
γ1(a, b) +  δb  (N.22) 

∂q2 

and, remembering that we are parallel-transporting V- , 

γV γ (a, b + δb) ≈ V γ (a, b)− Γ V δ δb. (N.23) δ2

Combining (N.20) and (N.21) to lowest order, we find 
|
∂Γα

γ1 γ 
|

(δV α)AB + (δV α)CD  ≈ δaδb V γ − Γα
γ1Γ V δ (N.24) δ2∂q2 
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FIGURE N.5
Closed loop ABCD in q1 − q2 space.

N.2 Geometrical curvature and the gauge field strength
tensor

Consider a small closed loop in our (possibly curved) two-dimensional space
– see figure N.5 – whose four sides are the coordinate lines q1 = a, q1 =
a + δa, q2 = b, q2 = b + δb. We want to calculate the net change (if any) in

δV α as we parallel transport -V around the loop. The change along A → B is

(δV α)AB = −
/ q2=b,q1=a+δa

q2=b,q1=a

Γα
γ1V

γdq1

≈ −δaΓα
γ1(a, b)V

γ(a, b) (N.20)

to first order in δa, while that along C → D is

(δV α)CD = −
/ q2=b+δb,q1=a

q2=b+δb,q1=a+δa

Γα
γ1V

γdq1

= +

/ q2=b+δb,q1=a+δa

q2=b+δb,q1=a

Γα
γ1V

γdq1.

≈ δaΓα
γ1(a, b+ δb)V γ(a, b+ δb). (N.21)

Now

Γα
γ1(a, b+ δb) ≈ Γα

γ1(a, b) + δb
∂Γα

γ1

∂q2
(N.22)

and, remembering that we are parallel-transporting -V ,

V γ(a, b+ δb) ≈ V γ(a, b)− Γγ
δ2V

δδb. (N.23)

Combining (N.20) and (N.21) to lowest order, we find

(δV α)AB + (δV α)CD ≈ δaδb

|
∂Γα

γ1

∂q2
V γ − Γα

γ1Γ
γ
δ2V

δ

|
(N.24)
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or, interchanging dummy indices γ and δ in the last term, 

|
∂Γα

γ1 
|

(δV α)AB + (δV α)CD  ≈ δaδb − Γα
δ1Γ

δ V γ . (N.25) γ2∂q2 

Similarly, 

∂Γα|
γ2 

|
(δV α)BC + (δV α)DA ≈ δaδb − + Γα

δ2Γ
δ V γ , (N.26) γ1∂q1 

and so the net change around the whole small loop is 

∂Γα| 
∂Γα

γ1 γ2 
|

(δV α)ABCD ≈ δaδb − + Γα
δ2Γ

δ
γ1 − Γα

δ1Γ
δ V γ . (N.27) γ2∂q2 ∂q1 

The indices ‘1’ and ‘2’ appear explicitly because the loop was chosen to go 
along these directions. In general, (N.27) would take the form 

| 
∂Γα

γβ ∂Γα
γσ 

| 
V γdAβσ (δV α)loop ≈ − + Γα

δσΓ
δ 

δβΓ
δ (N.28) γβ − Γα 
γσ∂qσ ∂qβ 

where dAβσ is the area element. The quantity in brackets in (N.28) is the 
Reimann curvature tensor Rα (up to a sign, depending on conventions), γβσ 
which can clearly be calculated once the connection coefficients are known. 
A flat space is one for which all components Rα = 0; the reader may γβσ 
verify that this is the case for our polar basis -er, -eθ in the Euclidean plane. A 
non-zero value for any component of Rα means the space is curved. γβσ 

We now follow exactly similar steps to calculate the net change in δψ as 
given by (N.16), around the small two-dimensional rectangle defined by the 
coordinate lines x1 = a, x1 = a + δa, x2 = b, x2 = b + δb, labelled as in figure 
N.5 but with q1 replaced by x1 and q

2 by x2. Then 

(δψ)AB = −ieA1(a, b)ψ(a, b)δa (N.29) 

and 

(δψ)CD  = +ieA1(a, b + δb)ψ(a, b + δb)δa  (
∂A1 ) 

≈ ie A1(a, b) +  δb [ψ(a, b)− ieA2(a, b)ψ(a, b)δb]δa 
∂x2 

≈ ieA1(a, b)ψ(a, b)δa |
∂A1 |

+ ie ψ(a, b)− ieA1(a, b)A2(a, b)ψ(a, b) δaδb. (N.30) 
∂x2 

Combining (N.29) and (N.30) we find 

|
∂A1

2A1A2ψ

|
(δψ)AB + (δψ)CD  ≈ ie ψ + e δaδb. (N.31) 

∂x2 



O

Dimensional Regularization

After combining propagator denominators of the form (p2 − m2 + iE)−1 by
Feynman parameters (cf (10.40)), and shifting the origin of the loop momen-
tum to complete the square (cf (10.42) and (11.16)), all one-loop Feynman
integrals may be reduced to evaluating an integral of the form

Id(Δ, n) ≡
/

ddk

(2π)d
1

[k2 −Δ+ iE]n
, (O.1)

or to a similar integral with factors of k (such as kμkν) in the numerator. We
consider (O.1) first.

For our purposes, the case of physical interest is d = 4, and n is commonly
2 (e.g. in one-loop self-energies). Power-counting shows that (O.1) diverges
as k → ∞ for d ≥ 2n. The idea behind dimensional regularization (’t Hooft
and Veltman 1972) is to treat d as a variable parameter, taking values smaller
than 2n, so that (O.1) converges and can be evaluated explicitly as a function
of d (and of course the other variables, including n).1 Then the nature of the
divergence as d → 4 can be exposed (much as we did with the cut-off pro-
cedure in section 10.3), and dealt with by a suitable renormalization scheme.
The crucial advantage of dimensional regularization is that it preserves gauge
invariance, unlike the simple cut-off regularization we used in chapters 10 and
11.

We write

Id =
1

(n− 1)!

(
∂

∂Δ

)n−1 /
ddk

(2π)d
1

[k2 −Δ+ iE]
. (O.2)

The d dimensions are understood as one time-like dimension k0, and d − 1
spacelike dimensions. We begin by ‘Euclideanizing’ the integral, by setting
k0 = ike with ke real. Then the Minkowskian square k2 becomes−(ke)2−k2 ≡
−k2E, and ddk becomes iddkE, so that now

Id =
−i

(n− 1)!

(
∂

∂Δ

)n−1 /
ddkE
(2π)d

1

(k2E +Δ)
; (O.3)

the ‘iE’ may be understood as included in Δ. The integral is evaluated by

1We concentrate here on ultraviolet divergences, but infrared ones (such as those met in
section 14.4.2) can be dealt with too, by choosing d larger than 2n.
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Similarly, 

(δψ)BC + (δψ)DA ≈ 
|
−ie 

∂A2 

∂x1 
ψ − e 2A1A2ψ

| 
δaδb, (N.32) 

with the result that the net change around the loop is 

(δψ)ABCD ≈ ie 
( 
∂A1 

∂x2 
− 

∂A2 

∂x1 

) 
ψδaδb. (N.33) 

For a general loop, (N.33) is replaced by 

( 
∂Aμ ∂Aν )

(δψ)loop = ie − ψdxμdxν
∂xν ∂xμ 

= −ieFμν ψdxμdxν (N.34) 

where Fμν = ∂μAν − ∂ν Aμ is the familiar field strength tensor of QED. 
The analogy we have been pursuing would therefore suggest that Fμν = 0  

indicates ‘no physical effect’, while Fμν / 0 implies the presence of a physical = 
effect. Indeed, when Aμ has the ‘pure gauge’ form Aμ = ∂μχ the associated 
Fμν is zero; this is because such an Aμ can clearly be reduced to zero by 
a gauge transformation (and also, consistently, because (∂μ∂ν − ∂ν ∂μ)χ = 
0). If Aμ /is not expressible as the 4-gradient of a scalar, then Fμν = 0  
and an electromagnetic field is present, analogous to the spatial curvature 
revealed by Rα / 0. Once again, there is a satisfying consistency between = γβσ 
this ‘geometrical’ viewpoint and the discussion of the Aharonov-Bohm effect 
in Section 2.6. As in our remarks at the end of the previous section, and 
equations (N.17)–(N.19), equation (2.83) can be regarded as the integrated 
form of (N.34), for spatial loops. Transport round such a loop results in a 
non-trivial net phase change if non-zero B flux is enclosed, and this can be 
observed. 

From this point of view there is undoubtedly a strong conceptual link 
between Einstein’s theory of gravity and quantum gauge theories. In the 
former, matter (or energy) is regarded as the source of curvature of space-
time, causing the space-time axes themselves to vary from point to point, 
and determining the trajectories of massive particles; in the latter, charge is 
the source of curvature in an ‘internal’ space (the complex ψ-plane, in the 
U(1) case), a curvature which we call an electromagnetic field, and which has 
observable physical effects. 

The reader may consider repeating, for the local SU(2) case, the closed-
loop transport calculation of (N.29)–(N.33). For this calculation, the place 
of the Abelian vector potential is taken by the matrix-valued non-Abelian 
potential Aμ = τ /2 · Aμ . It will lead to the expression for the non-Abelian 
field strength tensor as calculated in section 13.1.2. 



462 N. Geometrical Aspects of Gauge Fields

Similarly,

(δψ)BC + (δψ)DA ≈
|
−ie

∂A2

∂x1
ψ − e2A1A2ψ

|
δaδb, (N.32)

with the result that the net change around the loop is

(δψ)ABCD ≈ ie

(
∂A1

∂x2
− ∂A2

∂x1

)
ψδaδb. (N.33)

For a general loop, (N.33) is replaced by

(δψ)loop = ie

(
∂Aμ

∂xν
− ∂Aν

∂xμ

)
ψdxμdxν

= −ieFμνψdxμdxν (N.34)

where Fμν = ∂μAν − ∂νAμ is the familiar field strength tensor of QED.
The analogy we have been pursuing would therefore suggest that Fμν = 0

indicates ‘no physical effect’, while Fμν /= 0 implies the presence of a physical
effect. Indeed, when Aμ has the ‘pure gauge’ form Aμ = ∂μχ the associated
Fμν is zero; this is because such an Aμ can clearly be reduced to zero by
a gauge transformation (and also, consistently, because (∂μ∂ν − ∂ν∂μ)χ =
0). If Aμ is not expressible as the 4-gradient of a scalar, then Fμν /= 0
and an electromagnetic field is present, analogous to the spatial curvature
revealed by Rα

γβσ /= 0. Once again, there is a satisfying consistency between
this ‘geometrical’ viewpoint and the discussion of the Aharonov-Bohm effect
in Section 2.6. As in our remarks at the end of the previous section, and
equations (N.17)–(N.19), equation (2.83) can be regarded as the integrated
form of (N.34), for spatial loops. Transport round such a loop results in a
non-trivial net phase change if non-zero B flux is enclosed, and this can be
observed.

From this point of view there is undoubtedly a strong conceptual link
between Einstein’s theory of gravity and quantum gauge theories. In the
former, matter (or energy) is regarded as the source of curvature of space-
time, causing the space-time axes themselves to vary from point to point,
and determining the trajectories of massive particles; in the latter, charge is
the source of curvature in an ‘internal’ space (the complex ψ-plane, in the
U(1) case), a curvature which we call an electromagnetic field, and which has
observable physical effects.

The reader may consider repeating, for the local SU(2) case, the closed-
loop transport calculation of (N.29)–(N.33). For this calculation, the place
of the Abelian vector potential is taken by the matrix-valued non-Abelian
potential Aμ = τ/2 · Aμ. It will lead to the expression for the non-Abelian
field strength tensor as calculated in section 13.1.2.

O  
Dimensional Regularization  

After combining propagator denominators of the form (p2 − m2 + iE)−1 by 
Feynman parameters (cf (10.40)), and shifting the origin of the loop momen-
tum to complete the square (cf (10.42) and (11.16)), all one-loop Feynman 
integrals may be reduced to evaluating an integral of the form 

/ 
ddk 1 

Id(Δ, n) ≡ , (O.1) 
(2π)d [k2 −Δ+ iE]n 

or to a similar integral with factors of k (such as kμkν ) in the numerator. We 
consider (O.1) first. 

For our purposes, the case of physical interest is d = 4, and n is commonly 
2 (e.g. in one-loop self-energies). Power-counting shows that (O.1) diverges 
as k → ∞ for d ≥ 2n. The idea behind dimensional regularization (’t Hooft 
and Veltman 1972) is to treat d as a variable parameter, taking values smaller 
than 2n, so that (O.1) converges and can be evaluated explicitly as a function 
of d (and of course the other variables, including n).1 Then the nature of the 
divergence as d → 4 can be exposed (much as we did with the cut-off pro-
cedure in section 10.3), and dealt with by a suitable renormalization scheme. 
The crucial advantage of dimensional regularization is that it preserves gauge 
invariance, unlike the simple cut-off regularization we used in chapters 10 and 
11. 

We write 

Id = 
1 

(n− 1)! 

( 
∂ 
∂Δ 

)n−1 / 
ddk 
(2π)d 

1 

[k2 −Δ+  iE] 
. (O.2) 

The d dimensions are understood as one time-like dimension k0, and d − 1 
spacelike dimensions. We begin by ‘Euclideanizing’ the integral, by setting 
k0 = ike with ke real. Then the Minkowskian square k2 becomes−(ke)2−k2 ≡ 
−k2 , and ddk becomes iddkE, so that now E

−i 
( 

∂ 
)n−1 / 

ddkE 1 
Id = ; (O.3) 

(n− 1)! ∂Δ (2π)d (k2 + Δ)E 

the ‘iE’ may be understood as included in Δ. The integral is evaluated by 

1We concentrate here on ultraviolet divergences, but infrared ones (such as those met in 
section 14.4.2) can be dealt with too, by choosing d larger than 2n. 
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we find the behaviour near z = −1:

Γ(−1 + z) =
−1

1− z
Γ(z)

= −[
1

z
+ 1− γ +O(z)]; (O.12)

similarly

Γ(−2 + z) =
1

2
[
1

z
+

3

2
− γ +O(z)]. (O.13)

Consider now the case n = 2, for which Γ(n − d/2) in (O.9) will have a
pole at d = 4. Setting d = 4− E, the divergent behaviour is given by

Γ(2− d/2) =
2

E
− γ +O(E) (O.14)

from (O.10). Id(Δ, 2) is then given by

Id(Δ, 2) =
i

(4π)2−E/2
Δ−E/2

|
2

E
− γ +O(E)

|
. (O.15)

When Δ−E/2 and (4π)−2+E/2 are expanded in powers of E, for small E, the
terms linear in E will produce terms independent of E when multiplied by the
E−1 in the bracket of (O.15). Using xE ≈ 1 + E lnx+O(E2) we find

Id(Δ, 2) =
i

(4π)2

|
2

E
− γ + ln 4π − lnΔ +O(E)

|
. (O.16)

Another source of E-dependence arises from the fact (see problem 15.7) that
a gauge coupling which is dimensionless in d = 4 dimensions will acquire mass
dimension μE/2 in d = 4 − E dimensions (check this!). A vacuum polarization
loop with two powers of the coupling will then contain a factor μE. When
expanded in powers of E, this will convert the lnΔ in (O.16) to ln(Δ/μ2).

Renormalization schemes will subtract the explicit pole pieces (which di-
verge as E → 0), but may also include in the subtraction certain finite terms as
well. For example, in the ‘minimal subtraction’ (MS) scheme, one subtracts
just the pole pieces; in the ‘modified minimal subtraction’ or MS (‘emm-ess-
bar’) scheme (Bardeen et al. 1978) one subtracts the pole and the ‘−γ+ln4π’
piece.

The change from one scheme ‘A’ to another ‘B’ must involve a finite renor-
malization of the form (Ellis et al. 1966, section 2.5)

αB
s = αA

s (1 +A1α
A
s + . . .). (O.17)

Note that this implies that the first two coefficients of the β function are
unchanged under this transformation, so that they are scheme-independent.
Subsequent coefficients are scheme-dependent, as is the QCD parameter Λ

/ / 
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introducing the following way of writing (k2 + Δ)−1:E 

+Δ)

/ ∞ 
(k2 

E + Δ)−1 = −β(k

0 

which leads to 

1 
( 

∂ 
)n−1 / ∞ / 

ddkE 

2
Edβe (O.4) , 

2
E−β(ke +Δ)Id dβ (O.5) = . 

(2π)d(n− 1)! ∂Δ 0 

The interchange of the orders of the β and kE integrations is permissible since 
Id is convergent. The kE integrals are, in fact, a series of Gaussians: 

⎧
d

⎫
−β(k

⎨h 
j 

⎬
2
E

ddkE dkj 2+Δ) −βΔ −βke = e  e 
(2π)d ⎩ (2π) ⎭

j=1 
)d/2−βΔe

( 
π 

= . (O.6) 
(2π)d β 

Hence 

−i 1 
( 

∂ 
)n−1 / 

−βΔβ−d/2Id = dβe 
(n− 1)! (4π)d/2 ∂Δ 

−i (−1)n−1 / 
−βΔβn−(d/2)−1 = dβe . (O.7) 

(n− 1)! (4π)d/2 

The last integral can be written in terms of Euler’s integral for the gamma 
function Γ(z) defined by (see, for example, Boas 1983, chapter 11) 

/ ∞ 
z−1Γ(z) =  x e −xdx. (O.8) 

0 

Since Γ(n) = (n − 1)!, it is convenient to write (O.8) entirely in terms of Γ 
functions as 

(−1)n Γ(n− d/2)
Δ(d/2)−nId = i  . (O.9) 

(4π)d/2 Γ(n) 

Equation (O.9) gives an explicit definition of Id which can be used for any 
value of d, not necessarily an integer. As a function of z, Γ(z) has isolated 
poles (see appendix F of volume 1) at z = 0,−1,−2, . . .. The behaviour near 
z = 0 is given by 

1 
Γ(z) = − γ + O(z), (O.10) 

z 
where γ is the Euler–Mascheroni constant having the value γ ≈ 0.5772. Using 

zΓ(z) = Γ(z + 1), (O.11) 
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introducing the following way of writing (k2E +Δ)−1:

(k2E +Δ)−1 =

/ ∞

0

dβe−β(k2
E+Δ), (O.4)

which leads to

Id =
1

(n− 1)!

(
∂

∂Δ

)n−1 / ∞

0

dβ

/
ddkE
(2π)d

e−β(k2
E+Δ). (O.5)

The interchange of the orders of the β and kE integrations is permissible since
Id is convergent. The kE integrals are, in fact, a series of Gaussians:

/
ddkE
(2π)d

e−β(k2
E+Δ) = e−βΔ

⎧
⎨
⎩

dh
j=1

/
dkj
(2π)

e−βk2
j

⎫
⎬
⎭

=
e−βΔ

(2π)d

(
π

β

)d/2

. (O.6)

Hence

Id =
−i

(n− 1)!

1

(4π)d/2

(
∂

∂Δ

)n−1 /
dβe−βΔβ−d/2

=
−i

(n− 1)!

(−1)n−1

(4π)d/2

/
dβe−βΔβn−(d/2)−1. (O.7)

The last integral can be written in terms of Euler’s integral for the gamma
function Γ(z) defined by (see, for example, Boas 1983, chapter 11)

Γ(z) =

/ ∞

0

xz−1e−xdx. (O.8)

Since Γ(n) = (n − 1)!, it is convenient to write (O.8) entirely in terms of Γ
functions as

Id = i
(−1)n

(4π)d/2
Γ(n− d/2)

Γ(n)
Δ(d/2)−n. (O.9)

Equation (O.9) gives an explicit definition of Id which can be used for any
value of d, not necessarily an integer. As a function of z, Γ(z) has isolated
poles (see appendix F of volume 1) at z = 0,−1,−2, . . .. The behaviour near
z = 0 is given by

Γ(z) =
1

z
− γ +O(z), (O.10)

where γ is the Euler–Mascheroni constant having the value γ ≈ 0.5772. Using

zΓ(z) = Γ(z + 1), (O.11)

E 
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we find the behaviour near z = −1: 

−1 
Γ(−1 +  z) =  

1− z 
Γ(z) 

1 
= −[ + 1  − γ + O(z)]; (O.12) 

z 

similarly 
1 1 3 

Γ(−2 +  z) =  [ + − γ + O(z)]. (O.13) 
2 z 2 

Consider now the case n = 2, for which Γ(n − d/2) in (O.9) will have a 
pole at d = 4. Setting d = 4  − E, the divergent behaviour is given by 

2 
Γ(2 − d/2) = − γ + O(E) (O.14) 

from (O.10). Id(Δ, 2) is then given by 

i
Δ−E/2 

|
2 

|
Id(Δ, 2) = − γ + O(E) . (O.15) 

(4π)2−E/2 E 

Δ−E/2When and (4π)−2+E/2 are expanded in powers of E, for small E, the 
terms linear in E will produce terms independent of E when multiplied by the 
E−1 in the bracket of (O.15). Using xE ≈ 1 +  E ln x + O(E2) we find 

i 
| 
2 

|
Id(Δ, 2) = − γ + ln 4π − lnΔ + O(E) . (O.16) 

(4π)2 E 

Another source of E-dependence arises from the fact (see problem 15.7) that 
a gauge coupling which is dimensionless in d = 4 dimensions will acquire mass 
dimension μE/2 in d = 4  − E dimensions (check this!). A vacuum polarization 
loop with two powers of the coupling will then contain a factor μE . When 
expanded in powers of E, this will convert the lnΔ in (O.16) to ln(Δ/μ2). 

Renormalization schemes will subtract the explicit pole pieces (which di-
verge as E → 0), but may also include in the subtraction certain finite terms as 
well. For example, in the ‘minimal subtraction’ (MS) scheme, one subtracts 
just the pole pieces; in the ‘modified minimal subtraction’ or MS (‘emm-ess-
bar’) scheme (Bardeen et al. 1978) one subtracts the pole and the ‘−γ +ln4π’ 
piece. 

The change from one scheme ‘A’ to another ‘B’ must involve a finite renor-
malization of the form (Ellis et al. 1966, section 2.5) 

αB = αA(1 + A1α
A + . . .). (O.17) s s s 

Note that this implies that the first two coefficients of the β function are 
unchanged under this transformation, so that they are scheme-independent. 
Subsequent coefficients are scheme-dependent, as is the QCD parameter Λ 



P

Grassmann Variables

In the path integral representation of quantum amplitudes (chapter 16) the
fields are regarded as classical functions. Matrix elements of time-ordered
products of bosonic operators could be satisfactorily represented (see the dis-
cussion following (16.79)). But something new is needed to represent, for
example, the time-ordered product of two fermionic operators: there must
be a sign difference between the two orderings, since the fermionic operators
anticommute. Thus it seems that to represent amplitudes involving fermionic
operators by path integrals we must think in terms of ‘classical’ anticommut-
ing variables.

Fortunately, the necessary mathematics was developed by Grassmann in
1855, and applied to quantum amplitudes by Berezin (1966). Any two Grass-
mann numbers θ1, θ2 satisfy the fundamental relation

θ1θ2 + θ2θ1 = 0, (P.1)

and of course
θ21 = θ22 = 0. (P.2)

Grassmann numbers can be added and subtracted in the ordinary way, and
muliplied by ordinary numbers. For our application, the essential thing we
need to be able to do with Grassmann numbers is to integrate over them.
It is natural to think that, as with ordinary numbers and functions, integra-
tion would be some kind of inverse of differentiation. So let us begin with
differentiation.

We define
∂(aθ)

∂θ
= a, (P.3)

where a is any ordinary number, and

∂

∂θ1
(θ1θ2) = θ2 ; (P.4)

then necessarily
∂

∂θ2
(θ1θ2) = −θ1. (P.5)

Consider now a function of one such variable, f(θ). An expansion of f in
powers of θ terminates after only two terms because of the property (P.2):

f(θ) = a+ bθ. (P.6)
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introduced in section 15.3. From (15.54) the two corresponding values of Λ 
are related by 

/ αB (|q 2|)s
( 
ΛB 

) 
1 dx 

ln = (O.18) 
ΛA 2 αA(|q2|) β0x2(1 + . . .) 

s 

A1 
= (O.19) 

2β0 

where we have taken  |q2| → ∞  in (O.18) since the left-hand side is indepen-
dent of |q2|. Hence the relationship between the Λ’s in different schemes is 
determined by the one-loop calculation which gives A1 in (O.19). For example, 
changing from MS to MS gives (problem 15.8) 

Λ2 = Λ2 (O.20) MSexp(ln 4π − γ),
MS 

as the reader may check. 
Finally, consider the integral 

kμkν 
μν 

/ 
ddk 

I (Δ, n) ≡ . (O.21) d (2π)d [k2 − Δ+ ie]n 

From Lorentz covariance this must be proportional to the only second-rank 
μνtensor available, namely g : 

μνI = Agμν . (O.22) d 

The constant ‘A’ can be determined by contracting both sides of (O.21) with 
μνgμν , using g gμν = d in d-dimensions. So 

1 ddk k2 
A = 

d (2π)d (k2 − Δ+ ie)n 

1 
{/ 

ddk 1 
/ 

ddk 1 
} 

= + Δ  
d (2π)d (k2 − Δ+ ie)n−1 (2π)d (k2 − Δ+ ie)n 

Δ(d/2)−n+1i(−1)n {
−Γ(n − 1− d/2) Γ(n − d/2)

} 
= + 

(4π)d/2 d Γ(n − 1) Γ(n) 

Δ(d/2)−n+1i(−1)n Γ(n − 1− d/2) 
= {−n + (n − d/2)}

(4π)d/2 d Γ(n) 

i(−1)n−1Δ(d/2)−n+1 1 Γ(n − 1− d/2) 
= . (O.23) 

(4π)d/2 2 Γ(n) 

Using these results, one can show straightforwardly that the gauge-non-invariant 
part of (11.18) – i.e. the piece in braces – vanishes. With the technique 
of dimensional regularization, starting from a gauge-invariant formulation of 
the theory the renormalization programme can be carried out while retaining 
manifest gauge invariance. 
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introduced in section 15.3. From (15.54) the two corresponding values of Λ
are related by

ln

(
ΛB

ΛA

)
=

1

2

/ αB
s (|q2|)

αA
s (|q2|)

dx

β0x2(1 + . . .)
(O.18)

=
A1

2β0
(O.19)

where we have taken |q2| → ∞ in (O.18) since the left-hand side is indepen-
dent of |q2|. Hence the relationship between the Λ’s in different schemes is
determined by the one-loop calculation which givesA1 in (O.19). For example,
changing from MS to MS gives (problem 15.8)

Λ2
MS

= Λ2
MSexp(ln 4π − γ), (O.20)

as the reader may check.
Finally, consider the integral

Iμνd (Δ, n) ≡
/

ddk

(2π)d
kμkν

[k2 −Δ+ ie]n
. (O.21)

From Lorentz covariance this must be proportional to the only second-rank
tensor available, namely gμν :

Iμνd = Agμν . (O.22)

The constant ‘A’ can be determined by contracting both sides of (O.21) with
gμν , using gμνgμν = d in d-dimensions. So

A =
1

d

/
ddk

(2π)d
k2

(k2 −Δ+ ie)n

=
1

d

{/
ddk

(2π)d
1

(k2 −Δ+ ie)n−1
+Δ

/
ddk

(2π)d
1

(k2 −Δ+ ie)n

}

=
i(−1)n

(4π)d/2
Δ(d/2)−n+1

d

{
−Γ(n− 1− d/2)

Γ(n− 1)
+

Γ(n− d/2)

Γ(n)

}

=
i(−1)n

(4π)d/2
Δ(d/2)−n+1

d

Γ(n− 1− d/2)

Γ(n)
{−n+ (n− d/2)}

=
i(−1)n−1Δ(d/2)−n+1

(4π)d/2
1

2

Γ(n− 1− d/2)

Γ(n)
. (O.23)

Using these results, one can show straightforwardly that the gauge-non-invariant
part of (11.18) – i.e. the piece in braces – vanishes. With the technique
of dimensional regularization, starting from a gauge-invariant formulation of
the theory the renormalization programme can be carried out while retaining
manifest gauge invariance.

P  
Grassmann Variables  

In the path integral representation of quantum amplitudes (chapter 16) the 
fields are regarded as classical functions. Matrix elements of time-ordered 
products of bosonic operators could be satisfactorily represented (see the dis-
cussion following (16.79)). But something new is needed to represent, for 
example, the time-ordered product of two fermionic operators: there must 
be a sign difference between the two orderings, since the fermionic operators 
anticommute. Thus it seems that to represent amplitudes involving fermionic 
operators by path integrals we must think in terms of ‘classical’ anticommut-
ing variables. 

Fortunately, the necessary mathematics was developed by Grassmann in 
1855, and applied to quantum amplitudes by Berezin (1966). Any two Grass-
mann numbers θ1, θ2 satisfy the fundamental relation 

θ1θ2 + θ2θ1 = 0, (P.1) 

and of course 
θ2 θ2 = 2 = 0. (P.2) 1 

Grassmann numbers can be added and subtracted in the ordinary way, and 
muliplied by ordinary numbers. For our application, the essential thing we 
need to be able to do with Grassmann numbers is to integrate over them. 
It is natural to think that, as with ordinary numbers and functions, integra-
tion would be some kind of inverse of differentiation. So let us begin with 
differentiation. 

We define 
∂(aθ) 

= a, (P.3) 
∂θ 

where a is any ordinary number, and 

∂ 
(θ1θ2) = θ2 ; (P.4) 

∂θ1 

then necessarily 
∂ 

(θ1θ2) = −θ1. (P.5) 
∂θ2 

Consider now a function of one such variable, f(θ). An expansion of f in 
powers of θ terminates after only two terms because of the property (P.2): 

f(θ) = a + bθ. (P.6) 

467 
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It is convenient to define complex conjugation to include reversing the order
of quantities:

(ψχ)∗ = χ∗ψ∗. (P.15)

Then (P.14) is consistent under complex conjugation.
We are now ready to evaluate some Gaussian integrals over Grassmann

variables, which is essentially all we need in the path integral formalism. We
begin with

/ /
dψ∗dψ e−bψ∗ψ =

/ /
dψ∗dψ(1 − bψ∗ψ)

=

/ /
dψ∗dψ(1 + bψψ∗) = b. (P.16)

Note that the analogous integral with ordinary variables is

/ /
dxdy e−b(x2+y2)/2 = 2π/b. (P.17)

The important point here is that, in the Grassman case, b appears with a
positive, rather than a negative, power. On the other hand, if we insert a
factor ψψ∗ into the integrand in (P.16), we find that it becomes

/ /
dψ∗dψ ψψ∗(1 + bψψ∗) =

/ /
dψ∗dψ ψψ∗ = 1, (P.18)

and the insertion has effectively produced a factor b−1. This effect of an
insertion is the same in the ‘ordinary variables’ case:

/ /
dxdy(x2 + y2)/2 e−b(x2+y2)/2 = 2π/b2. (P.19)

Now consider a Gaussian integral involving two different Grassmann vari-
ables: /

dψ∗
1dψ1dψ

∗
2dψ2 e

−ψ∗TMψ , (P.20)

where

ψ =

(
ψ1

ψ2

)
, (P.21)

and M is a 2 × 2 matrix, whose entries are ordinary numbers. The only
terms which survive the integration are those which, in the expansion of the
exponential, contain each of ψ∗

1 , ψ1, ψ∗
2 and ψ2 exactly once. These are the

terms

1

2
[M11M22(ψ

∗
1ψ1ψ

∗
2ψ2 + ψ∗

2ψ2ψ
∗
1ψ1) +M12M21(ψ

∗
1ψ2ψ

∗
2ψ1 + ψ∗

2ψ1ψ
∗
1ψ2)] .

(P.22)

/ / 

/ / 

/ 

/ / 
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So 
∂f(θ) 

∂θ 
= b, (P.7) 

but also 
∂2f 

= 0  (P.8) 
∂θ2 

for any such f . Hence the operator ∂/∂θ has no inverse (think of the matrix 
analogue A2 = 0: if A−1 existed, we could deduce 0 = A−1(A2) = (A−1A)A = 
A for all A). Thus we must approach Grassmann integration other than via 
an inverse of differentiation. 

We only need to consider integrals over the complete range of θ, of the 
form 

dθf(θ) = dθ(a + bθ). (P.9) 

Such an integral should be linear in f ; thus it must be a linear function of 
a and b. One further property fixes its value: we require the result to be 
invariant under translations of θ by θ → θ + η, where η is a Grassmann 
number. This property is crucial to manipulations made in the path integral 
formalism, for instance in ‘completing the square’ manipulations similar to 
those in section 16.3, but with Grassmann numbers. So we require 

dθ(a + bθ) = dθ([a + bη] +  bθ). (P.10) 

This has changed the constant (independent of θ) term, but left the linear 
term unchanged. The only linear function of a and b which behaves like this 
is a multiple of b, which is conventionally taken to be simply b. Thus we define 

dθ(a + bθ) = b, (P.11) 

which means that integration is in some sense the same as differentiation! 
When we integrate over products of different θ’s, we need to specify a 

convention about the order in which the integrals are to be performed. We 
adopt the convention 

dθ1 dθ2 θ2θ1 = 1 ;  (P.12) 

that is, the innermost integral is done first, then the next, and so on. 
Since our application will be to Dirac fields, which are complex-valued, 

we need to introduce complex Grassmann numbers, which are built out of 
real and imaginary parts in the usual way (this would not be necessary for 
Majorana fermions). Thus we may define 

ψ = √ 1 (θ1 + iθ2), ψ  ∗ = √ 1 (θ1 − iθ2), (P.13) 
2 2

and then 
−idψdψ ∗ = dθ1dθ2. (P.14) 
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So
∂f(θ)

∂θ
= b, (P.7)

but also
∂2f

∂θ2
= 0 (P.8)

for any such f . Hence the operator ∂/∂θ has no inverse (think of the matrix
analogue A2 = 0: if A−1 existed, we could deduce 0 = A−1(A2) = (A−1A)A =
A for all A). Thus we must approach Grassmann integration other than via
an inverse of differentiation.

We only need to consider integrals over the complete range of θ, of the
form /

dθf(θ) =

/
dθ(a+ bθ). (P.9)

Such an integral should be linear in f ; thus it must be a linear function of
a and b. One further property fixes its value: we require the result to be
invariant under translations of θ by θ → θ + η, where η is a Grassmann
number. This property is crucial to manipulations made in the path integral
formalism, for instance in ‘completing the square’ manipulations similar to
those in section 16.3, but with Grassmann numbers. So we require

/
dθ(a+ bθ) =

/
dθ([a+ bη] + bθ). (P.10)

This has changed the constant (independent of θ) term, but left the linear
term unchanged. The only linear function of a and b which behaves like this
is a multiple of b, which is conventionally taken to be simply b. Thus we define

/
dθ(a+ bθ) = b, (P.11)

which means that integration is in some sense the same as differentiation!
When we integrate over products of different θ’s, we need to specify a

convention about the order in which the integrals are to be performed. We
adopt the convention /

dθ1

/
dθ2 θ2θ1 = 1 ; (P.12)

that is, the innermost integral is done first, then the next, and so on.
Since our application will be to Dirac fields, which are complex-valued,

we need to introduce complex Grassmann numbers, which are built out of
real and imaginary parts in the usual way (this would not be necessary for
Majorana fermions). Thus we may define

ψ =
1√
2
(θ1 + iθ2), ψ∗ =

1√
2
(θ1 − iθ2), (P.13)

and then
−idψdψ∗ = dθ1dθ2. (P.14)

/ /

/ / / /
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It is convenient to define complex conjugation to include reversing the order 
of quantities: 

(ψχ) ∗ = χ ∗ ψ ∗ . (P.15) 

Then (P.14) is consistent under complex conjugation. 
We are now ready to evaluate some Gaussian integrals over Grassmann 

variables, which is essentially all we need in the path integral formalism. We 
begin with 

/ /
−bψ ∗ ψ 

/ /
dψ ∗ dψ e = dψ ∗ dψ(1 − bψ ∗ ψ) 

= dψ ∗ dψ(1 + bψψ ∗ ) = b. (P.16) 

Note that the analogous integral with ordinary variables is 

/ /
−b(x +ydxdy e 

2 2)/2 = 2π/b. (P.17) 

The important point here is that, in the Grassman case, b appears with a 
positive, rather than a negative, power. On the other hand, if we insert a 
factor ψψ∗ into the integrand in (P.16), we find that it becomes 

dψ ∗ dψ ψψ ∗ (1 + bψψ ∗ ) = dψ ∗ dψ ψψ ∗ = 1, (P.18) 

and the insertion has effectively produced a factor b−1 . This effect of an 
insertion is the same in the ‘ordinary variables’ case: 

/ /
2 2+ydxdy(x + y 2)/2 e−b(x 2 )/2 = 2π/b2 . (P.19) 

Now consider a Gaussian integral involving two different Grassmann vari-
ables: /

−ψ ∗TMψdψ1 
∗ dψ1dψ2 

∗ dψ2 e , (P.20) 

where (
ψ1 

)
ψ = , (P.21) 

ψ2 

and M is a 2 × 2 matrix, whose entries are ordinary numbers. The only 
terms which survive the integration are those which, in the expansion of the 
exponential, contain each of ψ1 

∗, ψ1, ψ∗ and ψ2 exactly once. These are the 2 
terms 

1 
1 ψ1ψ2 

∗ ψ2 + ψ2 
∗ ψ2ψ ∗ 

1 ψ2ψ2 
∗ ψ1 + ψ2 

∗ ψ1ψ1 
∗ ψ2)] . 

2
[M11M22(ψ ∗ 

1 ψ1) +  M12M21(ψ ∗ 

(P.22) 
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This time, only the term ψ∗
1ψ2 in the expansion of the exponential will survive

the integration, and the result is just −M12. By exploring a similar integral
(still with the term ψ1ψ

∗
2) in the case of three complex Grassmann variables,

the reader should be convinced that the general result is

H
i

/
dψ∗

i dψi ψkψ
∗
l e

−ψ∗TMψ = (M−1)kl detM. (P.31)

With this result we can make plausible the fermionic analogue of (16.87),
namely

<Ω|T
{
ψ(x1)ψ̄(x2)

}
|Ω> =

/
Dψ̄Dψ ψ(x1)ψ̄(x2)exp[−

/
d4xEψ̄(i /∂ −m)ψ]/

Dψ̄Dψexp[−
/
d4xEψ̄(i /∂ −m)ψ]

;

(P.32)
note that ψ̄ and ψ∗ are unitarily equivalent. The denominator of this expres-
sion is1 det(i /∂−m), while the numerator is this same determinant multiplied
by the inverse of the operator (i /∂−m); but this is just (/p−m)−1 in momentum
space, the familiar Dirac propagator.

1The reader may interpret this as a finite-dimensional determinant, after discretization.
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To integrate (P.22) conveniently, according to the convention (P.12), we need 
∗ ∗to re-order the terms into the form ψ2ψ2 ψ1ψ1 ; this produces 

∗ ∗ (M11M22 − M12M21)(ψ2ψ2 ψ1ψ1 ), (P.23) 

and the integral (P.20) is therefore just 

/ /
∗ ∗ −ψ ∗TMψdψ1 dψdψ2 dψ2 e = detM. (P.24) 

The reader may show, or take on trust, the obvious generalization to N in-
dependent complex Grassmann variables ψ1, ψ2, ψ3,  . . . ,  ψN . This result 
is sufficient to establish the assertion made in section 16.4 concerning the 
integral (16.90), when written in ‘discretized’ form. 

We may contrast (P.24) with an analogous result for two ordinary complex 
numbers z1, z2. In this case we consider the integral 

/ /
∗ ∗ −z Hzdz1 dz1dz2 dz2 e 

∗ 
, (P.25) 

where z is a two-component column matrix with elements z1 and z2. We take 
the matrix H to be Hermitian, with positive eigenvalues b1 and b2. Let H be 
diagonalized by the unitary transformation 

(
z' 1 
z' 2 

) 
= U

(
z1 
z2 

) 
, (P.26) 

with UU † = I. Then 
dz ' 1dz ' 2 = detU dz1dz2, (P.27) 

and so 
dz ' 1dz '∗ 

1 dz ' 2dz '∗ 
2 = dz1dz ∗ 

1 dz2dz ∗ 
2 , (P.28) 

since |detU |2 = 1. The integral (P.25) then becomes 

'∗ ' '∗ '
/

' '∗ −b1z z 
/

' '∗ −b2z z1 1 2 2dz1dz1 e dz2dz2 e , (P.29) 

the integrals converging provided b1, b2 > 0. Next, setting z1 = (x1 +√ √ 
iy1)/ 2, z2 = (x2 + iy2)/ 2, (P.29) can be evaulated using (P.17), and the 
result is proportional to (b1b2)

−1, which is the inverse of the determinant 
of the matrix H , when diagonalized. Thus – compare (P.16) and (P.17) – 
Gaussian integrals over complex Grassmann variables are proportional to the 
determinant of the matrix in the exponent, while those over ordinary complex 
variables are proportional to the inverse of the determinant. 

Returning to integrals of the form (P.20), consider now a two-variable 
(both complex) analogue of (P.18): 

−ψ ∗T
/

∗ ∗ ∗ Mψdψ1 dψ1dψ2 dψ2 ψ1ψ2 e . (P.30) 
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)
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with UU † = I. Then
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and so
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1 dz'2dz
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since |detU |2 = 1. The integral (P.25) then becomes

/
dz'1dz

'∗
1 e−b1z

'∗
1 z'

1

/
dz'2dz

'∗
2 e−b2z

'∗
2 z'

2 , (P.29)

the integrals converging provided b1, b2 > 0. Next, setting z1 = (x1 +
iy1)/

√
2, z2 = (x2 + iy2)/

√
2, (P.29) can be evaulated using (P.17), and the

result is proportional to (b1b2)
−1, which is the inverse of the determinant

of the matrix H , when diagonalized. Thus – compare (P.16) and (P.17) –
Gaussian integrals over complex Grassmann variables are proportional to the
determinant of the matrix in the exponent, while those over ordinary complex
variables are proportional to the inverse of the determinant.

Returning to integrals of the form (P.20), consider now a two-variable
(both complex) analogue of (P.18):

/
dψ∗

1dψ1dψ
∗
2dψ2 ψ1ψ

∗
2 e

−ψ∗TMψ . (P.30)
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This time, only the term ψ1 
∗ψ2 in the expansion of the exponential will survive 

the integration, and the result is just −M12. By exploring a similar integral 
(still with the term ψ1ψ2 

∗) in the case of three complex Grassmann variables, 
the reader should be convinced that the general result is 

/ 
−ψ ∗T

H  
dψi 

∗ dψi ψkψl 
∗ e Mψ  = (M−1)kl detM. (P.31) 

i 

With this result we can make plausible the fermionic analogue of (16.87), 
namely 

¯ ¯
/ 
Dψ̄Dψ ψ(x1)ψ(x2)exp[− 

/ 
d4xEψ(i /∂ − m)ψ]¯<Ω|T 

{
ψ(x1)ψ(x2)

} 
|Ω> = ;¯

/ 
Dψ̄Dψexp[− 

/ 
d4xEψ(i /∂ − m)ψ] 

(P.32) 
¯note that ψ and ψ∗ are unitarily equivalent. The denominator of this expres-

sion is1 det(i /∂ − m), while the numerator is this same determinant multiplied 
by the inverse of the operator (i /∂−m); but this is just (/p−m)−1 in momentum 
space, the familiar Dirac propagator. 

1The reader may interpret this as a finite-dimensional determinant, after discretization. 
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Q  
Feynman Rules for Tree Graphs in QCD and 
the Electroweak Theory 

Q.1 QCD 
Q.1.1 External particles 
Quarks 

The SU(3) colour degree of freedom is not written explicitly; the spinors have 
3 (colour) × 4 (Dirac) components. For each fermion or antifermion line 
entering the graph include the spinor 

u(p, s) or v(p, s) (Q.1) 

and for spin- 1 particles leaving the graph the spinor 2 

ū(p , s  ') or v̄(p , s  '), (Q.2) 

as for QED. 

Gluons 

Besides the spin-1 polarization vector, external gluons also have a ‘colour 
polarization’ vector ac(c = 1, 2, . . . , 8) specifying the particular colour state 
involved. For each gluon line entering the graph include the factor 

cEμ(k, λ) a (Q.3) 

and for gluons leaving the graph the factor 

∗ c∗ Eμ(k
', λ') a . (Q.4) 

Q.1.2 Propagators 
Quark 

i /p+ m 
= = i  . (Q.5) /p− m p2 − m2 

473 
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the t3 = +1/2 quarks denoted by f, where f = u, c, t; and for the t3 = −1/2
CKM-mixed quarks denoted by f' where f' = d', s', b'.

Note that for simplicity we do not include neutrino flavour mixing.

Q.2.1 External particles

Leptons and quarks

For each fermion or antifermion line entering the graph include the spinor

u(p, s) or v(p, s) (Q.8)

and for spin- 12 particles leaving the graph the spinor

ū(p', s') or v̄(p', s'). (Q.9)

Vector bosons

For each vector boson line entering the graph include the factor

Eμ(k, λ) (Q.10)

and for vector bosons leaving the graph the factor

E∗μ(k
', λ'). (Q.11)

Q.2.2 Propagators

Leptons and quarks

=
i

/p−m
= i

/p+m

p2 −m2
. (Q.12)

Vector bosons (U gauge)

=
i

k2 −M2
V

(−gμν + kμkν/m
2
V) (Q.13)

where ‘V’ stands for either ‘W’ (the W-boson) or ‘Z’ (the Z0).

Higgs particle

=
i

p2 −m2
H

(Q.14)

474 Q. Feynman Rules for Tree Graphs in QCD and the Electroweak Theory 

Gluon 

i 
(

kμkν ) 
δab = −g μν + (1 − ξ) (Q.6) 

k2 k2 

for a general ξ gauge. Calculations are usually performed in Lorentz or Feyn-
man gauge with ξ = 1 and gluon propagator equal to 

μν )δab (−g
= i . (Q.7) 

k2 

Here a and b run over the 8 colour indices 1, 2, . . . , 8. 

Q.1.3 Vertices 

-igs 
λ
2 
a 
γμ 

−gsfabc[gμν (k1 − k2)λ + gνλ(k2 − k3)μ + gλμ(k3 − k1)ν ] 

2−igs [fabefcde(gμλgνρ − gμρgνλ) +  fadefbce(gμν gλρ − gμλgνρ) +  
facefdbe(gμρgνλ − gμν gλρ)] 

It is important to remember that the rules given above are only adequate 
for tree diagram calculations in QCD (see section 13.3.3). 

Q.2 The electroweak theory 
For tree graph calculations, it is convenient to use the U gauge Feynman rules 
(sections 19.5 and 19.6) in which no unphysical particles appear. These U 
gauge rules are given below for the leptons l = (e, μ, τ), νl = (νe, νμ, ντ ); for 



474 Q. Feynman Rules for Tree Graphs in QCD and the Electroweak Theory

Gluon

=
i

k2

(
−gμν + (1− ξ)

kμkν

k2

)
δab (Q.6)

for a general ξ gauge. Calculations are usually performed in Lorentz or Feyn-
man gauge with ξ = 1 and gluon propagator equal to

= i
(−gμν)δab

k2
. (Q.7)

Here a and b run over the 8 colour indices 1, 2, . . . , 8.

Q.1.3 Vertices

-igs
λa

2 γμ

−gsfabc[gμν(k1 − k2)λ + gνλ(k2 − k3)μ + gλμ(k3 − k1)ν ]

−ig2s [fabefcde(gμλgνρ − gμρgνλ) + fadefbce(gμνgλρ − gμλgνρ) +
facefdbe(gμρgνλ − gμνgλρ)]

It is important to remember that the rules given above are only adequate
for tree diagram calculations in QCD (see section 13.3.3).

Q.2 The electroweak theory

For tree graph calculations, it is convenient to use the U gauge Feynman rules
(sections 19.5 and 19.6) in which no unphysical particles appear. These U
gauge rules are given below for the leptons l = (e, μ, τ), νl = (νe, νμ, ντ ); for

' 

475 Q.2. The electroweak theory 

the t3 = +1/2 quarks denoted by f, where f = u, c, t; and for the t3 = −1/2 
CKM-mixed quarks denoted by f' where f' = d' , s , b' . 

Note that for simplicity we do not include neutrino flavour mixing. 

Q.2.1 External particles 

Leptons and quarks 

For each fermion or antifermion line entering the graph include the spinor 

u(p, s) or v(p, s) (Q.8) 

and for spin- 1 particles leaving the graph the spinor 2 

ū(p ' , s  ') or v̄(p ' , s  '). (Q.9) 

Vector bosons 

For each vector boson line entering the graph include the factor 

Eμ(k, λ) (Q.10) 

and for vector bosons leaving the graph the factor 

E ∗ 
μ(k

', λ'). (Q.11) 

Q.2.2 Propagators 

Leptons and quarks 

i /p + m 
= = i  . (Q.12) /p − m p2 − m2 

Vector bosons (U gauge) 

= 
i

(−gμν + kμkν /m
2 (Q.13) V)k2 − M2 

V 

where ‘V’ stands for either ‘W’ (the W-boson) or ‘Z’ (the Z0). 

Higgs particle 

i 
= (Q.14) 2p2 − mH 
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ie[gνλ(k1 − k2)μ + gλμ(k2 − kγ)ν + gμν(kγ − k1)λ]

Z0W+W− vertex

ig cos θW[gνλ(k1 − k2)μ + gλμ(k2 − k3)ν + gμν(k3 − k1)λ]

(ii) Quadrilinear couplings:

−ie2(2gαβgμν − gαμgβν − gανgβμ)

−ieg cos θW(2gαβgμν − gαμgβν − gανgβμ)

−ig2 cos2 θW(2gαβgμν − gαμgβν − gανgβμ)

ig2(2gμαgνβ − gμβgαν − gμνgαβ)

476 Q. Feynman Rules for Tree Graphs in QCD and the Electroweak Theory 

Q.2.3 Vertices 

Charged current weak interactions 

Leptons 

−i√g γμ 
1−

2 
γ5 

2 

Quarks 

1−γ5−i√g γμ2 2 Vf f' 

Neutral current weak interactions (no neutrino mixing) 

Fermions 

f 
R 

−ig f 1−γ5 1+γ5

(
c 

)
γμ + c ,cos θW L 2 2 

where 

c f 
L = t f 

3 − sin2 θWQf (Q.15) 

c f 
R = − sin2 θWQf , (Q.16) 

and f stands for any fermion. 

Vector boson couplings 

(i) Trilinear couplings: 

γW+W− vertex 



476 Q. Feynman Rules for Tree Graphs in QCD and the Electroweak Theory

Q.2.3 Vertices

Charged current weak interactions

Leptons

−i g√
2
γμ

1−γ5

2

Quarks

−i g√
2
γμ

1−γ5

2 Vf f'

Neutral current weak interactions (no neutrino mixing)

Fermions

−ig
cos θW

γμ cfL
1−γ5

2 + cfR
1+γ5

2 ,

where

cfL = tf3 − sin2 θWQf (Q.15)

cfR = − sin2 θWQf , (Q.16)

and f stands for any fermion.

Vector boson couplings

(i) Trilinear couplings:

γW+W− vertex

( )

477 Q.2. The electroweak theory 

ie[gνλ(k1 − k2)μ + gλμ(k2 − kγ )ν + gμν (kγ − k1)λ] 

Z0W+W− vertex 

ig cos θW[gνλ(k1 − k2)μ + gλμ(k2 − k3)ν + gμν (k3 − k1)λ] 

(ii) Quadrilinear couplings: 

−ie2(2gαβgμν − gαμgβν − gαν gβμ) 

−ieg cos θW(2gαβ gμν − gαμgβν − gαν gβμ) 

2−ig cos2 θW(2gαβ gμν − gαμgβν − gαν gβμ) 

ig2(2gμαgνβ − gμβgαν − gμν gαβ ) 
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HHZZ vertex

ig2

2 cos2 θW
gμν

Quadrilinear self-coupling

− i3m2
Hg2

4M2
W

478 Q. Feynman Rules for Tree Graphs in QCD and the Electroweak Theory 

Higgs couplings 

(i) Trilinear couplings 
HW+W− vertex 

igMWgνλ 

HZ0Z0 vertex 

cos 
ig
θW 

MZgνλ 

Fermion Yukawa couplings (fermion mass mf ) 

−i g
mf 

2 MW 

Trilinear self-coupling 

23mHg−i 2MW 

(ii) Quadrilinear couplings: 
HHW+W− vertex 

2ig 
2 gμν 



478 Q. Feynman Rules for Tree Graphs in QCD and the Electroweak Theory

Higgs couplings

(i) Trilinear couplings
HW+W− vertex

igMWgνλ

HZ0Z0 vertex

ig
cos θW

MZgνλ

Fermion Yukawa couplings (fermion mass mf )

−i g2
mf

MW

Trilinear self-coupling

−i
3m2

Hg
2MW

(ii) Quadrilinear couplings:
HHW+W− vertex

ig2

2 gμν

479 Q.2. The electroweak theory 

HHZZ vertex 

2ig 
2 cos2 θW 

gμν 

Quadrilinear self-coupling 

− 
2 2i3mHg 

4M2 
W 
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von Weiszäcker C F 1934 Z. Phys. 88 612 
Wegner F 1972 Phys. Rev. B 5 4529 
Weinberg S 1966 Phys. Rev. Lett. 17 616 
——1967 Phys. Rev. Lett. 19 1264 
——1973 Phys. Rev. D 8 605, especially footnote 8 
——1975 Phys. Rev. D 11 3583 
——1978 Phys. Rev. Lett. 40 223 
——1979a Physica A 96 327 
——1979b Phys. Rev. D 19 1277 
——1996 The Quantum Theory of Fields Vol II Modern Applications (Cambridge: 

Cambridge University Press) 
Weisberger W 1965 Phys. Rev. Lett. 14 1047 
Weisskopf V F and Wigner E P 1930a Z. Phys. 63 54 
——1930b Z. Phys. 65 18 
Wilczek F 1978 Phys. Rev. Lett. 40 279 
Williams E J 1934 Phys. Rev. 45 729 
Wilson K G 1969 Phys. Rev. 179 1499 
——1971a Phys. Rev. B 4 3174 
——1971b Phys. Rev. B 4 3184 
——1974 Phys. Rev. D 10 2445 
——1975 New Phenomena in Subnuclear Physics, Proc. 1975 Int. School on Subnu-

clear Physics Ettore Majorana ed A Zichichi (New York: Plenum) 
Wilson K G and Kogut J 1974 Phys. Rep. 12C 75 
Winter K 2000 Neutrino Physics 2nd edn (Cambridge: Cambridge University Press) 
Wolfenstein L 1978 Phys. Rev. D 17 2369 
——1983 Phys. Rev. Lett. 51 1945 
Wu C S et al. 1957 Phys. Rev. 105 1413 
Yanagida T 1979 Proc. Workshop on Unified Theory and Baryon Number in the 

Universe ed O Sawada and A Sugamoto (Tsukuba: KEK) 
Yang C N 1950 Phys. Rev. 77 242 
Yang C N and Mills R L 1954 Phys. Rev. 96 191 
Yosida K 1958 Phys. Rev. 111 1255 



492 References

——1980 Recent Developments in Gauge Theories, Cargese Summer Institute 1979
ed G ’t Hooft et al. (New York: Plenum)

——1986 Phys. Rep. 142 357
’t Hooft G and Veltman M 1972 Nucl. Phys. B 44 189 Rev. Mod. Phys. 21 153
Tiomno J and Wheeler J A 1949 Rev. Mod. Phys. 21 153
Ur A C et al. (GERDA Collaboration) 2011 Nucl. Phys. Proc. Suppl. 217 38
Valatin J G 1958 Nuovo Cimento 7 843
van der Bij J J 1984 Nucl. Phys. B 248 141
van der Bij J J and Veltman M 1984 Nucl. Phys. B 231 205
van der Neerven W L and Zijlstra E B 1992 Nucl. Phys. B 382 11
van Ritbergen T and Stuart R G 1999 Phys. Rev. Lett. 82 488
van Ritbergen et al. 1997 Phys. Lett. B 400 379
Veltman M 1967 Proc. R. Soc. A 301 107
——1968 Nucl. Phys. B 7 637
——1970 Nucl. Phys. B 21 288
——1977 Acta Phys. Polon. B 8 475
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fermions, 294  
mass term, 351, 405–407  

Mandelstam variables, 301  
Marginal coupling, 179, 181  
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Mass diagonal basis, 409  
Mass generation  

for fermions, via chiral symmetry  
breaking, 228–231, 279  

for gauge bosons, via gauge sym-
metry breaking, 195, 223, 255,  
259–260, 266, 276–277  

for photon in superconductor, 260–  
263  

for relativistic U(1) gauge quan-
tum, 264–266  

for W± and Z0, 275–277, 371, 381  
Mass scale (μ), 114, 118–123  
Mass singularity, 102, 140  

uncancelled, 136–140  
Massless mode  

made massive by Coulomb interac-
tion, 207  

when symmetry spontaneously bro-
ken, 206, 210–211, 215, 219, 228–  
229  

Maxwell  
action, 49, 264  

in lattice field theory, 159–161  
tensor, 48  

as curvature, 159–160, 462  
Meissner effect, 260  
Mellin transform, 149  
Mixing angle, weak (θW), 277–278, 298,  

303, 381, 385–387, 392, 400, 412  
in MS renormalization scheme, 412  
in ‘on-shell’ scheme, 412  

Mixing formalism 
B̄0for B0 - , 336–339  
¯ for K0 -K0, 347–347  

Monopole, magnetic, 270  
and confinement, 270–271  

MS (minimal subtraction), 465  
MS (modified minimal subtraction), 465  
MSW effect, 362–364  

Nambu  
analogy, 199, 220, 228–231  
condensate, 229  
vacuum, 229–230  

Neutral current  
diagonal in quark mass basis, 308,  

319  
process, 298, 379  

499 

weak, leptonic, 302–304  
weak, quark, 307  

Neutrino  
Dirac, 294, 296, 351–352, 354–355,  

363–364, 404  
flavour mixing, 350–352  

angle θe2, 357, 360, 362–363  
angle θe3, 357, 359, 364  
angle θµ3, 357–366  
resonant, 362  

helicity, 292  
hypothesis, by Pauli, 283–285  
Majorana, 294, 296, 351–352, 354–  

355, 363–364, 405–407  
masses, 295–296, 353  
massless, 291–292, 294, 351, 382  
oscillations, 292, 295–296, 353–364  

matter effects in, 361–363  
and solar neutrino deficit, 358, 360–  

363  
squared mass differences, 352–353,  

356  
Δm21

2 , 357, 360, 362  
Δm31

2 , 357–360, 364  
Neutrinoless double β-decay, 294–295, 363–  

364  
Neutron  

β-decay, 238, 285  
discovery, 285  

Nielsen–Ninomaya theorem, 157  
Noether’s theorem, 28, 249  
Non-Abelian gauge fields  

introduced via local phase invariance, 
39–51 

quantization of, 60–71 
Non-decoupling, spontaneous symmetry-

breaking case, 414  
Non-leptonic weak interactions, 324–325  
Non-renormalizability in weak interactions  

due to explicit fermion masses, in 
GSW theory, 401–403 

for four-fermion and IVB theories, 
374–377 

Non-renormalizable interactions 
and irrelevant interactions, 180–181 
in non-linear σ-model, 244–245 

Operator product expansion, 141  
Order parameter, 202, 208, 260  
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and SU(2) gauge invariance, 54–
60

Compton scattering in, 57

and renormalization group, 116–123

Quantization of non-Abelian gauge fields,
see Non-Abelian gauge fields,
quantization of

Quark flavour mixing

three generations, 320–324, 386, 407–
410

two generations, 306–308, 318–319

Quark masses, running, 134–135

Quasi-particle operators

in a superconductor, 221

in a superfluid, 205

Quenched approximation, 170

Regularization

and anomalies, 249–253

dimensional, 463–466

lattice, 151–152

Regular representation, see Representa-
tion, regular

Relevant coupling, 179, 181

Renormalizability

and large −q2 behaviour in QED,
121–123

proof of, 84, 377

requirement, 84

of spontaneously broken gauge the-
ories, 268

of theories with charged massive vec-
tor particles, 256–259

Renormalization

flow, 176–179

group, 73–74, 86, 116–123

and QCD corrections to parton
model, 135–148

group equation (RGE), 121, 130–
135

on the lattice, 172–182

in QED, 121–123

scale (μ), 118–121, 129, 142, 189

scheme, 127, 129, 188, 465

transformation, 176

and effective theory, 180

Representation

adjoint, 24, 44, 50, 111, 446

for antiparticles
in SU(2)f , 15–16
in SU(3)f , 20–21

basis for, 18
fundamental, 445

of SO(3), 445
of SU(2), 9, 445
of SU(3), 20, 445

of generators, in quantum field the-
ory

for SU(2), 26–29
for SU(3), 30

irreducible, of SU(2), 14
matrix, of Lie algebras and groups,

14, 443–446
octet, in SU(3), 21–24, 83
regular, 24, 44, 50, 446
self, 446
singlet

in SU(2), 16–17
in SU(3), 22

triplet
in SU(2), 17–18
in SU(3), 20

Resolution parameters, 105
R gauges, 274
ρ parameter, 386, 414–416, 433
Rooting, 170, 187
Running coupling constant, 103–104, 115,

123–129
Running mass, 134–135
Rutherford process, 92–93

Scaling, 135
violations, 140, 314

in deep inelastic scattering, 134–
148

in e+e− → hadrons, 114–115
Scattering, hard, and QCD tree graphs,

86–97
Screening current, 262–263, 268
Screening, in Higgs sector, 418–419
Screening length, 262–263
Schrödinger picture, 162
Sea quarks, 89–90
See-saw mechanism, 407
Semi-leptonic processes, 305
σ-model

linear, 239–242
non-linear, 243–245

500 Index 

Parallel transport, 457–459  
in U(1) gauge field case, 458  

Parity, 34  
and chirality current, 34  
and chirality operator, 34  
conserved in QCD, 84  
doublets, in chiral symmetry, 35–37,  

195, 227  
violation  

in e−d scattering, 392  
in weak interactions, 287–288  

Partition function, 171  
Parton, 86–87  

model, 86, 124, 316  
for ν, ν̄ cross sections, 310–316  
and QCD, 87, 90, 95–96, 98, 105–  

107, 129–130, 135–148  
distribution function, 87, 144, 147  
fragmentation function, 87  

Penetration length, in a superconductor, 
268  

Penguin diagram, 331, 339–344  
Phase transitions, 172  

Landau theory of, 202  
Photon mass generation, in a supercon-

ductor, 260–264  
Pion  

decay constant, 235–237, 244, 327  
massless, 217  
mass term, 245–246  

Pion-pion scattering 
in chiral perturbation theory, 245– 

246  
and linear σ-model, 241–242  
and non-linear σ-model, 243–244  

π0 → γγ, 249–252  
Plaquette, 160  
Plasma oscillations, 207, 266  
PMNS matrix, 351, 410  

for Dirac neutrinos, 351  
CP-violating phases in, 352  

for Majorana neutrinos, 352  
CP-violating phases in, 352  

Polarization states  
fixing of, 65  

for massive vector particle, 257–  
259, 264  

for massless vector particle, 65–  
66, 259  

longitudinal, see Longitudinal polar-
ization state 

sum over  
for massive particle, 258, 372  
for photons, 65–66  

unphysical, in a gauge theory, and  
unitarity, 62–68  

Potential, symmetry-breaking, 212, 217,  
240, 264, 275, 380  

Propagator  
gluon, 474  
Higgs, 475  
massive vector boson, 258, 284, 475  

in spontaneously broken symme-
try, 274, 278, 377  

massless vector boson, 52, 259  
Pseudoscalar, 288  

chirality operator, 34  
pion, 30, 227  

QCD (quantum chromodynamics), 49, 82– 
86  

chiral symmetry breaking in, 36–37  
corrections to parton model  

for deep inelastic scattering, 93,  
135–148, 316  

for Higgs boson production, 426–  
427  

for σ(e+ e − → hadrons), 98, 128–  
130  

for W±, Z0 production, 394  
introduction and tree-graph predic-

tions, 73–108  
large −q 2 behaviour in, 123–130  
lattice, 74, 151–170, 182–190  
non-perturbative aspects of, 74, 151  
single-bremsstrahlung diagrams, 96  
static inter-quark potential in, 184–  
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test of non-Abelian nature of, 106–  

107  
θ-term in, 84–86  
two-flavour, 231–235  
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and renormalizability, 54  
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Three-jet events
in e+e− annihilation, 97–103
in p̄p collisions, 95–97

Time reversal
symmetry in QCD, 84

Top quark, 419–420
virtual, effect of, 413–414, 419–420

Transition temperature
ferromagnetic, 214
superconducting, 261, 263
superfluid, 203

Transverse mass, 399
Two-jet events

in e+e− annihilation, definition of,
103–106

in p̄p collisions, 88–95

U gauges, 274, 276, 278, 380, 474–475
U(1), 24–25, 27–28, 35, 40, 51, 66, 203,

212, 217, 229, 231, 264, 275,
380

problem, 232
U(1)f , 231
U(1)f5, 34, 231–232
Unitarity

relation, 62
triangle, in CP violation, 320–322

plot of constraints on, 323, 345
violation

in current-current models, 368–
369

due to explicit fermion mass, 401–
403

due to unphysical degrees of free-
dom, 62–67

and ghosts, 68–69
in IVB model, 371–373
in scattering of longitudinal W’s,

371–373
Universality

of coupling strengths, in a gauge the-
ory, 47

in physics of phase transitions, 180
and renormalizable effective theory,

181
in weak interactions, 255, 296–297,

304, 308, 367

Vacuum
alignment, 235

analogous to many-body ground
state, 199

expectation value (vev), 208, 210–
211, 218, 230

not invariant under symmetry, 196

and spontaneous symmetry break-
ing, 197–199, 208, 215, 218, 230

Vacuum polarization, 125, 170

Vector

axial, 288

polar, 288

Vector boson fusion, 426
Vector particle

massive, 255–259

propagator, 256, 475

massless, 259

propagator, 259, 274, 474
Vertex

four-gluon, 474

four-W, 477

four-X, 59–60

Higgs-fermion, 403–404, 408–409,
478

Higgs self-coupling, 479

Higgs-vector boson, 478–479
isospinor-W, 46

lepton-W, 382–384, 476

lepton-Z, 385, 476

quark-gluon, 53, 474

three-gluon, 474

three-W, 477
three-X, 55, 59–60

X-X-γ, 58-5-9

X-X-γ-γ, 58–59

V-A theory, 237, 288–292

and chirality and helicity, 288–292
Vortex, superconducting, 268

Ward identity, 131

W-boson, 54, 275–278, 371–377, 379, 393–
401

charge asymmetry in decay of, 394,
400–401

decay width, 388, 399

discovery, 395–401

mass, 381, 388, 397–399, 410
radiatively corrected, 400, 412

tree-level, 388
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Soft divergences, 101–102, 104  
Soft pion process, 231  
Spin waves, 201–202  
Splitting function, 141, 144  
Spontaneously broken symmetry, see Sym-

metry, spontaneously broken  
Subsidiary condition, 61  
Superconductor, BCS, 219–225, 260–261  

generation of photon mass in, 260– 
263  

type I, 268  
type II, 268  

Superfluid, Bogoliubov, see Bogoliubov, 
superfluid  

Supersymmetry, 422  
Symanzik improved action, 182, 187, 190  
Symmetry  

chiral, 31–37, 53  
breaking, 37, 227–248  
in lattice field theory, 156–158  

current, see Current, symmetry 
hadronic isospin, 12–18 
non-Abelian global, 3–38 

in quantum field theory, 24–38 
non-Abelian local, 39–70 

in quantum field theory, 51–70 
SO(3), 438–439, 450–452  

irreducible representations of, 14  
Lie algebra of, 439  
relation with SU(2), 450–452  
structure constants of, 439  
triplet, 17–18  

SO(4), 240, 440–441 
spontaneously broken, 37, 195–279 

chiral, 3–4, 227–253 
in condensed matter physics, 198– 

209  
global, 195–226  
global Abelian, 211–216  
global non-Abelian, 216–219  
local, 255–279  
local Abelian, 264–274  
local non-Abelian, 275–279  
mass generation via, 5, 228–230,  

255, 260–264, 275–279 
and non-zero vev, 209–210 

SU(2), 8, 439–440  
chiral, 35–36  
custodial, 415–418  

flavour, 3, 5–18, 231  
generators of, 9, 440  
global, 3  
infinitesimal transformation, 8  
Lie algebra of, 14, 440  
local, 4, 40–49, 51–53  
matrix, general form of, 7–10  
relation with SO(3), 450–452  
singlet, 16–17  
structure constants of, 14  
triplet, 17–18  

SU(2)f5, 231  
SU(3), 18, 442–443  

chiral, 36  
colour, 4, 78–84  
flavour, 3, 18–24  
generators of, 19, 442  
global, 3, 18–24  
Lie algebra of, 19, 442  
local, 4, 49–53  
matrix, general form of, 19  
octet, 21–24, 50–51  
singlet, 22  
structure constants of, 19, 443  
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SU(2)fL × SU(2)fR, 231–235, 240–  

245  
SU(2) × U(1), 217–219  
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weak isospin, 41  

Technicolour models, 279, 422  
Tensor  

covariant derivative as, 456  
field strength  
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U(1), 48  

hadron, 99–100  
weak, 309  

lepton, 99–100  
in V-A theory, 299–300, 309  

Riemann curvature, 461  
θ-term, 84–86  
θW, see Mixing angle, weak (θW)  
Thomson atom, 88  
’t Hooft’s gauges, 271–274, 278, 377  
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SU(2)f5, 231
SU(3), 18, 442–443

chiral, 36

colour, 4, 78–84
flavour, 3, 18–24

generators of, 19, 442
global, 3, 18–24

Lie algebra of, 19, 442

local, 4, 49–53
matrix, general form of, 19

octet, 21–24, 50–51

singlet, 22
structure constants of, 19, 443

SU(3)f5, 232
SU(2)fL × SU(2)fR, 231–235, 240–

245
SU(2) × U(1), 217–219

SU(2)L × U(1), 380

SU(3)fL × SU(3)fR, 247–248
weak isospin, 41

Technicolour models, 279, 422

Tensor
covariant derivative as, 456

field strength
SU(2), 48–49

SU(3), 51

U(1), 48
hadron, 99–100

weak, 309
lepton, 99–100

in V-A theory, 299–300, 309

Riemann curvature, 461
θ-term, 84–86

θW, see Mixing angle, weak (θW)

Thomson atom, 88
’t Hooft’s gauges, 271–274, 278, 377
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Three-jet events 
in e+ e − annihilation, 97–103 
in p̄p collisions, 95–97 

Time reversal  
symmetry in QCD, 84  

Top quark, 419–420  
virtual, effect of, 413–414, 419–420  

Transition temperature  
ferromagnetic, 214  
superconducting, 261, 263  
superfluid, 203  

Transverse mass, 399  
Two-jet events  

in e+ e − annihilation, definition of,  
103–106  

in p̄p collisions, 88–95  

U gauges, 274, 276, 278, 380, 474–475  
U(1), 24–25, 27–28, 35, 40, 51, 66, 203,  

212, 217, 229, 231, 264, 275,  
380  

problem, 232  
U(1)f , 231  
U(1)f5, 34, 231–232  
Unitarity  

relation, 62  
triangle, in CP violation, 320–322  

plot of constraints on, 323, 345  
violation  

in current-current models, 368–  
369  

due to explicit fermion mass, 401–  
403  

due to unphysical degrees of free-
dom, 62–67 

and ghosts, 68–69 
in IVB model, 371–373 
in scattering of longitudinal W’s, 

371–373 
Universality 
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and renormalizable effective theory,  

181  
in weak interactions, 255, 296–297,  

304, 308, 367  

Vacuum  
alignment, 235  

analogous to many-body ground  
state, 199  

expectation value (vev), 208, 210–  
211, 218, 230  

not invariant under symmetry, 196  
and spontaneous symmetry break-

ing, 197–199, 208, 215, 218, 230  
Vacuum polarization, 125, 170  
Vector  

axial, 288  
polar, 288  

Vector boson fusion, 426  
Vector particle  

massive, 255–259  
propagator, 256, 475  

massless, 259  
propagator, 259, 274, 474  

Vertex  
four-gluon, 474  
four-W, 477  
four-X, 59–60  
Higgs-fermion, 403–404, 408–409,  

478  
Higgs self-coupling, 479  
Higgs-vector boson, 478–479  
isospinor-W, 46  
lepton-W, 382–384, 476  
lepton-Z, 385, 476  
quark-gluon, 53, 474  
three-gluon, 474  
three-W, 477  
three-X, 55, 59–60  
X-X-γ, 58-5-9  
X-X-γ-γ, 58–59  

V-A theory, 237, 288–292  
and chirality and helicity, 288–292  

Vortex, superconducting, 268  

Ward identity, 131  
W-boson, 54, 275–278, 371–377, 379, 393–  

401  
charge asymmetry in decay of, 394,  

400–401  
decay width, 388, 399  
discovery, 395–401  
mass, 381, 388, 397–399, 410  

radiatively corrected, 400, 412  
tree-level, 388  
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W-boson (continued)
production cross section in pp̄ col-

lider, 393–394 
scattering of longitudinally polarized, 

424–425
Weak interaction basis, 409
Weak isospin, see Isospin, weak
Weyl equation, 292
Wilson approach to renormalization, 173
Wilson loop, 187
W-propagator

massive, 274, 377
massless, 52

ξ (gauge-fixing parameter), 52, 60–61,
273–274, 377

Yang-Mills 
fields

self-interactions of, 48, 54–60, 83
in SU(2), 42–45
in SU(3), 49–51
transformation of, 43–45, 50

Lagrangian
in SU(2), 49
in SU(3), 51

and local SU(2), 39–42
mass term violating gauge invariance,

52
quantum, massless, 52

y (inelasticity) distributions, in deep in-
elastic neutrino scattering, 312–
313

Yukawa coupling
and fermion mass generation, 403–

407

Z0 boson, 277, 381, 385
decay width, 388–389, 397

and number of light neutrinos, 397
discovery, 395–397
mass, 381, 388, 395, 410

radiatively corrected, 397
tree-level, 388

production cross section in pp̄ col-
lider, 393–394
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