The Ohta-Kawasaki model for diblock-copolymers is well known to the scientific community of diffuse-interface methods. To accurately capture the long-time evolution of the moving interfaces, we present a derivation of the corresponding sharp-interface limit using matched asymptotic expansions, and show that the limiting process leads to a Hele-Shaw type moving interface problem. The numerical treatment of the sharp-interface limit is more complicated due to the stiffness of the equations. To address this problem, we present a boundary integral formulation corresponding to a sharp interface limit of the Ohta-Kawasaki model. Starting with the governing equations defined on separate phase domains, we develop boundary integral equations valid for multi-connected domains in a 2D plane. For numerical simplicity we assume our problem is driven by a uniform Dirichlet condition on a circular far-field boundary. The integral formulation of the problem involves both double- and single-layer potentials due to the modified boundary condition. In particular, our formulation allows one to compute the nonlinear dynamics of a non-equilibrium system and pattern formation of an equilibrating system. Numerical tests on an evolving slightly perturbed circular interface (separating the two phases) are in excellent agreement with the linear analysis, demonstrating that the method is stable, efficient and spectrally accurate in space.
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## 1. Introduction

The Ohta-Kawasaki (OK) model [1] was originally derived by Takao Ohta and Kyozi Kawasaki to investigate mesoscopic phase separation in block copolymers. The phase separation in copolymeric substances results in the formation of two distinct regions, each rich in a particular ingredient. Domains of various shape may emerge in the system under various ratios of molecular weight of the two species. It is necessary to investigate such systems as the resulting properties are different from those observed in multiphase systems of single monomer types. The model has garnered strong interest since its emergence and has been connected to areas beyond which it was originally proposed. Examples of applications include problems in condensed matter physics and biological systems [2].

In the original work of Ohta and Kawasaki [1], an energy functional was proposed to investigate the phenomenon of phase separation where both attractive (short-range) and repulsive (long-range) forces play their part in determining the configurations. The evolution equation corresponding to the functional and its steady version was first mentioned in [3], where a connection was made between Hele-Shaw (HS) flow equations and the time-dependent OK problem. In this paper, we present a formal derivation of the corresponding sharp-interface limit using matched asymptotic expansions, and show that the limiting process leads to an HS-type moving interface problem. This allows us to recast the long-time evolution of the OK problem as a modified HS problem and focus our attention to the latter to obtain insight into the original pattern formation problem. The analytical solutions are ruled out owing to the complicated geometry and we investigate the problem mainly using numerical approaches.

While other numerical techniques like phase-field equations have been used for OK problem [4], the boundary integral method is a preferred choice as a numerical method for HS-type problems because it entails dimension reduction, i.e., the problem defined on a domain becomes a problem defined on the domain boundary. However, the equations of dynamics constitutes stiff equations due to the surface tension acting at the fluid-fluid interface, and without the special numerical techniques described in [5], it is practically impossible to perform long-time numerical simulations. Several references have used this technique with great success and we refer the interested reader to $[6,7,8,9,10]$. We also note that our equations differ from the traditional HS equations [11] in a few subtle ways. In the original HS model, the far-field boundary condition is of Neumann type which very naturally corresponds to injection/removal of the fluid. Our problem, on the other hand, is driven by a Dirichlet type boundary condition in the far-field. This renders the constraint on the integral of velocity to be different in our case. We also note that the far-field boundary is at a finite distance from the origin in our case while in the classical HS problems, the radius of the far-field boundary is infinite.

The main contribution of this paper can be summarized as follows: starting with a rescaled formulation of the OK equation, we present a matched asymptotic analysis in the long-time limit that governs the dynamics of the emerging
interfaces and this leads to modified HS equations of the OK model. We then prescribe a transformation that converts the HS equations from the Poisson equation to the Laplace equation and transform the interfacial and far-field boundary conditions accordingly. The equations are then investigated using a linear analysis. We prescribe a boundary integral formulation for the Laplace equation using free-space Green's function and we investigate the boundary integral equations numerically as the analytical solutions are known in very limited cases. The numerical methods allow us to investigate the steady-state configuration for various patterns hitherto not explored in detail. Throughout our computation, we demonstrate high accuracy which is a trademark of boundary integral computations. Nonlinear computations indicate that the interface morphologies depend strongly on the mass flux into the system before the system reaching equilibrium. Simulations of multiple equilibrating interfaces show complicated interactions between phase domains including interface alignment and coarsening.

This paper is organized as follows: In Section 2, we give a formulation for the boundary value problem of the OK equation in a rescaled form that is suitable for the asymptotic analysis using matched asymptotic expansions, which is carried out in Section 3. In Section 4, the analytical solutions of the problem are discussed. Numerical methods on the boundary integral equations, the spatial discretization of the integral equations using spectrally accurate quadrature rules, the dynamical equations, and the small-scale decomposition are discussed in Section 5. The interface is updated based on these methods. Finally, we present results of numerical simulations in Section 6 and summarize our findings in Section 7.

## 2. Formulation of the Ohta-Kawasaki phase-field model

In the framework of density functional theory, the OK problem in its dimensionless form it is $[1,3]$

$$
\begin{equation*}
\mathcal{F}_{\mathrm{OK}}[\phi]=\int_{\Omega} \frac{1}{2}(\nabla \phi)^{2}+F(\phi)-F\left(\phi_{-}\right)+\frac{\alpha}{2} \psi(\phi-\bar{\phi}) d x d y \tag{1}
\end{equation*}
$$

In a domain $\Omega, \phi(t, \boldsymbol{x})$ is the density difference, $\phi_{A}(\boldsymbol{x})-\phi_{B}(\boldsymbol{x})$, at position $\boldsymbol{x}=(x, y)$ and at time $t$, where the overbar denotes the average of a quantity, e.g.

$$
\begin{equation*}
\bar{\phi} \equiv \frac{1}{|\Omega|} \int_{\Omega} \phi d x d y \tag{2}
\end{equation*}
$$

where the last condition is introduced to enforce the uniqueness of $\psi$. Here, we use for the double-well free energy $F$ the form

$$
\begin{equation*}
F(\phi)=\frac{1}{4} \phi^{4}-\frac{1}{2} \phi^{2} \tag{4}
\end{equation*}
$$

which has two minima at $\phi_{ \pm}= \pm 1$. The chemical potential $\mu$ is obtained by the first variation of the functional $\mathcal{F}_{\text {OK }}$

$$
\begin{equation*}
\mu=-\Delta \phi+\left(\phi^{3}-\phi\right)-\alpha \psi \tag{5a}
\end{equation*}
$$

which yields the flux

$$
\begin{equation*}
j=-\nabla \mu \tag{5b}
\end{equation*}
$$

The system is closed via mass conservation

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}=-\nabla \cdot j \tag{5c}
\end{equation*}
$$

together with boundary and initial conditions

$$
\begin{align*}
& j \cdot n_{\partial \Omega}=0, \quad \frac{\partial \phi}{\partial n_{\partial \Omega}}=0 \quad \text { on } \partial \Omega,  \tag{5~d}\\
& \phi(x, 0)=\phi_{\text {init }}(x) \tag{5e}
\end{align*}
$$

Derivations of the Ohta-Kawasaki phase-field model using the gradient flow approach can be found in, e.g., $[12,13,14]$.

## 3. The sharp-interface limit

For diblock copolymers, the long-time interface formation during phase separation that sets the small-scale related to the interface width is directly connected to the parameter $\alpha$, via $\varepsilon=\alpha^{1 / 3}[15,16]$. It is thus convenient to rescale the Ohta-Kawasaki model to this regime via $x=\alpha^{-1 / 3} \tilde{x}, \psi=\alpha^{-2 / 3} \tilde{\psi}$, $\mu=\alpha^{1 / 3} \tilde{\mu}, \tau=\alpha t$, and $\tilde{\mathcal{F}}_{\text {OK }}=\varepsilon \mathcal{F}_{\text {OK }}$. After dropping the tildes, the rescaled free energy can be written as

$$
\begin{equation*}
\mathcal{F}_{\mathrm{OK}}[\phi]=\int_{\Omega} \frac{1}{2} \varepsilon(\nabla \phi)^{2}+\varepsilon^{-1}\left(F(\phi)-F\left(\phi_{-}\right)\right)+\frac{1}{2} \psi(\phi-\bar{\phi}) \tag{6}
\end{equation*}
$$

and thus the corresponding phase-field model

$$
\begin{align*}
\frac{\partial \phi}{\partial \tau} & =\Delta \mu  \tag{7a}\\
\mu & =-\varepsilon \Delta \phi+\varepsilon^{-1}\left(\phi^{3}-\phi\right)-\psi  \tag{7b}\\
-\Delta \psi & =\phi-\bar{\phi} \tag{7c}
\end{align*}
$$

$$
\begin{align*}
\frac{\partial \phi}{\partial n_{\partial \Omega}} & =0, \quad \frac{\partial \psi}{\partial n_{\partial \Omega}}=0, \quad \frac{\partial \mu}{\partial n_{\partial \Omega}}=0 \quad \text { on } \partial \Omega  \tag{7d}\\
\phi(x, 0) & =\phi_{0}(x) \tag{7e}
\end{align*}
$$

Due to the small parameter $\varepsilon$ multiplying the Laplace operator in the chemical potential, the problem is singularly perturbed as $\varepsilon \rightarrow 0$. While such problems have been considered before with different methods $[17,18,3]$, we investigate this "outer" problem through matched asymptotic expansions, where asymptotic approximations for the outer problem are matched to approximations of a corresponding "inner" problem in the neighborhood of the sharp interface. Our investigation follows a similar method applied by [19] for the Cahn-Hilliard equations. We assume $\phi(\tau, \boldsymbol{x}), \mu(\tau, \boldsymbol{x})$, and $\psi(\tau, \boldsymbol{x})$ have the asymptotic expansions, $\phi=\phi_{0}+\varepsilon \phi_{1}+\varepsilon^{2} \phi_{2}+\mathcal{O}\left(\varepsilon^{3}\right), \mu=\mu_{0}+\varepsilon \mu_{1}+\varepsilon^{2} \mu_{2}+\mathcal{O}\left(\varepsilon^{3}\right)$, and $\psi=\psi_{0}+\varepsilon \psi_{1}+\varepsilon^{2} \psi_{2}+\mathcal{O}\left(\varepsilon^{3}\right)$. Substitution into (7) yields the asymptotic problems for $\phi_{i}$ up to order $\varepsilon^{2}$,

$$
\begin{equation*}
\mathcal{O}\left(\varepsilon^{0}\right): \partial_{\tau} \phi_{0}=\Delta \mu_{0}, \quad \mathcal{O}\left(\varepsilon^{1}\right): \partial_{\tau} \phi_{1}=\Delta \mu_{1}, \quad \mathcal{O}\left(\varepsilon^{2}\right): \partial_{\tau} \phi_{2}=\Delta \mu_{2} \tag{8}
\end{equation*}
$$

Similarly for $\mu_{i}$,

$$
\begin{array}{ll}
\mathcal{O}\left(\varepsilon^{-1}\right): & 0=F^{\prime}\left(\phi_{0}\right) \\
\mathcal{O}\left(\varepsilon^{0}\right): & \mu_{0}=F^{\prime \prime}\left(\phi_{0}\right) \phi_{1}+\psi_{0} \\
\mathcal{O}\left(\varepsilon^{1}\right): & \mu_{1}=F^{\prime \prime}\left(\phi_{0}\right) \phi_{2}+\frac{1}{2} F^{\prime \prime \prime}\left(\phi_{0}\right) \phi_{1}^{2}-\Delta \phi_{0}+\psi_{1}, \tag{9c}
\end{array}
$$

and $\psi_{i}$,

$$
\begin{equation*}
\mathcal{O}\left(\varepsilon^{0}\right):-\Delta \psi_{0}=\phi_{0}-\bar{\phi}, \quad \mathcal{O}\left(\varepsilon^{1}\right):-\Delta \psi_{1}=\phi_{1}, \quad \mathcal{O}\left(\varepsilon^{2}\right):-\Delta \psi_{2}=\phi_{2} \tag{10}
\end{equation*}
$$

On the fixed boundary $\partial \Omega$, the rescaled boundary conditions are

$$
\frac{\partial \phi_{i}}{\partial n_{\partial \Omega}}=0, \quad \frac{\partial \mu_{i}}{\partial n_{\partial \Omega}}=0, \quad \frac{\partial \psi_{i}}{\partial n_{\partial \Omega}}=0, \quad \text { on } \quad \partial \Omega \quad \text { for } \quad i=0,1,2, \ldots
$$

To derive the inner problems, it is convenient to introduce a parametrization $\boldsymbol{r}(\tau, s)=\left(r_{1}(\tau, s), r_{2}(\tau, s)\right)$ of the free interface $\Gamma$ via the arc length $s$, and $\boldsymbol{\nu}(\tau, s)$, the normal inward-pointing vector along the free boundary, so that any point in the thin $\varepsilon$-region around $\Gamma$ can be expressed by

$$
\boldsymbol{x}(\tau, s, z)=\boldsymbol{r}(\tau, s)+\varepsilon z \boldsymbol{\nu}(\tau, s)
$$

where $\varepsilon z$ is the distance along the inward normal direction $\boldsymbol{\nu}(\tau, s)$ from the sharp interface $\Gamma$, given by

$$
\boldsymbol{\nu}(\tau, s)=\left(-\partial_{s} r_{2}, \partial_{s} r_{1}\right), \quad \boldsymbol{t}(\tau, s)=\left(\partial_{s} r_{1}, \partial_{s} r_{2}\right)
$$

The relation between the derivatives of a quantity $\tilde{v}(\tau, s, z)$ defined in inner coordinates and the derivatives in outer coordinates $v(\tau, \boldsymbol{x})$ can be expressed as a product of matrices, see Appendix A and [20].

Similar to the outer problem, we assume that the inner asymptotic expansions for $\tilde{\phi}(\tau, s, z), \tilde{\mu}(\tau, s, z)$, and $\tilde{\psi}(\tau, s, z)$ are given by $\tilde{\phi}=\tilde{u}_{0}+\varepsilon \tilde{u}_{1}+\varepsilon^{2} \tilde{u}_{2}+$ $\mathcal{O}\left(\varepsilon^{3}\right), \tilde{\mu}=\tilde{\mu}_{0}+\varepsilon \tilde{\mu}_{1}+\varepsilon^{2} \tilde{\mu}_{2}+\mathcal{O}\left(\varepsilon^{3}\right)$, and $\tilde{\psi}=\tilde{\psi}_{0}+\varepsilon \tilde{\psi}_{1}+\varepsilon^{2} \tilde{\psi}_{2}+\mathcal{O}\left(\varepsilon^{3}\right)$. After application of the coordinate transformations to the governing equations, we obtain asymptotic subproblems for $\tilde{\phi}, \tilde{\mu}$ and $\tilde{\psi}$ for the inner region. These problems are solved and matched to the outer solutions. The details of the arguments, the matching conditions for the asymptotic analysis, are carried out in Appendix A, resulting in the sharp-interface problem

$$
\begin{align*}
\phi_{0} & = \pm 1, & &  \tag{11a}\\
-\Delta \psi_{0} & =\phi_{0}-\bar{\phi} & & \text { in } \Omega  \tag{11b}\\
\Delta \mu_{0} & =0 & & \text { in } \Omega^{ \pm},  \tag{11c}\\
\mu_{0} & =\sigma \kappa-\psi_{0} & & \text { on } \Gamma,  \tag{11d}\\
V & =\frac{1}{2}\left[\frac{\partial \mu_{0}}{\partial n}\right] & & \text { on } \Gamma,  \tag{11e}\\
\frac{\partial \mu_{0}}{\partial n_{\infty}} & =0, \quad \frac{\partial \psi_{0}}{\partial n_{\infty}}=0 & & \text { on } \partial \Omega, \tag{11f}
\end{align*}
$$

where $\sigma$ is the surface tension and $\Omega=\Omega^{+} \cup \Gamma \cup \Omega^{-}$a domain, with $\Omega^{+}$and the $\Omega^{-}$the regions where $\phi_{0}=+1$ and $\phi_{-}=-1$, respectively, and $\Gamma$ is the interface between them. The normal to the latter pointing from $\Omega^{+}$to $\Omega^{-}$is called $n$. We will, more specifically, denote by $\Omega^{+}$the exterior and $\Omega^{-}$the interior domain. The boundary of $\Omega$ is denoted by $\partial \Omega$ and the jump of $\mu$ across the interface $\Gamma$ is given by

$$
\left[\frac{\partial \mu_{0}}{\partial n}\right]=\frac{\partial \mu_{0}^{+}}{\partial n}-\frac{\partial \mu_{0}^{-}}{\partial n}
$$

Finally, the value of $\sigma$ can be expressed as

$$
\begin{equation*}
\sigma=\frac{1}{\phi_{+}-\phi_{-}} \int_{\phi_{-}}^{\phi_{+}} \sqrt{2\left(F(\phi)-F\left(\phi_{-}\right)\right)} \mathrm{d} \phi \tag{12}
\end{equation*}
$$

For the derivation of the boundary integral formulation, it is convenient to reformulate the sharp-interface problem in terms of the variable

$$
\begin{equation*}
u:=\psi_{0}+\mu_{0} \tag{13}
\end{equation*}
$$

We consider a bounded domain $\Omega=\Omega^{+} \cup \Gamma \cup \Omega^{-} \subset \mathbb{R}^{2}$ where $\Omega^{+}$, the outer domain, and $\Omega^{-}$, the inner domain, are open sets of $\mathbb{R}^{2}$ and $\Gamma$ is the moving interface separating the exterior domain $\Omega^{+}$and the interior domain $\Omega^{-}$. The interior domain $\Omega^{-}$is a disjoint union of finitely many open, connected components $\Omega_{1}^{-}, \Omega_{2}^{-}, \cdots, \Omega_{M}^{-}$and thus $\Gamma=\cup_{k=1}^{M} \partial \Omega_{k}^{-}$. The outer boundary of $\Omega$ is denoted by $\Gamma_{\infty}$. A schematic diagram of the problem is given in Fig. (1). The sharp-interface model is the following problem:

$$
\begin{equation*}
-\Delta u=1-2 \chi_{\Omega^{-}} \quad \text { in } \Omega \backslash \Gamma \tag{14a}
\end{equation*}
$$

$$
\begin{align*}
u & =\sigma \kappa & & \text { on } \Gamma  \tag{14b}\\
\frac{\partial u}{\partial n_{\infty}} & =0 & & \text { on } \Gamma_{\infty}  \tag{14c}\\
V & =\frac{1}{2}\left[\frac{\partial u}{\partial n}\right] & & \text { on } \Gamma \tag{14d}
\end{align*}
$$

where $u$ is an unknown function, $\chi_{A}$ is the characteristic function of the set $A, \kappa$ is the curvature of boundary $\Gamma, \sigma$ is the surface tension parameter, the operator $\frac{\partial}{\partial n}$ is the normal derivative where $\mathbf{n}$ denotes the normal directed from $\Omega^{-}$to $\Omega^{+}$. While the function $u$ is continuous, the derivative of $u$ suffers a jump across the interface $\Gamma$ and is given by $\left[\frac{\partial u}{\partial n}\right]=\frac{\partial u^{+}}{\partial n}-\frac{\partial u^{-}}{\partial n}$, where $u^{+}$and $u^{-}$are the solutions of the OK problem in the exterior and interior domains respectively. The interface $\Gamma$ moves due to the velocity $V$.

To eliminate the source term in the field equation and recast the problem in terms of the Laplace equation, we introduce a new function $w$ defined as

$$
\begin{equation*}
w=u+\frac{\left(1-2 \chi_{\Omega^{-}}\right)}{4}|\mathbf{x}|^{2} \tag{15}
\end{equation*}
$$

where $|\mathbf{x}|^{2}=x^{2}+y^{2}$. Then the functions $u^{+}$and $u^{-}$are replaced by $w^{+}=$ $u^{+}+\frac{1}{4}|\mathbf{x}|^{2}$ and $w^{-}=u^{-}-\frac{1}{4}|\mathbf{x}|^{2}$ in $\Omega^{+}$and $\Omega^{-}$respectively. The boundary condition Eq. (14b) on $\Gamma$ splits into conditions on $w^{-}$and $w^{+}$as follows:

$$
\begin{align*}
& w^{-}=\sigma \kappa-\frac{|\mathbf{x}|^{2}}{4}  \tag{16}\\
& w^{+}=\sigma \kappa+\frac{|\mathbf{x}|^{2}}{4} \tag{17}
\end{align*}
$$

We also transform the far-field boundary condition Eq. (14c) to

$$
\begin{equation*}
\frac{\partial w^{+}}{\partial n_{\infty}}=\frac{1}{2} \mathbf{x}_{\infty} \cdot \mathbf{n}_{\infty} \tag{18}
\end{equation*}
$$

where $\mathbf{x}_{\infty}$ is a point on the outer boundary $\Gamma_{\infty}$ and $\mathbf{n}_{\infty}$ is the outward normal at $\mathbf{x}_{\infty}$. The normal velocity of the interface $\Gamma$ separating the interior and the exterior domain becomes

$$
\begin{equation*}
V=\frac{1}{2}\left[\frac{\partial w}{\partial n}\right]-\frac{1}{2} \mathbf{x} \cdot \mathbf{n} \tag{19}
\end{equation*}
$$

where, as in Eq. (14d), $\left[\frac{\partial w}{\partial n}\right]=\frac{\partial w^{+}}{\partial n}-\frac{\partial w^{-}}{\partial n}$.

## 4. Analytical solution of original equations

It is not possible to find analytical solutions of the OK equations for arbitrary geometry and multiply connected regions. However, for simplified cases, like


Figure 1: A schematic diagram of Ohta-Kawasaki problem. The interior domain $\Omega^{-}$is the disjoint union of three connected and bounded regions $\Omega_{1}^{-}, \Omega_{2}^{-}$and $\Omega_{3}^{-}$. The boundary of $\Omega^{-}$ consists of $\Gamma=\partial \Omega_{1}^{-} \cup \partial \Omega_{2}^{-} \cup \partial \Omega_{3}^{-}$. The outer region $\Omega^{+}$is bounded and surrounds $\Omega^{-}$.
when $\Omega^{-} \cup \Gamma \cup \Omega^{+}$is a circular domain centered at origin and $\Omega^{-}$a circular domain of smaller radius and centered at zero, it is possible to find an analytical solution. In such a case [21], the solution inside $\Omega^{-}$is obtained as

$$
\begin{equation*}
u^{-}=\frac{1}{4}\left(x^{2}+y^{2}-R^{2}\right)+\frac{\sigma}{R} . \tag{20}
\end{equation*}
$$

Similarly, in the exterior domain, the solution of the boundary value problem of the Poisson equation in $(r, \theta)$ coordinates is given by

$$
\begin{equation*}
u^{+}(r)=-\frac{r^{2}}{4}+\left(\frac{R_{\infty}^{2}}{2}\right) \log r+\frac{\sigma}{R}+\frac{R^{2}}{4}-\frac{R_{\infty}^{2}}{2} \log R \tag{21}
\end{equation*}
$$

In steady state, the interface between the two domains does not move $(V=0)$ and Eq. (14d) requires the normal derivative of $u$ to be continuous. From Eq. (20) and (21), we get

$$
\begin{align*}
& \left.\frac{\partial u}{\partial n}\right|_{R^{-}}=\frac{R}{2}  \tag{22a}\\
& \left.\frac{\partial u}{\partial n}\right|_{R^{+}}=-\frac{R}{2}+\frac{R_{\infty}^{2}}{2 R} . \tag{22b}
\end{align*}
$$

Equating the two gives an additional relation between the radii of the interior and the total domain,

$$
\begin{equation*}
R_{\infty}=\sqrt{2} R \tag{23}
\end{equation*}
$$

which simply states that the area of the interior and exterior domains are equal, as expected for a symmetric diblock copolymer configuration in steady state.

The solution of the OK equations can be extended further via linear analysis on a domain $\Omega^{-}$with the shape of a slightly perturbed circle of the form

$$
\begin{equation*}
r(t, R, \theta)=R(t)+\delta(t) \cos k \theta, \quad 0 \leq \theta<2 \pi \tag{24}
\end{equation*}
$$

where $R$ is the radius of the circle and $\delta \cos k \theta$ is a small perturbation with $\frac{\delta(0)}{R(0)} \sim \mathcal{O}(\epsilon), \epsilon \ll 1$. Thus, by continuity of the problem, we expect $\frac{\delta(t)}{R(t)} \sim$ $\mathcal{O}(\epsilon)$, at least for $t \leq T$, where $T>0$ is possibly a short period of time. In this case, it is easier to work with the transformed equations and we presume that the solution in polar coordinates is given by

$$
\begin{equation*}
w^{ \pm}(r, \theta)=w_{0}^{ \pm}(r)+\delta w_{1}^{ \pm}(r, \theta)+\mathcal{O}\left(\delta^{2}\right) \tag{25}
\end{equation*}
$$

where $w_{0}^{ \pm}$is the zeroth order solution and $w_{1}^{ \pm}$is the first order solution. A straightforward computation yields the zeroth order solution as

$$
\begin{align*}
& w_{0}^{-}=\frac{\sigma}{R}-\frac{R^{2}}{4}  \tag{26a}\\
& w_{0}^{+}=\frac{R_{\infty}^{2}}{2} \log r+\frac{\sigma}{R}+\frac{R^{2}}{4}-\frac{R_{\infty}^{2}}{2} \log R . \tag{26b}
\end{align*}
$$

Next we compute the first order corrections and in this case, $w^{-}$is of the form $A^{-} r^{k} \cos k \theta$ where

$$
\begin{equation*}
A^{-}=\frac{\sigma\left(k^{2}-1\right)}{R^{k+2}}-\frac{1}{2 R^{k-1}} \tag{27}
\end{equation*}
$$

The function $w^{+}$is of the form $\left[A^{+} r^{k}+\frac{B^{+}}{r^{k}}\right] \cos k \theta$ where

$$
\begin{align*}
A^{+} & =\frac{R^{k}}{R^{2 k}+R_{\infty}^{2 k}}\left[\frac{\sigma\left(k^{2}-1\right)}{R^{2}}+\frac{R}{2}-\frac{R_{\infty}^{2}}{2 R}\right]  \tag{28}\\
B^{+} & =\frac{R^{k} R_{\infty}^{2 k}}{R^{2 k}+R_{\infty}^{2 k}}\left[\frac{\sigma\left(k^{2}-1\right)}{R^{2}}+\frac{R}{2}-\frac{R_{\infty}^{2}}{2 R}\right] . \tag{29}
\end{align*}
$$

Once the functions $w^{-}$and $w^{+}$are available up to first order, we may proceed to calculate the velocity of the interface as

$$
\begin{equation*}
V \approx \dot{r}=\dot{R}+\dot{\delta} \cos k \theta \tag{30}
\end{equation*}
$$

where the "dot" on the respective variables indicate derivative with respect to time. The expression on the right of Eq. (30) captures the interface velocity up to first order. We equate the right hand side of Eq. (30) to the right hand side of Eq. (19) and obtain

$$
\begin{equation*}
\dot{R}=R_{\infty}^{2} / 4 R-R / 2 \tag{31}
\end{equation*}
$$

$$
\begin{equation*}
\dot{\delta}=\left[-R_{\infty}^{2} / R^{2}+k\left(t_{2}-t_{3}\right) / 2-k t_{1} / 2-1 / 2\right] \delta . \tag{32}
\end{equation*}
$$

where

$$
\begin{align*}
t_{1} & =\sigma\left(k^{2}-1\right) / R^{3}-1 / 2  \tag{33}\\
t_{2} & =p_{1} R^{2 k-1} /\left(R^{2 k}+R_{\infty}^{2 k}\right)  \tag{34}\\
t_{3} & =p_{1} R_{\infty}^{2 k} /\left(R\left(R^{2 k}+R_{\infty}^{2 k}\right)\right)  \tag{35}\\
p_{1} & =\sigma\left(k^{2}-1\right) / R^{2}+R / 2-R_{\infty}^{2} /(2 R) . \tag{36}
\end{align*}
$$

These solutions are used later on to validate our numerical methods.

## 5. Numerical methods

In this section, we describe the numerical methods including the derivation of the boundary integral equation, its solution, and methods to update the interface. The switch from differential equation to boundary integrals results in a dimension reduction as the original PDE problem should be solved over a domain while the integral equations only have to be solved on the boundary.

## Mathematical preliminaries

We observe that the interface $\Gamma$, on which we have to solve the integral equation, is a union of disjoint, smooth, and closed curves $\partial \Omega_{k}^{-}, k=1, \cdots, M$ where $\partial \Omega_{k}^{-}$is the boundary of the region $\Omega_{k}^{-}$. We assume that each interface $\partial \Omega_{k}^{-}$is represented by

$$
\begin{equation*}
\partial \Omega_{k}^{-}=\{\mathbf{x}(\alpha, t)=(x(\alpha, t), y(\alpha, t)): 0 \leq \alpha<2 \pi\} \tag{37}
\end{equation*}
$$

where the function $\mathbf{x}$ is analytic and $2 \pi$-periodic in the parameter $\alpha$. The local tangent and the normal vectors to the interface are

$$
\begin{equation*}
\mathbf{s}=\left(x_{\alpha}, y_{\alpha}\right) / s_{\alpha} \quad \text { and } \quad \mathbf{n}=\left(y_{\alpha},-x_{\alpha}\right) / s_{\alpha} \tag{38}
\end{equation*}
$$

respectively, where $x_{\alpha}$ and $y_{\alpha}$ are the derivatives w.r.t. to $\alpha$ and $s_{\alpha}=\sqrt{x_{\alpha}^{2}+y_{\alpha}^{2}}$ is the local variation of arc length. If we introduce the angle $\theta$ tangent to the interface, then we may write $\mathbf{n}=(\sin \theta,-\cos \theta)$ and the curvature $\kappa=\theta_{\alpha} / s_{\alpha}=$ $\theta_{s}$.

## Boundary integral formulation

The introduction of the function $w$ in Eq. (15) allows us to transform the Poisson equation in the original problem to the Laplace equation. We further wish to recast the latter using boundary integral formulation. Consider the free space Green's function $G\left(\mathbf{x}, \mathbf{x}^{\prime}\right)=\frac{1}{2 \pi} \ln \left|\mathbf{x}-\mathbf{x}^{\prime}\right|$. We then write the solution $w^{-}$to the interior problem as a combination of single layer and double layer potential, i.e.,

$$
\begin{equation*}
w^{-}(\mathbf{x})=\int_{\Gamma}\left\{\frac{\partial w^{-}\left(\mathbf{x}^{\prime}\right)}{\partial n\left(\mathbf{x}^{\prime}\right)} G\left(\mathbf{x}, \mathbf{x}^{\prime}\right)-w^{-}\left(\mathbf{x}^{\prime}\right) \frac{\partial G}{\partial n\left(\mathbf{x}^{\prime}\right)}\right\} d s^{\prime} \tag{39}
\end{equation*}
$$

## Solving the integral equations

The boundary integral equation (43) in equal arc length parameter is given by

$$
\begin{align*}
\tilde{w}_{\infty}= & \int_{\Gamma} 2 V\left(\mathbf{x}\left(\alpha^{\prime}\right)\right) G\left(\mathbf{x}(\alpha), \mathbf{x}\left(\alpha^{\prime}\right)\right) s_{\alpha}\left(\alpha^{\prime}\right) d \alpha^{\prime} \\
= & \sigma \kappa+\int_{\Gamma}\left(\mathbf{x}\left(\alpha^{\prime}\right) \cdot \mathbf{n}\left(\alpha^{\prime}\right)\right) G\left(\mathbf{x}(\alpha), \mathbf{x}\left(\alpha^{\prime}\right)\right) s_{\alpha}\left(\alpha^{\prime}\right) d \alpha^{\prime} \\
& -\int_{\Gamma} \frac{\left.\mid \mathbf{x}\left(\alpha^{\prime}\right)\right)\left.\right|^{2}}{2} \frac{\partial G\left(\mathbf{x}(\alpha), \mathbf{x}\left(\alpha^{\prime}\right)\right)}{\partial n\left(\mathbf{x}\left(\alpha^{\prime}\right)\right)} s_{\alpha}\left(\alpha^{\prime}\right) d \alpha^{\prime} . \tag{45}
\end{align*}
$$
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for $\mathbf{x} \in \Omega^{-}$. As $\mathbf{x} \rightarrow \mathbf{x}^{\prime} \in \Gamma$, we have

$$
\begin{equation*}
\frac{1}{2}\left(\sigma \kappa-\frac{|\mathbf{x}|^{2}}{4}\right)=\int_{\Gamma}\left\{\frac{\partial w^{-}\left(\mathbf{x}^{\prime}\right)}{\partial n\left(\mathbf{x}^{\prime}\right)} G\left(\mathbf{x}, \mathbf{x}^{\prime}\right)-w^{-}\left(\mathbf{x}^{\prime}\right) \frac{\partial G}{\partial n\left(\mathbf{x}^{\prime}\right)}\right\} d s^{\prime} \tag{40}
\end{equation*}
$$

Similarly for the exterior problem,

$$
\begin{equation*}
w^{+}(\mathbf{x})=\tilde{w}_{\infty}-\int_{\Gamma}\left\{\frac{\partial w^{+}\left(\mathbf{x}^{\prime}\right)}{\partial n\left(\mathbf{x}^{\prime}\right)} G\left(\mathbf{x}, \mathbf{x}^{\prime}\right)-w^{+}\left(\mathbf{x}^{\prime}\right) \frac{\partial G}{\partial n\left(\mathbf{x}^{\prime}\right)}\right\} d s^{\prime} \tag{41}
\end{equation*}
$$

for $\mathbf{x} \in \Omega^{+}$, where $\tilde{w}_{\infty}$ is an unknown to be solved. As $\mathbf{x} \rightarrow \mathbf{x}^{\prime} \in \Gamma$, we have

$$
\begin{equation*}
\frac{1}{2}\left(\sigma \kappa+\frac{|\mathbf{x}|^{2}}{4}\right)=\tilde{w}_{\infty}-\int_{\Gamma}\left\{\frac{\partial w^{+}\left(\mathbf{x}^{\prime}\right)}{\partial n\left(\mathbf{x}^{\prime}\right)} G\left(\mathbf{x}, \mathbf{x}^{\prime}\right)-w^{+}\left(\mathbf{x}^{\prime}\right) \frac{\partial G}{\partial n\left(\mathbf{x}^{\prime}\right)}\right\} d s^{\prime} \tag{42}
\end{equation*}
$$

Adding equations (40) and (42) together, we have

$$
\begin{equation*}
\sigma \kappa=\tilde{w}_{\infty}-\int_{\Gamma} 2 V G\left(\mathbf{x}, \mathbf{x}^{\prime}\right) d s^{\prime}-\int_{\Gamma}\left(\mathbf{x}^{\prime} \cdot \mathbf{n}^{\prime}\right) G\left(\mathbf{x}, \mathbf{x}^{\prime}\right) d s^{\prime}+\int_{\Gamma} \frac{\left|\mathbf{x}^{\prime}\right|^{2}}{2} \frac{\partial G}{\partial n\left(\mathbf{x}^{\prime}\right)} d s^{\prime} \tag{43}
\end{equation*}
$$

Eq. (43) is the boundary integral equation that we solve numerically. An additional equation is needed to complete the problem. To this end, we integrate $\Delta w^{-}=0$ in $\Omega^{-}$and $\Delta w^{+}=0$ in $\Omega^{+}$, and we then use the divergence theorem to get $\int_{\Gamma} \frac{\partial w^{-}}{\partial n} d s=0$ and $\int_{\Gamma} \frac{\partial w^{+}}{\partial n} d s+\int_{\partial \Omega} \frac{\partial w^{+}}{\partial n_{\infty}} d s=0$. Subtracting these two equations and using equation (19), we get

$$
\begin{equation*}
J=\int_{\Gamma} V d s=\frac{1}{2} A_{t o t a l}-A^{-} \tag{44}
\end{equation*}
$$

where $A_{\text {total }}$ is the total area enclosed by $\Gamma_{\infty}$ and $A^{-}$is the area enclosed by $\Gamma$. We solve for $\tilde{w}_{\infty}$ and the normal velocity $V$ using equations (43) and (44). The physical meaning of $\tilde{w}_{\infty}$ in the integral equation is evident: It is the value of $w$ at $\Gamma_{\infty}$ corresponding to the flux given in the right hand side of Eq. (44). Our formulation thus allows us to investigate the (unknown) Dirichlet condition at the far-field corresponding to a (known) Neumann condition. as well as $w_{\infty}$. We use the Nyström method to discretize the integral equations
using highly accurate quadrature rules on the various integrals in Eq. (45). We discretize each of the curves using $N$ marker points using equal arc length parametrization $\alpha_{j}=j h$ where $h=2 \pi / N$. We choose $N=2^{n}$ for some positive integer $n$. Next, we investigate the smoothness of the various integrals in Eq. (45).

## Double-layer potential

The kernel $\frac{\partial G}{\partial n\left(\mathbf{x}^{\prime}\right)}$ of the integral $\int_{\Gamma} \frac{\partial G}{\partial n\left(\mathbf{x}^{\prime}\right)} \frac{|\mathbf{x}|^{2}}{2} d s^{\prime}$ does not a have a singularity as $\frac{\partial \log \left|\mathbf{x}(\alpha)-\mathbf{x}\left(\alpha^{\prime}\right)\right|}{\partial n\left(\mathbf{x}\left(\alpha^{\prime}\right)\right)}=\frac{1}{2} \kappa(\alpha)+\mathcal{O}\left(\alpha-\alpha^{\prime}\right)$ with $\alpha^{\prime} \rightarrow \alpha$. Thus, an application of trapezoidal or alternating point quadrature is enough to ensure spectral accuracy [22]. One may also apply the hybrid Gauss-trapezoid quadrature rules derived using the Euler-Maclaurin formula, as suggested in [23].

## Single-layer potential

The second integrals, both in the left and right hand side of Eq. (45), possess a logarithmic singularity and cannot be handled by trapezoidal rule as it is only second-order accurate. However, the integration can be performed by first splitting the log kernel as

$$
\begin{equation*}
\log \left|x(\alpha, t)-x\left(\alpha^{\prime}, t\right)\right|=\log 2\left|\sin \left(\frac{\alpha-\alpha^{\prime}}{2}\right)\right|+\log \frac{\left|x(\alpha, t)-x\left(\alpha^{\prime}, t\right)\right|}{2\left|\sin \left(\frac{\alpha-\alpha^{\prime}}{2}\right)\right|} \tag{46}
\end{equation*}
$$

and then by applying the additive rule of integration. The kernel of the integration $\int_{0}^{2 \pi} f\left(\alpha, \alpha^{\prime}\right) \log 2\left|\sin \left(\frac{\alpha-\alpha^{\prime}}{2}\right)\right| d \alpha^{\prime}$ is still singular at $\alpha=\alpha^{\prime}$, but the use of a Hilbert transform [5] or quadrature referred in [24] results in spectral accuracy. In this work we use the method suggested in [5]. The kernel of second integration $\int_{0}^{2 \pi} f\left(\alpha, \alpha^{\prime}\right) \log \frac{\left|x(\alpha, t)-x\left(\alpha^{\prime}, t\right)\right|}{2\left|\sin \left(\frac{\alpha-\alpha^{\prime}}{2}\right)\right|} d \alpha^{\prime}$ has a removable singularity at $\alpha=\alpha^{\prime}$ and can be evaluated via alternating point quadrature rule.

The overall discretization of the integral equation gives rise to a dense system of linear equations comprising of $M N+1$ equations, where $M$ is the number of connected components of $\Omega^{-}$and $N$ is the number of marker points on the boundary of each component. We have an additional unknown in the form of $w_{\infty}$. We solve this system using an iterative GMRES [25] technique. The GMRES requires only the (dense) matrix-vector multiplication routine and this is the most time consuming part of the iterative solver. Since our matrix is dense, the routine is completed by $\mathcal{O}\left(M^{2} N^{2}\right)$ operations. The cost of matrix-vector multiplication operation can be reduced by the application of a parallel matrixvector multiplication. It can also be reduced to $\mathcal{O}(M N \log (M N))$ by the use of fast summation algorithms [26, 27, 28]. We do not use any preconditioner in the solver.

## Evolution of domain interfaces

The discretization of the integral equation gives rise to a stiff system of ODEs as the motion of the interface is curvature driven [5]. The time explicit methods
result in a stability constraint $\Delta t \sim \mathcal{O}\left(\Delta s^{3}\right)$ where $\Delta s$ is the spatial resolution. Moreover, the Lagrangian marker points can come close to each other during the course of evolution. To circumvent these problems, we implement the small scale decomposition technique due to Hou et. al. [5]. This special temporal scheme reduces the stiffness requirement to $\Delta t \sim \mathcal{O}(\Delta s)$. The scheme also prevents two points from coming too close to each other by distributing the markers on the interface using equal arc length frame and then maintaining the same at all time by the addition of a tangential velocity $T$ at every step of calculation.

## Dynamics of the interface

Once the velocity $V$ is obtained for each marker point, we do not update Eq. (19) directly. Instead, the dynamics of the problem is recast in terms of the lengths $L$ of the interfaces and the angle $\theta$ that the tangent to the marker point makes with the positive $x$-axis. First, we add a tangent velocity $T(\alpha, t)$ to the interface where $T(\alpha, t)$ is given by

$$
\begin{equation*}
T(\alpha, t)=T(0, t)+\int_{0}^{\alpha} s_{\alpha}^{\prime} \kappa^{\prime} V d \alpha^{\prime}-\frac{\alpha}{2 \pi} \kappa^{\prime} V d \alpha^{\prime} \tag{47}
\end{equation*}
$$

After adding the tangential velocity, the motion of the interface is given by

$$
\begin{equation*}
\frac{d}{d t} \mathbf{x}(\alpha, t)=V(\alpha, t) \mathbf{n}+T(\alpha, t) \mathbf{s} \tag{48}
\end{equation*}
$$

The addition of the tangential velocity does not change the shape of the interface; however, it is crucial for maintaining the equal arc length distribution of the marker points throughout the computation and prevents the clustering problem. Once the equal arc length distribution is taken care of, we pose the dynamics of the problem with the following two equations,

$$
\begin{align*}
L_{t}^{i} & =\int_{0}^{2 \pi} \theta_{\alpha}^{i} V^{i}(\alpha, t) d \alpha  \tag{49}\\
\theta_{t}^{i} & =\frac{2 \pi}{L^{i}}\left(-V_{\alpha}^{i}+T^{i} \theta_{\alpha}^{i}\right), \quad i=1, \ldots, M \tag{50}
\end{align*}
$$

The subscripts $\alpha$ and $t$ denote derivatives with respect to these variables. We use an additional superscript $i$ to indicate the interface for which the equations are written. We obtain one equation for $L$ for each of the $M$ domains, while we get one equation for $\theta$ for every marker point on the boundaries of the domains. Thus, we must solve $M+M N$ ordinary differential equations in total. It should be noted that the interface can be fully recovered from $L$ and $\theta$ by integrating the relation

$$
\begin{equation*}
\mathbf{x}_{\alpha}^{i}=\frac{L^{i}(t)}{2 \pi}\left(\cos \theta^{i}(\alpha, t), \sin \theta^{i}(\alpha, t)\right) \tag{51}
\end{equation*}
$$

## Small-scale decomposition and updating the interface

The stiffness of the original problem propagates to Eq. (50), while Eq. (49) is non-stiff. The latter can be integrated explicitly, but the solution technique

$$
\begin{equation*}
e_{k}\left(t_{n}, t_{n+1}\right)=\exp \left(-\sigma|k|^{3} \int_{t_{n}}^{t_{n+1}} \frac{d t}{s_{\alpha}^{3}(t)}\right) . \tag{56}
\end{equation*}
$$

To evaluate the term $e_{k}\left(t_{n}, t_{n+1}\right)$, we first integrate the non-stiff Eq. (49) using AB2 which gives

$$
\begin{equation*}
L^{n+1}=L^{n}+\frac{\Delta t}{2}\left(3 M^{n}-M^{n-1}\right) \tag{57}
\end{equation*}
$$

with $M=-\frac{1}{2 \pi} \int_{0}^{2 \pi} V(\alpha, t) \theta_{\alpha} d \alpha$. Also, $s_{\alpha}=L / 2 \pi$, and we apply the trapezoidal rule to evaluate integrals in $e_{k}\left(t_{n}, t_{n+1}\right)$ and $e_{k}\left(t_{n-1}, t_{n+1}\right)$ as

$$
\begin{align*}
& \int_{t_{n}}^{t_{n+1}} \frac{d t}{s_{\alpha}^{3}(t)} \approx \frac{\Delta t}{2}\left(\frac{1}{\left(s_{\alpha}^{n}\right)^{3}}+\frac{1}{\left(s_{\alpha}^{n+1}\right)^{3}}\right)  \tag{58}\\
& \int_{t_{n-1}}^{t_{n+1}} \frac{d t}{s_{\alpha}^{3}(t)} \approx \Delta\left(\frac{1}{2\left(s_{\alpha}^{n-1}\right)^{3}}+\frac{1}{\left(s_{\alpha}^{n}\right)^{3}}+\frac{1}{2\left(s_{\alpha}^{n+1}\right)^{3}}\right) \tag{59}
\end{align*}
$$

The AB2 method depends on two previous values, and therefore, we initiate the computation at time $t=0$ using Euler's method to obtain the relevant quantities at $t=\Delta t$. In the subsequent time-steps, we use the AB 2 method as two previous time-step values are always known. The accumulation of noise is a problem [33]; therefore, we employ a cutoff filter to prevent the accumulation of round-off error [34] and a 25th-order Fourier filter to damp the higher, nonphysical modes and suppress the error due to aliasing.

## 6. Numerical Results

In this section, we discuss the results of our numerical simulations. We first compare the results of nonlinear simulation with linear analysis and then demonstrate the spatio-temporal accuracy of our code. Finally, we compute several interesting cases where the domain $\Omega^{-}$has different initial configuration. In all our simulations, we set the surface tension parameter to $\sigma=0.47$.

### 6.1. Comparison of results of linear analysis and nonlinear simulation

The evolution of a perturbed circular interface is investigated, with the initial interface at $t=0$ given by

$$
\begin{equation*}
R+\delta \cos 4 \theta=2+0.01 \times \cos 4 \theta \tag{60}
\end{equation*}
$$

and we choose $R_{\infty}=10$. The simulation is carried out up to a time $t_{\text {end }}=1.0$. Evolution of $R(t)$ and $\delta(t)$ against time are shown in Fig. 2, using results from the nonlinear simulation and the linear analysis (Eqs. (31) and(32)). The plots indicate excellent match between the two in the beginning thus validating our numerical methods. Once $\delta$ becomes large, we observe disagreement between the results of the linear analysis and the nonlinear simulation, especially in the evolution of $\delta$. It is evident from the plots that the linear system over-predicts the growth of the mode. This simulation confirms that the linear solution holds for a short time span and the fully nonlinear simulation is needed to predict the evolution over a longer time.

Fig. 3 shows the evolution of the interface, where the innermost contour corresponds to the shape at $t=0$. For all simulations up to this point, we used a GMRES tolerance of $\epsilon=10^{-10}$. The filters are also set to this tolerance.


Figure 2: Comparison of results from the nonlinear simulation and the linear analysis for $R(t)$ and $\delta(t)$ against time. We choose $\sigma=0.47, R_{\infty}=10, N=1024$, and $\Delta t=2 \times 10^{-3}$ to obtain the match between the two setups and the simulation are stopped when the linear analysis results starts to over-predict the nonlinear results at $t_{\text {end }}=1.0$.


Figure 3: Time evolution of the interface

### 6.2. Spatio-Temporal convergence

Figs. 4(a) and 4(b) show the spatio-temporal accuracy of our numerical simulation using initial shape defined in Eq. (60) and with other parameters unchanged. Note that our numerical method is spectrally accurate is space and second-order accurate in time. In Fig. 4(a), we demonstrate the spectral
accuracy of our code by plotting the maximum of

$$
-\log _{10}\left|\mathrm{x}(t, N)-\mathrm{x}\left(t, N_{f}=1024\right)\right|
$$

for values $N=64,128,256$, and 512 at time $t_{\text {end }}=1.0 . \Delta t=5 \times 10^{-3}$ is chosen so that the results are very accurate in time. Observe that even with $N=64$, the results match up to $10^{-11}$. This indicates very a rapid decay of error with $N$ and confirms the spectral accuracy of our code.

In Fig. 4(b), we plot the maximum of $-\log _{10}\left|\mathrm{x}(\Delta t, N)-\mathrm{x}\left(5 \times 10^{-4}, N\right)\right|$ for $N=1024$ and three values of $\Delta t=5 \times 10^{-3}, 2.5 \times 10^{-3}$, and $\Delta t=1.25 \times 10^{-3}$ until the time $t_{\text {end }}=1$. The distance between the lines is 0.6 , indicating secondorder convergence. We deliberately choose large $N$ during temporal convergence study to ensure high accuracy in space such that the space discretization error does not interfere with the error due to time discretization.

### 6.3. Simulation of different steady state configurations

In this section, we show different steady state configurations starting with various initial conditions. We set the GMRES tolerance to $\epsilon=10^{-8}, N=512$, filter tolerance to $10^{-10}$, and $\Delta t=5 \times 10^{-4}$ unless stated otherwise. We found that the relaxed tolerance does not interfere with the accuracy of simulation, but a stricter temporal resolution helps improve convergence. We further found that $N=512$ is enough for space resolution throughout the simulation as the morphologies are not complicated. All simulations except the last one are performed using an $\operatorname{Intel}(\mathrm{R})$ Core(TM) i5-7200U processor with maximum clock speed @ 2.50 GHz and in a laptop with 8 GBs of RAM space. The last simulation with 12 regions was carried out on a desktop machine with $\operatorname{Intel}(\mathrm{R})$ Core(TM) i9-10900 processor with maximum clock speed @ 2.80 GHz and 64 GB RAM.

In all our simulations, we maintain the following protocol: We start the simulation under transient conditions where the system is driven by the flux given in Eq. (44). Once the right hand side of the equation is less than a tolerance value of 0.001 , we set the flux forcefully to zero. We do this because the flux goes to zero only as $t \rightarrow \infty$ but, for all practical purposes, can be neglected when it goes below the small tolerance we set. Once that happens, the system moves into the zero-flux regime or the relaxation phase and we observe the evolution for sufficiently long time to investigate the domain configurations in the steady-state. We stop the simulation at $t_{\text {end }}=25$ if it does not stop earlier due to a topological singularity showing up in the system. In time plots, we always use semilog in the $x$-axis.

First, we perform a simulation using a four-domain configuration and display the results of various important parameters of the simulation in Fig. 5(a), Fig. 5(b), and Fig. 5(c). The domains at $t=0$ are elliptic in shape and we have one domain each along the positive and negative $x$ - and $y$-axes. The major and minor axes of the ellipses are set to the values $a=1.5$ and $b=1.0$. We set $R_{\infty}=4$ and the centroids of the domains are at $(2,0),(0,2),(-2,0),(0,-2)$.


Figure 4: Demonstration of spectral accuracy and second-order convergence in time of the nonlinear simulation.

We denote these domains by D1, D2, D3, and D4, respectively. The initial configuration (lower left panel of Fig. 5(a)) is symmetric about the $x$ - and $y$-axes. It also has certain rotational symmetries. The governing equations demand that
these symmetries should be preserved at all later times and we find that this is indeed true for our simulation.

With this configuration, we find that the changes are rapid at the beginning. The outer parts of the ellipses bulge out and align themselves along the boundary perhaps because more space is available towards the outer region as compared to region near the center, and by time $t=2.5$, the shapes no more resemble ellipses. The system enters equilibrium configuration at $t_{c}=8.75$ when the flux approaches zero. To understand more about this phase, we refer to the plot of the maximum interfacial velocity $\max \|v\|=\|v\|_{\infty}$ (top panel of Fig. 5(a)) where the maximum is taken over all marker points over all interfaces. It is observed in this plot that the velocity decreases monotonically to zero, and close to $t_{c}$, the maximum magnitude of the velocity $\max \|v\|=\|v\|_{\infty}$ is negligible. Therefore, the system configuration changes very little in the relaxation phase. This is confirmed by comparing the plots of the configuration (lower panels of Fig. 5(a)), in which the changes after $t=2.5$ are small. At $t=t_{\text {end }}$, we find that the domains lose their elliptic form and are approximately circular.

The evolution of two additional quantities, the arc length parameter $s_{\alpha}=$ $L / 2 \pi$ for each interface, and the far-field function value $w_{\infty}$, are shown in Fig. 5(c) and Fig. 5(b), respectively. Because of the symmetry, all four curves are on the top of each other in Fig. 5(c). The far-field flux is flat at the beginning but eventually changes rapidly before entering the relaxation phase, giving it the shape of a sigmoid curve. The change in arc length parameter is rapid at the beginning but this curve flattens very quickly once the system enters the relaxation phase.

Next, we consider a simulation with three domains. We do this by removing one particle from the previous configuration. In Fig. 6(a), the initial configuration is symmetric about both the $x$ - and $y$-axis. We start with elliptic particles with semi-axes dimensions of $a=1.5$ and $b=1.0$, and with their centroids at $(2,0),(0,2)$ and $(-2,0)$. We label these regions D1, D2, and D3, respectively. The radius of the far-field boundary is $R_{\infty}=4$.

We observe that the domains D1 and D3, originally aligned along positive and negative $x$-direction respectively, rotate quickly, by almost 45 degrees. By $t=1.25$, significant rotation occurs and it continues further, even as the angular speed slows down. The domain D 2 shrinks in the $y$-direction and grows in the $x$-direction. After sufficient time, this domain is ellipse-like with major axis in $x$-direction and minor axis along $y$-axis.

An interesting point is the difference in the area occupied by each domain as the time progresses. The area of the domains are equal in the beginning. As the simulation progresses, all regions grow in size, with region D2 growing slower the other two particles. This is prominent during the early stages of evolution. However, the area of D2 increases somewhat faster during the later stages of evolution (after $t=10$ ), and eventually, the ratio of the arc length parameters of D2 and D1/D3 is approximately 1.2. The flux approaches zero at approximately $t_{c}=9.35$.

Figs. 7(a), 7(b), and 7(c) show simulation results corresponding to two elliptic phase domains. The domains are aligned along the $x$ - and $y$-axes with
semi-axes dimensions $a=1.5$ and $b=1.0$. We set $R_{\infty}=4$. The centroid of the phase domain with major axes along $x$-direction is at $(2,0)$, and the other one is located at $(0,2)$. This configuration is symmetric about the line $y=x$. The domains undergo rotation during evolution, aligning themselves along the line $x=y$ and growing in size during the alignment process due to a positive flux. The particle shapes are convex towards the boundary $\partial \Omega$ while they are concave in the inner region. As with the simulation with four and three domains, the graph of $w_{\infty}$ has a sigmoid shape.

### 6.4. Domain shrinkage

Figs. 8(a), 8(b), and 8(c) are results of simulations with seven elliptic domains. The centroids of the domains are at $(0,0),(2.5,0),(5,0),(-2.5,0)$, $(-5,0),(0,4)$, and $(0,-4)$ with major axis $a=1.5$ and minor axis $b=0.9$. We denote these domains by D1 to D7, respectively. The outer boundary is at $R_{\infty}=6$. The configuration is symmetric about the $x$ - and $y$-axes and has a rotational symmetry of 180 degrees.

The evolution of this seven-domain configuration reveals a number of interesting aspects. Most notable of these is the shrinkage and gradual disappearance of the domain D1. All domains at $t=0$ have the same area but as time progresses, D1 shrinks. In the beginning, the area shrinks slowly but later the shrinking process speeds up. We note that near the singularity, around $t=4.75$, the code crashes and the results may not be very accurate. This is evident in the velocity plot where the maximum normal velocity decays at first and then increases very rapidly towards the end. Thus, our fixed time-steps may not capture the results towards the end of the simulation very well. The domains D6 and D7 are the ones that grow the most in the process. After these, the next largest growths are seen for D3 and D5, and then for D2 and D4. The arc lengths of the domains D2 and D4 display non-monotonic behavior with time.

As a related phenomenon, we mention here the problem of particle coarsening $[35,36,33]$ in alloy formation where, once the system enter the relaxation phase, the phase-domains may undergo topological changes. The domains tend to acquire compact shapes owing to the minimum surface energy requirements, and in the process, large domains try to grow at the expense of smaller regions. In this simulation, we find results analogous to that.

Figs. 9(a), 9(b), and 9(c), show results of a different seven-domain configuration. In this simulation, the regions D1 to D7 have their centroids at $(0,0)$, $(2.7,0),(5,0),(-2.7,0),(-5,0),(0,4.2)$, and $(0,-4.2)$ at $t=0$, respectively. The domain D1 has major and minor axes $a=2.0$ and $b=1$.4, domains D2 to D5 have major and minor axes $a=1.6$ and $b=0.9$, and domains D6 and D7 have major and minor axes $a=2.7$ and $b=1.6$. The areas of domains $\mathrm{D} 1, \mathrm{D} 2$, and D 4 all decrease with the domains D2 and D4 shrinking faster than D1. This is in contrast with our previous simulation where D1 decreases fastest. Eventually D1 survives, but D2 and D4 disappears. Also the orientation of D1 changes, at time $t=0$ the major axis of D1 is aligned in $y$-direction, in an intermediate stage it is circular but towards the end it regains its elliptic shape to a certain extent and the major axis is in $x$-direction. In this simulation we
use a time step $\Delta t=2.5 \times 10^{-4}$, unlike in other simulations, as the reduced time step improves convergence.

### 6.5. Simulation with large number of domains

In the last simulation, we present the results of a simulation with a twelve domain configuration in Figs. 10(a), 10(b), and 10(c). The domains are arranged in "two rings". The inner ring consists of four particles (D1 to D4 arranged in counter clockwise direction having centroids at $(3.75,0),(0,4),(-3.75,0)$, and $(0,-4)$, respectively) and the outer ring consists of eight particles, D5 to D12. Their centroids are located at $(7.5,0),(5,5),(0,-7),(-5,5),(-7.5,0)$, $(-5,-5),(0,-7)$, and $(5,-5)$, respectively. The initial configuration has several symmetries which are all preserved in the simulation. The configuration enters the equilibrium phase at $t_{c}=11.3$ and does not show any coarsening type behaviour up to $t=14$. We observe that the domains in the outer ring grows more than the domains in the inner ring. This is probably due to the initial geometry where the outer domains have more space to grow and the inner domains are "squeezed" by the outer ring. Going by our previous simulation, we believe that placement of a central ellipse at $(0,0)$ will result in coarsening.

## 7. Summary and Conclusion

In this article, we derived and studied a limiting case of Ohta-Kawasaki model. The resulting model is a variant of the Hele-Shaw problem. We then investigated the equations of the model using linear analysis and we reformulated the problem as boundary integral equations. Using small-scale decomposition technique for the equation of dynamics, we ran numerical simulations of these equations using a spectrally accurate algorithm in space and a second-order accurate temporal scheme. We investigated, with our numerical simulations, the evolution of different configurations of phase domains. Our simulations captured accurately the intermediate dynamics and final steady-state configuration, and reveals information about the far-field Dirichlet condition that drives the evolution.

Choksi et al. [37] related the Ohta-Kawasaki density functional theory (DFT) to the self-consistent mean field theory (SCFT) and [38] compared the results of numerical simulations for the DFT, SCFT, and the Swift-Hohenberg model. Our future work will build upon these studies and the results introduced in this paper by comparing numerical simulations from the DFT, SCFT and the boundary integral method. Specifically, the energies of the stationary states and the metastability of the defect structures of the three models will be investigated. This will establish the feasibility of the boundary integral method for phase space exploration.
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(a) $t$-Maximum normal velocity plot


Figure 5: Time evolution of 4 elliptic regions with semi-axes $a=1.5$ and $b=1.0$. The other parameters are $R_{\infty}=4$ and surface tension $\sigma=0.47$. The system enters equilibrium at $t_{e q}=8.75$. Centroids of the domains D1, D2, D3, and D4 are at $(2,0),(0,2),(-2,0)$, and $(0,-2)$ at $t=0$, respectively.


Figure 6: Time evolution of 3 elliptic regions with semi-axes $a=1.5$ and $b=1$. We set $R_{\infty}=4$. The system enters the equilibrium phase at $t_{c}=9.35$. Centroids of the domains D1, D2, and D3 are at $(2,0),(0,2)$, and $(-2,0)$ at $t=0$, respectively.


Figure 7: Time evolution of 2 elliptic regions with semi-axes $a=1.5$ and $b=1$. We set $R_{\infty}=4$. The system enters equilibrium at $t_{c}=9.7$. Centroids of the domains D1 and D2 are at $(2,0)$ and $(0,2)$ at $t=0$, respectively.
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Figure 8: Time evolution of 7 elliptic regions with semi-axes $a=1.5$ and $b=0.9$. We set $R_{\infty}=6$. Centroids of the domains D1 to D7 are at $(0,0),(2.5,0),(5,0),(-2.5,0),(-5,0)$, $(0,4)$, and $(0,-4)$ at $t=0$, respectively.


Figure 9: Time evolution of 7 elliptic regions D1 to D7 with centroids at $(0,0),(2.7,0),(5,0)$, $(-2.7,0),(-5,0),(0,4)$, and $(0,-4)$ at $t=0$, respectively. The domain D1 has major and minor axes $a=2.0$ and $b=1.4$, domains D2 to D5 have major and minor axes $a=1.6$ and $b=0.9$, and domains D6 and D7 have major and minor axes $a=2.7$ and $b=1.6$. We set $R_{\infty}=6$.
[a]. Normal Velocity
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(a) $t$-Maximum normal velocity plot

(b) $t-w_{\infty}$ plot
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Figure 10: Time evolution of 12 elliptic regions D1 to D12 with centroids at $(3.75,0),(0,4)$, $(-3.75,0),(0,-4),(7.5,0),(5,5),(0,-7),(-5,5),(-7.5,0),(-5,-5),(0,-7)$, and $(5,-5)$ at $t=0$, respectively. The domains D6, D8, D10, and D12 have major and minor axes $a=1.2$ and $b=0.9$ while the rest of the domains have major and minor axes $a=1.5$ and $b=0.9$. We set $R_{\infty}=9$.

## Appendix A. Derivation of the sharp-interface model

## Appendix A.1. Outer expansions

We assume $\phi(\tau, \boldsymbol{x}), \mu(\tau, \boldsymbol{x})$ and $\psi(\tau, \boldsymbol{x})$ have the asymptotic expansions, $\phi=$ $\phi_{0}+\varepsilon \phi_{1}+\varepsilon^{2} \phi_{2}+\mathcal{O}\left(\varepsilon^{3}\right), \mu=\mu_{0}+\varepsilon \mu_{1}+\varepsilon^{2} \mu_{2}+\mathcal{O}\left(\varepsilon^{3}\right), \psi=\psi_{0}+\varepsilon \psi_{1}+\varepsilon^{2} \psi_{2}+\mathcal{O}\left(\varepsilon^{3}\right)$. The asymptotic problems in "outer" variables are for $\phi_{i}$

$$
\begin{equation*}
\mathcal{O}\left(\varepsilon^{0}\right): \partial_{\tau} \phi_{0}=\Delta \mu_{0}, \quad \mathcal{O}\left(\varepsilon^{1}\right): \partial_{\tau} \phi_{1}=\Delta \mu_{1}, \quad \mathcal{O}\left(\varepsilon^{2}\right): \partial_{\tau} \phi_{2}=\Delta \mu_{2} \tag{A.1}
\end{equation*}
$$

Similarly for $\mu_{i}$,

$$
\begin{array}{ll}
\mathcal{O}\left(\varepsilon^{-1}\right): & 0=F^{\prime}\left(\phi_{0}\right) \\
\mathcal{O}\left(\varepsilon^{0}\right): & \mu_{0}=F^{\prime \prime}\left(\phi_{0}\right) \phi_{1}+\psi_{0} \\
\mathcal{O}\left(\varepsilon^{1}\right): & \mu_{1}=F^{\prime \prime}\left(\phi_{0}\right) \phi_{2}+\frac{1}{2} F^{\prime \prime \prime}\left(\phi_{0}\right) \phi_{1}^{2}-\Delta \phi_{0}+\psi_{1} . \tag{A.2c}
\end{array}
$$

and $\psi_{i}$,

$$
\begin{equation*}
\mathcal{O}\left(\varepsilon^{0}\right):-\Delta \psi_{0}=\phi_{0}-\bar{\phi}, \quad \mathcal{O}\left(\varepsilon^{1}\right):-\Delta \psi_{1}=\phi_{1}, \quad \mathcal{O}\left(\varepsilon^{2}\right):-\Delta \psi_{2}=\phi_{2} \tag{A.3}
\end{equation*}
$$

On the fixed boundary $\partial \Omega$, the boundary conditions for the asymptotic subproblems are

$$
\frac{\partial \phi_{i}}{\partial n_{\partial \Omega}}=0, \quad \frac{\partial \mu_{i}}{\partial n_{\partial \Omega}}=0, \quad \frac{\partial \psi_{i}}{\partial n_{\partial \Omega}}=0, \quad \text { on } \quad \partial \Omega \quad \text { for }, \quad i=0,1,2, \ldots
$$

## Appendix A.2. Inner-outer coordinate transformations

To derive the inner problems it is convenient to introduce a parametrization $\boldsymbol{r}(\tau, s)=\left(r_{1}(\tau, s), r_{2}(\tau, s)\right)$ of the free interface, i.e. the sharp interface $\Gamma$ via the arc length $s$, and $\boldsymbol{\nu}(\tau, s)$ the normal inward-pointing vector along the free boundary, so that any point in the thin $\varepsilon$-region around $\Gamma$ can be expressed by

$$
\boldsymbol{x}(\tau, s, z)=\boldsymbol{r}(\tau, s)+\varepsilon z \boldsymbol{\nu}(\tau, s)
$$

where $\varepsilon z$ is the distance alongthe inward normal direction $\boldsymbol{\nu}(\tau, s)$ from the sharp interface $\Gamma$, given by

$$
\boldsymbol{\nu}(\tau, s)=\left(-\partial_{s} r_{2}, \partial_{s} r_{1}\right), \quad \boldsymbol{t}(\tau, s)=\left(\partial_{s} r_{1}, \partial_{s} r_{2}\right) .
$$

The relation the derivatives of a quantity $\tilde{v}(\tau, s, z)$ defined in inner coordinates to derivatives in the outer coordinates $v(\tau, \boldsymbol{x})$ can be expresses as a multiplication of matrices,

$$
\left[\begin{array}{c}
\partial_{s} \tilde{v} \\
\partial_{z} \tilde{v} \\
\partial_{\tau} \tilde{v}
\end{array}\right]=\left[\begin{array}{ccc}
\partial_{s} x & \partial_{s} y & 0 \\
\partial_{z} x & \partial_{z} y & 0 \\
\partial_{\tau} x & \partial_{\tau} y & 1
\end{array}\right] \cdot\left[\begin{array}{c}
\partial_{x} v \\
\partial_{y} v \\
\partial_{\tau} v
\end{array}\right],
$$

and vice versa

$$
\left[\begin{array}{c}
\partial_{x} v \\
\partial_{y} v \\
\partial_{\tau} v
\end{array}\right]=\left[\begin{array}{ccc}
(1+\varepsilon z \kappa) \partial_{s} r_{1} & -\varepsilon^{-1} \partial_{s} r_{2} & 0 \\
(1+\varepsilon z \kappa) \partial_{s} r_{2} & \varepsilon^{-1} \partial_{s} r_{1} & 0 \\
-(1+\varepsilon z \kappa) V^{\boldsymbol{t}} & -\varepsilon^{-1} V^{\nu} & 1
\end{array}\right] \cdot\left[\begin{array}{c}
\partial_{s} \tilde{v} \\
\partial_{z} \tilde{v} \\
\partial_{\tau} \tilde{v}
\end{array}\right],
$$

where

$$
V^{\boldsymbol{t}}=\partial_{\tau} \boldsymbol{x} \cdot \boldsymbol{t}, \quad \text { and } \quad V^{\boldsymbol{\nu}}=\partial_{\tau} \boldsymbol{x} \cdot \boldsymbol{\nu}
$$

denote the tangential and normal velocity of the free boundary respectively, with $\kappa$ denoting the curvature of the free boundary. Thus, the expression of the rescaled time derivative in terms of the inner-coordinates,

$$
\partial_{\tau} v=-(1+\varepsilon z \kappa) \partial_{s} \tilde{v}-\varepsilon^{-1} V^{\nu} \partial_{z} \tilde{v}+\partial_{\tau} \tilde{v}
$$

Applying the respective derivatives to higher order yields

$$
\begin{aligned}
\partial_{x x} v & =\varepsilon^{-2}\left(\partial_{s} r_{2}\right)^{2} \partial_{z z} \tilde{v}-\varepsilon^{-1}\left[\kappa\left(\partial_{s} r_{1}\right)^{2} \partial_{z} \tilde{v}+2 \partial_{s} r_{1} \partial_{s} r_{2} \partial_{s z} \tilde{v}\right] \\
& +\left(\partial_{s} r_{1}\right)^{2} \partial_{s s} \tilde{v}-2 \kappa \partial_{s} r_{1} \partial_{s} r_{2} \partial_{s} \tilde{v}-z \kappa\left[\kappa\left(\partial_{s} r_{1}\right)^{2} \partial_{z} \tilde{v}+2 \partial_{s} r_{1} \partial_{s} r_{2} \partial_{s z} \tilde{v}\right], \\
\partial_{y y} v & =\varepsilon^{-2}\left(\partial_{s} r_{1}\right)^{2} \partial_{z z} \tilde{v}-\varepsilon^{-1}\left[\kappa\left(\partial_{s} r_{2}\right)^{2} \partial_{z} \tilde{v}-2 \partial_{s} r_{1} \partial_{s} r_{2} \partial_{s z} \tilde{v}\right] \\
& +\left(\partial_{s} r_{2}\right)^{2} \partial_{s s} \tilde{v}+2 \kappa \partial_{s} r_{1} \partial_{s} r_{2} \partial_{s} \tilde{v}-z \kappa\left[\kappa\left(\partial_{s} r_{2}\right)^{2} \partial_{z} \tilde{v}-2 \partial_{s} r_{1} \partial_{s} r_{2} \partial_{s z} \tilde{v}\right]
\end{aligned}
$$

and for the Laplace operator in the inner-coordinates,

$$
\Delta v=\partial_{x x} v+\partial_{y y} v=\varepsilon^{-2} \partial_{z z} \tilde{v}-\varepsilon^{-1} \kappa \partial_{z} \tilde{v}+\partial_{s s} \tilde{v}-z \kappa^{2} \partial_{z} \tilde{v}
$$

Appendix A.3. Inner expansions
We assume that inner asymptotic expansions for $\tilde{\phi}(\tau, s, z), \tilde{\mu}(\tau, s, z)$ and $\tilde{\psi}(\tau, s, z)$ are given by $\tilde{\phi}=\tilde{u}_{0}+\varepsilon \tilde{u}_{1}+\varepsilon^{2} \tilde{u}_{2}+\mathcal{O}\left(\varepsilon^{3}\right), \tilde{\mu}=\tilde{\mu}_{0}+\varepsilon \tilde{\mu}_{1}+\varepsilon^{2} \tilde{\mu}_{2}+\mathcal{O}\left(\varepsilon^{3}\right)$, $\tilde{\psi}=\tilde{\psi}_{0}+\varepsilon \tilde{\psi}_{1}+\varepsilon^{2} \tilde{\psi}_{2}+\mathcal{O}\left(\varepsilon^{3}\right)$. Application of the coordinate transformations to the governing equations yields the asymptotic subproblems for the inner region for $\phi$ up till $\mathcal{O}\left(\varepsilon^{0}\right)$,

$$
\begin{align*}
\mathcal{O}\left(\varepsilon^{-2}\right): & 0 & =\partial_{z}^{2} \tilde{\mu}_{0},  \tag{A.5a}\\
\mathcal{O}\left(\varepsilon^{-1}\right): & -V^{\boldsymbol{\nu}} \partial_{z} \tilde{\phi}_{0} & =\partial_{z}^{2} \tilde{\mu}_{1}-\kappa \partial_{z} \tilde{\mu}_{0},  \tag{A.5b}\\
\mathcal{O}\left(\varepsilon^{0}\right): & -\partial_{z} \tilde{\phi}_{0}-V^{\boldsymbol{\nu}} \partial_{z} \tilde{\phi}_{1}+\partial_{\tau} \tilde{\phi}_{0} & =\partial_{z}^{2} \tilde{\mu}_{2}-\kappa \partial_{z} \tilde{\mu}_{1}+\partial_{s}^{2} \tilde{\mu}_{0}-z \kappa^{2} \partial_{z} \tilde{\mu}_{0} . \tag{A.5c}
\end{align*}
$$

For the chemical potential $\tilde{\mu}$ up to $\mathcal{O}(\varepsilon)$,

$$
\begin{array}{ll}
\mathcal{O}\left(\varepsilon^{-1}\right): & 0=F^{\prime}\left(\tilde{u}_{0}\right)-\partial_{z}^{2} \tilde{u}_{0}, \\
\mathcal{O}\left(\varepsilon^{0}\right): & \tilde{\mu}_{0}=F^{\prime \prime}\left(\tilde{u}_{0}\right) \tilde{u}_{1}+\kappa \partial_{z} \tilde{u}_{0}-\partial_{z}^{2} \tilde{u}_{1}+\tilde{w}_{0}, \\
\mathcal{O}\left(\varepsilon^{1}\right): & \tilde{\mu}_{1}=-\partial_{z}^{2} \tilde{u}_{2}+\kappa \partial_{z} \tilde{u}_{1}-\partial_{s}^{2} \tilde{u}_{0}+z \kappa^{2} \partial_{z} \tilde{u}_{0}+F^{\prime \prime}\left(\tilde{u}_{0}\right) \tilde{u}_{2}+\frac{1}{2} F^{\prime \prime \prime}\left(\tilde{u}_{0}\right) \tilde{u}_{1}^{2} \\
& \quad+\tilde{w}_{1}, \tag{A.6c}
\end{array}
$$

and for $\tilde{\psi}$,

$$
\begin{array}{lr}
\mathcal{O}\left(\varepsilon^{-2}\right): & -\partial_{z}^{2} \tilde{\psi}_{0}=0 \\
\mathcal{O}\left(\varepsilon^{-1}\right): & -\partial_{z}^{2} \tilde{\psi}_{1}+\kappa \partial_{z} \tilde{\psi}_{0}=0 \\
\mathcal{O}\left(\varepsilon^{0}\right): & -\partial_{z}^{2} \tilde{\psi}_{2}+\kappa \partial_{z} \tilde{\psi}_{1}-\partial_{s}^{2} \tilde{\psi}_{0}+z \kappa \partial_{z} \tilde{\psi}_{0}=\tilde{\phi}_{0}-\bar{\phi} \tag{A.7c}
\end{array}
$$

## Appendix A.4. Matching

From the leading order problem of the inner expansion for the chemical potential subequation (A.6a),

$$
F^{\prime}\left(\tilde{\phi}_{0}\right)-\partial_{z}^{2} \tilde{\phi}_{0}=0
$$

Multiplying by $\partial_{z} \tilde{\phi}_{0}$ and integrating in $z$ from $-\infty$ to $\infty$,

$$
\int_{\phi_{0}^{-}}^{\phi_{0}^{+}} F^{\prime}\left(\tilde{\phi}_{0}\right) \mathrm{d} \tilde{\phi}_{0}=\int_{-\infty}^{\infty}\left(\partial_{z}^{2} \tilde{\phi}_{0}\right) \partial_{z} \tilde{\phi}_{0} \mathrm{~d} z
$$

where the integration limits are $\lim _{z \rightarrow \pm \infty} \tilde{\phi}_{0}(\tau, s, z)=\phi_{0}^{ \pm}$respectively. Since $\lim _{z \rightarrow \pm \infty} \frac{\partial \tilde{\phi}_{0}}{\partial z}=0$ for $\tilde{\phi}_{0}$ to be bounded. This leaves

$$
\int_{\phi_{0}^{-}}^{\phi_{0}^{+}} F^{\prime}\left(\tilde{\phi}_{0}\right) \mathrm{d} \tilde{\phi}_{0}=0
$$

which states that for the symmetric double-well potential the $x$-axis corresponding to $F^{\prime}\left(\tilde{\phi}_{0}\right)=0$ is the line of intersection that divides $F^{\prime}\left(\tilde{\phi}_{0}\right)$ such that the areas below and above the curve are equal. This implies that the limits of the integral are the points of intersection, i.e.

$$
\begin{equation*}
\phi_{0}^{ \pm}= \pm 1 \quad \text { in } \quad \Omega^{ \pm} \quad \text { resp. } \tag{A.8}
\end{equation*}
$$

This implies for the leading order outer problem in $\mu$

$$
\begin{equation*}
\Delta \mu_{0}=0 \quad \text { in } \quad \Omega \backslash \Gamma \tag{A.9}
\end{equation*}
$$

and for $\psi_{0}$

$$
\begin{equation*}
\Delta \psi_{0}=-\left(\phi_{0}-\bar{\phi}\right) \tag{A.10}
\end{equation*}
$$

with boundary conditions

$$
\begin{equation*}
\frac{\partial \phi_{0}}{\partial n_{\partial \Omega}}=0, \quad \frac{\partial \mu_{0}}{\partial n_{\partial \Omega}}=0, \quad \frac{\partial \psi_{0}}{\partial n_{\partial \Omega}}=0, \quad \text { on } \quad \partial \Omega \tag{A.11}
\end{equation*}
$$

To proceed with the matching we write down the matching conditions by expanding inner and outer expansions, and express one of them (here the outer) in terms of the inner independent variables. Then we regroup in orders of $\varepsilon$ and obtain

$$
\begin{align*}
\mu_{0}^{ \pm} & =\lim _{z \rightarrow \pm \infty} \tilde{\mu}_{0}(\tau, \boldsymbol{r}, z),  \tag{A.12a}\\
\mu_{1}^{ \pm}+z \boldsymbol{\nu} \cdot \nabla \mu_{0}^{ \pm} & =\lim _{z \rightarrow \pm \infty} \tilde{\mu}_{1}(\tau, \boldsymbol{r}, z),  \tag{A.12b}\\
\mu_{2}^{ \pm}+z \boldsymbol{\nu} \cdot \nabla \mu_{1}^{ \pm}+\frac{1}{2} z^{2} \boldsymbol{\nu} \cdot \Delta \mu_{0}^{ \pm} \cdot \boldsymbol{\nu}^{\top} \mu_{0}^{ \pm} & =\lim _{z \rightarrow \pm \infty} \tilde{\mu}_{2}(\tau, \boldsymbol{r}, z), \tag{A.12c}
\end{align*}
$$

Integrating (A.5a) twice gives

$$
\tilde{\mu}_{0}=a_{0} z+b_{0}
$$

Matching $\tilde{\mu}_{0}$ to $\mu_{0}^{ \pm}$by means of (A.12a) yields $a_{0}=0$ and $\tilde{\mu}_{0}=b_{0}=$ constant. Next, notice that differentiating (A.6a) with respect to $z$ and multiplying by $\tilde{\phi}_{1}$ yields

$$
\begin{equation*}
F^{\prime \prime}\left(\tilde{\phi}_{0}\right)\left(\partial_{z} \tilde{\phi}_{0}\right) \tilde{\phi}_{1}-\left(\partial_{z}^{3} \tilde{\phi}_{0}\right) \tilde{\phi}_{1}=0 \tag{A.13}
\end{equation*}
$$

Multiplying the next-order problem of the inner chemical potential (A.6b) by $\partial_{z} \tilde{\phi}_{0}$ and using (A.13) gives

$$
\tilde{\mu}_{0}\left(\partial_{z} \tilde{\phi}_{0}\right)=\left(\partial_{z}^{3} \tilde{\phi}_{0}\right) \tilde{\phi}_{1}+\kappa\left(\partial_{z} \tilde{\phi}_{0}\right)^{2}-\left(\partial_{z}^{2} \tilde{\phi}_{1}\right)\left(\partial_{z} \tilde{\phi}_{0}\right)+\tilde{\psi}_{0}\left(\partial_{z} \tilde{\phi}_{0}\right)
$$

Integrating the above in $z$ from $-\infty$ to $\infty$, applying integration by parts and using the boundedness of the leading order $\tilde{\phi}_{0}$ and the leading order non-local term $\tilde{\psi}_{0}$ is a functional of $\tilde{\phi}_{0}$ with $\lim _{z \rightarrow \pm \infty} \tilde{\psi}_{0}=\psi_{0}\left[\phi_{0}^{ \pm}\right]$we obtain

$$
\tilde{\mu}_{0}\left[\tilde{\phi}_{0}\right]_{-\infty}^{\infty}=\kappa \int_{-\infty}^{\infty}\left(\partial_{z} \tilde{\phi}_{0}\right)^{2} \mathrm{~d} z+\tilde{\psi}_{0}\left[\tilde{\phi}_{0}\right]_{-\infty}^{\infty}
$$

where $\int_{-\infty}^{\infty} \partial_{z} \tilde{\phi}_{0} \mathrm{~d} z=\left[\tilde{\phi}_{0}\right]_{-\infty}^{\infty}$, the jump of $\tilde{\phi}_{0}$ over the interface. Dividing by $\left[\tilde{\phi}_{0}\right]_{-\infty}^{\infty}$ and setting

$$
\frac{\int_{-\infty}^{\infty}\left(\partial_{z} \tilde{\phi}_{0}\right)^{2} \mathrm{~d} z}{\left[\tilde{\phi}_{0}\right]_{-\infty}^{\infty}}=C
$$

which is a constant, we obtain

$$
\tilde{\mu}_{0}=C \kappa+\tilde{\psi}_{0} .
$$

The next-order matching conditions then implies

$$
\begin{equation*}
\mu_{0}=C \kappa+\psi_{0} \quad \text { on } \quad \Gamma \tag{A.14}
\end{equation*}
$$

To obtain the normal velocity of the free boundary $V^{\boldsymbol{\nu}}$ we integrate (A.5b) from $-\infty$ to $\infty$,

$$
\begin{equation*}
-V^{\boldsymbol{\nu}}=\frac{1}{2} \underbrace{\left[\partial_{z} \tilde{\mu}_{1}\right]_{-\infty}^{\infty}}_{\text {(A) }}-\frac{1}{2} \kappa \underbrace{\left[\tilde{\mu}_{0}\right]_{-\infty}^{\infty}}_{(\mathrm{B})}, \tag{A.15}
\end{equation*}
$$

From A. $14, \tilde{\mu}_{0}$ is independent of $z$, so $(B)=0$. Furthermore, notice that differentiating the next-order matching of $\tilde{\mu}_{1}$ in (A.12b) with respect to $z$ yields

$$
\left.\partial_{z} \tilde{\mu}_{1}\right|_{z=-\infty} ^{\infty}=\underbrace{\left.\partial_{z} \mu_{1}\right|_{-} ^{+}}_{=0}+\left.\left.\boldsymbol{\nu} \cdot \nabla \mu_{0}\right|_{-} ^{+} \boldsymbol{\nu} \cdot \nabla \mu_{0}\right|_{-} ^{+} \equiv \text { (A) }
$$

with $\left.\partial_{z} \mu_{1}\right|_{-} ^{+}=0$ since the outer $\mu_{1}^{ \pm}$'s are independent of $z$. Substituting these results back into (A.15),

$$
\begin{equation*}
V^{\boldsymbol{\nu}}=-\frac{1}{2}\left[\frac{\partial \mu_{0}}{\partial \boldsymbol{\nu}}\right]_{\Gamma} \tag{A.16}
\end{equation*}
$$
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