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Is There Anybody Out There? 
Analyzing the Regulation of Children’s Privacy Online in the United States 

of America and the European Union According to the TBGI Analytical 
Framework by Eberlein et al 

 
By Nachshon Goltz1 

 
Abstract 

This article analyzes the regulation of children’s privacy online, especially in the context 
of personal information collection as a commodity, in the United States of America 
(USA) and the European Union (EU) according to the Transnational Business 
Governance Interactions analytical framework proposed by Eberlein et al.2 This article 
reviews the regulatory structure of the field in these two jurisdictions, including global 
organizations, according to Elberlein et al components and questions. In the analysis, a 
map of the regulatory interactions within this global realm will be presented and 
discussed. Analysis of the influence of each interacting party and the degree of 
interaction between parties demonstrates that there is a clear dominance of the industry in 
the regulatory realm of children’s privacy protection online. Therefore it is suggested to 
include an analysis of the regulatory interactions (e.g., using the TBGI analytical 
framework by Eberlein et al) when discussing new or amended regulatory measures in 
each one of the levels described in this article. This will allow a better understanding of 
the overall regulatory picture and may prevent a bias towards more powerful actors, such 
as the industry. 
 
Outline 

1.!Introduction 
2.!TBGI analytical Framework 
3.!Children’s Privacy Online - Regulatory Interactions Analysis 

3.1!Global Organizations 
3.2!The United States of America 
3.3!The European Union 

4.!Conclusions 
 

 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
1  PhD (Can), Osgoode Hall Law School, York University; Editor in Chief, Global-Regulation. First 
presented at the TBGI project Graduate Student Research Retreat, Baldy Center for Law and Social Policy, 
State University of New York at Buffalo, November 2-3, 2014. I would like to thank Professor Stepan 
Wood of Osgoode Hall Law School, York University and the TBGI project for his wise advice and 
comments and to Heather Fisher for her comments. This paper was written thanks to the generous support 
of the TBGI project. 
2 Burkard Eberlein, Kenneth W Abbott, Julia Black, Errol Meidinger & Stepan Wood, “Transnational 
business governance interactions: Conceptualization and framework for analysis” (2014) 8 Regulation & 
Governance 1–21 [Eberlein et al]. 
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“Today what we are experiencing is the 
absorption of all virtual modes of expression into 
that of advertising…All current forms of activity 
tend toward advertising and most exhaust 
themselves therein”.3 
 

1.! Introduction 
In the online world, children’s privacy has turned into one of the most valuable 
commodities. The desire to sell, market and advertise has overcome all moral values 
penetrating even the gentle fabric of regulation, aimed to place constraints and create 
boundaries between the corporation and children’s most inner psychological mechanisms 
of well being and healthy development. As Kline4 stated: “The consumption ethos has 
become the vortex of children's culture". 
An illustration of this intrusive and cynical practice is provided by Steeves and Tallim 
report of a fourteen-year old girl taking the “Ultimate Personality Test” on the children’s 
website emode.com. The website told the girl “that she values her image”, therefore it 
recommended that she visit the website e-diets.com, one of their advertisers, to “prep her 
body for success”.5  

The online world is a challenge to privacy for all users. Children face this challenge in a 
much more profound way than other users and their ability to identify the harm and cope 
with it is inherently limited. There is no dispute that measures to protect their online 
privacy should be implemented and enforced. However, as this paper will demonstrate, 
the interacting players in this regulatory field does not always have the benefit of the 
children as their main target. 

The harm to children’s privacy online can stem from several sources. As website are 
seeking personal details to be used as a commodity, they employ automatic collection 
(e.g., cookies 6 ), methods in which the children are ‘contributing’ their personal 
information in order to sign up for a service or participate in a competition, or voluntarily 
when using social networking sites like Facebook, Twitter and others.7 
As is the case with many adults, children do not read the privacy statements in websites 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
3  Jean Baudrillard, “Simulacra and Simulations - IX. Absolute Advertising, Ground-Zero Advertising, 
online: <www.egs.edu/faculty/jean-baudrillard/articles/simulacra-and-simulations-ix-absolute-advertising-
ground-zero-advertising> [translated by Shiela Faria Glaser]. 
4 Stephen Kline, “Limits To The Imagination: Marketing And Children's Culture” in Ian Angus & Sut 
Jhally, eds, Cultural Politics in Contemporary America (New York: Routledge, 1989) 299 at 311. 
5 Valerie Steeves & Jane Tallim, Kids for Sale: Online Marketing to Kids and Privacy Issues (Ottawa: 
Media Awareness Network, 2003). 
6 Fraction of data implemented by the website in the user’s browser. This mechanism provide the website 
with the user’s previous activity (see for more details - Internet Engineering Task Force (IETF), “HTTP 
State Management Mechanism – Overview”. April 2011. http://tools.ietf.org/html/rfc6265#section-3 
7 See e.g. OECD, Working Party on Information Security and Privacy, The Protection of Children Online: 
Risks faced by children online and policies to protect them, DSTI/ICCP/Reg(2010)5/FINAL (2 May 2011), 
online: 
<www.oecd.org/officialdocuments/publicdisplaydocumentpdf/?cote=dsti/iccp/reg(2010)5/final&doclangua
ge=en>. 
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they use. 8  These privacy statements are often written in a legal language hard to 
understand even for adults. 9  Although the law usually requires parental consent, 
children’s websites often overlook, ‘detour’ and try to avoid the need for such consent. 
When they do require it, they often do it in a way that causes much burden on the 
children and their parents.10 
Moreover, because of children’s lack of understanding of what it means to have their 
privacy breached (an abstract concept which is hard to explain), they often provide their 
information with no hesitation, failing to comprehend the implication of such act. As the 
online world is relatively new and privacy breaches within it are a phenomenon that 
increase over time, there is a lack of appropriate tools to educate children (and adults) in 
this respect, a fact that only increase children’s vulnerability and amplifies the problem.  
Marketers are employing invasive methods to turn children’s privacy into a commodity.  
Online monitoring of children’s online use and profiling (i.e., creating a consumer 
profile) are some of these methods. The children are not aware of these methods nor do 
they understand their intrusiveness.11 Consumer groups are concerned about potential 
“negative impacts on children’s future self image and well-being” due to the use of these 
techniques.12 
The protection of children’s privacy online is mainly regulated by two instruments: 

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
8  Anna Fielder, Will Gardner, Agnes Nairn & Jillian Pitt, (2007) “Fair game? Assessing commercial 
activity on children’s favorite Web sites and online environments” at 30, online: 
<www.agnesnairn.co.uk/policy_reports/fair_game_final.pdf>; 30th International Conference of Data 
Protection and Privacy Commissioners (2008), “Resolution on Children’s Online Privacy”, online: 
<www.priv.gc.ca/information/conf2008/res_cop_e.cfm>. 
9 Ibid at 23; Julian J Dooley et al, “Review of existing Australian and international cyber-safety research” 
(2009) Child Health Promotion Research Centre, Edith Cowan University at 146, online: <!
http://unpan1.un.org/intradoc/groups/public/documents/apcity/unpan046312.pdf>; Media Awareness 
Network “Young Canadians in a Wired World: Phase II Trends and Recommendations” (November 2005) 
at 17, online: <mediasmarts.ca/sites/mediasmarts/files/pdfs/publication-report/full/YCWWII-trends-
recomm.pdf>. 
10 The age threshold according to the federal privacy law in the USA’s Children's Online Privacy Protection 
Act (COPPA), which determined the requirement for parental consent is 13 years old. In the EU it is 
required to obtain parental consent as long as minors does not have the capability to fully comprehend the 
situation and are not able to make an informed choice. 
11 See in general the UK Department for Children, Schools and Families, and Department for Culture, 
Media and Sport (2009), “The Impact of the Commercial World on Children’s Wellbeing: Report of an 
Independent Assessment” (2009) online: <publications.dcsf.gov.uk/eOrderingDownload/00669-2009DOM-
EN.pdf>; Council of Europe, Committee of Ministers  (2008), Declaration of the Committee of Ministers 
on Protecting the Dignity, Security and Privacy of Children on the Internet (adopted by the Committee of 
Ministers on 20 February 2008 at the 1018th meeting of the Ministers’ Deputies), online: 
<wcd.coe.int/ViewDoc.jsp?id=1252427&Site=CM>; Children’s Online Privacy Working Group, “There 
ought to be a law: Protecting Children's Online Privacy in the 21st century” (Discussion Paper for 
Canadians by the Working Group of Canadian Privacy Commissioners and Child and Youth Advocacies 
presented 19 November 2009), online: <http://www.cdpdj.qc.ca/documents/children_privacy_internet.pdf 
>; OECD, The role of Internet Intermediaries in Advancing Public Policy Objectives: Forging Partnership 
for Advancing Policy Objectives for the Internet Economy, Part II and III, ICCP(2010), (Paris: OECD, 
2011) at 7. 
12 Trans Atlantic Consumer Dialogue (TACD) (2009), “Resolution on Marketing to Children Online”, 
Available at http://test.tacd.org/wp-content/uploads/2013/09/TACD-INFOSOC-38-09-Marketing-to-
Children-Online.pdf 
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command and control implemented through legislation at the federal and/or state level, 
and self regulation driven by the internet industry. Self-regulation has produced industry 
standards such as the International Chamber of Commerce’s (ICC) Advertising and 
Marketing Communication Practice, the International Advertising Bureau UK and US 
codes, the Federation of European Direct and Interactive Marketing (FEDMA) code, and 
many more. 

These regulatory instruments are either general in their application and encompass all 
marketing practices or have a more narrow scope, applying only to online marketing and 
covering all users or children in specific.13  
This article analyzes the regulation of children’s privacy online (see Figure 1) especially 
in the context of personal information collection as a commodity, in the United States and 
the European Union according to Eberlein et al Framework. The article reviews the 
regulatory structure of this field in these two jurisdictions including global organizations, 
according to Elberlein et al components and questions. In the analysis, a map of the 
regulatory interactions within this global realm is presented and discussed. Finally, 
conclusions are drawn and suggestions are made. 

 
 

2.! TBGI analytical Framework 
Transnational business governance (TBG) describes systematic efforts to regulate 
business activities that encompass a high degree of non-state authority in the 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
13 An example for a general scheme is the ICC’s Advertising and Marketing Communication Practice while 
examples of specific to marketing to children are the Self-Regulatory Guidelines for Children's Advertising 
by CARU or the non-binding Ethical Guidelines for Advertising to Children by European Association of 
Communication Agencies (EACA, 2006). 

Figure'1:'The'Research'Field 
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implementation of regulatory capacities internationally.14 Eberlein et al framework is 
unique in focusing on the analysis of regulatory interactions and providing a theoretical 
structural tool to analyze a regulatory field from the perspective of the entities interacting 
within it.  

TBG schemes involve different interacting actors, pursuing varieties of interests, values, 
and beliefs.15 Eberlein et al. analytical framework include six components:  

(i)! framing the regulatory agenda and setting objectives;  
(ii)! formulating rules or norms;  
(iii)! implementing rules within targets;  
(iv)! gathering information and monitoring behavior;  
(v)! responding to non-compliance via sanctions and other forms of enforcement;  
(vi)! evaluating policy and providing feedback, including review of rules. 

For each component, Eberlein et al identify six questions that are crucial in analyzing 
interactions:  

(1)!who or what is interacting; 
(2)!what drives and shapes the interactions; 
(3)!what are the mechanisms and pathways of interaction; 
(4)!what is the character of the interactions; 
(5)!what are the effects of interaction; 
(6)!how do interactions change over time. 

Elberlein et al framework is flexible, thus allowing (and even recommending) employing 
some, and not all, of the components and questions in analyzing a given regulatory field. 
Therefore, only the relevant components and questions will be included in the following 
section.  

In its strongest form, the Elberlein et al framework seeks to shift the paradigm of 
regulatory analysis by focusing on the regulatory interaction rather than on the 
regulation itself. This is a powerful and influential shift, as the focus on analyzing 
regulatory interactions enables the actors involved in the regulatory eco-system (e.g., 
regulators, industry, academics) to identify deviations in the regulatory process. These 
insights allows pinpointing the cause for the regulatory process derail thus shifting it 
towards better and more efficient regulation to protect the vulnerable party from the 
potential deleterious effects of the harm. This point is demonstrated well in Section 3.3 
below, regarding the EU-US debate on the regulation of personal data transfer. 

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
14 Robert O Keohane & Joseph S Nye, eds, Transnational Relations and World Politics (Cambridge, MA: 
Harvard University Press, 1971); Thomas Risse-Kappen, ed, Bringing Transnational Relations Back In: 
Non-state Actors, Domestic Structures, and International Institutions (Cambridge, UK: Cambridge 
University Press, 1995); Thomas Hale & David Held, “Editors’ Introduction: Mapping Changes in 
Transnational Governance” in: Thomas Hale & David Held, eds, Handbook of Transnational Governance: 
Institutions and Innovations (Malden, MA: Polity Press, 2011) at 1–36.  
15 Julia Black, “Mapping the Contours of Contemporary Financial Services Regulation” (2002) 2 JCLS 
253; Julia Black, “Enrolling Actors in Regulatory Processes: Examples from UK Financial Services 
Regulation” (2003) 47:Spring PL 62; Kenneth W Abbott & Duncan Snidal, “Strengthening International 
Regulation Through Transnational New Governance: Overcoming the Orchestration Deficit” (2009) 42 
Vand J Transnat’l L 501. 
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In light of Kuhn’s16 seminal work on paradigm shifts, the frameworks architects and 
advocates should not be coy in situating it in the right place to gain recognition and 
influence based on its added value in identifying and even amending cases of impaired 
regulatory processes leading to an unwanted results. The first step would be to omit the 
words ‘Transnational’, ‘Business’ and ‘Governance’ from the framework definition thus 
allowing it to be used in the context of the entire regulatory field. 

Moreover, the framework creates an opportunity to place law in its natural position, as a 
field of regulation. This simple and accurate statement will relax the tension artificially 
created between these allegedly separate fields and restore the important proportions 
often overlooked by those mistakenly arguing to the contrary, that regulation is a branch 
of law. The implications of such restorative and correctional measures, among others, on 
legal and regulatory education and the regulators and regulations of the future, cannot be 
overstated. 
 

3.! Children’s Privacy Online – Regulatory Interactions Analysis 
The following section reviews the regulatory scheme of children’s online privacy in the 
USA and the EU (including global organizations) according to Eberlein et al TBGI 
Framework, using relevant components and questions. The general regulatory scheme is 
shown in Figure 2. 
Figure 2 is constructed in three columns: the USA, the United Nations (UN) and the 
Organization for Economic Cooperation and Development (OECD), and the EU. The 
legend includes three main regulatory schemes: law, industry and community, each in its 
own color. The UN and OECD column is a symbol for global regulation while the US 
and EU columns includes regulation which is specific to these two jurisdictions. For 
example, while the Interactive Advertising Bureau (IAB) is a global organization dealing 
both with the USA and the EU, its background colour is white as it is global, and its fill 
colour is red as it is belongs to the law scheme. 

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
16  Thomas S Kuhn, The Structure of Scientific Revolutions (Chicago: University of Chicago Press, 1962). 
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The Children’s Advertising Review Unit (CARU), being a ‘Safe Harbur’ under the 
USA’s Children’s Online Privacy Protection Act (COPPA) and an industry organization 
(as will be detailed in the coming section), is blue for industry and dark blue for federal. 
It is also tending to the left side (i.e., a US entity) while the Federation of European 
Direct and Interactive Marketing (FEDMA), its EU equivalent, is tending to the right. 
Finally, Figure 2 is illustrative and non-exhaustive, aiming to provide an overview of the 

regulatory 
structure of 
children’s 
online privacy 
regulation. 
 

3.1!Global Organizations 

The regulation of children’s privacy online by global organizations is analyzed according 
to the first component of TBGI Framework: Framing the regulatory agenda and setting 
objectives. This component will be addressed using the TBGI Frameworks six questions. 
 

(i)! Framing the regulatory agenda and setting objectives 
Data protection law’s normative basis rests on human rights treaties. Relevant treaties are 
the Universal Deceleration of Human Rights (UDHR)17 and the International Covenant 
on Civil and Political Rights (ICCPR).18 The only data protection binding international 
treaty is the Council of Europe Convention 108.19 

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
17 http://www.ohchr.org/en/udhr/Pages/UDHRIndex.aspx. 
18 http://www.ohchr.org/en/professionalinterest/pages/ccpr.aspx. 
19 Convention for the Protection of Individuals with regard to Automatic Processing of Personal Data, 
CETS No 108 (28 January 1981). 

Figure'2:'Overview'of'the''structure'of'children’s'online'privacy'regulation 
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Calls for an international convention dealing with data protection and privacy has been 
made. For example, such a call came at the 27th International Conference of Data 
Protection and Privacy Commissioners held in 2005. The Conference declared the 
‘Montreux Declaration’, appealing the United Nations “to prepare a legal binding 
instrument which clearly sets out in detail the rights to data protection and privacy as 
enforceable human rights”.20  Internet companies also made similar appeals; In 2007 
Google called for the creation of “global privacy standards”.21 However, according to 
Bygrave, so far “there does not exist a truly global convention or treaty dealing 
specifically with data privacy”.22!

The Convention on the Rights of the Child was adopted by the General Assembly of the 
UN on 20 November 1989. 23  This convention has been ratified by 193 countries 
(excluding the USA, Somalia and South Sudan).24 Article 16 of the convention deals with 
the child’s right to privacy.25 

The UN issued its Guidelines concerning Computerized Personal Files in 1990. These 
guidelines take the form of a non-binding guidance document. 26  The UN General 
Assembly has requested “governmental, intergovernmental and non-governmental 
organizations to respect those guidelines in carrying out the activities within their field of 
competence”.27 
The OECD is an international organization based in Paris that deals with economic and 
social policy and currently has 34 member countries, including many EU member states, 
Canada and the USA. Discussions of privacy related issues began in the OECD in 1970, 
and culminated in the publication of the OECD Privacy Guidelines in 1980. 28  The 
Guidelines are a non-binding set of principles that member countries may enact.29 

While representing the industry, the IAB, a global organization with multinational 
members from the Forbes 500, holds the international ties so to speak, being the only one 
except the UN and the OECD to have this capacity and thus influence.  
An interview with Senior Director of Policy at the IAB was conducted by the author to 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
20 27th International Conference of Data Protection and Privacy Commissioners, “The protection of personal 
data and privacy in globalized world: a universal right respecting diversities” (2005), http://icdppc.org/wp-
content/uploads/2015/02/Montreux-Declaration.pdf.!
21 Peter Fleischer, “Call for global privacy standards”, (14 September 2007), Google Public Policy Blog, 
online: <googlepublicpolicy.blogspot.com/2007/09/call-for-global-privacy-standards.html>. 
22 See Bygrave, Lee, “Privacy Protection in a Global Context – A Comparative Overview”, In Wahlgren, 
Peter (ed.), Scandinavian Studies in Law 319 (Stockholm Institute for Scandinavian Law 2004), at 333. 
23 United Nations General Assembly (1989) Convention on the Rights of the Child. New York: United 
Nations Headquarters. 
24 United Nations Treaty Collection, Status of Treaties: Convention on the Rights of the Child, available at 
http://treaties.un.org 
25 O'Neill, Brian, Staksrud, Elisabeth &  McLaughlin, Sharon, Towards a better Internet for children? 
Policy pillars, players and paradoxes, International Clearinghouse on Childrennordicom, 2013.!
26  UN Guidelines concerning Computerized Personal Data Files of 14 December 1990, UN Doc. 
E/CN.4/1990/72, http://www.unhcr.org/refworld/docid/3ddcafaac.html. 
27 UN Doc. A/RES/45/95 (14 December 1990). 
28 Kuner, Christopher, Transborder Data Flows and Data Privacy Law, Oxford University Press, Oxford, 
2013 at 33. 
29 OECD Guidelines, Explanatory Memorandum, para. 25. 
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help understand its role. In the interview, the Senior Director stated, “IAB does not have 
a specific policy with regards to children privacy online and tend to be active when new 
regulation is suggested representing its members to provide feedback to the government. 
An example would be IAB providing industry feedback on COPPA when being 
reviewed”.30  
Within global organization, the interaction is between the organization itself, the 
members of the organization and external entities such as other global organizations, 
industry and interest groups. As there is a common understanding that children’s privacy 
protection is a worthwhile cause, the main question is to what extent and using which 
measures the protection should be facilitated. 

The parties to this interaction use formal as well as informal discussion, public pressure 
and persuasion to promote their position. The interactions character is one of cooperation 
but below the surface there is plenty of competition between the competing interests of 
the parties interacting. The effects of the interaction are two fold: on one hand the 
cooperation is promoting harmonization of the regulation on a global scale therefore 
promoting the regulation effectiveness, but on the other hand, the struggle between 
competing interests prevent progress in setting a clear agenda, thus weakening the 
regulatory protection altogether. 

It seems that the nature of the interactions does not change over time but the increase in 
awareness to the harms associated with privacy breaches as well as the industry progress 
in taking advantage of personal data as a commodity tend to create more understanding 
and consensus that the protection of children’s online privacy is vital. 

 
3.2!The United States 

The regulation of children’s privacy online in the USA is analyzed according to the 
following components: Framing the regulatory agenda and setting objectives, and 
Formulating rules and norms. As this article deals with the macro federal and global 
level, states role is beyond its scope. 

 
(i)! Framing the regulatory agenda and setting objectives 

The US Constitution does not have an express grant of the right to privacy. Nonetheless, 
through a long line of cases, the US Supreme Court has established and recognized a 
number of privacy rights embedded in the Constitution’s First,31 Fourth32, Fifth33, and 

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
30 June 2014, On file with the Author. 
31 Amendments to the Constitution of the United States of America, http://www.gpo.gov/fdsys/pkg/GPO-
CONAN-1992/pdf/GPO-CONAN-1992-7.pdf, “AMENDMENT [I.] - Congress shall make no law 
respecting an establishment of religion, or prohibiting the free exercise thereof; or abridging the freedom of 
speech, or of the press; or the right of the people peaceably to assemble, and to petition the Government for 
a redress of grievances”. 
32 Id., “AMENDMENT [IV.] - The right of the people to be secure in their persons, houses, papers, and 
effects, against unreasonable searches and seizures, shall not be violated, and no Warrants shall issue, but 
upon probable cause, supported by Oath or affirmation, and particularly describing the place to be 
searched, and the persons or things to be seized”. 
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Ninth Amendments,34 and in the "concept of liberty guaranteed by the first section of the 
Fourteenth Amendment."35 

The Constitution and the US Supreme Court are interacting. As the Constitution is a 
static factor (almost impossible to be amended), the US Supreme Court through the cases 
brought before it, drives the interaction and shapes it in its interpretation of the 
Constitution in the context of privacy. The US Supreme Court is not free of political 
influence that in turn shapes the said interaction. As the Constitution is mainly static, the 
mechanisms and pathways of the interaction are limited as well as the character of the 
interaction.  
The interaction affects the regulatory capacity and performance in setting the principles 
of the scope of the regulation and the means allowed to be used in implementing and 
enforcing the regulation. The interaction itself does not tend to change over time as the 
Constitution is mainly static. Nonetheless, different US Supreme Court judges allow 
different levels of interpretation.36 

 
(ii)! Formulating rules and norms 

In order to prevent Internet businesses from breaching the privacy rights of children,37 
Congress enacted in 1998 the Children's Online Privacy and Protection Act (COPPA).38 
The Federal Trade Commission (FTC) is required by COPPA to create specific rules for 
the regulation of online collection of personal information from children under the age of 
13 years old. 39  On 21 April 2000 the FTC’s Final Rule became effective and 
enforceable.40  

An Internet operator may be able to satisfy COPPA requirements by following alternative 
sets of self-regulatory guidelines that have been created by certain industry groups and 
self-regulatory programs known as "safe harbors".41 In order to become safe harbors, 

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
33 Id., “AMENDMENT [V.] - No person shall be held to answer for a capital, or otherwise infamous crime, 
unless on a presentment or indictment of a Grand Jury, except in cases arising in the land or naval forces, or 
in the Militia, when in actual service in time of War or public danger; nor shall any person be subject for 
the same offence to be twice put in jeopardy of life or limb; nor shall be compelled in any criminal case to 
be a witness against himself, nor be deprived of life, liberty, or property, without due process of law; nor 
shall private property be taken for public use, without just compensation”. 
34 “AMENDMENT [IX.] - The enumeration in the Constitution, of certain rights, shall not be construed to 
deny or disparage others retained by the people”. 
35  Roe v. Wade, 410 U.S. 113, 152 (1973); Amendments to the Constitution of the United States of 
America, http://www.gpo.gov/fdsys/pkg/GPO-CONAN-1992/pdf/GPO-CONAN-1992-7.pdf. 
36 See Epstein, Lee & Walker, Thomas G., Constitutional law for a changing America: rights, liberties, and 
justice, Los Angeles: Sage; Thousand Oaks, CA, 2013, at 397-454; Fallon, Richard H. Jr., The Dynamic 
Constitution: An Introduction to American Constitutional Law and Practice, New York: Cambridge 
University Press, 2013. 
37 Malkin, Rachael, How The Children's Online Privacy Protection Act Affects Online Businesses and 
Consumers of Today and Tomorrow 14 Loy. Consumer L. Rev. 153 2001-2002;  
38 15 U.S.C.A. §§ 6501-05 (West Supp. 1999). 
39 FTC Children's Online Privacy Protection Rule, 16 C.F.R. § 312 (1999). 
40 Id. 
41 Children's Online Privacy Protection Rule, 16 C.F.R. § 312.10(a) (2001). 
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interested organizations must submit their self-regulatory guidelines to the FTC.42 The 
FTC will then publish the interested organizations suggested guidelines for public 
comment, and decide if the suggested guidelines meet the FTC’s Rule criteria43. The safe 
harbor's guidelines must provide "substantially similar requirements" that create the same 
or better protections as the requirements detailed in COPPA.44  
The safe harbor's guidelines must also contain effective methods of independently 
assessing a website's compliance with the guidelines.45 The FTC has approved a number 
of safe harbors, including the Children's Advertising Review Unit of the Council of 
Better Business Bureaus (CARU), the Entertainment Software Rating Board (ESRB), and 
True Ultimate Standards Everywhere (TRUSTe).46  

While Congress enacted COPPA and the FTC articulated its principles and administers it, 
other actors are involved in this regulatory interaction, mainly industry organizations like 
CARU and the ESRB through the ‘Safe Harbor’ option, as well as online companies 
approaching children, parents, and finally the children users. 

The interactions in the context of the safe harbors between the FTC and the industry 
organizations is driven by the FTC’s desire to allow self-regulation on one hand and the 
industries wish to self regulate itself as a mean of avoiding ‘top-down’ regulation by the 
FTC. It would be reasonable to assume that the more informal interaction within this 
regulatory realm (i.e., between the FTC, industry, parents and children) are driven and 
shaped by the interests of each actor. Nonetheless it should be noted that parents and 
children interests are not necessarily identical as children strive for more engagement 
even at the price of their privacy, while parents take a more careful approach. 

When it comes to the interaction between industry organizations administering the safe 
harbors and the FTC, the mechanisms and pathways are, at least in principle, simple and 
clear. The safe harbor is suppose to comply with COPPA, and the FTC oversees the safe 
harbor operators that in turn oversee the online companies compliance. With the other 
actors (i.e., parents and children), the mechanisms and pathways are less clear and can 
take the form of advocacy groups and other informal dimensions. 

The character of the interactions vary. Among the organizations providing safe harbors 
and between these organizations and the FTC there is an element of competition, as they 
all offer an option to comply with COPPA. However, at least on the surface, the 
dominant character of the interaction is one of coordination as all the parties manifested 
goal is to protect children’s privacy. The character of the interaction between parents and 
children and the rest of the actors, mainly the industry, can be defined as chaos, since 
forces, not always predictable, are pulling in different directions.  
The effects of the interaction on the regulatory capacity and performance of actors in the 
given regulatory space is two fold. The interaction between the FTC and industry’s safe 
harbors are supposed to enhance regulatory capacity and performance, but may, at the 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
42 Id., § 312.10(b). 
43 Id., § 312. 10(b)(2)(ii). 
44 Id., § 312.10(b)(1). 
45 Id., § 312.10(b)(2)(iv). 
46 Federal Trade Commission, TRUSTe Earns "Safe Harbor" Status, Press Release (May 23, 2001), at 
http://www.ftc.gov/opa/2001/05/truste.htm. 
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same time, erode the capacity and performance of both interacting actors. This complex 
nexus may also occur when interacting with parents and children, pushing in opposite 
directions, thus creating confusion. 
 

3.3!The European Union 
The regulation of children’s privacy online in the EU is analyzed according to the 
following components: Framing the regulatory agenda and setting objectives, and 
Formulating rules and norms. Each component is addressed using the framework six 
questions, as mentioned above. As this article deals with the macro federal and global 
level, member states role is beyond its scope. 

 
(i)! Framing the regulatory agenda and setting objectives 

Directive 2005/29 on unfair business-to-consumer commercial practices (The UCP 
Directive), one of the cornerstones of EU consumer policy, explicitly recognizes that 
children constitute a group of particularly vulnerable consumers, and as such deserve 
special protection.47  

This special protection is confirmed by Point 28 of Annex I of the UCP Directive which 
provides that, “including in an advertisement a direct exhortation to children to buy 
advertised products or persuade their parents or other adults to buy advertised products 
for them” is an unfair commercial practice and should therefore be prohibited. 

It is only in the absence of more specific rules that UCP Directive applies.48 Specifically, 
in respect to advertising to children, Point 28 of the Annex explicitly states that it is 
“without prejudice to Directive 89/552”. 
The Television Without Frontiers Directive (The TVWF Directive), 49  has now been 
replaced by the Audiovisual Media Services Directive (The AVMS Directive).50 The 
TVWF Directive created binding minimum standards for all the member states and 
contained provisions restricting the amount of advertising to which children were 
exposed.51  

Nevertheless, television advertising to children was not altogether banned and restrictions 
imposed were unlikely to be effective in curbing significantly their exposure, with the 
exception of tobacco products and medicines and medical treatments available only by 
prescription, whose advertising was prohibited. The TVWF Directive suggested that 
children were perceived as particularly vulnerable, but the provisions relating to 
advertising to children were insufficient to alleviate the growing concerns associated with 
the commercialization of childhood. 

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
47 Anandine, Garde, Advertising Regulation and the Protection of Children-Consumers in the European 
Union: In the Best Interests of... Commercial Operators?, 19 Int'l J. Child. Rts. 523 2011 
48 See Article 3(4). 
49 OJ 1989 L298/23. 
50 OJ 2010 L95/1. 
51 “Children's programmes, when their scheduled duration is less than 30 minutes, shall not be interrupted 
by advertising or by teleshopping” (Article 11 (5)). 
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The EU was given a chance to re-assess its legislative framework during the revision 
process of the TVWF Directive by the AVMS Directive. The reform led to three major 
changes: the extension of the scope of the TVWF Directive to new media (i.e., the 
Internet); the extension of its scope to new marketing techniques (i.e., product 
placement); and the extension of its scope to new problems (i.e., food marketing). 
As the AVMS Directive is a measure of minimum harmonization (as was the TVWF 
Directive), Member States are entitled to apply stricter requirements for audiovisual 
media service providers established on their territories.52 

The privacy rights of minors are not mentioned explicitly in the Data Protection 
Directive 53  and the Electronic Communications Directive. 54  The Electronic 
Communications Directive sets privacy rules for the telecommunications industry that 
implement principles from the Data Protection Directive. 55  A reform to the Data 
Protection Directive rules was suggested by the European Commission in 2012 to 
increase online privacy rights and enforce Europe’s “digital economy.”56 

While the EU parliament is framing the regulatory agenda and setting objectives, in 
practice it is interacting with the member states, the EU Court and global organizations 
mentioned in the next section. The Directives formulation and its interpretation and 
harmonization are not done in a vacuum and is influenced by these interactions. 

These interactions are driven and shaped by the party’s interests, some of which are 
correlating and some contrasting. For example, The EU parliament’s interest in 
harmonization can be contested by member states different perceptions of the subject 
matter. 

The mechanisms and pathways of interaction are two fold: before and after the enactment 
of the Directives. Before the enactment of the Directives, the interacting parties are 
operating to influence the legislation, and after the enactment, they are operating through 
interpretation of the legislation and the implementation of it. The interactions character is 
mainly of cooperation, however, with the different perceptions of the subject matter, 
competition becomes a dominant character.  

The effects of the regulatory interaction on the regulatory capacity and performance of 
actors depends on the specific interaction and the period in which it occurs. The influence 

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
52 Article 4 of the AVMS Directive states that “Member States shall remain free to require media service 
providers under their jurisdiction to comply with more detailed or stricter rules in the fields coordinated by 
this Directive provided that such rules are in compliance with Union law”. 
53 Council Directive 95/46/EC of the European Parliament and of the Council of 24 October 1995 on the 
Protection of Individuals with Regard to the Processing of Personal Data and on the Free Movement of 
Such Data, 1995 O.J. (L 281) 31, available at http://eur-
lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:1995:281:0031:0050:EN:PDF. 
54 !Council Directive 2002/58/EC of the European Parliament and of the Council of 12 July 2002 
Concerning the Processing of Personal Data and the Protection of Privacy in the Electronic 
Communications Sector, 2002 O.J. (L 201) 37, available at 
http://eurlex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2002:201:0037:0037:EN:PDF.!
55 Soma, John T. et al., Privacy Law in a Nutshell, MN: West Academic Publishing, 2014, at 269. 
56  Press Release, European Commission, Commission Proposes a Comprehensive Reform of Data 
Protection Rules to Increase Users’ Control of their Data and to Cut Costs for Businesses (Jan. 25, 2012), 
available at http://europa.eu/rapid/press-release_IP-12-46_en.htm?locale=en. 
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of industry, for example, on the formulation of the Directive is different in its effect than 
the interpretation of courts and member states after the Directive is affirmed. There is 
also a difference between member states interpretation and an EU Court ruling, as the 
former relates to a specific member state while the later relates to all member states. 

 
(ii)! Formulating Rules and Norms 

Modeled after the OECD principles, a main part of the Data Protection Directive is the 
strong restrictions on the transfer of EU residents’ data outside of the EU. Under these 
restrictions, without an agreed solution, the EU-USA trade would be drastically impacted. 
Therefore, in 1998 negotiations commenced between the USA department of Commerce 
(DOC) and the EU Commission with respect to the steps that could be taken to avoid 
USA businesses (which include most of the internet giants) from being cut off from 
access to EU residents’ data.57 
While the parties agreed that improvements in data protection were necessary, they were 
divided with respect to the best solution. The USA supported a solution suggested by a 
FTC report finding that given the fluid, evolving nature of the “information economy,” 
self-regulation by industry is the best method to achieve maximum protection with 
minimal constraint on future development.58 

The EU held the opposite extreme, arguing that anything less than comprehensive data 
protection legislation was insufficient. During 1998 and into 1999, the DOC submitted 
multiple proposed self-regulation schemes (referred to as “safe harbors”), all rejected by 
the EU Working Party on the Protection of Individuals with Regard to the Processing of 
Personal Data (Working Party), stating that it “deplore[d] that most of the comments 
made in…previous position papers do not seem to be addressed in the latest version of 
the US documents.”59 
Nonetheless, by the summer of 2000 the DOC had worn down the Commission’s 
resistance to agree to some form of self-regulation. According to Soma, 60  “[w]ith 
extensive behind the scenes lobbying, and despite the strenuous objections of the 
Working Party, the Commission issued a decision on July 26, 2000 confirming the 
adequacy of the draft Safe Harbor proposal submitted by the DOC on July 21 of that 
year”.61 

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
57 Soma et al., supra note 55. 
58 Id., at 298; For the text of the report, see FTC, Self-Regulation and Privacy Online: A Report to Congress 
(1999), available at http://www.ftc.gov/news-events/press-release/1999/07/self-regulation-and-privacy-
online-ftc-report-congress.  
59 Working Party on the Protection of Individuals with Regard t the Processing of Personal Data, Opinion 
7/99 on the Level of Data Protection Provided by the “Safe Harbor” Principles as Published together with 
the Frequently Asked Questions and other Related Documents on 15 and 16 November 1999 by the US 
Department of Commerce, 5146/99/EN/final at 3 (Dec. 3, 1999), available at 
http://ec.europe.eu/justice/policies/privacy/docs/wpdocs/1999/wp27en.pdf  
60!Soma et al., supra note 55.!
61 Commission Decision of 26 July 2000 Pursuant to Directive 95/46/EC of the European Parliament and of 
the Harbour Privacy Principles and Related Frequently Asked Questions Issued by the US Department of 
Commerce, 2000/520/EC, art. 1(1), 2000 O.J. (L 215) 7, 8, available at http://eur-
lex.europe.eu/LexUriServ/LexUriServ.do?uri=CONSLEG:2000D0520:20000825:en:PDF. 
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The EU Commissioner and the USA Department of Commerce are the primary actors in 
this interaction. Since all the major internet corporations are based in the USA, the 
interaction is driven by this American dominance. The Commissioner is driven by 
interests of stricter regulation while the DOC tends towards an industry based self-
regulation, similar to the safe harbors employed by COPPA. 
While the formal mechanisms of these interactions are discussions and drafts submitted 
by the parties, it is clear that informal exchange and communication is an important part 
of this interaction. From the description of the interaction above, it is clear that the 
interaction character was one of competition rather than cooperation, as would be 
expected in this case. 

 
4.! Conclusions 

Analyzing a regulatory field using Eberlein et al analytic framework and focusing on the 
interactions between the regulatory entities brings to mind Marshal McLuhan’s famous 
saying in the context of media ecology: ‘The Medium is the Message’. As it is the form 
in which the regulation is formulated, resulting from the competing forces driving the 
interacting parties involves, which sets the tone and at the end of the day determines the 
regulatory structure, the agenda, the rules and the compliance. 

As illustrated in Figure 3, the web of ties and influences are complex. It can be inferred 
that this global regulatory framework tends towards the industry being the leading global 
player, supported by multinational corporations. 
If we judge the influence of each interacting party by the web of ties and the amount of 
interactions it has with the other parties involved, there is no doubt that there is a clear 
dominance of the industry in this regulatory realm of children’s privacy protection online.  

As said above, while other parties usually tend towards a stricter protection of children’s 
privacy online, the industry’s natural tendency would be to oppose strict regulation since 
a large portion of its revenue is dependent on the use of children’s information as a 
commodity. 

Therefore it is suggested to include an analysis of the regulatory interactions (e.g., using 
Eberlein et al framework) when discussing new or amended regulatory measures in each 
one of the levels described in this article. This will allow a better understanding of the 
overall regulatory picture and may prevent a bias towards more powerful actors, such as 
the industry. 
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Figure'3:'The'Regulatory'Interactions'involved'in'children's'online'privacy 
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