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ABSTRACT 

The imbalanced data problem is common in data mining nowadays due to the skewed 

nature of data, which impact the classification process negatively in machine learning. 

For preprocessing, oversampling techniques significantly benefitted the imbalanced 

domain, in which artificial data is generated in minority class to enhance the number 

of samples and balance the distribution of samples in both classes. However, existing 

oversampling techniques encounter through overfitting and over-generalization 

problems which lessen the classifier performance. Although many clustering based 

oversampling techniques significantly overcome these problems but most of these 

techniques are not able to produce the appropriate number of synthetic samples in 

minority clusters. This study proposed an improved Adaptive Semi-unsupervised 

Weighted Oversampling (IA-SUWO) technique, using the sparsity factor which 

determine the sparse minority samples in each minority cluster. This technique 

consider the sparse minority samples which are far from the decision boundary. These 

samples also carry the important information for learning of minority class, if these 

samples are also considered for oversampling, imbalance ratio will be more reduce 

also it could enhance the learnability of the classifiers. The outcomes of the proposed 

approach have been compared with existing oversampling techniques such as SMOTE, 

Borderline-SMOTE, Safe-level SMOTE, and standard A-SUWO technique in terms 

of accuracy. As aforementioned, the comparative analysis revealed that the proposed 

oversampling approach performance increased in average by 5% from 85% to 90% 

than the existing comparative techniques. 
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ABSTRAK 

 

Masalah data yang tidak seimbang adalah umum dalam perlombongan data pada masa 

kini disebabkan oleh sifat semulajadi data, di mana ianya memberi impak negatif 

terhadap proses pengkelasan dalam pembelajaran mesin. Bagi pra-pemprosesan, 

teknik oversampling memberi manfaat secara signifikan kepada domain yang tidak 

seimbang, di mana data tiruan dijana dalam kelas minoriti untuk meningkatkan 

bilangan sampel dan mengimbangi pembahagian sampel dalam kedua-dua kelas. 

Walau bagaimanapun, teknik oversampling yang sedia ada menghadapi masalah 

pemadanan berlebihan dan over-generalization yang mengurangkan prestasi 

pengkelasan. Teknik oversampling berasaskan pengklusteran dapat mengatasi 

masalah ini, namun kebanyakan teknik ini tidak dapat menghasilkan bilangan sampel 

sintetik yang sesuai dalam kluster minoriti. Oleh itu, kajian ini mencadangkan teknik 

Adaptive Semi-Unsupervised Weighted Oversampling (IA-SUWO) yang lebih baik, 

dengan menggunakan faktor perenggangan yang menentukan sampel minoriti kecil 

dalam setiap kluster minoriti. Teknik ini mengambilkira sampel perenggangan 

minoriti yang jauh dari sempadan keputusan. Sampel-sampel ini juga membawa 

maklumat penting untuk mempelajari kelas minoriti, jika sampel-sampel ini juga 

dipertimbangkan untuk oversampling, nisbah ketidakseimbangan akan lebih 

berkurang juga dapat meningkatkan kemampuan pengkelasan. Hasil pendekatan yang 

dicadangkan telah dibandingkan dengan teknik oversampling yang sedia ada seperti 

teknik SMOTE, Borderline-SMOTE, Safe-level SMOTE, dan teknik A-SUWO dari 

segi ketepatan. Seperti yang dinyatakan di atas, analisis perbandingan menunjukkan 

bahawa pendekatan oversampling yang dicadangkan meningkat secara purata 

sebanyak 5% dari 85% ke 90% daripada teknik perbandingan sedia ada. 

PTTA
PERP

UST
AKA
AN 
TUN
KU T

UN 
AMI
NAH



 vii 

CONTENTS 

TITLE i 

DECLARATION ii 

DEDICATION iii 

ACKNOWLEDGEMENT iv 

ABSTRACT v 

ABSTRAK vi 

CONTENTS vii 

LIST OF TABLES x 

LIST OF FIGURES xii 

LIST OF ALGORITHMS xiii 

LIST OF SYMBOLS AND ABBREVIATIONS xiv 

LIST OF APPENDICES xvi 

LIST OF PUBLICATIONS xvii 

CHAPTER 1     INTRODUCTION 1 

1.1 Overview 1 

1.2 Problem Statement 5 

1.3 Aim of Study 6 

1.4 Objectives of Study 7 

1.5 Research Questions 7 

1.6 Scope of Study 8 

1.7 Significance of Study 8 

1.8 Thesis Outline 9 

CHAPTER 2     LITERATURE REVIEW 10 

2.1 Introduction 10 

2.2 Research Background 11 

2.2.1 External Level Approaches 11 

2.2.2 Algorithmic Approaches 21 

PTTA
PERP

UST
AKA
AN 
TUN
KU T

UN 
AMI
NAH



 viii 

2.2.3 Cost Sensitive Learning 29 

2.2.4 Multiclass Imbalance Problem 29 

2.3 Related Work 31 

2.3.1 Adaptive Semi-Unsupervised Weighted  

Oversampling (A-SUWO) 32 

2.4 Chapter Summary 38 

CHAPTER 3     RESEARCH METHODOLOGY 39 

3.1 Introduction 39 

3.2 Research Phases 39 

3.3 Research Framework 40 

3.3.1 Data Specification 42 

3.3.2 Datasets 43 

3.3.3 Model Development 44 

3.3.4 Experimental Setup 45 

3.3.5 Performance Measures 46 

3.4 Chapter Summary 47 

CHAPTER 4     IMPLEMENTATION OF IA-SUWO 48 

4.1 Introduction 48 

4.2 Sparsity Factor for Oversampling in IA-SUWO 49 

4.3 The Proposed Algorithm: IA-SUWO 49 

4.4 IA-SUWO Simulation 55 

4.4.1 Dataset Setting 55 

4.4.2 Parameters Setting 56 

4.5 Simulation Implementation 57 

4.5 Chapter Summary 59 

CHAPTER 5     EXPERIMENTAL RESULTS 60 

5.1 Introduction 60 

5.2 Results of Oversampling Techniques on Iris  

Dataset 61 

5.2.1 Comparative Oversampling Results 61 

5.2.2 Comparative Analysis 62 

5.3 Results of Oversampling Techniques on Wine  

Dataset 65 

5.3.1 Comparative Oversampling Results 66 

PTTA
PERP

UST
AKA
AN 
TUN
KU T

UN 
AMI
NAH



 ix 

5.3.2 Comparative Analysis 67 

5.4 Results for Oversampling Techniques on Glass  

Dataset 70 

5.4.1 Comparative Oversampling Results 70 

5.4.2 Comparative Analysis 71 

5.5 Discussion 75 

5.6 Chapter Summary 77 

CHAPTER 6     CONCLUSION AND FUTURE WORKS 78 

6.1 Objectives Achievement 78 

6.2 Contribution of Research 80 

6.3 Future Directions 81 

REFERENCES 82 

APPENDIX 93 

VITA 94 

PTTA
PERP

UST
AKA
AN 
TUN
KU T

UN 
AMI
NAH



 x 

LIST OF TABLES 

2.1 Undersampling techniques for resampling 13 

2.2 Comparative of oversampling techniques 19 

2.3 Comparative table of hybrid techniques 21 

2.4 SVM and its variants with their advantages and 

disadvantages 24 

3.1 The details of fragmented clusters conditions 43 

5.1 Comparative oversampling results for improved and 

standard A-SUWO 61 

5.2 Classification results on Iris dataset using Naïve Bayes 63 

5.3 Classification results on Iris dataset using KNN 63 

5.4 Classification results on Iris dataset using Logistic 

Regression 63 

5.5 Classification results on Iris dataset using Neural 

Network 64 

5.6 Before and after oversampling results of oversampling 

techniques 66 

5.7 Classification results on Wine dataset using Naïve 

Bayes 67 

5.8 Classification results on Wine dataset using KNN 68 

5.9 Classification results on Wine dataset using Logistic 

Regression 68 

5.10 Classification results on Wine dataset using Neural 

Network 68 

5.11 Comparative Oversampling Results for Improved and 

Standard A-SUWO 71 

5.12 Classification results on Glass dataset using Naïve 

Bayes 72 

PTTA
PERP

UST
AKA
AN 
TUN
KU T

UN 
AMI
NAH



 xi 

5.13 Classification results on Glass dataset using KNN 72 

5.14 Classification results on Glass dataset using Logistic 

Regression 73 

5.15 Classification results on Glass dataset using Neural 

Network 73 

PTTA
PERP

UST
AKA
AN 
TUN
KU T

UN 
AMI
NAH



 xii 

LIST OF FIGURES 

1.1 Examples of bank transactions imbalanced dataset 2 

2.1 Resampling the imbalanced data by undersampling and 

oversampling 11 

2.2 Random undersampling of data 12 

2.3 Random oversampling of data 14 

2.4 Flow diagram of the standard A-SUWO 37 

3.1 Research process adopted for IA-SUWO 41 

3.2 Research Framework 42 

4.1 Flow Diagram of the Proposed Model 53 

5.1 Precision graph using NN classifier on Iris dataset 64 

5.2 F-measure results using NN classifier on Iris dataset 65 

5.3 ROC graph for comparative analysis using NN classifier 

on Iris dataset 65 

5.4 Precision graph of NN classifier on wine dataset 69 

5.5 Comparative results of F-measure using NN on Wine 

dataset 69 

5.6 Wine dataset ROC graph using NN classifier 70 

5.7 Precision graph of NN classifier on Glass dataset 74 

5.8 Comparative results of NN classifier on Glass dataset 74 

5.9 Comparison results of proposed technique with related 

work 75 

PTTA
PERP

UST
AKA
AN 
TUN
KU T

UN 
AMI
NAH



 xiii 

LIST OF ALGORITHMS 

4.1 Improved IA-SUWO Algorithm 54 

PTTA
PERP

UST
AKA
AN 
TUN
KU T

UN 
AMI
NAH



 xiv 

LIST OF SYMBOLS AND ABBREVIATIONS 

IRUS - Inverse Random Undersampling 

ACOSAMPLING - Ant Colony Optimization Sampling   

Fast-CBUS - Fast Clustering Based Undersampling 

DBSMOTE - Density based Synthetic Minority Oversampling 

Technique 

SMOTE - Synthetic Minority Oversampling Technique 

MSMOTE - Modified Synthetic Minority Oversampling Technique 

MWMOTE - Majority Weight Minority Oversampling Technique 

RWO-SAMPLING - Random Walk Oversampling 

EMOTE - Enhanced Minority Oversampling Technique 

GMM - Gaussian Mixture Model 

SIMO - Synthetic Informative Minority Oversampling 

SMOR - Synthetic Minority Oversampling Regression 

RBO - Radial Based Oversampling 

A-SUWO - Adaptive Semi-Unsupervised Weighted Oversampling 

SOMO - Self-Organizing Map Oversampling 

NBBag - Neighborhood Balanced Bagging 

NBBag - Neighborhood Balanced Bagging 

PSO - Practical Swarm Optimization 

RBF - Radial Basis Function 

IPF  - Iterative–Partitioning Filter 

EE  - Easy Ensemble 

CHC  - Heterogeneous Cataclysmic Mutation 

CBIS  - Cluster Based Instance Selection 

RUSboost - Random Undersampling Boosting 

CUSBoost 

 

- Clustering based Undersampling Boosting 

PTTA
PERP

UST
AKA
AN 
TUN
KU T

UN 
AMI
NAH



 xv 

MLP - Multilayer Perceptron 

RF - Random Forest 

LR - Logistic Regression 

ACO - Ant Colony Optimization 

SVM - Support Vector Machine 

MTD - Mega-Trend Diffusion 

EFSVM  - Entropy-Based Fuzzy Support Vector Machine 

OAO   - One-Against-One 

OAA   - One-Against-All 

NCL  - Negative Correlation Learning 

EOS  - Entropy Based Oversampling 

EHS  - Entropy Based Hybrid Sampling 

EID - Entropy-Based Imbalance Degree 

NB    - Naïve Bayes 

KNN - K-Nearest Neighbor 

NN - Neural Network 

LDA - Linear Discriminant Analysis 

 

  

    

    

 

   

 

PTTA
PERP

UST
AKA
AN 
TUN
KU T

UN 
AMI
NAH



 xvi 

LIST OF APPENDICES 

 

APPENDIX 

 

 

 

TITLE  PAGE 

A MATLAB Program Segment 

 

 93 

PTTA
PERP

UST
AKA
AN 
TUN
KU T

UN 
AMI
NAH



 xvii 

LIST OF PUBLICATIONS 

(i)  H. Ali, M. N. M. Salleh, R. Saedudin, K. Hussain, and M. F. Mushtaq (2019), 

Imbalance class problems in data mining: A review, Indonesian Journal 

of Electrical Engineering and Computer Science. vol. 14, no. 3, pp. 

1552–1563.  

(ii) H. Ali, M. N. M. Salleh, K. Hussain, A. Ahmad, U. Ayaz, M. Arshad, N. 

Rashid, M. khan (2019). A review on data preprocessing methods for 

class imbalance problem, International Journal of Engineering & 

Technology, vol. 8, no. 3, pp. 390–397. 

(iii) H. Ali, M. N. M. Salleh, K. Hussain (2019), Improved Adaptive Semi-

Unsupervised Weighted Oversampling using Sparsity Factor for 

Imbalanced Datasets, International Journal of Advanced Computer 

Science and Applications, vol. 10, no. 11. 

  PTTA
PERP

UST
AKA
AN 
TUN
KU T

UN 
AMI
NAH



 

 

CHAPTER 1 

 

 

 

 

INTRODUCTION 

1.1 Overview 

Amount of data is increasing day by day along with disparate distributions in many 

real-time applications. In a dataset, if the quantity of specimens present in one class is 

more than other class, then this dataset is said to be highly disparate in nature (Wang 

and Yao, 2012; Chawla et al., 2004). The major class is used to identify any 

imbalanced dataset that has more number of specimens, whereas the minor class 

contains less number of specimens (Wang and Yao, 2012). Oftenly, major class 

expresses the specimens as negative and minor class expresses the specimens as 

positive (He and Garcia 2009; Van and Khoshgoftaar, 2009). The amount of majority 

class specimens dominates the minority class specimens by the class’s ratios which 

can be 100 with 1 and 1000 with 1, etc. The dataset having only two classes is known 

as a binary class, whereas the dataset containing more than two classes is known as 

multi-class, and both the binary and multi-class datasets suffer from imbalance data 

problems. 

Many real-world domains include imbalance dataset problems, like detecting 

unreliable telecommunication customers, word pronunciations learning, marking of oil 

spills in the images of satellite radar, information retrieval, text classification, filtering 

tasks, the revelation of fake telephone calls and most importantly the medical diagnosis 

(Raskutti and Kowalczyk, 2004; Wu and Chang 2003). An example of real-world 

domain is bank transactions which is shown in Figure 1.1, presents the highly 

imbalanced dataset. In which majority class remarkably dominates the minority class.  

In such circumstances, mostly the majority classes bias the classifiers towards 

themselves and the classifier presents the rates of minority classes classification 
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 2 

poorly, eventually, a classifier addresses entirely as majority class and ignores the 

minority class. To solve problems affiliated with the class imbalance, various 

techniques have been proposed in the literature (Seiffert et al., 2008). 

 

Figure 1.1: Examples of bank transactions imbalanced dataset 

Many issues at a time need attention such as multiple classes problem, binary 

class problems, cost of misclassified class, class overlapping, insignificant disjoints, 

and size of the imbalanced datasets. In Tan et al., (2003) claims that problems of binary 

classes related to imbalance data received higher attention than the multi-class 

imbalance problems. In multi-class imbalance problems, the number of majority and 

minority classes can be more than one like, one minority class and many majority 

classes or one majority class and many minority classes (Tan et al., 2003). Despite of 

the binary class or multi-class imbalances problem, whenever the data is disparate in 

nature, it will be seriously more daring to proceed with the minority class (Wang and 

Yao, 2012). This research is considering only binary class imbalance problem due to 

reason that most of the practitioners used binary class datasets and mostly classifiers 

are developed for binary class classification purpose. 

Owing to the importance of this issue, to solve these problems, there are 

significant contributions made in developing techniques. These propositions can be 

categorized into three types according on how they are proceeding with class 

imbalance. External or data level approach, which is a preprocessing phase of data to 

rebalance the class distributions to decrease the disparate distribution effect in 

classification process (Batista et al., 2004; Chawla et al., 2004). Second, the internal 

or algorithmic level approach creates or modifies the existing algorithms and takes 
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 3 

consequences of minor class into consideration (Quinlan, 1991; Wu and Chang, 2005; 

Zadrozny and Elkan, 2001). Lastly the third one, cost-sensitive approach, that may 

unite data level and algorithmic level approaches to integrate a variety of 

misclassification cost for every class in the learning phase (Chawla et al., 2008; Freitas 

et al., 2007). Other than these basic approaches ensemble of classifiers, feature 

selection and clustering methods along resampling methods shows significant results 

for the imbalanced data problems.  

In external or data level, resampling is performed in datasets before the 

classification process to balance the data externally. For example, the specimens of 

majority class are randomly removed, and specimens of minority class are increased 

by duplicating to balance the ratio, or in the ideal case, no specimen is created or 

deleted but the choice of specimens to create or eliminate is informed (Chawla et al., 

2002). The preprocessing of data in resampling methods is more effective to balance 

the class data before the learning process. Many achievements have been made using 

hybrid sampling techniques. In the algorithmic approach, minority class is taken into 

consideration and the learner is not allowed to bias for the majority class to overcome 

the overall cost of misclassification (Joshi et al., 2001). Various methods like variants 

of SVM, feature selection, one class learning and clustering in algorithmic level are 

useful to resolve imbalanced problems and misclassification cost. In the cost-sensitive 

method, it considers all types of costs and mostly focuses on misclassification cost to 

minimize the total cost in order to make classifier nonbiased (Ling and Sheng, 2008). 

Data-level methods or preprocessing techniques are more versatile and can be 

applied globally, however the algorithmic approaches are more confined to specific 

classifiers. On the other hand, the cost-sensitive methods are problem-specific, also 

require to be implemented by the classifier (Galar et al., 2012). There is plenty of work 

performed by the research community on the preprocessing of data to overcome the 

imbalanced class issues. Those researchers who do not have much expertise in 

machine learning usually practice the preprocessing approach which is easier to be 

employed in single or ensemble models than modifying any learning algorithm (Galar 

et al., 2012).   

The preprocessing of data can be done by resampling of data externally in order 

to balance the distribution of instances in the majority and minority classes. The most 

common approaches to balance the ratio are undersampling and oversampling (Chawla 

et al., 2002). The random undersampling method, which eliminates the specimens of 
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 4 

majority class randomly and generates a subset of the primary dataset in a way to 

balance the ratio. It may lead to the loss of potential data due to eliminating that can 

be used in the induction process. The random oversampling method increases the 

number of specimens in the minority class by replicating the existing specimens 

randomly and generates a superset of the primary data. But it can enhance the chances 

of overfitting due to replication (Galar et al., 2012). Various oversampling techniques 

are proposed to overcome the problems faced in oversampling of data (Lin et al., 

2017). Synthetic minority over-sampling technique (SMOTE) proposed by Chawla et 

al., (2002), was the first approach proposed after random oversampling in which new 

specimens are created in minority class by interpolation of many minority class 

specimens which reside together. This method avoids the overfitting problem but 

possibly it creates noisy and borderline specimens which may create problems. Despite 

its weakness, this method is popular and frequently used by the research community 

and numerous modifications are made through this method (Vanhoeyveld and 

Martens, 2018). Although, many achievements have been made until now using 

hybrid, or novel proposed sampling techniques, still there are some issues that need to 

be solved; such as, over-generalization, overlapping of minority instances with 

majority instances, imbalance data within-class which is in between the different sub-

clusters of minority class, some of the sub-clusters have a large number of samples 

and do not need to be oversampled more and some of the clusters having a small 

number of samples which can be neglected by classifier need more weight to be 

oversampled (Nekooeimehr and Lai-Yuen, 2016). 

So that, external or data-level methods can be composed of random or 

informed. The random method only determine the samples to be duplicated or 

eliminated (Chawla et al., 2004). In informal method it consider the distribution of 

samples, informed methods take into account the critical area of the input space, like 

safe areas according to Bunkhumpornpat et al., (2009), sparse areas Nickerson et al., 

(2001) or areas which are closer to decision boundary (Han et al., 2005). The clustering 

based oversampling techniques partitions the input space first and then applies 

sampling method on the dataset to adjust the size of different clusters to show good 

potential. Consequently, the generation of noise can be avoided and informed methods 

tackle the imbalances problem within classes significantly.  

It is noteworthy that it is not essential and compulsory to balance the number 

of samples in minority and majority classes exactly, all of the resampling techniques 
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 5 

allow to re-sample to any desired ratio.  Different sample ratios are recommended by 

Zhong et al., (2013) for different data size. It depends on the type of examples in 

minority class and how they impact on learning classifier from imbalanced data 

(Napierala and Stefanowski, 2016). It has been tried to decide the best sampling rates 

automatically by several authors for different problem settings and their imbalanced 

ratios (IR). 

1.2 Problem Statement 

In existing oversampling techniques, generally these techniques generate new 

synthetic samples in minority class by using two approaches, first approach is that 

these techniques generate synthetic samples between the candidate minority sample 

and its NN-nearest neighbors (Chawla et al., 2002; Han et al., 2005; He et al., 2008). 

Second approach is they generate synthetic samples between a candidate sample and 

its NN-nearest neighbors from the same sub-cluster (Barua et al., 2014). These both 

approaches led to the generation of overlapping of generated samples with the majority 

class samples. As in the first approach, NN-nearest neighbor might be far from this 

selected sample and the generated synthetic sample fall into the incorrect region and 

overlapped with the majority class samples or act as the noise. While in the second 

approach, it generate synthetic sample from the same cluster which may include the 

majority class samples within it and arise the over-generalization problem. 

Overlapping of synthetic instances can deteriorate the performance of the classifiers 

significantly (Beyan and Fisher, 2015) (Barua et al., 2014).  

Moreover, MWMOTE technique (Barua et al., 2014), oversampled the data 

according to the weights assigned to the samples of minority clusters based on the 

Euclidean distance of minority cluster from the majority samples. However, it neglects 

or assigns no weight to small concepts of the minority samples which are far from the 

majority samples even if they contain important information. These small concepts 

referred to as within-class imbalance. It is important to oversample all the minority 

sub-cluster to overcome the within-class imbalance problem, neglecting these small 

concepts of a minority class or within-class imbalances, it will bias the classifier 

towards oversampled ones. 
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These problems was overcome by Nekooeimehr and Lai-Yuen (2016) which 

proposed, Adaptive Semi-Unsupervised Weighted Oversampling (A-SUWO). This 

technique significantly avoids over-generalization by using semi-unsupervised 

clustering approach and solve within-class imbalance problem by considering small 

concepts and misclassification rate of minority samples. However, standard A-SUWO 

assigns weights to minority samples for oversampling according to the Euclidean 

distance of minority samples (in each minority sub-cluster) from the majority samples. 

Which means it oversample only those minority samples in each minority sub-clusters 

that are near the decision boundary or closer to the majority class samples and neglect 

those minority samples that are far from the majority samples or behind these samples. 

These minority samples also carry the important information about the minority class 

which can improve the learnability of the classifier, also if these samples can be used 

for oversampling it will increase the number of synthetic samples which significantly 

reduce between the class and within-class imbalance problem.  

Hence, if sampling weights also corresponds to minority samples according to 

their sparsity (density) factor along with the closeness factor which is measured by the 

Euclidean distance, can yield more synthetic samples (Douzas et al., 2018) which 

reduce the between the class imbalances problem. To overcome the within-class 

imbalance problem, the sampling weight depends on how dense a single cluster as 

compared to how dense the all sub-clusters are on average. In this way, sub-cluster 

with sparse minority samples will be oversampled and the number of samples in all 

sub-clusters become equivalent. The equivalent number of samples in each cluster will 

reduce the within-class imbalance problem and improve the accuracy for the 

classification of minority samples (Douzas and Bacao, 2017). 

1.3 Aim of Study 

The aim of this study is to make an improved preprocessing technique that makes a 

classifier non-biased and give maximum accurate results of a dataset provided for the 

learning process. As general classification algorithms are developed to tackle balanced 

class distributions, imbalanced data learning continues to be a challenging and 

common problem for all classifiers. Although several approaches have been proposed 

but most of them generate unnecessary noise, overfitting by oversampling methods or 
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 7 

cannot detect hard-to-learn instances (Tang and He, 2015; Douzas et al., 2018). Thus 

the predictive capacity of classification algorithms is inadequate by imbalanced class 

data. Many algorithms with the aim to maximize the classification accuracy are biased 

towards majority class because a higher classification accuracy can be achieved by a 

classifier when it does not predict even a single minority class sample properly. 

Applications on real-world domains including fraud detection in banking and rare 

medical diagnoses exhibit naturally minority class. Our proposed improved method 

will enhance the minority class samples generation with avoiding over-generalization 

and within-class imbalance problem. 

1.4 Objectives of Study 

This study embarks on the following objectives: 

 

i) To propose an improved Adaptive Semi-Unsupervised Weighted 

Oversampling (IA-SUWO) for imbalanced datasets by introducing the sparsity 

factor in it. 

ii) To develop the improved IA-SUWO technique by embedding the sparsity 

factor in standard A-SUWO. 

iii) To evaluate the performance of the IA-SUWO technique based on precision, 

F-measure and ROC, and benchmark the result with standard A-SUWO 

technique and other oversampling techniques. 

1.5 Research Questions 

This study consider the following research questions: 

i) What is the sparsity factor and how it will improve this technique? 

ii) How this sparsity factor work for the imbalances problem? 

iii) Outcomes of the proposed technique is improved or not? If improved then how 

much? 
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1.6 Scope of Study 

This research is focused on following solutions to the problem. 

i) Analyze the selection of samples in the dataset for oversampling and improve 

the selection process. 3 datasets used are for this study named as, Iris, Wine 

and Glass. 

ii) Determine the previous synthetic sample generation schemes and improve the 

synthetic sample generation by using improved Adaptive Semi-Unsupervised 

Weighted Oversampling. 

iii) Validate the performance of the proposed IA-SUWO technique with the 

standard A-SUWO technique and other oversampling techniques names as, 

SMOTE, Safe-level SMOTE, Borderline-SMOTE for solving imbalanced data 

problems before and after the classification by using four classifiers: Naïve 

Bayer, K-Nearest Neighbor (KNN), Logistic regression and Neural Network. 

1.7 Significance of Study 

An immense benefit of this research work is that it provides a method that frequently 

outperforms the available widely used oversampling approaches such as random 

oversampling and SMOTE. It contributes to the diagnosis of diseases, prevention of 

credit card frauds and detection of abnormalities in environmental observations. A 

common problem in the classification process, imbalanced data is demonstrated 

naturally in many important real-world applications. This research study proposed the 

oversampling method that can be applied to any dataset and independently of the 

chosen classifier, its potential influence will be significant. The effectiveness of the 

algorithm is proficient in focusing more on overall accuracy and reducing 

misclassification. 
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