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ABSTRACT 

Two-dimensional simulations of laminar film condensation on a vertical surface are presented. A modified version 

of the interFoam solver present in OpenFOAM was developed, in order to take into account for energy and mass 

transfer. The Volume of Fluid (VOF) method is used to track the vapor-liquid interface, with the effects of 

interfacial stress, gravity and surface tension being considered. 

Concerning the mass transfer model between phases, several models are used in the literature. Some authors have 

chosen empiric models, which incorporate some parameters that must be tuned by trial and error. The right estimate 

of those parameters is essential, since excessively high values lead to numerical convergence problems, while too 

small values cause a significant deviation between interfacial and saturation temperatures. The model used in this 

work forces the equilibrium state in the interface cells, in a dynamic way, which allows mesh independence to be 

achieved. 

The obtained numerical results are compared against analytical results from Nusselt theory. The present numerical 

model is able to reproduce satisfactorily not only the Nusselt theory predictions, but additional effects (not included 

in that theory), namely, inertial forces, convective terms and interfacial shear stresses. 

1. INTRODUCTION 

Most of works of heat transfer in film condensation processes have been supported by theoretical and experimental 

studies. The most well-known work within the first group is the Nusselt theory (1916), who was the first to analyse 

the film condensation on a vertical wall. This work was a starting point for other authors, who made additional 

hypotheses, including convective terms, condensate subcooling or shear stress effects on condensate film 

(Rohsenow, 1956; Sparrow and Gregg, 1959; Chen, 1961). As the liquid film gets bigger, it becomes unstable. 

Small waves appear and grow rapidly until the turbulent regime flow is reached. During this transitional regime until 

reaching the turbulent film, Nusselt’s theory is no longer valid. For this reason, the development of empirical or 

semi-empirical correlations was required for a more accurate calculation of heat transfer coefficients. Gichet and 

Jouhara (2019) present a complete review with some of the correlations existing in the literature, depending on the 

flow regime. 

Although these correlations allow an easy calculation of the transferred heat, their validity can only be assured for 

the test conditions. Thanks to the development of Computational Fluid Mechanics (CFD) in recent years, numerical 

simulations are often carried out through the implementation of multiphase models. Simulations are presented in this 

paper using the Volume of Fluid (VOF) method (Hirt and Nichols, 1981), which can handle multiphase flows of 

immiscible fluids, tracking the motion of the interface between them without using empirical closure laws to model 

the interaction between the phases. Source terms must be included in the model to take into account mass transfer 

between phases. A number of papers use empirical expressions (Da Riva et al., 2011; Lee et al., 2015; Yin et al, 

2015) that contain parameters that need to be tuned by trial and error for each type of problem. This may be a 

limitation that we try to avoid in our work. 

In the present work two dimensional simulations of laminar film condensation on a vertical surface are presented. 

An adaptation of the phase change model proposed by Rattner and Garimella (2014) has been carried out. The 

efficacy of this model is assessed by comparing the numerical results with theoretical data from Nusselt. 
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2. PHYSICAL SYSTEM AND COMPUTATIONAL METHODS 

In this work laminar film condensation on a vertical plate and inside a vertical tube will be simulated. The physical 

systems to be considered in simulations are sketched in Figure 1. Vapor condensation occurs over a vertical surface 

maintained at Tw. The figure considers a situation where the vapor is at the saturation temperature Ts. Typical 

temperature profiles in the liquid film and vapor region are also indicated in the figure. Figure 1a) represents the 

case of stagnant vapor condensation on a vertical plate, while Figure 1b) represents the case of vapor condensation 

flowing inside a vertical tube. 

In order to carry on the simulations the open-source software OpenFOAM was used. The VOF method was 

employed to track the interface. This method is implemented for multiphase incompressible flows in the solver 

interFoam. By taking as a basis this solver, the authors have modified it and created their own solver, 

condensationFoam, in which they have taken into account mass and energy transfer. 

a) b) 
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Figure 1: Schematic representation of the condensation section 

2.1 VOF method 
The VOF method is based on the definition of a volumetric fraction 𝛼, that represents the portion of the volume of 

the computational cell filled with one of the phases, generally liquid. In this method, the solution of the advection 

equation for the volumetric fraction is needed to track the interface: 

𝜕𝛼𝐿 �̇�
+ ∇ ⋅ (𝛼𝐿�⃗�) + ∇ ⋅ [�⃗⃗��⃗�𝛼𝐿(1 − 𝛼𝐿)] = 𝛼𝐿 (1) 

𝜕𝑡 𝜌

where �̇� is the mass source term due to the phase change. This term will be discussed in the following section. This 

equation is numerically solved with the Multidimensional Universal Limiter for Explicit Evolution (MULES) 

scheme, which is an iterative implementation of the Flux Corrected Transport technique, used to guarantee 

boundedness in the solution of hyperbolic problems (Almeland, 2018). In this method it is not necessary the 

previous reconstruction of the interface, like in the Piecewise-Linear Interface Calculation (PLIC) scheme (Youngs, 

1982). Thus the interface will have a finite width, so an additional term in (1) is required to compress it. This 

compressive term is the third one in the left hand side of (1), where �⃗⃗��⃗� is the relative velocity between both phases. 

This variable depends on a parameter that can be tuned by the user. 

As the VOF method considers the two-phase mixture as a single fluid, its properties are taken as a weighted mean 

depending on the volumetric fraction values for each cell. Then, once the interface position is updated in each 

temporal step, the thermophysical properties of the problem are calculated according to: 
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𝜓 = 𝜓𝐿𝛼𝐿 + 𝜓𝑉(1 − 𝛼𝐿) (2) 

where 𝜓 applies to the density 𝜌, thermal conductivity 𝑘, viscosity 𝜇 and specific heat 𝐶𝑝. 

These properties are considered to be constant in each phase and computed from the REFPROP database (Lemmon 

et al., 2010). 

Next, the momentum equation is solved by using the PISO (Pressure Implicit with Splitting of Operators) algorithm, 

to tackle pressure-velocity coupling. In PISO, an intermediate velocity field is first obtained, and the cell-face 

volume fluxes (𝜙) are evaluated and corrected for gravitational and surface forces and boundary conditions. Keeping 

in mind the non-divergence condition of the velocity field for the condensing flows investigated here (∇ ⋅ �⃗� =
𝜌⁄̇ 𝜌), 

the Poisson equation for pressure can be written like this: 

1 �̇�
∇ ⋅ ( ∇𝑝𝑟𝑔ℎ) = ∇ ⋅ 𝜙 − (3) 

𝐴𝐷 𝜌

where 𝐴𝐷 are the diagonal entries from the matrix momentum equation. After solving (3), the velocity field is 

corrected with the updated pressure field. 

Finally the energy equation (4) is solved, and after that a new time step is calculated. 

𝜕(𝜌𝑐𝑝𝑇)
+ �⃗�∇ ⋅ (𝜌𝑐𝑝𝑇) = 𝑘∇2𝑇 + ℎ𝐿𝑉�̇� (4) 

𝜕𝑡

2.2 Phase change model 
In the literature several models for phase change can be found. The use of empirical expressions to determine mass 

and heat transfer at the interface is fairly widespread. The model proposed by Lee (1980) is one of the most used. 

This kind of models uses an empirical rate parameter that for different cases can have very dissimilar values (Wu et 

al., (2007); Alizadehdakhel et al., (2009)). Its value must be obtained from a trade-off between maintaining the 

temperature at the interface close to the saturation temperature and avoiding numerical divergence problems. 

The phase change model used by the authors is based on the model presented in Rattner and Garimella (2014). This 

model does not require a geometric reconstruction of the interface. First, a mesh graph is generated in which the 

nodes and edges correspond to the cells and the faces of the mesh, respectively. Next, each pair of cells that contain 

the interface is identified. This is repeated at each time step. This way of proceeding is consistent with the notion of 

an infinitesimally thin interface, since as the mesh is refined, the volume of the cells of the interface will tend to 0. 

This is why a sufficiently fine mesh is required in the vicinity of the interface. 

Once the interface cells have been defined, an initial nonlimited volumetric phase-change heating rate is evaluated 

for interface cells (5). This approach resembles the empirical rate parameter model proposed by Lee (1980). 

However, in the present model the phase-change heating rate is defined to force the interface to the saturation 

temperature at every time step, recovering the physical equilibrium condition. In Lee (1980) an empirical rate 

parameter is fixed and is independent of the simulation time step, so the interface temperature can diverge from the 

saturation temperature. Limiting must be applied to the initial phase-change heating rate (5), so that the amount of 

condensed mass in a cell does not exceed the amount of steam present in it (6), and it must also be satisfied that the 

speed of the steam entering a cell of the interface does not exceed the CFL (Courant-Friedrichs-Lewis) condition 

(7). This condition is ensured by limiting the local volumetric rate of volume sinking to 1/Δ𝑡 (Rattner & Garimella, 

2014). Thus, the phase-change heat rate will be the maximum of the three terms discussed above (8). 

𝜌𝑐𝑝(𝑇−𝑇𝑠𝑎𝑡)
�̇�𝑝𝑐,0 = (5) 

Δ𝑡

(1−𝛼𝐿)𝜌𝑉ℎ𝐿𝑉�̇�𝑙𝑖𝑚,𝑚𝑎𝑠𝑠 = − (6) 
𝛥𝑡

−1ℎ𝐿𝑉 1 1
�̇�𝑙𝑖𝑚,𝐶𝐹𝐿 = − ( − ) (7) 

𝛥𝑡 𝜌𝑉 𝜌𝐿

�̇�𝑝𝑐 = 𝑚𝑎𝑥(�̇�𝑝𝑐,0, �̇�𝑙𝑖𝑚,𝑚𝑎𝑠𝑠, �̇�𝑙𝑖𝑚,𝐶𝐹𝐿) (8) 

Here, Δ𝑡 is the simulation time-step value. It is worth to note that limiting terms (6-7) act effectively in the solver 

only for specific time steps at certain stages of the simulation but it is not the general rule in the simulation, where 

the phase-change heating rate is generally given by equation (5). 
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However, (8) constitutes a very localized term, concentrated just on interface cells. This has been proved to lead to 

numerical instabilities, given the high condensation rate concentrated in a few cells. To address this problem the 

work of Hardt and Wondra (2008) has been considered. Thus, the mass source term is smoothed, by solving a steady 

diffusion equation at every time step (9): 
1

∇2�̇� = (�̇� − �̇�0) (9) 
Δ𝜏𝐷

�̇�𝑝𝑐where �̇�0 = ⁄ and (Δ𝜏𝐷)1/2 gives the length scale over which the original source-term is smeared (1 ⋅ 10−5 𝑚ℎ𝐿𝑉

for all simulations). From φ the final mass source term (�̇�) is obtained, accounting for mass creation on the liquid 

side of the interface, and vice versa on the vapor side. For more details, the reader is referred to Hardt and Wondra 

(2008). 

2.3 Computational domain and boundary conditions 
In this work, condensation on a vertical plate and inside a vertical tube was simulated, thus two different 

computational domains were used (Figure 1). In the first case, it is a rectangular two-dimensional domain with 

length 15mm and width 0.5mm. In the second case, a two-dimensional, axisymmetric domain is employed. Its 

length is set to 15mm, and the radius to 0.5mm. A quadrilateral mesh is adopted for the entire domain. The mesh 

size is uniform in the flow direction, whereas it is gradually refined near the wall. The size of cells close to the wall 

is 10 times smaller than that of the cells in the vapor freestream. In Table 1 the results from a grid independence 

analysis are presented, for a case of condensation of R134a on a vertical plate. Relative error is calculated by 

comparing the simulated heat flux with the Nusselt analytical heat flux. 

Table 1: Grid sensitivity analysis for vapor condensation on vertical plate (R134a, 𝑇𝑠 − 𝑇𝑤 = 10𝐾) 

Number of cells 33750 67500 135000 270000 

Relative error 0.037 0.0174 0.0192 0.0189 

As can be seen in the Table 1, a good convergence is obtained for meshes with a number of cells greater than 67500 

(relative error is below 2%). Thus, a mesh with 135000 quadrilateral elements was chosen to carry out the numerical 

computations presented in this paper. 

One of the main problems in order to launch a simulation is initiating the liquid film. Thus a very thin liquid film of 

uniform thickness 𝛿𝑜 is applied to reduce the convergence time. The presence of this initial thickness also requires 

for certain velocity profiles to be obtained. Accordingly adiabatic simulations are previously launched in each case 

to get developed profiles to be used as a boundary condition at inlet. At the vapor inlet saturation temperature is 

imposed, while at the liquid inlet the temperature varies linearly from the wall temperature until saturation 

temperature. The walls are assumed to be isothermal, and at the outlet a pressure value is set, whereas a zero-

gradient is imposed for the other variables. At the freestream boundary a zero-gradient condition is set for all 

variables (symmetry condition for the axisymmetric domain). 

3. RESULTS 

Numerical computations were performed using R134A and water as working fluids for the two configurations 

considered in Figure 1. In order to see effects not included in the Nusselt’s theory, two simulations were launched 

with working fluids near their critical points. Table 2 resumes the basic data used for the different cases analyzed. 

Table 2: Input data for the cases analyzed 

Simulation Configuration 
Working 

fluid 
ps (MPa) Tinlet (K) Tw (K) 𝑽𝒊𝒏𝒍𝒆𝒕

̅̅ ̅̅ ̅̅ ̅ (m/s) 

VT134_1 Vertical tube R134a 1.195 319.3 309.3 0.115 

VT134_2 Vertical tube R134a 1.195 319.3 309.3 0.335 

VT134_3 Vertical tube R134a 3.728 370 360 0.115 

VPW_1 Vertical plate Water 21.775 646 626 -

VP134_1 Vertical plate R134a 1.195 319.3 309.3 -
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Table 3 collects some relevant nondimensional parameters for each case. 

Table 3: Nondimensional parameters for the cases analyzed 

VT134_1 VT134_2 VT134_3 VPW_1 VP134_1 

𝑅𝑒𝑉 527 1535 1584 - -

𝑃𝑟𝐿 3.16 3.16 5.71 11.26 3.16 

𝐽𝑎𝐿 0.1 0.1 0.89 15.77 0.1 

𝜌𝐿/𝜌𝑉 18.8 18.8 2.52 1.66 18.8 

3.1 Stagnant condensation on a vertical plate 
Results are presented for liquid film thickness, velocity and temperature fields for different axial positions (�̃�). 

Additionally local Nusselt numbers at the wall are related to the film Reynolds number obtained at different vertical 

positions (�̃�).
Figure 2 compares the numerical results for liquid film thickness with Nusselt prediction. It can be seen that results 

produced by our model fit well to those predicted analytically for both cases. For the case VPW_1, the amount of 

condensate deviates slightly from theory down the liquid film. 

Figure 2: Comparison of film thickness given 

by numerical simulations and Nusselt’s 
solution. 

Figure 3: Comparison of axial velocity given by numerical 

simulations and Nusselt’s solution, for �̃�=4, �̃�=10 and �̃�=20, 

respectively, from top to bottom. 
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Figure 3 shows the non-dimensional vertical component of the velocity field at three vertical positions: �̃�=4, �̃�=10 

and �̃�=20. Liquid film mean velocity at �̃�=2 was estimated to normalize the velocity field in each case. The dashed 

line shown in the figures indicate the position of the liquid-vapor interface. For comparison purposes the velocity 

profile predicted from the Nusselt theory is also represented. It can be seen that the film thickness increases with the 

vertical position, as the condensation process progresses. The velocity increases from the wall up to a maximum at 

the interface and then decreases in the vapor domain. Far away from the interface the vapor velocity approaches 

zero, in harmony with the imposed boundary condition. Whereas in case VP134_1 velocity doesn’t move away so 
much from Nusselt prediction, in the case VPW_1 the classical theory clearly overestimates the liquid velocity. The 

liquid film drags the vapor and gives up some of its momentum. Therefore the film velocity decreases in comparison 

with theory, which doesn’t take into account the effects of inertia forces, convection term and interfacial shear 

stress. 

Figure 4 shows the non-dimensional temperature distribution at �̃�=10 for both cases. Numerical results for R134a fit 

the linear curve predicted by Nusselt, which means that conductive heat transfer prevails in the liquid film. For the 

water case, the temperature curve becomes slightly parabolic. It seems clear that convective effects are important. In 

this case, the Prandtl number for water is three times that of R134a. 

Figure 4: Comparison of temperature field given by numerical 

simulations and Nusselt’s solution, for �̃�=10. 

For the purpose of numerically analyzing the heat transfer features of the condensation process and its comparison 

with the Nusselt theory, the local Reynolds and Nusselt numbers for the liquid film along the vertical wall are 

calculated as follows: 

4Γ𝑧𝑅𝑒𝑧 = (10) 
𝜇𝐿

𝑞𝑧
′′ 𝜇𝐿

2 1/3

𝑁𝑢𝑧 = ( ) (11) 
(𝑇𝑠−𝑇𝑤) 𝑘𝐿 𝜌𝐿(ρL−𝜌𝑉)𝑔

where Γ𝑧 is the condensate mass flow rate per unit width of surface and it is determined by: 

Γ𝑧 = 𝜌𝑙 ∫0
𝛿𝑧 𝑣𝑧(𝑦, 𝑧) 𝑑𝑦 (12) 

In Figures 5 and 6, the calculated local Nusselt numbers are shown as a function of the Reynolds number along the 

vertical wall. It can be seen that both Nusselt numbers decrease monotonically with the Reynolds number. Results in 

Figure 5 also show very good agreement of the model with the predictions obtained by the classical Nusselt theory, 

i.e.: 

1⁄4
𝜌𝐿(𝜌𝐿−𝜌𝑉)𝑔ℎ𝐿𝑉𝑧3

−1⁄3𝑁𝑢𝑧 = [ ] = 1.1 𝑅𝑒𝑧 (13) 
4𝑘𝐿𝜇𝐿(Ts−𝑇𝑤)
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In Figure 6 the numerical results are significantly higher than those obtained by the expression (13). Several reasons 

are behind this fact. Sparrow & Gregg (1959) or Chen (1961) revisited the Nusselt’s theory adding some effects 
ignored in it, such as inertial forces, convective terms or interfacial shear stresses. They proved that, for practical 

values of 𝑃𝑟𝐿 and 𝐽𝑎𝐿 , classical theory is perfectly valid. When these two parameters reach abnormally high values, 

Nusselt’s theory gives underestimated values for heat transfer. For water near the critical point (VPW_1) these 

parameters are very high (11.3 for Prandtl number and 15.8 for Jakob number, from Table 2). Therefore we can 

assume that we are in the aforementioned situation, so it seems reasonable that heat transfer is higher than Nusselt’s 
predictions. In the same way, Rohsenow (1956) corrected the latent heat in (13) in order to take into account the 

liquid subcooling, by using a simple expression: 

3 −𝑇𝑤) 3
ℎ𝐿𝑉 = ℎ𝐿𝑉 [1 +

8
)] = ℎ𝐿𝑉 (1 +

8

∗ 𝑐𝑝𝐿(Ts( 𝐽𝑎𝐿) (14) 
ℎ𝐿𝑉

A new correction for latent heat was proposed by Rohsenow (1956) and Bromley (1952), allowing the temperature 

profile in liquid film to be non-linear: 

∗ = ℎ𝐿𝑉(1 + 0.68𝐽𝑎𝐿) (15) ℎ𝐿𝑉

Expression (13) is shown in Figure 6 corrected by (14) and (15). It is seen that numerical results agree well with 

expressions (14) and (15). Correction (15) fits better at the beginning of the film, while (14) at the end. This may be 

because the amount of condensate deviates slightly from what is expected in theory (Figure 2). 

Figure 5: Local Nusselt number as a function of 

Reynolds number at different axial positions. 

Comparison with theoretical results from Nusselt. 

Figure 6: Local Nusselt number as a function of 

Reynolds number at different axial positions. 

Comparison with theoretical results from Nusselt and 

Rohsenow correction. 

3.2 Vapor condensation flowing inside a vertical tube 
The following section presents the numerical results of the condensation of R134a inside a vertical tube, with a 

length equal to 30 times the radius. First, the distribution of the non-dimensional axial velocity at different vertical 

positions is shown in Figures 7-9, for cases VT134_1-3, respectively. Inlet vapor mean velocity was used to 

normalize the velocity field in each case. In the first one, it is observed that as the condensate film thickness (liquid-

vapor interface represented by black dots) increases, the vapor gives part of its momentum to the liquid. At the outlet 

the condensate film drags the vapor, since the highest velocity in the vapor domain is reached in the vicinity of the 

interface, while it is almost negligible in the rest of the domain. Case VT134_2 is represented in Figure 8. Here the 

vapor enters with a higher velocity than before (𝑅𝑒𝑉 ≈ 1535), so the velocity variations in the vapor domain are 

much smaller than in the previous case. It can be seen that vapor drags the liquid film along the entire length. In case 

VT134_3 (Figure 9) vapor enters the domain with certain velocity (𝑅𝑒𝑉 ≈ 1584). The condensation rate is higher 

than in the previous case. 
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For the purpose of analyzing the heat transfer features the expressions (11)-(14) used in the previous section 

continue to be valid. Although they are given for condensation on vertical plate, their use is also recommended for 

condensation inside vertical tubes, unless the tube inside diameter is very small and tube wall curvature effects 

become important (Marto, 1998). Otherwise, theoretical results from Nusselt should be revisited (Le et al., 2014). 

In Figure 10 numerical results are compared against (13). In case VT134_1, with a moderate vapor entry velocity, 

numerical results approach well to (13), as expected. When increasing the vapor flow at inlet (VT134_2) the drag 

force on the liquid film along the entire length also increases, but only slightly differences are appreciated at the tube 

inlet. In the third case (VT134_3), differences with respect to the theory are significant. For this case, Prandtl and 

Jakob number are greater than in cases before, so it is expected that heat transfer results given by the Nusselt theory 

are underestimated. The numerical results agree well with the Rohsenow correction (15). 

Figure 7: Axial velocity distribution at different 

pipe sections, for the case VT134_1. Black dots 

represent the position of the liquid-vapor interface. 

Figure 8: Axial velocity distribution at different pipe 

sections, for the case VT134_2. Black dots represent 

Figure 9: Axial velocity distribution at different 

pipe sections, for the case VT134_3. Black dots Figure 10: Local Nusselt number as a function of 
represent the position of the liquid-vapor interface Reynolds number at different axial positions. 

the position of the liquid-vapor interface 
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4. CONCLUSIONS 

Two-dimensional simulations of laminar film condensation on vertical surfaces have been presented. Stagnant 

condensation on a vertical plate and condensation of flowing vapor inside a vertical pipe have been considered. The 

VOF method was used to track the liquid-vapor interface. 

A new solver for condensation, condensationFoam, was developed by the authors. The phase change model was 

adapted from the model proposed by Rattner and Garimella (2014). Its performance was evaluated by comparing 

against the Nusselt theory. Numerical results obtained for vertical plate were quite accurate and fitted well with the 

theory. Some effects not included in the theory were presented, like convective effects, not negligible for high 

Prandtl and Jakob numbers. For condensation inside a vertical tube different cases were launched, depending on the 

inlet vapor mass flow and on the saturation temperature. All of them are in accordance with the classical theory. 

NOMENCLATURE 

𝐴𝐷 diagonal matrix of momentum equation 
-3 

(kg m 
-1

s ) 

𝑐𝑝 isobaric specific heat 
-1 

(J kg
-1

K ) 

𝐷 tube diameter (m) 

g gravity acceleration 
-1

(m s ) 

ℎ𝐿𝑉 latent heat 
-1

(J kg ) 

𝐽𝑎 Jakob number, 𝑐𝑝(Ts − Tw)/ℎ𝐿𝑉 (-) 

𝑘 thermal conductivity 
-1 -1

(W m K ) 

𝐿 plate or tube length (m) 

𝑁𝑢 condensation Nusselt number (-) 

�̇�𝑝𝑐,0
-1 -3

non-limited volumetric phase change heating rate (kg m s ) 

𝑝 pressure (Pa) 

𝑝𝑟𝑔ℎ dynamic pressure, 𝑝 − 𝜌𝑔𝑧 (Pa) 

𝑃𝑟 Prandtl number, 𝑐𝑝𝜇/𝑘 (-) 

𝑞′′ heat flux 
-2

(W m ) 

r r-coordinate (m) 

�̃� non-dimensional r-coordinate, 𝑟/𝑅 (-) 

𝑅 tube radius (m) 

𝑅𝑒 liquid film Reynolds number (-) 

𝑅𝑒𝑉 inlet vapor Reynolds number, 𝜌𝑉𝑉𝐷/𝜇𝑉 (-) 

𝑡 time (s) 

𝑇 temperature (K) 

�̃�
𝑇−𝑇𝑤non-dimensional temperature, 
𝑇𝑠−𝑇𝑤

(-) 

𝑉 velocity 
-1

(m s ) 

𝑉𝑐 relative velocity 
-1

(m s ) 

�̃� non-dimensional velocity, 𝑉/�̅� (-) 

𝑦 y-coordinate (m) 

𝑦∞ width of the simulation domain (m) 

�̃�
𝑦

non-dimensional y-coordinate, 𝑦∞
⁄ (-) 

𝑧 z-coordinate (m) 

�̃� non-dimensional z-coordinate, 𝑧 𝑜𝑟 𝑧/𝑅𝑦∞⁄ (-) 

Greek symbols 

𝛼 volume fraction (-) 

𝜇 dynamic viscosity (Pa s) 

𝜙 cell face volumetric flux 
-1

(m s ) 

Γ condensate mass flow rate 
-1 -1

(kg m s ) 

𝜌 density 
-3

(kg m ) 

�̇� phase change mass source 
-3 -1

(kg m s ) 

�̇� smeared phase change mass source 
-3 -1

(kg m s ) 

𝛿0 initial film thickness (m) 
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Subscripts 

𝐿 liquid 

𝑉 vapor 

𝑤 wall 

𝑠 saturation 

𝑖 interface 

𝑧 local values along axial direction 
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