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SUMMARY 

In this work, we have explored various spintronic devices based on various magnet 

write mechanisms such as spin-transfer torque (STT), spin-orbit torque (SOT), 

magnetoelectric (ME) effect, and voltage-controlled exchange coupling (VCEC), and have 

benchmarked their array-level performance in the embedded memory applications. In the 

first part, our goal is to model the transient response or the switching dynamics of a specific 

magnetoelectric device: BiFeO3/CoFe heterojunction to benchmark its array-level 

performance. Bismuth ferrite (BFO) is a multiferroic material with prominent 

ferroelectricity, antiferromagnetism, and weak ferromagnetism at room temperature. By 

combining BFO with a ferromagnet such as CoFe and forming a BFO/CoFe heterojunction, 

one can manipulate the magnetic state of CoFe layer by applying an external electric field 

which is expected to be more energy efficient compared to other current controlled 

switching mechanisms. We have constructed the physical model of BFO using coupled 

ferroelectric and micromagnetic models for the first time. Next, the BFO/CoFe 

heterojunction is modeled using micromagnetic simulations for the coupled BFO and CoFe 

layers. The interface exchange coupling between BFO and CoFe layers is a major 

parameter that we extracted from the experimental results.  The magnetization switching 

behavior of the CoFe layer with various energy barriers have also been studied to evaluate 

the thermal stability and switching success rate. To achieve both, we found that we should 

choose a BFO/CoFe heterostructure with a high length to width aspect ratio (>5) and use a 

CoFe layer as thin as 1nm. A thinner CoFe layer ensures a better controllability of the 

interface exchange coupling effect, and a high aspect ratio device maintains the thermal 
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stability of the BFO/CoFe heterojunction. Moreover, to evaluate the circuit level 

performances of the magnetoelectric (ME) magnetorestrictive random-access memory 

(MRAM), we have built the compact model based on the physical model we set up for the 

BFO/CoFe heterojunction. The results from our compact model closely match to those 

from the micromagnetic models when simulating the magnetization dynamics of BFO and 

CoFe. Using the compact model we developed, the SPICE simulation shows that ME-

MRAM can potentially operate with a lower write energy compared to the spin-transfer 

torque MRAM (STT-MRAM), spin-orbit torque MRAM (SOT-MRAM) or even SRAM 

when the coercive voltage of the BFO layer is as small as 20mV. In the second part, we 

have explored various material options for the SOT-MRAM including heavy metals, Semi-

metals, alloys, and topological insulators. We build a comprehensive modeling framework 

for the SOT-MRAM by including some non-ideal factors such as the current shunting 

effect, current crowding effect, variation of process parameters, and joule heating effect. 

Our results show that topological insulators such as BixSe1-x with high charge to spin 

conversion efficiencies are more promising than other materials. Last, we benchmark the 

array-level performance of various spintronic memory devices such as STT-MRAM, SOT-

MRAM, voltage-controlled exchange-coupled MRAM (VCEC-MRAM), and ME-

MRAM. Our results show that ME-MRAM is the most promising in terms of write energy 

and write latency compared to other candidates.  
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INTRODUCTION 

The semiconductor industry has been rapidly advancing in the past 50 years, thanks 

to the relentless research and process improvements that has enabled denser and faster 

transistors being fabricated for electronic products. Some revolutionary advances in recent 

years include the EUV technology that is critical for photolithography in ultra-scaled 

dimensions, multi-gate structures to improve the electrostatic control in transistors and 

mitigate short-channel effects, the 3D stacking of the multi-bit NAND cell to realize ever 

increasing array densities, and the high bandwidth memory (HBM) that largely increases 

the bandwidth and the array efficiency of the DRAM. Moreover, the recent advances in the 

area of the artificial intelligence in autonomous vehicles, the medical diagnosis, and image 

recognition open many opportunities and new markets for the electronics industry. 

However, the semiconductor industry also faces many challenges these years. First, 

conventional MOSFET operates based on thermionic emission of carriers and requires 

~0.4V supply voltage to maintain an on-off ratio of six orders of magnitude. Hence, to 

avoid ever increasing static power dissipation, supply voltage cannot be scaled as 

prescribed by Dennard’s scaling law. Therefore, researchers are seeking alternatives to 

CMOS devices to break the limit of 60 mV/decade subthreshold swing set by the 

Boltzmann limit [1], [2]. Second, the mismatch between the computing power of 

microprocessors and  the bandwidth of memory modules has been growing over the years 

and has reached unsustainable levels in recent years [2]. Increasing the memory read/write 

speed while keeping power dissipation low is critical. In addition, the endurance, 

reliability, and the scalability of the memory devices are equally important for obvious 
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commercial reasons. Currently, there are many emerging non-volatile memory device 

options are being explored [3] including phase change random-access memory (PCRAM), 

resistive random-access memory (RRAM), and magnetic random-access memory 

(MRAM)), with their pros and cons depending on different application fields. Third, as 

scaling of two-dimensional geometry becomes challenging, the monolithic 3D 

heterogeneous integration of logic, memory, and other capabilities opens a new path to 

improve the overall system performances. Thus, the process compatibility with the Si 

technology and the thermal budget becomes crucial for the 3D heterogeneous integration. 

These challenges entice researchers to explore new devices or materials to overcome these 

limits. 

Spintronic devices that utilize the spin of the electron or the magnetic moment of the 

material to store and transfer information are inherently non-volatile thus are promising for 

low power applications such as beyond-CMOS devices [4], non-volatile memory [5], in-

memory computing [6] and neuromorphic computing [7]. The traditional CMOS 

technology uses charge as the computational state variable; therefore, to maintain a high 

on/off ratio, the minimum supply voltage is typically larger than 0.5V [8] which is not 

scalable with technology scaling. Moreover, the switching energy of MOSFET requires 

many time kT ( ~4000kT= Ne ∙ 20kT) since it is proportional to the number of electrons (Ne) 

involved during switching. Compared to the CMOS technology, spintronic devices using 

the spin as a computation variable could achieve a smaller switching energy limit (~60kT) 

since the switching energy is directly determined by the energy barrier of the magnet. Also, 

since there are no leakage currents related to the energy barrier of the spintronic devices, 

the write current scales as the size of magnets scales. In terms of memory application, 
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spintronic memory devices usually have characteristics of near infinite endurance, fast 

switching speed, non-volatility, and scalability which makes them competitive for 

applications such as the last levels of cache, embedded memory, and image buffers. Last, 

the low fabrication process temperature (<400°C) and the low write energy of the spin-

transfer torque magnetorestrictive random-access memory (STT-MRAM) are beneficial 

for the 3D heterogeneous integration since it is backend compatible with the Si technology 

and with a low thermal budget. 

The realization of the spintronic devices got accelerated by the discovery of the giant 

magnetoresistance [9][10] (GMR) effect and tunneling magnetoresistance [11][12] (TMR) 

effect since they made it easier to electrically read the information inside the ferromagnet 

by the change of the resistance state. Giant magnetoresistance exists when a paramagnetic 

or metallic layer is sandwiched by two ferromagnets and forms a spin-valve structure. The 

resistance of the spin-valve depends on the orientations of the two ferromagnetic layers 

since the electron scattering at the interface between the non-ferromagnetic and 

ferromagnetic layers varies. Compared to the GMR, the TMR happens when two 

ferromagnetic layers separated by a dielectric layer form a magnetic tunnel junction (MTJ). 

The resistance of the MTJ also depends on the orientation of the two ferromagnetic layers 

because of the spin-dependent electron tunneling. Besides, the discovery of the spin-

transfer torque [13][14][15][16] and spin-orbit torque [17][18][19][20][21] made the 

writing of magnetic states more energy efficient compared to the traditional 

magnetorestrictive random-access memory (MRAM) which used the current-induced 

magnetic field. Nevertheless, spin-transfer torque MRAM (STT-MRAM) and spin-orbit 

torque MRAM (SOT-MRAM) are still current-controlled devices and thus dissipate a 
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significant amount of energy in the form of Joule heating. In addition to the attempts aimed 

at improving the charge-to-spin conversion efficiency of STT or SOT, researchers are also 

looking for other physical mechanisms such as voltage-controlled magnetic anisotropy [22] 

(VCMA) effect, voltage-controlled exchange coupling (VCEC) effect [23], and 

magnetoelectric [24][25][26] (ME) effect. The main difference between these new 

mechanisms and STT or SOT is that they are electric field-driven. According to the 

previous benchmarking results [27][28][29] of beyond-CMOS devices, voltage-controlled 

devices can potentially dissipate far lower energy compared to the current-controlled 

devices because of the drastic reduction in Joule heating. Hence, in this work, we will 

consider modeling and design of both current-controlled and voltage-controlled devices. 

In Chapter 2, a holistic modeling and benchmarking approach for all magnetic memory 

devices is presented. In this introductory study, the main physical models for various write 

operations are presented and the interdependencies between read and write operations are 

studied. In the following chapters, more detailed and accurate models for each major 

category of devices are presented and used to design and benchmark them. In Chapter 3, 

rigorous physical models are presented for magnetoelectric (ME) devices and important 

material parameters are extracted from experiments.  Next, to evaluate the circuit level 

performances of the ME devices in the memory application, Chapter 4 presents a compact 

model for the ME device which is useful for circuit simulations of the ME-MRAM. In 

Chapter 5 we discuss the modeling and the simulation of SOT-MRAM using various SOT 

materials. Last, in Chapter 6, the challenges and opportunities for future research are 

discussed.   
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Before modeling and analyzing various memory devices in the following chapters, 

in the following sections, the main physical phenomena and concepts used in these devices 

are briefly reviewed.  

1.1 Magnetic materials 

1.1.1 Magnetic energy in ferromagnetic materials 

The total magnetic energy density of a ferromagnet with normalized magnetization 

𝒎 can be written as:  

 
𝐸 = 𝐴𝑒𝑥(�⃗� 𝒎)2 − 𝐾𝑢(𝒎 ∙ �⃗⃗� )2 − 𝜇0𝑀𝑠𝑯𝒆𝒙𝒕 −

1

2
𝜇0𝑀𝑠(𝑯𝒅𝒆𝒎 ∙ 𝒎) (1) 

which includes the exchange energy, magnetic crystalline anisotropy energy, magnetic 

energy associated with the external magnetic field, and magnetostatic energy (or 

demagnetization energy or shape anisotropy energy), respectively. The exchange energy 

comes from the cell to cell interaction that keeps the magnetization of the neighboring cells 

aligned to the same direction, thus it is a short-range field. The magnitude of the exchange 

energy depends on the exchange stiffness constant 𝐴𝑒𝑥 . The magnetic crystalline 

anisotropy energy originates from the crystalline structure of the lattice with a preferred 

easy-axis, easy-plane, or a cubic structure. When the anisotropy constant 𝐾𝑢 is positive, 

spins will align parallel or antiparallel to the easy-axis: �⃗⃗� ; but when 𝐾𝑢 is negative, spins 

will prefer to be perpendicular to the hard-axis: �⃗⃗� , i.e. the easy-plane state. The magnetic 

anisotropy energy may compose of the epitaxial strain, the growth anisotropy that comes 

during the fabrication process, and the surface anisotropy at the interface. In addition, there 

may be magnetostriction terms which come from the coupling between strain and the 
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magnetism in the piezomagnetic material. Next, the external applied magnetic field 𝑯𝒆𝒙𝒕 

causes the asymmetric Zeeman energy. Last, the magnetostatic energy is a shape-

dependent energy which is analogous to the electrostatic energy in a capacitor. The 

magnetostatic energy comes from the internal magnetization at different points of the cells 

which is lowered when the magnetic dipolar field is minimized, therefore, it is a long-range 

interaction.   

1.1.2 The micromagnetic model  

The modeling of the magnetism in the ferromagnets range from the atomic scale, 

micrometer scale to macro-spin scale depending on the required accuracy and the available 

computation resources and time. The atomic scale simulations that incorporate the 

quantum-mechanical ab-initio calculations using the density functional theory can model 

the atomistic interaction of magnetic atoms theoretically; however, the calculations are 

idealized and important features such as the defects, finite temperatures, and real 

magnetization dynamics may not be captured. In addition, the computation time of the 

atomic scale calculations drastically increases as the size of the material increases; 

therefore, micromagnetic simulations which can model the magnetization dynamics of the 

ferromagnet as the mesoscale fast and accurately are commonly used. The micromagnetic 

simulation divides a ferromagnet into multiple cells with a given mesh size and consider 

the long- and short- range interaction within cells. Normally, the maximum mesh size is 

determined by the exchange length 𝜆𝑒𝑥 = √𝐴𝑒𝑥/𝐾𝑢. If the magnetization reverses over the 

exchange length, then the mesh size needs to be within 0.25𝜆𝑒𝑥 . The dynamics of the 

magnetization in each cell is described by the Landau–Lifshitz–Gilbert (LLG) equation:  



7 

 

 𝑴𝑖
̇ = −𝛾(𝑴𝑖 × 𝑯𝑖) +

𝛼𝐺

𝑀𝑠
(𝑴𝑖 × 𝑴𝑖

̇ ) (2) 

where 𝑴𝑖  is the magnetization in the cell i, 𝛾 is the gyromagnetic ratio, 𝑯𝑖 is the effective 

local magnetic field in the cell 𝑖, 𝑀𝑠 is the saturation magnetization, and 𝛼𝐺  is the Gilbert 

damping factor. The effective local magnetic field can be calculated as the derivative of 

the total magnetic energy with respect to the magnetization 𝑴𝑖. The contribution of the 

exchange energy, anisotropy energy, and the demagnetization energy can be expressed as 

𝑯𝑖 =
2𝐴𝑒𝑥

𝜇0𝑀𝑠
2 ∇2𝑴𝑖 +

2𝐾𝑢

𝜇0𝑀𝑠
2 (𝑴𝑖 ∙ �⃗⃗� )�⃗⃗� +

𝟏

𝟒𝝅
∫𝑑3𝑟′

𝟑(𝑴𝑖(𝑟′)∙𝐱)𝐱−𝑴𝑖(𝑟′)|𝐱|
𝟐

|𝐱|𝟓
, respectively. Here 

𝒙 = 𝑟 − 𝑟′ and 𝑟′ can be in the x, y, and z directions. For the details of the micromagnetic 

simulations one can refer to [30]. 

1.1.2.1 Temperature dependency and the thermal noise effect 

The magnetism of the material has the temperature dependency since the thermal 

energy may randomize the magnetic order as temperature increases. For a ferromagnetic 

material, if the temperature is higher than the Curie temperature (TC), then the magnetic 

order disappears and the ferromagnet becomes paramagnetic. Similarly, for an 

antiferromagnetic material, if the temperature is higher than the Neel temperature (TN), the 

antiferromagnet also becomes paramagnetic. If the temperature is below both TC and TN 

but the thermal energy is comparable to or higher than the energy barrier of the ferromagnet, 

the magnetic order of the ferromagnetic or antiferromagnetic materials may be randomized 

and unstable. In other cases, the temperature of the magnetic materials would have time 

dependency since the applied charge current induced joule heating effect as discussed in 

[31]. Therefore, the temperature dependency of the magnetic materials and the thermal 
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noise effect are critical for the magnetic properties and the stability of the spintronic 

devices. 

To incorporate the thermal noise effect of the magnetic material when the 

temperature is below TC and TN, the thermal field in the ferromagnet can be modeled as 

𝑯𝑻(𝑡)𝑑𝑡 = 𝜈𝑑𝑾(𝒕) where 𝜈 = √
2𝛼𝐾𝑏𝑇

𝜇0𝑀𝑠
2𝑉

 and 𝑾(𝒕)  is the Wiener process. The thermal 

field follows the Gaussian distribution, and the statistical properties of the thermal field as 

discussed by Brown [32] and Kubo [33] are given as 

 〈𝐻𝑇,𝑖(𝑡)〉 = 0 

〈𝐻𝑇,𝑖(𝑡), 𝐻𝑇,𝑖(𝑡 + 𝜏) 〉 =
2𝐾𝑏𝑇𝛼

𝛾𝜇0
2𝑀𝑠𝑉

𝛿𝑖𝑗𝛿(𝜏) 

(3) 

where 𝜏  is the time interval, 𝑇  is the temperature, 𝛾  is the gyromagnetic ratio of the 

electrons, 𝐾𝑏 is the Boltzmann constant, and 𝛿𝑖𝑗 is the Kronecker delta function.  

 To numerically simulate the thermal field, we can discretize the thermal field as 

𝑯𝑻(𝑡)∆𝑡 = 𝜈∆𝑾(𝒕) where ∆𝑾(𝑡) = 𝑾(𝑡 + ∆𝑡) −  𝑾(𝑡) and ∆𝑡 is the time step used in 

the numerical simulations. The standard deviation of the thermal field is 𝜎 = √
2𝐾𝑏𝑇𝛼∆𝑡

𝛾𝜇0
2𝑀𝑠𝑉

 and 

∆𝑾(𝑡)~𝛮(0,1) which is a standard Gaussian vector. Note that the convergence of the 

stochastic-LLG equation depends on the time step we choose. Normally, a smaller time 

step ~10 fs is used in the micromagnetic simulation for a better convergence in the 

numerical simulation. Alternatively, one can adopt the implicit midpoint method as 

discussed in [34]. 
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1.2 Magnetoresistance 

As discussed earlier, the renaissance of the spintronics comes after the discovery of 

the GMR and the TMR effect since the discovery of the magnetoresistance provides an 

electrical way to read-out the information of the magnetic materials. In contrast to the 

anisotropic magnetoresistance (AMR), the value of GMR and TMR ratio are much larger 

(~100%) thus they are commonly used for the read operation in the MRAM technology. 

The physical origins of the GMR and TMR are discussed in the following sections. 

1.2.1 Giant magnetoresistance  

The giant magnetoresistance (GMR) effect refers to the change of the resistance 

value when the relative orientations of the magnetization in ferromagnetic layers of the 

spin valve changes. The spin valve structure is composed of two ferromagnetic layers 

sandwiched by a non-magnetic layer, which is usually metallic. When the current flows 

through the spin-valve structure in the in-plane (CIP) or the perpendicular (CPP) plane 

directions, the difference in the scattering rates of electrons in majority or minority bands 

causes high or low resistance states. The majority spins have higher conductivity than the 

minority spins. Hence, if the magnetization of the two ferromagnetic layers are parallel, 

the resistance is low since the scattering rate is low because the currents flowing through 

both ferromagnetic layers are majority spins, which can be viewed as two low resistances 

state in series. Similarly, if the magnetization of the two ferromagnetic layers are 

antiparallel, the resistance is high since it can be viewed as a low resistance in series with 

a high resistance. The GMR ratio is then defined as  
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𝐺𝑀𝑅 =
𝑅𝐴𝑃 − 𝑅𝑃

𝑅𝑃
 

(4) 

where 𝑅𝐴𝑃 and 𝑅𝑃 are the resistances when the two ferromagnetic layers are antiparallel or 

parallel, respectively. 

1.2.2 Tunneling magnetoresistance  

The tunneling magnetoresistance (TMR) effect happens in the magnetic tunnel 

junction (MTJ) in which an insulating layer is sandwiched by two ferromagnetic layers. 

TMR occurs because of the differences in the tunneling rates of electrons in the majority 

and minority bands. The majority spins have higher density of states (DOS), while minority 

spins have lower DOS. When the magnetizations of the two ferromagnetic layers are in 

parallel, the spin-up states (majority spins with high DOS in the first ferromagnetic layer) 

have higher probability to tunnel to the spin-up state in the second ferromagnetic layer, 

(also a majority band with high DOS) as shown in Figure 1. Therefore, the resistance is 

low when the magnetization states in the MTJ is parallel. But if the magnetizations of the 

two ferromagnetic layers are antiparallel, the resistance is high. This is because the spin-

up state, which is majority spin with high DOS in the first ferromagnetic layer, has a lower 

probability to tunnel to the spin-up state, which is minority spin with low DOS in the 

second ferromagnetic layer. The TMR ratio is then defined as  

 

𝑇𝑀𝑅 =
𝑅𝐴𝑃 − 𝑅𝑃

𝑅𝑃
=

𝐺𝑃 − 𝐺𝐴𝑃

𝐺𝐴𝑃
 

(5) 
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where  𝑅𝐴𝑃  ( 𝑅𝑃)  is the resistance of the MTJ when the magnetizations of the two 

ferromagnetic layers are antiparallel (parallel). Since the TMR is a tunneling effect, the 

TMR ratio and the resistance area (RA) product of the MTJ are highly dependent on the 

thickness of the insulator (oxide). The RA product increases exponentially with the oxide 

thickness of the MTJ, and the TMR ratio would saturate at thicker oxide thickness as shown 

in [35].  

 

Figure 1 – Schematics of the electrons tunneling in the 

ferromagnet/insulator/ferromagnet when the two ferromagnetic layers are (a) 

parallel or (b) anti-parallel. [36] Reprinted from “Spintronics: Fundamentals and 

applications”, Igor Žutić, Jaroslav Fabian, and S. Das Sarma, Rev. Mod. Phys., vol. 

76, no. 2, pp. 323–410, Apr. 2004. Copyright 2004 American Physical Society.  

1.2.2.1.1 Design of the magnetic tunnel junction (MTJ) 

The magnetization of the two ferromagnetic layers in the MTJ can be in the in-

plane (i-MTJ) or in the perpendicular (p-MTJ) direction. For high density spintronic 

devices, p-MTJ is preferred since the area density is higher. In addition, for p-MTJ, both 
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the thermal barrier and the critical current of magnet switching are governed by the 

perpendicular anisotropy energy. Whereas for i-MTJ, the thermal barrier is governed by 

the demagnetization energy but the critical current of magnet switching is determined by 

the in-plane anisotropy energy. Therefore, p-MTJ is commonly used for advanced STT-

MRAM. Normally, CoFe or CoFeB are used for the free layer of the i-MTJ; however, using 

the double CoFeB/MgO interface or inserting layers of heavy metals such as Ta, Mo, or W 

can enhance the interfacial anisotropy of the free layer FM thus the magnetic anisotropy of 

the free layer ferromagnet changes from in-plane to out-of-plane direction [37].  

1.3 Write mechanisms of spintronic-based devices 

1.3.1 Overview of the current-controlled and voltage-controlled magnetization switching 

To manipulate the magnetization state of the spintronic device, there are various 

physical mechanisms that are under explored. Currently, there are current-controlled 

mechanisms such as current-induced magnetic field, spin-transfer torque (STT), and spin-

orbit-torque (SOT). Also, there are voltage-controlled mechanisms such as voltage-

controlled exchange coupling (VCEC), and the magnetoelectric effect (ME). Generally, 

voltage-controlled mechanisms can provide lower power than the current-controlled 

mechanisms due to the elimination of the joule heating energy. In the following sections, 

we would overview the physics of each physical mechanisms. 

1.3.1.1 Spin-transfer torque (STT) 

Spin-transfer torque (STT) can be exerted on the ferromagnetic layer when the flow 

of spin-angular momentum through a sample is not a constant. When electrons inject into 
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a non-magnetic and ferromagnetic layer (FM) bilayer, electrons with a randomized 

magnetic moment will have finite probability to transmit through the FM or reflect at the 

interface. If the magnetic moment of the electron is parallel to the FM, electrons are 

transmitted to the FM due to the spin filtering effect. The filtered charge current creates 

spin current. If the magnetic moment of the electrons is antiparallel to the FM, the reflection 

happens for electrons. Now if the current flowing through a MTJ as shown in Figure 2, 

there are spin momentum transfers between electrons filtered in the pinned layer FM and 

the electrons in the free layer FM. If the spin current generated by the pinned layer FM is 

not colinear with the free layer FM, spin-transfer torque (STT) arises, and the STT would 

then flip the magnetization of the free layer FM such that the magnetization of the pinned 

layer FM and free layer FM become parallel. Similarly, if a current is applied in the 

opposite direction, the reflected electrons at the interface of the pinned layer FM would 

also exerts a STT on the free layer FM and flip the magnetization state from spin-up to 

spin-down. Therefore, by controlling the direction of current flowing through the MTJ, one 

can switch the magnetization of the free layer FM.  

To numerically simulate the STT effect, the LLG equation can be expressed as 

 
𝜕𝑴

𝜕𝑡
= −𝛾𝜇0(𝑴 × 𝑯𝑒𝑓𝑓) +

𝛼𝐺

𝑀𝑠
(𝑴 ×

𝜕𝑴

𝜕𝑡
) −

𝑴 × (𝑴 × 𝑰𝑠)

𝑞𝑁𝑠𝑀𝑠
− 𝛽

𝑴 × 𝑰𝑠

𝑞𝑁𝑠
 

(6) 

where the third term refers to the anti-damping-like torque due to spin-transfer torque and 

the fourth term refers to the field-like torque. Here, 𝑰𝑠 is the magnitude of the applied spin 

current, 𝛽 is the field-like torque factor, and 𝑁𝑠 =
2𝑀𝑠𝑉

𝛾ℏ
 is the number of spins. As the 

magnitude of 𝑰𝑠 increases, the magnitude of the STT increases. Therefore, the STT can be 
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used to switch the magnetization of the free layer ferromagnet by applying charge current 

that is higher than the critical current of magnet switching (IC). When the applied current 

is smaller than IC, magnetization precession happens but the anti-damping-like torque will 

drag the magnetization to the initial position and no switching happens as shown in Figure 

3(b). If the applied current is higher than IC, then the precession angles become large when 

time increase as shown in Figure 3(c), eventually the magnetization switching happens as 

shown in Figure 3(d).  In the monodomain mode, the critical current of magnet switching 

(𝐼𝑐) of an in-plane ferromagnet can be calculated as [38], [39] 

 

𝐼𝑐 =
2𝑒

ℏ

𝛼

𝜂(0)
𝑉𝜇0𝑀𝑠(𝐻 + 𝐻𝑘 +

𝑀𝑠

2
) 

(7) 

where 𝛼  is the Gilbert damping coefficient, 𝐻  is the applied magnetic field, 𝐻𝑘  is the 

strength of the in-plane magnetic anisotropy, 𝑀𝑠 is the saturation magnetization, 𝑉 is the 

volume of the ferromagnet, and 𝜂(𝜃) = 𝑞/(𝐴 + 𝐵𝑐𝑜𝑠𝜃). Here 𝑞, 𝐴 and 𝐵 are constants 

that depends on the structure of the FM. Note that for an in-plane ferromagnet, the critical 

current in eq. (7) is dominated by the shape anisotropy field 
𝑀𝑠

2
, however, this field would 

not contribute to the thermal stability of the ferromagnet which is proportional to 𝐻𝑘. To 

lower the critical current of magnet switching in the in-plane ferromagnet, one can add 

materials with the perpendicular magnetic anisotropy (PMA) at the interface. If the 

perpendicular magnetic anisotropy energy (𝐻𝑘,⊥) of the ferromagnet is smaller than 𝑀𝑠, 

then the magnetization of the ferromagnet is still in the in-plane direction, but the last term 

in eq. (7) is replaced by 𝐻 + 𝐻𝑘 +
𝑀𝑠

2
−

𝐻𝑘,⊥

2
. If the PMA energy (𝐻𝑘,⊥) of the ferromagnet 
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is larger than 𝑀𝑠, then the magnetization of the ferromagnet will be in the out-of-plane 

direction, and the critical current of magnet switching is expressed as [40], [41] 

 

𝐼𝑐 =
2𝑒

ℏ

𝛼

𝜂(0)
𝑉𝜇0𝑀𝑠(𝐻 + 𝐻𝑘,⊥ + 𝐻𝑑𝑖𝑝 − 𝑀𝑠) ≈

2𝑒

ℏ

2𝛼

𝜂(0)
𝑈𝑘 when 𝐻 = 𝐻𝑑𝑖𝑝 = 0 (8) 

where 𝐻𝑑𝑖𝑝 is the dipolar field from the reference layer ferromagnet, 𝑀𝑠 in the last term of 

eq. (8) is the demagnetization field arises from the thin film geometry, 𝑈𝑘 =

𝜇0𝑀𝑠𝑉(𝐻𝑘,⊥ − 𝑀𝑠)/2  is the height of the energy barrier between the two stable 

magnetization states. To lower the critical current of the PMA-FM, one can lower the 

magnitude of 𝐻𝑘,⊥ by tuning the anisotropy of the materials but keeping 𝐻𝑘,⊥>𝑀𝑠. 

Currently, spin-transfer torque has been utilized or studied for various applications 

such as the last level of cache, image buffer, microwave oscillators, memristor, wave 

emitters, and microwave detectors [42]. For example, STT-MRAMd is considered more 

promising than the conventional MRAM which uses current-induced magnetic fields for 

magnet switching due to the lower write current and the scalability of the MTJ. 
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Figure 2 – Schematics of the spin-transfer torque in the magnetic tunnel junction [43]. 

Reprinted from “Chapter 7 - Spintronic Oscillators Based on Spin-Transfer Torque 

and Spin-Orbit Torque,” R. E. Camley, Z. Celinski, and R. L. Stamps, Eds. North-

Holland,  Handbook of Surface Science, vol. 5, , 2015, pp. 297–334. Copyright 2015 

Elsevier. 

 

 

Figure 3 – Trajectories of the magnetization vector driven by the spin-transfer torque 

[38]. (a) Schematics showing the vectors of the initial magnetization and the applied 

field. The trajectories of the magnetization when (b) the applied current is below the 

critical current or (c) above the critical current and (d) the magnetization switching 
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happens. Reprinted from “Spin transfer torques,” D. C. Ralph and M. D. Stiles, J. 

Magn. Magn. Mater., vol. 320, no. 7, pp. 1190–1216, Apr. 2008. Copyright 2008 

Elsevier. 

1.3.1.2 Spin-orbit torque 

Spin-orbit torque (SOT) comes from the coupling between spin angular momentum 

and orbital angular momentum of electrons at the ferromagnet/non-ferromagnet interface. 

Different from the STT, the spin orbit coupling causes electrons moved by the electric field 

to experience a magnetic field that couples to the magnetic moment of the electrons. For 

example, when the charge current flows from -x to +x, this charge current will generate 

spin current in the perpendicular direction(z). The spin current with different spin polarity 

(+/- y) will flow to the opposite direction because the SO coupling bends the trajectory of 

electrons with a different spin state. SOT includes bulk spin Hall effect and the interface 

Rashba-Edelstein effect as described in the following two subsections. 

1.3.1.2.1 Spin Hall effect 

The bulk spin Hall effect (SHE) arises due to the distortion of the energy bands 

from spin orbit coupling (intrinsic) or the Mott scattering that comes from the extrinsic 

impurities. Both intrinsic and extrinsic SHE would lead to the spin-dependent asymmetric 

scattering of the conduction electrons. The asymmetric scattering causes the deflection of 

spin-up and spin-down electrons in the opposite directions which is transverse to the charge 

current. The spin current generated by the SHE can be expressed as 

 𝑱𝒔 =
ℏ

2𝑒
𝜃𝑆𝐻(𝑱𝒄 × 𝝈), (9) 
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where 𝑱𝒔 is the spin current generated from the SHE,  𝑱𝒄  is the charge current flowing 

through the SOT material, 𝜃𝑆𝐻 is the spin Hall angle which determines the efficiency of 

charge to spin current conversion, and 𝝈 is the polarization of the accumulated spins. While 

SHE generates spin current from the charge current flowing through the SOT material, 

there is also a reverse effect called inverse spin Hall effect (ISHE) which generates charge 

current from the spin current. It is suggested that ISHE may be a possible way for the read 

operation of the spintronic devices such as MESO [44]. Currently, there are various 

materials that have been explored such as heavy metals, semi-metals, topological insulators 

which show different values of 𝜃𝑆𝐻 and conductivity. The exploration of the performance 

of SOT-MRAM using various SOT materials are discussed in Chapter 5. 

1.3.1.2.2 Interface Rashba-Edelstein Effect 

The interface Rashba-Edelstein effect (inverse spin galvanic effect) arises when 

there is broken inversion symmetry in the system such as the non-ferromagnet/ferromagnet 

interface and the two-dimensional electron gases (2DEGs). The spin-orbit coupling at the 

interface generates an internal electric field 𝑬, and the electrons with momentum 𝒑 would 

experience an effective magnetic field. The Hamiltonian of this interfacial SOC field is 

expressed as  

 

𝐻𝑅 =
𝛼𝑅

ℏ
(𝑬 × 𝒑) ∙ 𝝈, (10) 

where 𝛼𝑅 is the Rashba parameter and 𝝈 is the vector of the Pauli spin matrices. There is 

also an inverse Rashba-Edelstein effect (spin galvanic effect) that generates charge current 

from the non-equilibrium spin accumulation. 
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Overall, the charge to spin conversion efficiency of SOT can be much larger than 

the STT. For STT, the maximum efficiency of STT is 1 with unit of ℏ/2 per charge in the 

current, while for SOT, the charge to spin conversion efficiency can be further enhanced 

by designing the geometric parameters like the width of FM, the thickness of SOT or SOT 

material with larger 𝜃𝑆𝐻. 

1.3.1.3 Voltage-controlled exchange coupling 

The voltage-controlled exchange coupling (VCEC) refers to the modulation of the 

polarity of the interlayer exchange coupling in a synthetic antiferromagnet. The interlayer 

exchange coupling (IEC) refers to the ferromagnetic or antiferromagnetic exchange 

coupling between two ferromagnetic layers through a non-magnetic spacer such as Ru or 

Ta. The magnitude and the polarity of the interlayer exchange coupling would oscillate 

when the thickness of the spacer or the ferromagnetic layers change [45]–[47]. The 

exchange energy of the bilinear IEC can be expressed as 

 
𝐸

𝐴
= −𝐽𝒎𝟏 ∙ 𝒎𝟐, 

(11) 

where 𝐽 is the coupling constant which may favor parallel (𝐽 > 0) or antiparallel (𝐽 < 0)  

alignments between 𝒎𝟏 and 𝒎𝟐. It is called bilinear IEC because the energy per unit area 

is linear in the directions of both 𝒎𝟏 and 𝒎𝟐. Similarly, the biquadratic IEC is expressed 

as 

 
𝐸

𝐴
= −𝐽2(𝒎𝟏 ∙ 𝒎𝟐)

2, 
(12) 
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where 𝐽2 < 0  is the coupling coefficient between 𝒎𝟏  and 𝒎𝟐  which would favor 

perpendicular orientations of 𝒎𝟏 and 𝒎𝟐.   

Different from the interlayer exchange coupling which is controlled by the 

structural parameters, the voltage-controlled exchange coupling happens when different 

polarity of the electric field is applied to the MTJ. Microscopically, when the electric field 

is applied to the p-MTJ, the voltage drop across the MgO and the synthetic antiferromagnet 

(SAF) layer would change, and this voltage drop changes the reflection coefficient of the 

electron wave functions at the interface; therefore, the polarity of IEC would change as 

calculated by the ab initio calculations [48]. The Experiment depicted in Figure 4 also 

demonstrated the switching of the p-MTJ from antiparallel (AP) to parallel (P) states under 

positive biases voltages. The VCEC effect is a novel way to use voltage to control the 

magnetization of the free layer FM and is promising for the application of low power 

memory devices.  



21 

 

 

Figure 4 – Bipolar electric field switching in the p-MTJ. (a) Schematic of the FePd 

synthetic antiferromagnet (SAF) p-MTJ. The free layer of the p-MTJ is composed of 

two SAF layers: CoFeB (CFB)/Ta/FePd and the FePd/Ru/FePd layers. (b) Cross-

section STEM and (c) the SEM images of the FePd SAF p-MTJ. (d) The I-V 

characteristics of the p-MTJ. (d) Schematics of the bipolar electric field switching in 

the p-MTJ. The polarity of the interlayer exchange coupling coefficient (Jex) between 

CFB/Ta/FePd changes as the polarity of the applied electric field changes. [48] 

1.3.1.4 Magnetoelectric effect and the magnetoelectric materials 

The magnetoelectric (ME) effect refers to the induction of magnetization by an 

electric field or induction of polarization by a magnetic field. The origin of the ME effect 
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comes from the coupling between polarization and the magnetic field or the coupling 

between magnetization and the electric field. Generally, the free energy of the ME 

materials is expressed as [24]: 

 
𝐹(𝐸,𝐻) = 𝐹0 − 𝑃𝑖

𝑆𝐸𝑖 − 𝑀𝑖
𝑆𝐻𝑖 −

1

2
𝜖0𝜖𝑖𝑗𝐸𝑖𝐸𝑗 −

1

2
𝜇0𝜇𝑖𝑗𝐻𝑖𝐻𝑗 − 𝛼𝑖𝑗𝐸𝑖𝐻𝑗

−
1

2
𝛽𝑖𝑗𝑘𝐸𝑖𝐻𝑗𝐻𝑘 −

1

2
𝛾𝑖𝑗𝑘𝐻𝑖𝐸𝑗𝐸𝑘 − ⋯ 

(13) 

By differentiating the free energy with respect to the electric field or the magnetic 

field, we can obtain the polarization and the magnetization as [24]: 

 
𝑃𝑖(𝐸, 𝐻) = −

𝜕𝐹

𝜕𝐸𝑖
= 𝑃𝑖

𝑆 + 𝜖0𝜖𝑖𝑗𝐸𝑗 + 𝛼𝑖𝑗𝐻𝑗 +
1

2
𝛽𝑖𝑗𝑘𝐻𝑗𝐻𝑘 + 𝛾𝑖𝑗𝑘𝐻𝑖𝐸𝑗 − ⋯ (14) 

 
𝑀𝑖(𝐸, 𝐻) = −

𝜕𝐹

𝜕𝐻𝑖
= 𝑀𝑖

𝑆 + 𝜇0𝜇𝑖𝑗𝐻𝑗 + 𝛼𝑖𝑗𝐸𝑖 + 𝛽𝑖𝑗𝑘𝐸𝑖𝐻𝑗 +
1

2
𝛾𝑖𝑗𝑘𝐸𝑗𝐸𝑘 − ⋯ (15) 

where 𝑃𝑖
𝑆  and 𝑀𝑖

𝑆  are the spontaneous polarization and magnetization, respectively, 𝜖𝑖𝑗 

and  𝜇𝑖𝑗 are the electric and magnetic susceptibilities, and 𝛼𝑖𝑗 is the linear ME coefficient. 

The strength of the ME effect is then evaluated by the magnitude of  𝛼𝑖𝑗. There are also 

higher order ME coefficient terms such as 𝛽𝑖𝑗𝑘 and 𝛾𝑖𝑗𝑘. 

Currently, there are two major source of ME effect: 1) the magnetostrictive effect in a 

composite of a magnetostrictive and a piezoelectric compound, 2) and the intrinsic ME 

effect in the multiferroic materials. In the magnetostrictive compound, the ME effect 

happens because of the transfer of strains from the piezoelectric material to the 

magnetostrictive material when applying an external electric field. When the external 

electric field is applied, the strain generated by the piezoelectric material changes because 

of the piezoelectric effect, and then the strain transferred to the magnetostrictive material 
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causes the magnetic easy-axis to rotate 90⁰. The magnetostrictive effect can be used in 

applications such as the voltage-controlled magnetic anisotropy MRAM (VCMA-

MRAM). For multiferroic materials, the ME effect originates from the intrinsic coupling 

between magnetization and polarization inside the material. Multiferroics are materials 

which show at least two of the following characteristics−ferroelectricity, ferromagnetism, 

antiferromagnetism, or ferroelasticity [49]. There are four major crystallographic types of 

multiferroics including 1) compounds with perovskite structure with ABO3 or A2B
’B’’O6 as 

the general chemical formula, 2) compounds with hexagonal structure with the same 

general chemical formula but crystallized in a hexagonal structure, 3) boracites with a 

general formula M3B7O13X, and 4) BaMF4 where M = Mg, Mn, Fe, Co, Ni, Zn. However, 

most of these multiferroics have low Curie temperatures or low Neel temperatures.  

Bismuth ferrite (BiFeO3) possessing ferroelectricity, G-type antiferromagnetism, 

and weak magnetization, is the only single-phase multiferroic material known so far, that 

has both the Curie temperature (Tc~1103K) and the Neel temperature (TN~643K) well 

above room temperature.  Hence, BiFeO3 is a promising candidate for applications in room-

temperature low power devices. To evaluate the potential of the magnetoelectric (ME) 

devices made up of the BiFeO3/CoFe heterojunction, we will discuss the physical 

properties of BiFeO3 in the following section, and then we will present the physical model 

in Chapter 3 and the circuit level performances in Chapter 4. 

1.3.1.5 Physical properties of BiFeO3 

BiFeO3 (BFO) has a rhombohedrally distorted perovskite structure and belongs to 

the space symmetry group R3c in the thin film structure. Depending on a compressive or 
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tensile strain, the crystal structure and the space group in a thin film BiFeO3 may vary from 

tetragonal to orthorhombic as discussed in [50]. The ferroelectricity of BiFeO3 mostly 

originates from the displacement of Bi3+ ions relative to the rest of the lattice under an 

applied electric field. Thus, the application of a sufficiently strong applied electric field 

that is larger than the coercive voltage (VC) of BFO will reverse the polarization [51],[52]. 

Interestingly, during the polarization reversal, the iron ions and oxygen octahedra also 

rotate, which cause the weak magnetization to rotate [53]. The weak magnetization in BFO 

originates from the Dzyaloshinskii-Moriya interaction (DMI) [54],[55], which is due to the 

tilting of oxygen octahedra from the ideal ABO3 perovskite structure combined with the 

spin-orbit coupling effect. The energy of DMI is expressed as  

 
𝐹𝐷𝑀𝐼 = ∑ ∑𝑫𝑖,𝑗 ∙ (𝑴𝑖 × 𝑴𝑗)

𝑛𝑛

𝑗≠𝑖

𝑁

𝑖=1
 (16) 

where 𝑫𝑖,𝑗  is the DM vector between cells i and j, and  𝑴𝑖  and 𝑴𝑗  are the magnetic 

moments of the cells i and j, respectively. The direction of the DM vector is determined by 

the cross product of the displacement of the oxygen ion from the midpoint between Fe ions 

(𝒙) and the distances between two Fe ions (𝒓𝑖𝑗) so that 𝑫𝑖,𝑗 = 𝑉0(𝒓𝑖𝑗 × 𝒙) where 𝑉0 is the 

microscopic constant. From a crystallographic point of view, the rotation of the oxygen 

octahedra is anti-phase when viewed from the rotation axis, which is also called anti-

ferrodistortive axis 𝜽, of BFO [56]. Hence, the displacement of the oxygen ion, 𝒙, and the 

DM vector 𝑫𝑖,𝑗  are both staggered vectors or quasi-axial vectors, and the direction of 𝑫𝑖,𝑗 

is determined by 𝜽 [56]. Ab initio calculations [53] have shown that 𝑫𝑖,𝑗  is nearly parallel 

to the polarization during polarization rotation so that this ME coupling determines the 

switching dynamics of BFO. One can also re-write the energy of DMI as  
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𝐹𝐷𝑀𝐼 ≈ ∑𝑫𝑖,𝑗 ∙ (𝑵 × 𝑴𝒄)

𝑁

𝑖=1

=  𝑯𝐷𝑀𝐼 ∙ ∑𝑴𝑖
𝐴𝐹𝑀 (17) 

considering there are two sublattices 1 and 2 where 𝑵 = (𝑴1 − 𝑴2) / (| 𝑴1| + | 𝑴2|) is 

the Neel vector, 𝑴𝒄 = (𝑴1 + 𝑴2) / (| 𝑴1| + | 𝑴2|)  is the weak magnetization, and  

𝑯𝐷𝑀𝐼 = (𝑫𝑖,𝑗 × 𝑵)/𝑀𝑠  is the effective magnetic field of DMI since the direction of 

𝑴𝑖 × 𝑴𝑗  is equal to 𝑵 × 𝑴𝒄 . Note that because of the cross-product relation between 

𝑫𝑖,𝑗 , 𝑵, and 𝑴𝒄, these three vectors always form a right-handed system [57].  
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A UNIFIED BENCHMARKING FOR VARIOUS SPINTRONIC 

MEMORY DEVICES 

1.4 Overview of spintronic memory devices 

Spintronic devices are promising candidates for embedded memory due to their 

nonvolatility and small footprint compared with static random access memory (SRAM) 

[58]. They also offer high endurance and faster write operations compared with resistive 

random-access memory (RRAM) and embedded NAND flash and better scalability of their 

write currents compared with phase-change memory (PCRAM) [59]. Spin-transfer-torque 

magnetorestrictive random-access memory (STT-MRAM), which is gradually moving into 

production, uses a two-terminal MTJ. When large currents pass through the device, spin-

polarized electrons are injected from a fixed ferromagnet to a free ferromagnet. The 

switching of the free ferromagnet depends on the direction of the current and the magnetic 

order of the fixed ferromagnet. Recently, perpendicular MTJs with diameters as small as 

16 nm and write currents as low as ∼40–90 µA [60] have been reported. However, several 

major challenges remain for the creation of scalable and reliable STT-MRAM. It is 

generally not energy efficient to switch a magnet using spin-transfer torque because large 

write currents for several nanoseconds are required. Hence, relatively large access 

transistors must be used, and reliability issues may arise when large currents pass through 

the oxide layers in MTJs [61]. Finally, the fact that the write and read currents pass through 

the same path does not allow for the independent optimization of the read and write 

operations. To address these challenges, other MRAM device options have been proposed 

based on various write mechanisms, such as spin-orbit torque (SOT-MRAM), voltage-
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controlled magnetic anisotropy (VCMA-MRAM) [62], voltage-controlled exchange 

coupling (VCEC-MRAM) [48], and magnetoelectric effect (ME-MRAM) [63]. In all these 

devices, the read operation is based on the tunnel magnetoresistance (TMR) effect [11], 

[64]. 

 SOT-MRAM utilizes an inherently more energy-efficient mechanism compared 

with STT-MRAM; hence, it may permit faster and more energy-efficient operations. 

Theoretically, when a charge current 𝐼𝐶 passes through an SOT channel, the generated spin 

current 𝐼𝑆 is written as 

 𝐼𝑆 =
ℏ

2𝑒

𝑊𝐹𝑀

𝑡𝑆𝑂
𝜃𝑆𝐻𝐼𝐶, (18) 

where 𝑒 is the electron charge, ℏ is the reduced Planck’s constant, 𝑊𝐹𝑀 is the width of the 

ferromagnet, 𝑡𝑆𝑂 is the thickness of the SOT material, 𝜃𝑆𝐻 is the spin Hall angle of the SOT 

material, and the length of the free layer ferromagnet is equal to the width of the SOT 

material. With the right geometrical and material parameters, this spin current can be 

several times larger than the spin-polarized current in STT-MRAM whose upper limit 

is[65] 

 
𝐼𝑆 =

ℏ

2𝑒
𝐼𝐶 . (19) 

In addition to the current-controlled devices, researchers are pursuing voltage-controlled 

devices that are potentially more energy efficient because of the much lower write currents 

involved. VCEC-MRAM is a bidirectional voltage-controlled device in which the polarity 

of the applied voltage across the MTJ determines the magnetization direction of the free 

ferromagnet. The ab initio calculations show that the applied voltage close to the oxide 
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interface can modulate the interlayer exchange coupling in the synthetic antiferromagnet, 

thus changing the magnetization direction of the free ferromagnet [48]. Another candidate 

is ME-MRAM that uses multiferroic materials, such as BiFeO3 [53], [44] or Cr2O3 [66], in 

contact with a free ferromagnet of an MTJ. Once the applied voltage across the ME layer 

is larger than its coercive voltage, its ferroelectric polarization and the antiferromagnetic 

order will switch. If the interface exchange coupling or the exchange bias effect is large 

enough, the magnetic order of the adjacent ferromagnet will also switch. To understand the 

limits and opportunities offered by these novel write mechanisms, various materials, 

technology, and design parameters must be optimized, and various tradeoffs must be 

evaluated. Prior publications have compared the potential performance of SOT-MRAM 

versus STT-MRAM [67], [65]. In addition, researchers have studied several spintronic 

device candidates and have quantified their array level performances [68]–[70]. However, 

many new SOT and ME materials have been reported since then, and several important 

factors, such as current splitting between the SOT and ferromagnet layers, domain 

nucleation/propagation and thermal noise during the switching process, and the impact of 

field-like torque, have not been considered in these studies. The array-level potential 

performances of VCEC-MRAM and ME-MRAM have not been quantified. Finally, a 

comprehensive cross-layer optimization and benchmarking of all MRAM technology 

options are lacking. Each spintronic memory option offers vastly different tradeoffs at the 

material, device, and circuit levels, and a fair comparison requires comprehensive 

modeling and optimization at all levels. To fill these gaps, this chapter presents a uniform 

crosslayer optimization and benchmarking of various spintronic memory devices in a 256 

× 128 bits array. The simulation framework uses SPICE simulations, analytical equations, 
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a macrospin model, and micromagnetic simulations. We also explore various material 

candidates for SOT-MRAM, such as heavy metals, alloys, semimetals, and topological 

insulators. Note that VCMA-MRAM has not been considered in this work since it requires 

precise pulse width control [71], [72] or it needs to be combined with STT [72], [73] or 

SOT for a deterministic magnetization switching. The parameters for each type of MRAM 

are chosen from the recent state-of-the art experiments, as will be discussed in Table 2. 

1.5 Schematics and layout of various spintronic devices 

The two key factors needed for the array-level modeling of MRAM options are the 

cell area and the number of transistors per cell as they determine the interconnect lengths 

and parasitic capacitances. The schematics and the layout designs of the spintronic memory 

cells are shown in Figure 5. We define F = 30 nm as the half-metal pitch in the 16-nm 

CMOS technology which is consistent with the beyond-CMOS benchmarking presented in 

[28]. We also consider various numbers of write transistors with a fixed current flowing 

per transistor to evaluate the write speed. 

For the STT-MRAM and the VCEC-MRAM, the layout area can be as small as 12 

F2 if only one-access transistor is used since the read and write operations share the same 

path. Layout designs of STT-MRAM with one to four access transistors are shown in 

Figure 6. For the SOT-MRAM, since the read and the write operations are separated, two 

transistors are needed to avoid sneak currents. The layout area unavoidably increases to 20 

F2 in the case of one write access transistor. 

For the ME-MRAM, the read and write operations are separated by two access 

transistors to prevent read disturb, as shown in Figure 7(a). The cell area is 20 F2, which 
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is similar to the SOT-MRAM using one write and one read access transistor, as shown in 

the right-hand side of Figure 5(c). Interestingly, when the write voltage (Vwrite) of the ME 

material is as large as 0.4–0.5V, which is higher than the typical read voltage of an MTJ 

(∼0.1–0.15 V), a single access transistor can be used for both read and write operations, as 

shown in Figure 5(b). In this one-access transistor scheme, a leakage current passes 

through the MTJ during the write operation and the read voltage is applied to the ME stack. 

As will be discussed later, the leakage current during the write operation can be kept small 

by a proper choice of MTJ oxide thickness, and a write voltage larger than 0.4 V would 

ensure no read disturbs. The benefit of using a one-access transistor comes with a smaller 

layout area of the ME-MRAM down to 12 F2, as shown in the left-hand side of Figure 

5(c). 

 

Figure 5 – Schematics and layouts of various spintronic memory cells. 
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Figure 6 – Layout of STT-MRAM with (a) one, (b) two, (c) three, and (d) four access 

transistors, and their cross-section areas at line A. 

 

Figure 7 – Schematic of the ME-MRAM in an array-level with (a) one access 

transistor or (b) separated access transistors for read and write operations. 

1.6 Modeling approaches 

We consider a 256 × 128 bits array memory, including the memory cells, sense 

amplifiers, and parasitics, such as wire resistances and wire capacitances in our 

simulations. The simulation parameters are listed in Table 1. To compare various 
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spintronic memory cells using different write mechanisms, the oxide thickness must be 

optimized since it affects the read performances of all the options and the write 

performances of STT-MRAM and VCEC-MRAM. 

We will later show that the oxide thickness of SOT-MRAM and ME-MRAM can be 

optimized especially for the read operation to take advantage of the separated read and 

write paths. As we vary the MTJ oxide thickness, we use the measured resistance–area 

(RA) product reported in [35]. In addition, to compare the performances of spintronic 

memory devices in the embedded memory application, we simulate the read and write 

performances of SRAM considering that the fin ratio of the pull-down, pass gate, and the 

pull-up transistors is 1:1:1 using a 16-nm predictive technology model (PTM) established 

by Arizona State University [74]. The current latch-based sense amplifier is used to 

simulate the read performance of SRAM. 

Table 1 – Modeling parameters used in read and write operations 

Parameters Value 

Half metal pitch (F) 30 nm 

CMOS driving voltage  1V 

Transistor resistance@ W=60 nm 5kΩ 

Transistor capacitance@ W=60 nm 60 aF 

Interconnect capacitance 0.15 fF/um 

BL resistance 20.5 Ω/um 

WL resistance 53 Ω/um 

Magnet damping coefficient α 0.01 

Spin injection coefficient β 0.5 

Conductivity of the CoFeB 7.4×105 Ω-1⋅m-1 

Conductivity of the Co 1.54×106 Ω-1⋅m-1 

Conductivity of the MnGa 5×105 Ω-1⋅m-1 
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Table 2 – Model dimensions and parameters of various spintronic memory cells 

Memory 

Types 

Size of FM 

(nm3) 

Therm

al 

Barrie

r Eb 

(kT) 

Thick

ness 

(nm) 

MS 

(A/m) 

Ku 

(J/m
3) 

Critical 

Current/Fiel

d 

tmag Refere

nce 

STT 30×30×4.6 

(PMA) 

60 N/A 
3105 

610
4 

IC =
2eαKuV

ℏ
 [39] [60] 

VCEC 30×30×4.6 

(PMA) 

60 N/A 
3105 

610
4 

𝐸𝑐

= 425𝑀𝑉/𝑚 

5, 10, 

20 ns 

[48] 

SOT (W) 15×60×2 

(IMA) 

40 4 
1.2106 

0 OOMMF OOMM

F 

       

[67] 

SOT 

(Au0.25Pt0.

75) 

15×60×2 

(IMA) 

40 4 

1.2106 

0 OOMMF OOMM

F 

       

[75] 

SOT 

(WTe2) 

15×60×2 

(IMA) 

40 4 
1.2106 

0 OOMMF OOMM

F 

       

[76] 

SOT 

(Bi0.9Sb0.1) 

15×60×2 

(IMA) 

40 10 
106 

0 OOMMF OOMM

F  

[77] 

SOT 

(BixSe1-x) 

15×60×2 

(IMA) 

40 4, 8, 

16 
1.2106 

0 OOMMF OOMM

F  

[78] 

ME 90×50×2(IM

A) 

- 10-50 - - 𝑉𝑤𝑟𝑖𝑡𝑒

= 0.1~0.5V 

1, 2, 5 

ns 

[44], 

[53] 

1.6.1 Read operation 

Following prior work [68], [69], we use HSPICE to simulate the read delay and 

energy with the read circuit adapted from [79], and the offset voltages of the sense amplifier 

are chosen to be 50 mV. The read delay time is estimated as as tread = tWL + tsense, where 

tWL= 0.7 Rdrive CWL+0.4 RWL CWL is the delay time of the word line (WL) and the write 

driver, and tsense is the delay time of the sense amplifier. Here, Rdrive is the resistance of the 

driver which is a 5 minimum-sized inverter, RWL is the interconnect resistance, and CWL 

is the interconnect capacitance. 

The read energy is estimated as  

 𝐸𝑟𝑒𝑎𝑑 = 2𝑉𝑟𝑒𝑎𝑑𝐼𝑏𝑖𝑎𝑠𝑡𝑟𝑒𝑎𝑑 + 𝐸𝑊𝐿 + 𝐸𝑆𝐴, (20) 
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where the first term is the Joule heating associated with the currents passing through the 

controlled and the reference MTJs, EWL = (CWL/Nbit + Ctran) Vread 
2 is the energy dissipation 

to charge the WL and the associated gate capacitance per cell, and ESA = PSA tread is the 

energy dissipation of the output latch of the sense amplifier. PSA is the sense amplifier 

power, which is estimated to be 0.3 μW based on the previous SPICE simulation results 

[68]. Note that the read energy is calculated for a single cell in a row by averaging the read 

energy of the selected row per column. 

1.6.2 Write operation 

The write delay and energy of a single bit in an array are calculated specifically for 

each type of memory cells as explained in the following subsections. We assume bits in 

each row are written simultaneously and calculate the write energy per bit by dividing the 

write energy of an entire row by the number of cells per row. The parameters that we used 

and the corresponding references are listed in Table 2. 

1.6.2.1 STT-MRAM and VCEC-MRAM 

For both the STT-MRAM and the VCEC-MRAM, the write current passes through 

the MTJ, and the set and reset are determined by the applied voltage on the BL and the SL. 

For the set operation, BL is biased to Vwrite while SL is connected to ground, and the reset 

operation is done the other way around. The write access time is estimated as twrite = tWL + 

tBL + tmag where tWL is the delay time to charge WL, tBL is the delay time to charge or 

discharge BL, and tmag is the magnet switching time which is calculated by a macrospin 

model [39]. We have validated the models with the experimental results from [60]. Note 
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that since there are no experimental data available on the magnet switching time of the 

VCEC-MRAM, three hypothetical values of 5, 10, and 20 ns are considered. 

The write access energy is calculated as  

 𝐸𝑟𝑒𝑎𝑑 = 2𝑉𝑟𝑒𝑎𝑑𝐼𝑏𝑖𝑎𝑠𝑡𝑟𝑒𝑎𝑑 + 𝐸𝑊𝐿 + 𝐸𝑆𝐴, (21) 

The first term is the Joule heating energy associated with the write current (Iwrite) flowing 

through the corresponding BL, SL, select transistor, and MTJ. The second term is the 

energy dissipation to charge the WL capacitance and the associated gate capacitance (Ctran) 

to Vdd. The last term is the energy dissipation to charge the capacitance associated with the 

BL and the total capacitance associated with the source/drain of transistors connected to 

the BL, which is approximately 𝐶𝑡𝑟𝑎𝑛/3  per transistor. 

1.6.2.2 SOT-MRAM 

We consider four types of SOT materials: 1) heavy metals such as W [80], [81], 2) 

alloys such as Au0.25Pt0.75 [75], 3) semimetals such as WTe2 [76], and 4) topological 

insulators such as Bi0.9Sb0.1 [77], and BixSe1-x [78]. To perform the write operation, the 

write access transistor is turned on, and a charge current flows through the SOT channel, 

which generates a transverse spin current into the MTJ. The ferromagnet shunts a fraction 

of the current flowing in the SOT channel. This shunt current needs to be accounted for 

when the conductivity of the magnet is comparable to or smaller than that of the channel. 

Another factor that affects the current efficiency is the spin transparency at the interface 

effects, such as spin-scattering and spin mixing, which become prominent when the 

thickness of the SOT material is too thin [82]–[85]. To switch a ferromagnet with 
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perpendicular magnetic anisotropy (PMA) using spin-orbit torque, an external magnetic 

field is needed to break the symmetry. Other approaches such as using 

antiferromagnet/ferromagnet heterostructures [86], wedging the interface [87], or utilizing 

interlayer exchange coupling [88] have also been proposed. These approaches were studied 

in Chapter 5 and 6 and are not discussed here.   

The write access time is estimated as twrite = tWL + tBL + tmag, where tmag is calculated 

by micromagnetic simulations using the Object Oriented MicroMagnetic Framework 

(OOMMF) [89]. This is because macrospin models tend to overestimate the required 

currents for spin-orbit switching of ferromagnets since they neglect the domain nucleation 

and propagation during switching [90]. We also validate our micromagnetic model by 

comparing with the magnet switching times reported in the experiments in [80]. The write 

access energy is then calculated as  

 𝐸𝑤𝑟𝑖𝑡𝑒 = 𝐼𝑤𝑟𝑖𝑡𝑒
2 (𝑅𝐵𝐿 + 𝑅𝑆𝐿 + 𝑅𝑡𝑟𝑎𝑛 + 𝑅𝑆𝑂𝑇) ⋅ 𝑡𝑚𝑎𝑔 + (𝐶𝑊𝐿/𝑁𝑏𝑖𝑡 +

𝐶𝑡𝑟𝑎𝑛)𝑉𝑑𝑑
2 + (𝐶𝐵𝐿 + 𝐶𝑡𝑟𝑎𝑛/3)𝑉𝑤𝑟𝑖𝑡𝑒

2 , 

(22) 

where 𝑅𝑆𝑂𝑇 is the resistance of the SOT material, and the effective spin-polarized current 

is 𝐼𝑆 =
ℏ

2𝑒

𝑊𝐹𝑀

𝑡𝑆𝑂
𝜃𝑆𝐻𝐼𝐶 and 𝐼𝐶 = 𝐼𝐶,𝑡𝑜𝑡 ×

1

1+𝑠
. Here, 𝐼𝐶,𝑡𝑜𝑡 is the total charge current flowing 

through the write access transistor, 𝐼𝐶 is the effective charge current flowing through the 

SOT channel, and the ratio of the shunting current (Ishunt) to 𝐼𝐶 can be written as 

 𝑠 =
𝐼𝑠ℎ𝑢𝑛𝑡

𝐼𝐶
=

𝜌𝑆𝑂

𝑡𝑆𝑂

𝑡𝐹𝑀

𝜌𝐹𝑀
, (23) 

where 𝜌𝑆𝑂 is the resistivity of the SOT material, 𝜌𝐹𝑀 is the resistivity of the ferromagnet, 

𝑡𝐹𝑀 is the thickness of the ferromagnet, and 𝑡𝑆𝑂 is the thickness of the SOT material. To 
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reduce the current shunting effect, the thickness of the ferromagnet is chosen to be 2 nm 

except for the case of Bi0.9Sb0.1, a 4 nm thick MnGa is used. The ratio between the length 

and the width of the ferromagnet must be increased to four in order to maintain a sufficient 

energy barrier of Eb~40 kBT. 

1.6.2.3 ME-MRAM 

Although current experiments on multiferroic materials have been on micrometer 

samples, here we assume that the device lateral dimensions can be scaled down to below 

100 nm to fit in our compact layout designs. We also assume the ME material to be 

intrinsically an ideal insulator (such as BiFeO3 or Cr2O3) without leakage current. 

The total write access time is estimated as 

 𝑡𝑤𝑟𝑖𝑡𝑒 = 𝑡𝑊𝐿 + 𝑡𝐵𝐿 + 0.7(𝑅𝐵𝐿 + 𝑅𝑡𝑟𝑎𝑛)𝐶𝐴𝐹𝑀 + 𝑡𝑚𝑎𝑔, (24) 

where 𝐶𝐴𝐹𝑀 is the capacitance of the antiferromagnet. In this study, 𝐶𝐴𝐹𝑀 is calculated as 

𝜅𝐴𝐹𝑀 ∙ 𝐴/𝑑 where 𝜅𝐴𝐹𝑀 = 40 is the dielectric constant of BiFeO3 [91], A is the area of 

BiFeO3, and d = 30 nm is the thickness of BiFeO3 thin film. Since there is no experimental 

report about the switching time of the ferromagnet using the magnetoelectric effect, we 

consider three hypothetical tmag values of 1, 2, and 5 ns, which covers a range from slightly 

smaller than the predicted switching time in Chapter 3 (1.4nm) to some large values in 

cases the ferroelectric response is not as fast.  

The total write access energy of ME-MRAM depends on the write voltage of the 

magnetoelectric material as discussed previously. The write voltage depends on the 

coercive field and the thickness of the magnetoelectric material. Ideally, one can make the 
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multiferroic material very thin to achieve low write voltages. However, thin ME layers may 

suffer from large leakage currents or they may lose their multiferroic properties. Here, we 

assume the ME layer is insulating and we consider write voltages ranging from 0.1V to 

0.5V. For the case in which Vwrite = 0.1~0.3V, the write access energy is calculated as  

 
𝐸𝑤𝑟𝑖𝑡𝑒 =

𝑉𝑤𝑟𝑖𝑡𝑒
2

𝑅𝐵𝐿 + 𝑅𝑆𝐿 + 𝑅𝑡𝑟𝑎𝑛 + 𝑅𝑀𝑇𝐽
⋅ 𝑡𝑚𝑎𝑔 + (

𝐶𝑊𝐿

𝑁𝑏𝑖𝑡
+ 𝐶𝑡𝑟𝑎𝑛)𝑉𝑑𝑑

2

+ (𝐶𝐵𝐿 +
𝐶𝑡𝑟𝑎𝑛

3
)𝑉𝑤𝑟𝑖𝑡𝑒

2 + 𝐶𝐴𝐹𝑀𝑉𝑤𝑟𝑖𝑡𝑒
2 . 

(25) 

For the other case of Vwrite = 0.4~0.5V, the write energy is the same as the case of Vwrite = 

0.1~0.3V except we need to exclude the first term since there is no leakage current from 

the MTJ during the write operation. 

1.7 Benchmarking of various spintronic devices 

To compare the read and write performances of various MRAM options, we first 

quantify the impact of the MTJ oxide thickness on the read delay and energy.  Next, we 

calculate the write delay and energy based on the physical models described in the previous 

section and the reported experimental parameters. Afterwards, we study various trade-offs 

to select the optimal oxide thickness and discuss the read disturb issue for each memory 

type. Finally, we compare various spintronic memory cells and summarize the pros and 

cons of each cell in terms of density, read and write delay, and read and write energies. 

Note that while the write mechanism is different for each cell, the read operation is the 

same for all options even though the parasitic resistance and capacitance values may vary 

depending on the layout area and cell design. 
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1.7.1 STT-MRAM  

To improve the write speed of STT-MRAM, the number of access transistors is 

varied from 1 to 4 and the corresponding layouts are shown in Figure 6. The write current 

per transistor is kept constant as the MTJ oxide thickness varies such that the magnet 

switching time remains constant as shown in Figure 8(a) (by increasing the write voltage 

linearly as the MTJ resistance increases). Figure 8(a) also shows that four access 

transistors (4T1MTJ) offer the fastest write operation since the magnet switching time is 

inversely proportional to the overdrive spin-polarized current passing through the free 

layer. Next, for the write performance, Figure 8(c) presents that the write energy increases 

exponentially with increasing oxide thicknesses because of the exponential increase in the 

resistance. In addition, as the number of the access transistors increases, the layout area 

increases, leading to larger parasitic resistances and capacitances and higher write energy. 

Similarly, Figure 8(b) shows that the read delay also increases with the increase of oxide 

thickness and number of access transistors. However, as shown in Figure 8(d), the read 

energy initially decreases with the increase in the oxide thickness because of a smaller read 

current, and then increases as the MTJ resistance and the read time become too large.   

A previous study [68] has demonstrated that using an oxide thickness below 1.3 nm 

may lead to read disturb issues. To achieve the best trade-off among fast read access time 

and low read/write access energies, we choose an oxide thickness of 1.3nm for STT-

MRAM. It should be noted that for very large oxide thicknesses (>1.7nm), the read current 

is too low for typical sense amplifiers. Also, the write voltage becomes prohibitively large. 

Hence, there are practical reasons to avoid such large oxide thicknesses in addition to the 

very large write/read energies and delays. 
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To summarize, using 2T1MTJ for the STT-MRAM provides a minimum write 

energy-delay product (EDP) at the cost of a small increase in read and write energies. Note 

that this 2T1MTJ scheme of STT-MRAM had also been proved to increase write speed in 

[92]. 

 

Figure 8 – Write (a), (c) and read (b), (d) performance of STT-MRAM with varying 

number of access transistors. 

1.7.2 VCEC-MRAM  

VCEC-MRAM has the same read performance as the STT-MRAM for any given 

oxide thicknesses since they use the same layout designs. For the write operation, we 

consider three hypothetical magnet switching times (tmag) of 5, 10, and 20 ns due to the 

lack of physical models or experimental data at this point. The electric field is kept fixed 

as we increase the oxide thickness such that the magnet switching time is not affected as 
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shown in Figure 9(a). Figure 9(b) reveals that the write energy increases with the oxide 

thickness when the oxide is thicker than 2 nm. This is due to the increase in the write 

voltage. However, when the oxide thickness is thinner than 2 nm, the write energy again 

increases because the Joule heating term described as    

 𝐸𝐽 = 𝑉𝑤𝑟𝑖𝑡𝑒
2 /(𝑅𝐵𝐿 + 𝑅𝑆𝐿 + 𝑅𝑡𝑟𝑎𝑛 + 𝑅𝑀𝑇𝐽) ∙ 𝑡𝑚𝑎𝑔 (26) 

becomes dominant compared to the dynamic energy which is equal to (𝐶𝐵𝐿 + 𝐶𝑡𝑟𝑎𝑛)𝑉𝑤𝑟𝑖𝑡𝑒
2 . 

We choose an oxide thickness of 1.6nm to achieve both low write and read EDP since the 

read delay time increases when the oxide thickness is too thick as shown in Figure 8(b).  

Next, we compare the write energy of VCEC-MRAM and STT-MRAM in Figure 

9(b). A large reduction in the write energy is evident even for a large tmag of 20 ns. This is 

because VCEC-MRAM is a voltage-controlled device and its write voltage increases 

linearly with the oxide thickness, whereas STT-MRAM is a current-controlled device, and 

the write voltage increases exponentially with resistance at a constant overdrive current. 

Note that since VCEC-MRAM is a voltage-controlled device, it only needs one access 

transistor during the write operation, leading to a high cell density. Overall, VCEC-MRAM 

offers lower write energy, small layout area, and better read disturb margin compared to 

STT-MRAM. However, its read access time is 2-3 times larger because of the larger MTJ 

resistance.   
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Figure 9 – (a) The write access time with varying oxide thickness of VCEC-MRAM. 

(b)The comparison of the write access energy with varying oxide thickness for VCEC-

MRAM and the STT-MRAM. 

1.7.3 SOT-MRAM  

Figure 10 (a) presents the read performance of the SOT-MRAM considering one 

or two write access transistors. The results show that the read access time increases 

exponentially with the oxide thickness. The cell with two write access transistors (3T1MTJ) 

has a higher read delay time and read energy compared to the cell with one write access 

transistor (2T1MTJ) because of the larger footprint area and the larger gate capacitance 

which results in a higher RC delay.  

To study the write operation, we consider four categories of SOT materials: heavy 

metals, alloys, semi-metals and topological insulators. Heavy metals, semi-metals, and 

alloys usually have higher conductivities but lower spin Hall angles, whereas topological 

insulators are quite resistive but have larger spin Hall angles. Figure 10 summarizes 

important parameters for various SOT materials studied in this work.   

(a) (b)
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From Table 3, AuxPt1-x has the smallest s = 0.64 because it has the lowest resistivity among 

all the candidates, whereas topological insulators such as BixSe1-x have the largest s of 

47.34, when the thickness is 4 nm. This is because the thinner BixSe1-x suffers from a more 

severe current shunting problem. Note that Bi0.9Sb0.1 has an exceptionally high bulk 

conductivity σ = 2.5105 Ω-1m-1 which is comparable to the conductivity of the ferromagnet 

MnGa σ = 5105 Ω-1m-1; hence, a small shunting factor s = 0.8 is obtained. 

Next, to evaluate the charge to spin conversion efficiency without considering the 

current shunting problem, the spin conductivity σs is used, which is expressed as the 

product of conductivity and θSH. Our calculations show that Bi0.9Sb0.1 with a high σ and θSH 

has the highest σs. Moreover, we incorporate the current shunting effect as illustrated in 

Table 3 by considering the normalized write current flowing through the SOT channel, 

which is defined as Iwrite,nor = (s+1) 𝑡𝑆𝑂/(θSH𝑊𝐹𝑀). It is noticed that Bi0.9Sb0.1 still shows 

the lowest Iwrite,nor, and a 4nm thick BixSe1-x shows the second lowest Iwrite,nor. However, if 

we compare the ratio of the read current Iread to the write current Iwrite, we find that Iread is 

4 larger than Iwrite for the case of Bi0.9Sb0.1. Generally, Iread /Iwrite should be lower than 0.1 

such that there is enough margin to separate the read and write operations. The read current 

is typically on the order of a few μA. In the case of Bi0.9Sb0.1, the read current flowing 

through the MTJ and the topological insulator may generate a spin current as large as 100 

μA which could flip the free layer ferromagnet. Therefore, Bi0.9Sb0.1 may not be a suitable 

candidate for real applications. Last, to compare the total write energy of these SOT 

materials, we calculate the normalized RIwrite,nor
2 where R includes the resistance of 

ferromagnet and SOT channel following the layout design in Figure 5(b). Table 3 

indicates that AuxPt1-x has the second lowest normalized write energy and the smallest 
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Iread/Iwrite of 0.06. Note that even though 4nm thick BixSe1-x has the second lowest Iwrite,nor, 

it has a higher SOT channel resistivity compared to AuxPt1-x, thus it generally has larger 

write energy. Also, while 4nm thick BixSe1-x channel offers a higher spin conductivity 

compared to 8nm thick BixSe1-x channel, it suffers from very poor resistivity which results 

in a higher energy dissipation due to the large voltage drop across the channel.  

To further evaluate the total write performance of various SOT candidates in an 

array, the optimal write voltages or write currents are calculated to achieve the minimum 

write EDP for each option. The magnet switching time of a 60 nm long, 15 nm wide, and 

2 nm thick ferromagnet with varying spin currents after 100 tests are simulated in OOMMF 

marked as black squares in Figure 10(b). Next, we fit the sample data at each write voltage 

under thermal noise (T=300K) and extract the switching time based on three times standard 

deviation above the median value. With varying applied write voltages, the corresponding 

magnetization switching time is fitted to calculate the total write access energy. Figure 

10(c) shows that AuxPt1-x and 8 nm thick BixSe1-x have a lower write energy compared to 

W and WTe2 when 𝐼𝑆 varies from 25 μA to 75 μA. We then use the optimal write voltages 

to calculate the total write access time versus the total write energy as shown in Figure 

10(d). Similar to the calculation we discuss in Table 3, Bi0.9Sb0.1 has the lowest write 

energy and write delay time, but it suffers from the read disturb issue. It is interesting to 

note that while AuxPt1-x offers a spin conductivity almost 3 times larger than 8 nm thick 

BixSe1-x, the two channels offer almost similar write energies at the array-level. This is 

because of the smaller current needed in the case of BixSe1-x which results in smaller 

voltage drop and energy dissipation in the select transistor and the BL. This fact highlights 

the need for array-level evaluations of various materials.   
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We then quantify the write performances of SOT-MRAM when the number of write 

access transistors increases from one to two such that the total spin current is doubled. It 

can be seen in Figure 10(d) that the write delay time goes down when the number of write 

access transistors increases, but the write energy increase by 2 because of the larger layout 

area, larger gate capacitances, and longer interconnects. Overall, the write EDP of the two 

write access transistor case is larger than the one access transistor case. Therefore, using 

one write access transistor (2T1MTJ) is better for SOT-MRAM in terms of area and write 

energy efficiency.   

 

Figure 10 – (a). The read access energy versus the read access time of the SOT-MRAM. 

(b) The switching time of a 60 nm long, 15 nm wide, and 2 nm thick ferromagnet with 

varying spin current after 100 tests. (c) The write access energy versus write access 
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time when spin current increases from 25 to 75 μA. (d) The comparison of the write 

energy and delay time of various SOT materials using optimum write voltages. 

 

Figure 11 – Schematic of the current shunting problem in SOT-MRAM using a 

topological insulator. 

Table 3 – Comparison of various materials for SOT-MRAM 

Class of 

Materials 
Materials σ (Ω-1∙m-1) s SH 

σs = SH ∙σ 

(Ω-1∙m-1) 

Normaliz

ed Iwrite 

(Iwrite,nor) 

Normaliz

ed 

RIwrite,nor
2 

Iread/Iwrite 

Heavy 

Metal 

β-W 

(4 nm) 
3.85105 0.96 0.2 7.7104 19.6 3.43105 0.35 

Alloy AuxPt1-x 

(4 nm) 
1.2106 0.64 0.35 4.22105 9.37 2.55104 0.06 

Weyl 

Semimetal 

WTe2 

(4 nm) 
2.5105 1.48 0.4 105 12.4 2.07105 0.07 

Topological 

Insulator 

BixSe1-x 

(4 nm) 
7.8103 47.34 18.62 1.45105 5.19 1.08106 6.43 

BixSe1-x 

(8 nm) 
4.65104 3.97 2.88 1.34105 6.91 1.67105 0.26 

BixSe1-x 

(16 nm) 
6.13104 1.51 1.56 9.56104 12.9 2.27105 0.07 

Bi0.9Sb0.1 

(4 nm) 
2.5105 0.8 52 1.3107 0.09 4.16 4.49 

 

1.7.4 ME-MRAM  

For the ME-MRAM, we consider the read delay and energy with two different 

numbers of access transistors as shown in Figure 12(a). The results show that both the read 

delay and energy increase as the number of access transistors increase because of the larger 

layout area and the associated higher RC delay. To reduce the read EDP, we choose the 

Low R
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Contact Contact

Topological Insulator

FM

Current
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oxide thickness to be 1.4 nm. For the write operation, we consider hypothetical magnet 

switching delay values of 1, 2, and 5 ns. Similarly, the write voltage of the magnetoelectric 

material is assumed to vary from 0.1 to 0.5 V. Figure 12(b) illustrates that the write access 

energy is dominated by the write voltage that charges or discharges BL and SL since there 

is no charge current flowing through the MTJ. For Vwrite = 0.4~0.5V, the write access time 

is smaller than the case of Vwrite = 0.1~0.3V because of the smaller layout area. Overall, the 

write access energy of the ME-MRAM can be reduced to a few femtojoules if the write 

voltage is as small as 0.1 to 0.2 V. 

 

Figure 12 – The write access time (a) and write access energy (b) with varying oxide 

thickness of ME-MRAM. 

1.7.5 Comparison of the read and write performance of spintronic memory cells 

Using the optimal oxide thickness and write voltage for each type of memory cell, we 

compare the read and write performances of various devices. Figure 13(a) shows that STT-

MRAM has higher write access energy compared to other spintronic memory cells. 

Although the read access energy of the STT-MRAM is small in the 1T1MTJ case, its write 

delay is large, and 2T1MTJ is a better option when write speed is a primary concern as 
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seen by literature [92]. The VCEC-MRAM shows much lower write access energy as 

compared to STT-MRAM, especially when the magnet switching time is fast. The read 

access energy of VCEC-MRAM is also small because of its small footprint area, but the 

read delay time is larger because of a thicker oxide. SOT-MRAM can offer smaller write 

delay and energy values than those of STT-MRAM as also seen in [65], [67]–[70]; 

however, the read delay time is longer, and the layout area is larger than STT-MRAM since 

SOT-MRAM is a three-terminal device. Furthermore, SOT-MRAM using alloy SOT 

channels presents the lowest write energy among all the SOT materials since it has a larger 

spin Hall angle compared to heavy metals and semimetals and higher conductivity 

compared to topological insulators, leading to a weaker current shunting effect. ME-

MRAM has a potentially small write access energy and higher cell density compared to 

other candidates. Because of the small footprint area, the read access energy of ME-MRAM 

can be as low as that of the VCEC-MRAM when the same oxide thickness is used. Overall, 

voltage-controlled devices such as VCEC-MRAM and ME-MRAM have lower write 

access energy and also lower read access energy because of their thicker oxide thicknesses 

and small footprints compared to other devices. 

Finally, we perform a comprehensive benchmarking for all spintronic devices 

investigated in this work and CMOS SRAM in terms of the read and write performances. 

Figure 13(b) shows that SRAM still offers the fastest write and read delay because it is a 

charge-based device with positive feedback, whereas spintronic memory devices have slow 

write and read operations because of the precessional switching behaviour of ferromagnets 

and their inherently low TMR ratio. Nevertheless, SRAM consumes more energy and area 

compared to the spintronic memory devices including STT-MRAM with 2T1MTJ, VCEC-
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MRAM, SOT-MRAM using Au0.25Pt0.75, and ME-MRAM with Vwrite =0.5V as shown in 

Table 4. Our results exhibit that spintronic memory devices using novel physical 

mechanisms such as VCEC-MRAM, SOT-MRAM, and ME-MRAM are promising 

options to be used in the last level of cache because of the non-volatility, low write and 

read energies, and smaller layout area. 

It is important to note that the studied MRAM technology options are at different levels 

of maturity. SOT-MRAM using β-W as the SOT channel has been successfully fabricated 

in 55 nm CMOS technology with a thermal budget of 400°C [93]. Therefore, SOT-MRAM 

is a promising candidate that may be adopted in the near future. On the other hand, VCEC-

MRAM and ME-MRAM that offer the largest benefits in terms of density and possibly 

energy are still at the early stages of research and may be considered as long term potential 

candidates. 

 

Figure 13 – The total write (a), read (b) performance and layout area (c) of various 

spintronic memory cells. 
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Table 4 – Comparison of various spintronic memory cells and SRAM. 

Memory Types SRAM STT VCEC SOT ME 

Area (F2) 120 16 12 20 12 

Ewrite (fJ) 26.36 357.22 43.95 15.13 10.38 

twrite (ns) 0.15 3.80 5.13 1.39 1.03 

Eread (fJ) 4.93 6.15 1.78 3.22 2.99 

tread (ns) 0.11 0.37 0.72 0.32 0.28 

 

1.7.6 Conclusion 

In this work, a comprehensive modelling and optimization framework for various 

current- and voltage-controlled magnetic memory devices is presented based on 

experimentally validated physical models considering a range of recently reported 

materials and devices. For material choices of SOT-MRAM, our cross-layer optimization 

and benchmarking highlights that common metrics such as spin Hall conductivity (σs) and 

normalized write current (Iwrite,nor) may not be sufficient. For instance, AuxPt1-x offers a 

spin conductivity more than 3 times larger than 8 nm thick BixSe1-x. However, the two 

channel materials offer almost similar write energies at the array-level. This is because of 

the smaller current needed in the case of BixSe1-x which results in smaller voltage drop and 

energy dissipation in the select transistor and the bit line. The extraordinarily high spin hall 

efficiency reported for Bi0.9Sb0.1 and its high electrical conductivity result in a very high 

spin conductivity. However, the very low write current can cause in high read disturb rates. 

A 4nm thick BixSe1-x layer offers a very large spin Hall angle but suffers from large current 

shunting effects because of its high resistivity and is not a promising option. In general, 

our benchmarking results considering a simple lump model for the current shunting effect 

shows that alloys with large spin Hall angles and high conductivity are promising SOT 

channel materials. A more rigorous analysis for SOT-MRAM including the current 
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shunting effect, read disturb effect, and variability of devices and process are discussed in 

Chapter 5.  

The design of ME-MRAM cell can be simplified from 2T1MTJ to 1T1MTJ if the write 

voltage of the ME layer is adequately larger than the read voltage which is typically around 

0.1 to 0.2V. Hence, there is a trade-off between memory density and write energy. The 

benchmarking results show that SOT-MRAM can be fast and low energy but would suffer 

from 25% larger cell area compared to STT-MRAM. VCEC-MRAM can be denser than 

STT-RMAM (2T1MTJ) and dissipate less energy but would suffer from slower read 

operations because of its large oxide thickness. ME-MRAM can be fast, low energy, and 

dense compared to all other options. Although spintronic memory devices have slower 

write and read operations compared to SRAM, the characteristics of non-volatility and 

smaller layout area make them promising options for memory applications. 
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SIMULATION OF THE SWITCHING DYNAMICS OF 

MAGNETOELECTRIC DEVICES 

1.8 Overview of magnetoelectric device using the BFO/CoFe heterojunction 

 Magnetoelectric devices [25] are voltage-controlled, which can alleviate the 

problem of a high threshold current and the accompanying joule-heating effect during and 

even after magnet switching compared to the current-controlled devices. Current 

magnetoelectric devices utilize effects such as the voltage-controlled magnetic anisotropy 

(VCMA) effect in a composite material or the intrinsic magnetoelectric coupling in a 

single-phase multiferroic material. However, the VCMA effect that comes from the 

interface charge occupation levels can only rotate the magnetic easy-axis of the 

ferromagnet by 90⁰ by enhancing or reducing the perpendicular magnetic anisotropy 

energy. To flip the magnetic moment of a ferromagnet by 180⁰, which is needed for a 

magnetic tunnel junction, one has to apply either an extra spin current or a careful control 

of the applied voltage pulse width [22] for a deterministic magnet switching. Multiferroic 

materials that have at least two of the ferroic properties, including ferroelectricity, 

ferromagnetism and ferroelasticity, can successfully switch the magnetic moment of the 

adjacent ferromagnet by 180⁰ when a reverse electric field is applied, as demonstrated in 

the case of BFO [53], [94]. 

 To evaluate the potential performance of this voltage-controlled BFO/CoFe 

heterojunction device in memory or logic devices, it is crucial to model the transient 

response, switching time, and the switching probability of the magnetic order in the CoFe 

layer. Nevertheless, previous studies have mainly focused on the domain patterns after 

switching [95], the shape anisotropy [96], the strain effect [97], and the strength of the 
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interface exchange coupling field [95], [98], [99] in the multi-domain BFO/CoFe 

heterojunction. In this work, we first build a physical model of a single-domain BFO thin 

film. We analyze the switching dynamics and the switching time of the magnetic order in 

a single-domain BFO thin film with homogeneous weak magnetization after applying the 

electric field. The dynamics of the magnetic order in BFO is solved by using the Landau-

Ginzburg phenomenological theory and LLG equations to verify the consistency of the 

results. Next, we develop a unified micromagnetic/ferroelectric simulation framework to 

model the switching dynamics and thermal stability of the single-domain BFO/CoFe 

heterojunction for the first time. In addition, other models [96], [98], [99]often consider 

the interface exchange field as an effective Zeeman field such that the mutual coupling of 

the magnetic orders in BFO and CoFe layers is neglected. In contrast, the interface 

exchange coupling field in our work is microscopically determined by Heisenberg 

exchange coupling and the weak exchange bias [100]. Our model is then calibrated with 

the experimental results as discussed in Chapter 3.2. 

1.9 Simulation of the switching dynamics of a single-domain BFO thin film 

 We choose our BFO sample to be 32 nm thick and 20 nm wide and long, which is 

a single magnetic or ferroelectric domain in a stripe-domain sample. The nanoscale 

dimensions are chosen to simplify the domain switching modeling and avoid the complex 

domain interaction from domain walls, and to consider the potential application of this 

material in ultra-scaled beyond-CMOS computational and memory devices [4], [44]. 

Previous studies [53] have shown that the Bi3+ ion displacement, Fe3+ ion displacement, 

and the tilting angles of the oxygen octahedra have similar switching paths, which indicates 

that the ferroelectricity and weak ferromagnetism are coupled during polarization 

switching, and the switching of the magnetization in BFO can be determined by combining 
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the ferroelectric and micromagnetic models. In other words, the axial vector 𝑫𝑖,𝑗 in the 

micromagnetic simulation can be modified by the polarization in each time step in the 

ferroelectric dynamics. Therefore, in this work, we simulate the dynamics of 𝑷,𝑵, and 

𝑴𝑐 in a BFO thin film following the rotation of polarization and 𝑫𝑖,𝑗.  

1.9.1 Modelling approach of a G-type antiferromagnet  

The total energy (𝐹𝑡𝑜𝑡) of BFO includes the ferroelectric energy (𝐹𝑒𝑙  , the magnetic 

energy (𝐹𝑚 ), and the magnetoelectric energy (𝐹𝑚𝑒 ) such that  𝐹𝑡𝑜𝑡(𝑷,𝑴𝒊) = 𝐹𝑒𝑙(𝑷) +

𝐹𝑚(𝑴𝒊) + 𝐹𝑚𝑒  (𝑷,𝑴𝒊). The ferroelectric energy (𝐹𝑒𝑙  is composed of the bulk energy of 

the polarization 𝐹𝑏𝑢𝑙𝑘(𝑷), the elastic energy of the polarization 𝐹𝑒𝑙𝑎𝑠(𝑷), and the electrical 

energy 𝐹𝑒𝑙𝑒𝑐(𝑷)  such that 𝐹𝑒𝑙(𝑷) = 𝐹𝑏𝑢𝑙𝑘(𝑷) + 𝐹𝑒𝑙𝑎𝑠(𝑷) + 𝐹𝑒𝑙𝑒𝑐(𝑷).   The magnetic 

energy (𝐹𝑚   of BFO includes the exchange energy 𝐹𝑒𝑥𝑐ℎ(𝑴𝒊) , the anisotropy energy 

𝐹𝑎𝑛𝑖(𝑴𝒊), and the demagnetization energy 𝐹𝑑𝑒𝑚(𝑴𝒊) such  that 𝐹𝑚(𝑴𝒊) = 𝐹𝑒𝑥𝑐ℎ(𝑴𝒊) +

𝐹𝑎𝑛𝑖(𝑴𝒊)  +𝐹𝑑𝑒𝑚(𝑴𝒊) . The last term is the magnetoelectric energy 𝐹𝑚𝑒  (𝑷,𝑴𝒊)  that 

represents the coupling energy between polarization and magnetization because of the 

DMI. For the ferroelectric energy 𝐹𝑒𝑙(𝑷), the energy density of each term can be expressed 

as [101],: 

 𝐹𝑏𝑢𝑙𝑘(𝑷) = 𝛼1(𝑷1
2 + 𝑷2

2 + 𝑷3
2) + 𝛼11(𝑷1

4 + 𝑷2
4 + 𝑷3

4) + 𝛼12(𝑷1
2𝑷2

2 +

𝑷1
2𝑷3

2+𝑷2
2𝑷3

2) 

(27) 

 𝐹𝑒𝑙𝑎𝑠(𝑷) = 𝐾𝑆𝑡𝑟𝑎𝑖𝑛(𝑷 ∙ 𝒖)2 (28) 

 
𝐹𝑒𝑙𝑒𝑐(𝑷) = −(𝑐

(𝑷𝑑𝑤 − 𝑷) ∙ 𝑷

𝜖𝑟𝜖0
+ 𝑷 ∙ 𝑬𝑒𝑥𝑡) (29) 

where 𝛼1, 𝛼11, 𝛼12 are the phenomenological Landau expansion coefficients, 𝒖 is the axis 

of strain, 𝐾𝑆𝑡𝑟𝑎𝑖𝑛 is the strain energy, 𝑐 is the geometry factor of the averaged domain wall, 
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𝑷1, 𝑷2, and 𝑷3 are the polarization components in x, y, and z- directions, and 𝑬𝑒𝑥𝑡 is the 

external electric field. We consider the case that the intrinsic strain results in an easy-plane 

state of polarization normal to the [0 1 1] [53] . The first term in (29) represents the 

depolarization energy where 𝑷𝑑𝑤 is the polarization in an adjacent domain, and the second 

term in (29) represents the external field energy. The depolarization energy is calculated 

by approximating the depolarization field due to bound charges as the difference between 

polarizations on the sides of the domain wall. The ferroelectric domain wall here is 

considered as the depolarization field from the neighboring unswitched domains.  

For the magnetic energy 𝐹𝑚(𝑴𝒊), the energy density of each term is expressed as: 

 𝐹𝑒𝑥𝑐ℎ𝑎𝑛𝑔𝑒(𝑴𝒊) = 𝐴(�⃗� 𝒎𝒊)
2 (30) 

 𝐹𝑎𝑛𝑖(𝑴𝒊) = 𝐾𝐴𝐹𝑀(𝒎𝒊 ∙ �⃗⃗� )
2  + 𝐾𝑒𝑝𝑖𝒎𝒛

2 (31) 

 
𝐹𝑑𝑒𝑚(𝑴𝒊) = −

1

2
𝜇0𝑀𝑠(𝑯𝒅𝒆𝒎,𝒊 ∙ 𝒎𝒊) (32) 

where 𝐴 is the exchange constant, 𝒎𝒊 is the unit magnetization vector which is defined as 

𝒎𝒊 = 𝑴𝒊/𝑀𝑠, 𝑀𝑠 is the saturation magnetization of the sublattice in BFO, 𝐾𝐴𝐹𝑀 is the bulk 

anisotropy energy that comes from DM interaction, �̂�  is the hard axis of the 

antiferromagnet, 𝐾𝑒𝑝𝑖 is the anisotropy energy originated from the compressive epitaxial 

constraint which is along [0 0 1] [102], [103], and 𝑯𝒅𝒆𝒎,𝒊 is the demagnetization field of 

cell i.  

The magnetoelectric energy 𝐹𝑚𝑒  (𝑷,𝑴𝒊)  is expressed as: 

 

𝐹𝑚𝑒  (𝑷,𝑴𝒊) = 𝐹𝐷𝑀𝐼 = ∑𝑫𝑖,𝑗 ∙ (𝑵 × 𝑴𝒄)

𝑁

𝑖=1

 (33) 
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where 𝑫𝑖,𝑗 = 𝑉0(𝒓𝑖𝑗 × 𝒙)  ≈ 𝑉0�̂� is the DM vector with the direction parallel to the 

polarization energy of the BFO and 𝑉0 is the magnitude of the DMI energy, 𝑵 is the Neel 

vector, and 𝑴𝒄 is the weak magnetization. We neglect the inhomogeneous magnetoelectric 

energy since we are considering a single- antiferromagnetic domain BFO.                                                                                             

We then calculate the polarization (𝑷) dynamics of BFO by using the LK equation: 

 𝛾𝐹𝐸
𝜕𝑷

𝜕𝑡
= −

𝜕𝐹𝑡𝑜𝑡

𝜕𝑷
= −

𝜕(𝐹𝑒𝑙+𝐹𝑚𝑒)

𝜕𝑷
, (34) 

where 𝛾𝐹𝐸  is the ‘viscosity coefficient’. Note that 𝐹𝑚𝑒 (𝑷,𝑴𝒊)   is neglected in our 

calculations because it is orders of magnitude smaller compared to other energy terms. We 

consider an input pulse of the electric field with the duration of 80 ps and a rise time of 5 

ps. With these assumptions, the trajectory of the polarization switching, i.e. the two-step 

polarization switching, calculated by the LK equation is in agreement with the ab initio 

calculations [53] as will be shown later. The parameters of the ferroelectric model are listed 

in Table 5. 

Table 5 – Simulation parameter in the ferroelectric dynamics model [101]. 

Variable Value Units (SI) 

𝑷𝒔 0.8 𝐶𝑚−2 

𝜶𝟏 4.9(T-1103) ×105 𝐶−2𝑚2𝑁 

𝜶𝟏𝟏 6×108 𝐶−4𝑚6𝑁 

𝜶𝟏𝟐 -1×106 𝐶−4𝑚6𝑁 

𝜸
𝑭𝑬

 5×10-3 msec/F 

𝑲𝑺𝒕𝒓𝒂𝒊𝒏 6×108 N/m2 

𝝐𝒓 54 − 

𝑬𝒆𝒙𝒕 3×108 𝑉/𝑚 

c 0.1 − 

𝑫  104 J/m3 

For the spin dynamics, we are using two methods: 1) the Landau-Ginzburg (LG) theory, 

and 2). the LLG equation to calculate the dynamics of the magnetization in BFO. The 

purpose of using these two methods is to compare the consistency of simulation results.  
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Landau-Ginzburg theory [104], [102], [103] usually describes the dynamics of an 

antiferromagnet by the Neel vector 𝒏 . Similar to the spin Hamiltonian discussed 

previously, 𝒏 is defined as the vector of the difference between magnetic moment densities 

of two sublattices in an antiferromagnet. The total magnetic energy density of a BFO thin 

film is similar to (30)-(32) but with 𝒏  as the order parameter. However, there is no 

exchange energy associated with the Neel vector since we consider a single-domain BFO 

thin film with a homogeneous weak magnetization. The DMI energy is approximated as 

𝐹𝐷𝑀𝐼 = 𝑋⊥𝑯𝐷𝑀𝐼
2(�̂� ∙ 𝒏)2/2  [104] where 𝑋⊥ is the magnetic susceptibility that is 

perpendicular to 𝒏, and 𝑯𝐷𝑀𝐼 is the DM field. By taking the derivative of magnetic free 

energy with respect to 𝒏, we get the Neel field as: 

 𝒇𝑛 ≡ −𝛿𝑛𝐹 = −𝑋⊥𝑯𝐷𝑀𝐼
2(�̂� ∙ 𝒏)𝑒𝑝 − 2𝐾𝐴𝐹𝑀(�̂� ∙ 𝒏)𝒆𝑝 − 2𝐾𝑒𝑝𝑖 𝒏𝒛 (35) 

The dynamics of 𝒏 is then solved by the effective equation of motion for the Neel field 

[105] 

 �̈�/�̃� = 𝐺1�̇�𝑛 + 𝑎[𝛾𝒇𝑛 − 𝐺2�̇�], (36) 

where �̃�  is the effective gyromagnetic ratio, and 𝐺1  and 𝐺2  are the phenomenological 

Gilbert damping parameters.  

To model both 𝑵 and 𝑴𝒄  of the antiferromagnet more accurately and to easily 

incorporate the ferromagnet in Section 3.2, we also use the LLG equation in our 

micromagnetic simulations. Previous studies already demonstrated that the dynamics of an 

antiferromagnet using the Neel vector is the same as the dynamics of a micromagnet with 

two sublattices [106] where they both conclude the same equation of motion for the Neel 

vector. Therefore, we further describe a G-type antiferromagnet with two sublattices 1 and 

2, where the magnetization of one sublattice is antiparallel to another sublattice, and the 
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dynamics are solved separately for each cell. We will later calculate the time evolution of 

the order parameter 𝒏 used in the LG theory to compare with the results solved by a 

micromagnet with two sublattices. The dynamics of a micromagnet is solved by the LLG 

equation in each cell, and the time-varying polarization is assumed homogeneously 

distributed in the sample. We use both OOMMF [89] and our own numerical 

micromagnetic model based on the finite difference method to compare the results of the 

two different expressions of DMI. The dynamics of an antiferromagnet is obtained by 

calculating the LLG equation. In our model, 𝑯𝑖 = 𝑯𝑒𝑥,𝑖𝑗 + 𝑯𝑎𝑛𝑖 + 𝑯𝑑𝑒𝑚,𝑖 + 𝑯𝐷𝑀𝐼 where 

𝑯𝑒𝑥,𝑖𝑗 is the exchange coupling field from the cell 𝑖 to its six nearest neighboring cells 𝑗, 

𝑯𝑎𝑛𝑖  is the anisotropy field composed of bulk anisotropy field from DMI and the 

anisotropy field that comes from compressive epitaxial constraint, 𝑯𝑑𝑒𝑚,𝑖  is the 

demagnetization field in the cell 𝑖 , and 𝑯𝐷𝑀𝐼  is a magnetic field arising from DM 

interaction in our OOMMF model whereas in our own micromagnetic solver, the DM 

Hamiltonian is used. We will compare the differences in the later discussion. The numerical 

micromagnetic model considers the discretization of the field with each term in the 

effective field expressed as:  

 
𝑯𝑒𝑥,𝑖𝑗 =

2𝐴𝐴𝐹𝑀

𝜇0𝑀𝑠
∑

𝒎(𝑟𝑖−∆𝑗)−2𝒎(𝑟𝑖)+𝒎(𝑟𝑖+∆𝑗)

|∆𝑗
2|

, (37) 

 𝑯𝑎𝑛𝑖 = 𝑯𝑎𝑛𝑖,𝑏𝑢𝑙𝑘 + 𝑯𝑎𝑛𝑖,𝑒𝑝𝑖 =
2𝐾𝐴𝐹𝑀

𝜇0𝑀𝑠
(𝒎 ∙ �̂�) ∙ �̂� +

2𝐾𝐸𝑃𝐼

𝜇0𝑀𝑠
𝒎𝑧, (38) 

 𝑯𝐷𝑀𝐼 = −
1

𝜇0𝑀𝑠

𝜕𝐸𝐷𝑀𝐼

𝜕𝒎𝑖
= −

1

𝜇0𝑀𝑠
𝑴𝑗 × 𝑫𝑖,𝑗, (39) 

 𝑯𝑑𝑒𝑚,𝑖 = 
−1

4𝜋
 ∫

𝑛∙𝑴(𝑟′)(𝑟−𝑟′)

|𝑟−𝑟′|3
𝑑2𝑟′, (40) 

integrating all the other cells besides the cell 𝑖. The details of the calculation of 𝑯𝑑𝑒𝑚,𝑖 are 

explained in [30]. Note that the polarization direction determines the hard axis of the bulk 
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anisotropy field because 𝑫𝑖,𝑗 is a uniaxial vector that is parallel to polarization (𝑷) [107]. 

The schematic of the rotation of easy-plane state during polarization reversal is shown in 

the experiment [107]. 

The simulation parameters in the micromagnetic model are listed in Table 6 [95]. The 

negative sign of KAFM and KEPI refers to the magnetic easy-plane state.  

Table 6 – Simulation parameters in the magnetic dynamics model 

Variable Value Units (SI) 

𝑴𝒔 4.26×105 A/m 

𝑲𝑨𝑭𝑴 -1. 75 ×104 J/m3 

𝑲𝑬𝑷𝑰 -1. 75 ×104 J/m3 

𝑨𝑨𝑭𝑴 -2.6×10-12 J/m 

𝑯𝑫𝑴𝑰 1000 Oe 

α 0.01 - 

γ 2.21 ×105 (𝐴/𝑚)−1𝑠−1 

Variable Value Units (SI) 

𝑴𝒔 4.26×105 A/m 

𝑲𝑨𝑭𝑴 -1. 75 ×104 J/m3 

1.9.2 Dynamics of the coupled polarization, antiferromagnetic order, and oxygen 

octahedra of BFO 

We analyze the switching dynamics of BFO by using two unitless vector variables 

𝑵 = (𝑴1 − 𝑴2)/(|𝑴1| + |𝑴2|) and 𝑴𝑐 = (𝑴1 + 𝑴2)/(|𝑴1| + |𝑴2|), which refer to 

the Neel vector and the weak magnetization of the antiferromagnet, respectively. At the 

initial stage before the switching starts, Figure 14(a) shows that 𝑴𝑐, which is calculated 

by averaging the magnetization in every 1 nm of the thickness, is staggered in the x, y, and 

z directions and the magnitude is stronger particularly in a thin region (~2 to 3 nm) close 

to the surface. To understand the staggering behavior and the stronger amplitude of 𝑴𝑐 

close to the surface, it should be noted that the antiferromagnetic exchange coupling field 

is stronger than the anisotropy and DM fields. The exchange coupling field of the surface 
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cells is weaker than the bulk cells because of fewer neighboring cells. Because of the 

weaker exchange coupling field, the spin vectors on the surface tilt more by the DM field 

compared to the cells in the bulk region as shown in Figure 14(b), which cause a stronger 

weak magnetization on the surface cells. However, since the exchange coupling field is a 

short-range field on the order of a few angstroms that becomes negligible to the second 

nearest neighbors, the staggered 𝑴𝑐 only occurs at the surface of BFO where the breaking 

of magnetization symmetry happens and the magnitude of 𝑴𝑐  decreases rapidly from the 

surface to the bulk region. Note that this staggered 𝑴𝑐 is enhanced by a stronger DM field 

because of larger asymmetry field for the magnetization. Conversely, 𝑴𝑐  shows a net 

magnetization in the bulk region because the spin vectors are almost anti-parallel to each 

other and the DM field creates a weak, unidirectional magnetization. The magnitude of the 

DM field is calculated by comparing the value of 𝑴𝑐 to the saturation magnetization in the 

hysteresis loop of the BFO thin film in experiments [108]. The peak value of 𝑴𝑐  is 

approximately 1.8 × 103 A/m, which corresponds to about 1000 Oe 𝑯𝐷𝑀𝐼 in our model.  

 

Figure 14 – (a) Mc in 32 nm AFM with 𝑯𝑫𝑴𝑰=1000 Oe. (b) Schematic of magnetic 

moments inside a 1D antiferromagnet array under weak DM field. The black arrows 

represent the spin vectors and the green arrows represent the direction of Mc. 
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Next, to understand the energy barrier and the preferred-axis during polarization 

reversal, we plot the energy landscape in Figure 15 considering the bulk anisotropy energy 

and the anisotropy energy that comes from the epitaxial constraint. We define the polar 

angle between the magnetization and x-axis as 𝜃, and the azimuthal angle between the 

magnetization and the y-axis on the yz plane as 𝜑. The results show that when 𝑯𝑎𝑛𝑖,𝑒𝑝𝑖 is 

larger than 𝑯𝑎𝑛𝑖,𝑏𝑢𝑙𝑘 , the lowest energy of magnetization lies in the xy plane, and the 

maximum energy barrier happens at [0 0 1] and [0 0 -1]. However, when 𝑯𝑎𝑛𝑖,𝑏𝑢𝑙𝑘 is larger 

than 𝑯𝑎𝑛𝑖,𝑒𝑝𝑖, the preferred easy-plane changes to [1 -1 1], where the hard-axis is parallel 

to the polarization direction. Considering the superposition of 𝑯𝑎𝑛𝑖,𝑏𝑢𝑙𝑘 and 𝑯𝑎𝑛𝑖,𝑒𝑝𝑖, the 

preferred easy-axis becomes along [1 1 0], which is consistent with the experimental results 

[107]. This is because the epitaxial constraint lifts the preferred easy-plane state and results 

in a unique easy-axis state. Because of the rotation of the 𝑯𝑎𝑛𝑖,𝑏𝑢𝑙𝑘  along with the 

polarization, the easy-axis of BFO rotates during polarization switching. The energy map 

in Figure 15 suggests  that the energy barrier of the magnetization switching in BFO is 

small because the single-ion anisotropy energy from Fe is small when its d orbitals are half-

filled [109].   
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Figure 15 – Energy landscape of BFO thin film when (a). KAFM = KEPI 

= −𝟏. 𝟕𝟓 × 𝟏𝟎𝟒 J/m3 (b). KAFM = −𝟏. 𝟕𝟓 × 𝟏𝟎𝟒 J/m3 and (c). KEPI = −𝟏. 𝟕𝟓 × 𝟏𝟎𝟒 J/m3 

We now study the dynamics of 𝑷, 𝑵  and 𝑴𝑐 in BFO by applying a negative 

electric field 𝑬𝑒𝑥𝑡 = 3 × 108 𝐴/𝑚. Figure 16 demonstrates that the switching curve of 𝑷 

qualitatively matches the ab initio calculation results in [53], and 𝑵 switches 180⁰ while 

𝑴𝑐 remains in the same direction after the polarization switching. The switching curves of 

𝑵 also show that 𝑵 would first rotate 90⁰ to [-1 1 0] and then rotate to [1 1 0], which is 

consistent with the ab initio calculation results in [53]. Next, we find that both the LG 

theory, which solved the order parameter 𝒏, and the OOMMF model, which solved for 

both 𝑵 and 𝑴𝑐, show the same results that 𝑵 switches 180⁰ during polarization reversal in 

Figure 16(b). This demonstrates that our micromagnetic model is consistent with the 

previous approaches that used the LG theory [104], [102]. However, unlike the LG theory, 

our micromagnetic model can describe weak magnetization (𝑴𝑐). Note that the final 𝑵 is 

not precisely along [1 1 0] because in a BFO thin film, the polarization will deviate from 

[1 -1 1] in the tetragonal lattice. Hence, 𝑵, which is perpendicular to 𝑷, deviates from [1 1 

0]. Figure 16(c) shows that the x and y components of 𝑴𝑐, are oscillating to -x and +y 

directions initially; however, 𝑴𝑐 rotates back to the initial direction because of the right-
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handed relation governing 𝑫 , 𝑵 , and 𝑴𝑐 . Therefore, both 𝑫  and 𝑵  switch 180⁰ after 

polarization reversal while 𝑴𝑐  remains non-switched. The driving force for magnetic 

switching during the polarization reversal comes from the magnetoelectric coupling 

including the rotation of bulk anisotropy energy and the 𝑯𝐷𝑀𝐼. Our findings contradict the 

results from the first principle calculations in [57], which indicate that 𝑴𝑐 switches but 𝑵 

does not after polarization reversal; however, our results are consistent with literature [53] 

in BFO/CoFe heterojunction which only track the easy-axis of BFO  and it remains 

unchanged after the polarization switching. In fact, we also see cases in which 𝑴𝑐 switches 

and 𝑵 does not in our simulations if the polarization switches very fast as will be shown in 

the later discussion. Besides, since BFO is a G-type antiferromagnet with weak 

magnetization, the demagnetization energy is negligible compared to that of a ferromagnet. 

Hence, the damping precession is suppressed, and the switching speed becomes faster. The 

trajectories of 𝑵 switching also shows that 𝑵 only lies in the xy plane and thus, 𝑵 switches 

much faster with less precession or oscillation compared to the magnetic moment of a 

ferromagnet. 

 

Figure 16 – The switching dynamics of (a) polarization, (b) Neel vector, and (c) weak 

magnetization in 10 nm thick BFO thin film with KAFM = KEPI = −𝟏 × 𝟏𝟎𝟔 J/m3 and 
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𝑯𝑫𝑴𝑰 = 𝟏𝟎𝟎𝟎 𝑶𝒆  simulated by OOMMF, MATLAB where DMI is an effective 

magnetic field (Hdm) or from spin Hamiltonian (D), and LG theory. 

Next, we look at the simulation results when the DM interaction is calculated using 

a spin Hamiltonian instead of a magnetic field. Figure 16 illustrates that the switching 

curves obtained from the numerical micromagnetic model, which uses a spin Hamiltonian 

to represent DMI, and OOMMF, which uses a magnetic field to represent the DM field, 

match well. This validates the equivalence of the two expressions of the DMI. From our 

numerical micromagnetic model, we can obtain the spatial distribution of the effective 

magnetic field of each sublattice. One can see from Figure 17 that 𝑯𝑒𝑥,𝑖𝑗, 𝑯𝑎𝑛𝑖,𝑏𝑢𝑙𝑘, and 

𝑯𝑑𝑒𝑚,𝑖 are staggered fields, while 𝑯𝐷𝑀𝐼 is a uniform field. The reason for a uniform DM 

field is because the magnetization and 𝑫𝑖,𝑗 are both staggered vectors. Hence, we believe 

that the cross product of them can be approximated as a magnetic field as we have done in 

our OOMMF model. For an antiferromagnet, a staggered field creates a precessing torque 

on the Neel vector, while a homogeneous field cants the magnetic moment without 

reorienting the Neel vector if the magnetic field does not reach the spin-flop transition field 

[110], which is consistent with our results. 

 

Figure 17 – Spatial distribution of the effective magnetic field including 𝑯𝒆𝒙(𝒗𝒊𝒐𝒍𝒆𝒕),  

𝑯𝒂𝒏𝒊,𝒃𝒖𝒍𝒌(𝒚𝒆𝒍𝒍𝒐𝒘),𝑯𝒂𝒏𝒊,𝒆𝒑𝒊(𝒈𝒓𝒆𝒆𝒏),  𝑯𝒅𝒆𝒎(𝒃𝒍𝒖𝒆), 𝒂𝒏𝒅 𝑯𝑫𝑴𝑰(𝒓𝒆𝒅)in AFM with z = 

1 nm. 
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We then evaluate the theoretical antiferromagnetic switching time of a single-domain 

BFO thin film for various hypothetical polarization switching times by varying the 

viscosity coefficient 𝛾𝐹𝐸. In previous experiments, it has been reported that increasing the 

magnitude of the electric field in (100) BFO thin film improved the polarization switching 

time from seconds to microseconds [111]. However, those experiments involved very large 

samples sizes (~area of 750 𝜇𝑚2 and thickness of 300 nm) and the parasitics of the sensing 

circuits were quite dominant [112]. We analyze the switching time of 𝑵  as we 

hypothetically vary the polarization switching time TFE from 10 ps to 1 ns in Figure 18. 

The results show that the switching time of 𝑵 is proportional to TFE, and in general, is 

longer than TFE. In addition, when the polarization switching time is as fast as 10 to 20 ps, 

the spin vectors in the antiferromagnet cannot respond and 𝑵  remains non-switched 

whereas 𝑴𝑐 switches, which corresponds to a switching failure of 𝑵. For TFE values larger 

than 30 ps, 𝑵 switches but 𝑴𝑐  does not switch. Therefore, one can consider 30 ps as a 

theoretically calculated lower limit of the antiferromagnetic switching time of a BFO thin 

film device when KAFM is -1. 75 ×104 J/m3. We can also roughly calculate this minimum 

time of magnetization reorientation, or called magnetic relaxation time, using 
1

𝑓
=

2𝜋

𝛾

1

𝐻𝑒𝑓𝑓
≈ 36 𝑝𝑠  where 𝑓  is the ferromagnetic resonance frequency, and 𝐻𝑒𝑓𝑓  is the 

effective applied magnetic field, which is 𝐻𝑎𝑛𝑖,𝑏𝑢𝑙𝑘 in the case of BFO. When TFE is shorter 

than the magnetic relaxation time, 𝑵 cannot switch but the coupling between 𝑷, 𝑵, and  

𝑴𝑐 then forces 𝑴𝑐 to switch 180⁰ after the polarization reversal. 
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Figure 18 – Switching curves of BFO thin film with varying TFE 

 

To check the sensitivity and the critical parameters that affect the switching dynamics of 

BFO, the magnitudes of various parameters such as JAFM, KAFM, and KEPI are varied. We 

find that when the exchange coupling field becomes smaller than −2.6 × 10−13 𝐽/𝑚, the 

switching trajectories of 𝑴𝑐 becomes highly oscillatory as shown in Figure 19. This is 

because the deviation of spin vectors from their preferred-axis increases under a weak 

exchange coupling field. In contrast to the case when the exchange coupling field is strong, 

the switching of 𝑵  fails and the switching time of 𝑴𝑐  increases because of the 

characteristics of oscillatory switching. Regarding KAFM and KEPI, they both affect the 

magnitude of the energy barrier. However, KAFM also affects the driving force for 

magnetization switching because KAFM originates from the DMI and is proportional to the 

polarization and the electric field. Thus, increasing KAFM increases the effective field and 

the energy barrier of the AFM thus implies a higher switching success rate under thermal 

noise, a shorter minimum input pulse width, and a shorter switching time because of a 
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shorter period of oscillation. For the compressive constraint, increasing KEPI affects the 

crystal structure of BFO to be more tetragonal-like thus magnetic moments would further 

lie in the in-plane direction. To have a successful and faster Neel vector switching, the 

magnitude of KAFM and KEPI need to increase for a sufficient energy barrier to alleviate the 

thermal noise effect and also to reduce the relaxation time of BFO.    

 

Figure 19 – The switching dynamics of Neel vector and Mc of the BFO thin film with 

(a) JAFM = -0.26 pJ/m, (b) -2.6 pJ/m, and (c) -26 pJ/m. 

 

We have analyzed the switching dynamics of a single-domain BFO thin film by solving 

LK and LLG equations, simultaneously. In comparison to the previous model of LG theory 

using the Neel vector as the order parameter, our model uses the magnetization as the order 

parameter and solves the LLG equations in two sublattices thus can model both the Neel 

vector and the weak magnetization accurately. Our results present that BFO as a G-type 

antiferromagnet has staggered spin vectors thus staggered DM vectors, which create a weak 

magnetization by tilting spin vectors unidirectionally. We also show the weak magnetism 

is strongly enhanced in a thin layer (2-3nm) near the surface of BFO because of the broken 

inversion symmetry. From the analysis of the energy landscape, we demonstrate that the 

preferred-axis of the magnetic moment in BFO is determined by both the bulk DMI energy 
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that couples to polarization, and the epitaxial strain that comes from the substrate. We then 

show for the first time that 𝑵  rotates 180⁰ while 𝑴𝑐  remains unchanged by rotating 

polarization 180⁰. This result is further verified by solving the effective equation of motion 

for the Neel vector in the LG theory. The driving force of the magnetic switching is due to 

the magnetoelectric coupling such that the easy-plane state and 𝑯𝐷𝑀𝐼 rotate along with the 

polarization. By checking the sensitivity of parameters, we find that the probability of 

switching of 𝑵 depends not only on the anisotropy energy barrier but also on the exchange 

coupling field in BFO. We further calculate the lower limit of the switching time of BFO 

to be around 30 ps assuming the polarization can be switched as fast. 𝑵 cannot be switched 

if the polarization switches faster than 30 ps.  

1.10 Simulation of the switching dynamics of a BFO /CoFe bilayer thin film 

In this section, we consider a thin film (100)-oriented BFO grown on DyScO3 

substrate and layered by a CoFe thin film on top. We use the methodology in the previous 

section to calculate the polarization and the spin dynamics of the BFO. Next, we first 

extract the magnitude of the interface exchange coupling coefficient 𝐽𝑖𝑛𝑡  from the 

experimental data in giant magnetoresistance measurement (GMR) curve and magnetic 

hysteresis (M-H) loop measurement. We then calculate the polarization and the spin 

dynamics of BFO by solving the electric polarization in each time step after applying an 

electric field and substituting the value of 𝑷 in the micromagnetic model. The rotation of 

𝑷 during the electric field reversal would first rotate the antiferromagnetic order in the BFO 

layer which is followed by the switching of the magnetization of the CoFe layer because 

of the interface exchange coupling. We then calculate the switching time limits of CoFe in 



69 

 

a BFO/CoFe by the interface exchange coupling and show that it is highly dependent on 

the polarization switching time (TFE) of BFO. In the final part, we discuss the thermal 

stability of this BFO/CoFe heterojunction by analyzing the switching success rate and the 

energy barrier of the device. Our modeling approach in unifying the simulations for 

ferroelectric, antiferromagnetic and ferromagnetic orders is illustrated in Figure 20. 

 

Figure 20 – Modeling approach in unifying the simulations for ferroelectric, 

antiferromagnetic and ferromagnetic orders 

1.10.1 Dynamics of the BFO/CoFe heterojunction 

1.10.1.1 Interface characteristics of the BFO/CoFe heterojunction 

The interface exchange interaction and the interface properties between BFO and 

CoFe thin films are investigated by the micromagnetic simulations using OOMMF. The 

magnetization of CoFe is expressed as 𝑴𝑭𝑴. At the initial stage before applying an electric 

field on the of the BFO/CoFe heterojunction, the weak magnetization in BFO shows a 
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staggered behavior when averaged in the z direction in Figure 21 (a). The staggered 𝑴𝑐  is 

because of the antiferromagnetic exchange coupling inside BFO. Besides, when 𝑴𝑐  is 

close to the interface of CoFe, the magnitude of 𝑴𝑐  is stronger than the bulk region of BFO 

due to the stronger interface exchange coupling that breaks the symmetry of BFO. 

Therefore, if we compare the staggered 𝑴𝑐  under weak or strong DM field (𝑯𝑫𝑴) in the 

bulk BFO, i.e. 𝑯𝑫𝑴 = 0 𝑂𝑒 versus 𝑯𝑫𝑴 = 104 𝑂𝑒 in Figure 21 (a) and (b), we find that 

there exists finite 𝑴𝑐   close to the interface of FM in both cases, while 𝑴𝑐   in the bulk 

region of the weak DM field case oscillates at zero magnetization. This proves the 

dominancy of the interfacial exchange in creating 𝑴𝑐   in an AFM/FM heterojunction 

compared to the bulk FM field.  
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Figure 21 – (a) 𝑴𝒄 in 32 nm BFO with 𝑯𝑫𝑴 = 104 Oe, 𝑱𝒊𝒏𝒕=0.5 pJ/m. (b) 𝑴𝒄 in 32 nm 

BFO with 𝑯𝑫𝑴 = 0 Oe, 𝑱𝒊𝒏𝒕=0.5 pJ/m. (c) 𝑴𝒄 in 32 nm BFO with 𝑯𝑫𝑴 = 104 Oe, 𝑱𝒊𝒏𝒕=0 

pJ/m. (d) The magnitude of 𝑴𝒄 in the BFO(black) or in the BFO/CoFe heterojunction 
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at the interface (blue), close to the interface(magenta), or the average value(red) when 

𝑱𝒊𝒏𝒕=0.5 pJ/m. 

Previous studies [53][95] also show that the magnitude of 𝑴𝑐 for BFO coupled to 

the CoFe is strongly enhanced compared to 𝑴𝑐   in BFO only case where the magnitude of 

𝑴𝑐   increases from 1.8103 A/m [113] to 6103 A/m [53]. To evaluate the consistency of 

our model with the experimental results, we consider two scenarios with various 

magnitudes of 𝑯𝑫𝑴 in BFO: a stand-alone 30 nm thick BFO layer versus a 30 nm thick 

BFO/2 nm thick CoFe heterojunction. Figure 21(d) shows that the enhancement of |𝑴𝑐 | is 

larger at low 𝑯𝑫𝑴  than at high 𝑯𝑫𝑴  because the interface exchange coupling field is 

relatively stronger than the bulk DMI at low 𝑯𝑫𝑴. Furthermore, we observe that under 

high 𝑯𝑫𝑴 , |𝑴𝑐 | of a stand-alone BFO coincides with the case of BFO/CoFe, which 

indicates that |𝑴𝑐 | becomes dominated by the bulk DMI rather than the interface exchange 

field. Figure 21(d) also shows that |𝑴𝑐 | at z = 30 nm is stronger than |𝑴𝑐 | at z=28 nm, and 

these interfacial |𝑴𝑐 | values are insensitive to the magnitude of 𝑯𝑫𝑴 when 𝑯𝑫𝑴 is smaller 

than 104 Oe. Therefore, the behavior of the interface properties, the interface exchange 

coupling, and |𝑴𝑐 | all depend on the value of 𝐽𝑖𝑛𝑡. On one hand, 𝐽𝑖𝑛𝑡 is desired to be large 

enough to provide strong coupling between the antiferromagnet and ferromagnet. On the 

other hand, 𝐽𝑖𝑛𝑡 needs to be smaller than the intrinsic exchange coupling inside BFO and 

CoFe. 

1.10.1.2 Experimental verification of interface properties 

To extract the simulation parameter 𝐽𝑖𝑛𝑡  from experiments, we consider a stack of 

a 30 nm thick BFO thin film, a 2 nm thick CoFe thin film (free layer ferromagnet, or free 
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layer FM), a 2 nm thick Cu layer, and a 2 nm thick top layer CoFe (reference layer 

ferromagnet, or reference layer FM). The stack is 2 μm long and 200 nm wide. The 

thickness of the BFO layer is chosen to be thinner than the actual thickness in the 

experiment (~100 nm) to save the computation time as we observed negligible changes 

when the thickness of BFO layer was varied from 30nm to 100nm as shown in Figure 22. 

Note that the BFO thin film has a stripe domain pattern with domain width of 200 nm as 

observed in the experiments [114]. Next, to compare against the GMR measurements 

[114], we sweep the external magnetic field from -300 Oe to 300 Oe with varying 

magnitude of 𝐽𝑖𝑛𝑡 . The resistance of the spin-valve during the GMR measurement is 

determined by 

 𝑅 = 𝑅0 + ∆𝑅𝑠𝑖𝑛2 𝜃

2
, (41) 

where 𝑅0 is the resistance of the ferromagnet sublattices, and 𝜃 is the angle between the 

magnetization of two CoFe layers. The GMR ratio is then calculated by  

 𝐺𝑀𝑅 = (𝑅 − 𝑅𝑃)/𝑅𝑃 = ∆𝑅𝑠𝑖𝑛2(𝜃/2)/𝑅0, (42) 

where 𝑅𝑃 is the resistance when the bottom layer CoFe and the top layer CoFe are parallel. 

It is noticed that the curve of GMR ratio is highly dependent on the magnitude of 𝐽𝑖𝑛𝑡  as 

shown in Figure 23. This is because when 𝐽𝑖𝑛𝑡  increases, the magnetic coercive field (Hc) 

of the free layer FM increase due to the strong interface exchange coupling between BFO 

and free layer FM as seen in  

Figure 24 (c), so the curve of GMR ratio is broadened. Similarly, when  𝐽𝑖𝑛𝑡 is small, the 

free layer FM becomes decoupled from BFO; therefore, Hc decreases and the GMR curve 

becomes narrowly peaked. By varying the magnitude of 𝐽𝑖𝑛𝑡 , we find that when 𝐽𝑖𝑛𝑡  is 

equal to 0.32 pJ/m, our model fits well with the experimental data [114] without 
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considering any non-ideality effects such as nucleation of defects. Next, we also compare 

the curve of the GMR ratio when the aspect ratio of the BFO spin-valve structure changes 

from 100 to 2 in reference [114].  

Figure 24 (b) presents results similar to the experimental results that the distance between 

the two peaks in the GMR curve decreases because of a smaller Hc in the reference layer 

FM. There is also no obvious exchange bias in the hysteresis loop of the free layer FM due 

to the larger width of the BFO, so the exchange bias of different domains will be 

compensated as seen in  

Figure 24 (d). To validate the magnitude of 𝐽𝑖𝑛𝑡 again, we simulate a stripe-domain 30 nm 

thick BFO and 2 nm thick CoFe bilayer thin films with 5 μm long and 2 μm wide similar 

to the experiment[53]. We sweep the external magnetic field from -300 to 300 Oe and check 

the M-H loop of the BFO/CoFe heterojunction.  

Figure 24 (e) shows that our simulation results using 𝐽𝑖𝑛𝑡 = 0.32 pJ/m are in a good 

agreement with the experimental data. This result further confirms the magnitude of 𝐽𝑖𝑛𝑡 is 

0.32 pJ/m when the mesh size is 20202 nm3. 

  

 

Figure 22 – Comparison of the switching dynamics of magnetization when the 

thickness of BFO is 100 nm versus 30 nm. 
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Figure 23 – The normalized GMR ratio and the magnetic hysteresis loop of the free 

layer and reference layer FM when (a) 𝑱𝒊𝒏𝒕 = 0.3 pJ/m, (b) 𝑱𝒊𝒏𝒕 = 0.32 pJ/m, and (c) 

𝑱𝒊𝒏𝒕 = 0.33 pJ/m. 

 



75 

 

Figure 24  –  Comparison between fitted GMR curve when (a) width = 200 nm, length 

= 2 μm and (b) width = 1 μm, length = 2 μm and experiment [114] for 𝑱𝒊𝒏𝒕 extraction. 

The magnetic hysteresis loops of BFO, free layer ferromagnet, and reference layer 

ferromagnet when 𝑱𝒊𝒏𝒕 = 0.32 pJ/m and width = 200 nm (c) or width = 1 μm (d). (e) 

Comparison between fitted magnetic hysteresis loop (M-H loop) and experiment [53]. 

1.10.1.3 Switching dynamics of BFO/CoFe bilayer thin film 

Next, we investigate the dynamics of a 20  20 nm2 single-domain 30 nm thick 

BFO and 2 nm thick CoFe bilayer. We renormalize the magnetic parameters of BFO and 

𝐽𝑖𝑛𝑡  with smaller mesh size 551 nm3 to simulate a scaled device. The details of the 

renormalization approach are presented in Appendix A. Theoretically, the dynamics of 

CoFe is determined by the magnetization rotation in BFO because of the interface exchange 

coupling between 𝑴𝒄 and 𝑴𝑭𝑴. To simulate the dynamics of both BFO and CoFe, we 

implement the model of a single-domain BFO from Section 3.1, in which the dynamics of 

𝑷, 𝑵, and 𝑴𝒄 are calculated by considering the rotation of the magnetic easy-plane along 

with the polarization [107]. Similar to the case of the single-domain BFO, we find that 𝑵 

switches 180⁰ while 𝑴𝒄 does not as shown in  

Figure 25 (a). This means that the two sublattices 𝑴𝟏  and 𝑴𝟐 in BFO both switch 

180° after the polarization switching as shown in Figure 26. In addition, the 𝑴𝑭𝑴 switches 

180⁰ after the polarization reversal, and there exists an intermediate stage when 𝑴𝑭𝑴 

rotates 90⁰ because of the two-step polarization switching [53] characteristics of BFO. This 

result is interesting since has been argued before that the magnetization reversal in CoFe 

mainly comes from the exchange coupling field between 𝑴𝒄 and 𝑴𝑭𝑴 [51] However, as it 
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can be seen in our results, the main driving force is the rotation of 𝑵 rather than the rotation 

of 𝑴𝒄 since the magnitude of 𝑴𝒄 is much smaller than 𝑵. To verify the statement that the 

rotation of 𝑵 governs the switching behavior of 𝑴𝑭𝑴, we consider two scenarios of the 

BFO switching: one is considering the rotating magnetic easy-plane perpendicular to 𝑷, 

such that 𝑵 switches 180⁰ and 𝑴𝒄 does not, and the other is fixing the magnetic easy-axis 

of BFO, then 𝑵 remains unchanged but 𝑴𝒄 switches 180⁰.  

Figure 25 (a) shows that when 𝑵 switches 180⁰,  𝑴𝑭𝑴 successfully rotate 180⁰ 

after polarization reversal while 𝑴𝒄 remains unswitched. On the contrary, when 𝑵 is fixed 

during polarization reversal,  

Figure 25 (b) shows that 𝑴𝒄 switches but neither 𝑴𝑭𝑴 nor 𝑵 switch. Therefore, we 

believe that the magnetic switching of 𝑴𝑭𝑴 is driven by the rotation of 𝑵 rather than the 

reversal of  𝑴𝒄.  
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Figure 25  –  The dynamics of the polarization (P), the weak magnetization (𝑴𝒄), the 

Neel vector (𝑵), and the magnetization of ferromagnet (CoFe) in the BFO/CoFe 

heterojunction when the magnetic state of BFO is easy-plane state (a) or easy-axis 

state (b). 
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Figure 26  –  The switching dynamics of magnetization of sublattice 1 (𝒎𝟏=𝑴𝟏/Ms) 

and sublattice 2 (𝒎𝟐=𝑴𝟐/Ms) in BFO during the polarization switching in the case of 

magnetic easy-plane (a-b) or magnetic easy-axis (c-d). The insets of (c) and (d) show 

that the x and z components of 𝒎𝟏 and 𝒎𝟐 switch 180° during polarization switching. 

1.10.2 Sensitivity analysis and the switching time limit of the BFO/CoFe heterojunction 

To evaluate the potential application of the BFO/CoFe heterojunction in 

logic/memory operations, we check the sensitivity of BFO polarization switching time (tFE) 

that may affect the magnetization switching success rate and the magnetization switching 

time of CoFe. Note that varying tFE of the BFO corresponds to various viscosity 

coefficients in the LK equation under a fixed electric field, and tFE can be as fast as a few 

picoseconds as calculated from the theory [115] and projected from the experiment [116]. 

In Section 3.1, we have shown that the theoretical limit of the switching time of 𝑵 

in BFO is 30 ps. In other words, the antiferromagnetic order of BFO can follow the rotation 

of the polarization unless polarization switching time is below 30ps. For a BFO/CoFe 
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heterojunction with L = 40 nm, W = 20 nm, and 30 nm thick BFO and 2 nm thick CoFe, 

Figure 27(a) demonstrates that when tFE is shorter than 1.45 ns, the rotation of 𝑵 is too 

fast for 𝑴𝑭𝑴 to follow; thus, the switching of 𝑴𝑭𝑴 fails. This is because the switching 

time of 𝑴𝑭𝑴 follows the input switching time of 𝑵; when tFE is shorter than the inverse of 

the precession frequency of FM, the switching of 𝑴𝑭𝑴 fails. Similarly, when tFE is larger 

than the minimum tFE for successful magnet switching (tFE,min), increasing tFE increases the 

switching time of 𝑵, 𝑴𝒄 and thus 𝑴𝑭𝑴. Therefore, Figure 27(a) shows that the theoretical 

lower bound for 𝑴𝑭𝑴 switching is 1.45 ns when L = 40 nm, W = 20 nm, and CoFe is 2 nm 

thick. However, tFE,min of the BFO/CoFe heterojunction may not be a constant value since 

tFE,min depends on the strength of the interface exchange coupling between BFO and CoFe 

and the in-plane energy barrier of the device. Furthermore, if the in-plane energy barrier 

becomes larger than the interface exchange coupling energy, the switching of CoFe fails 

as shown in Figure 27(d). When the length of the 20 nm wide BFO/CoFe heterojunction 

increases from 40 nm to 45 or 50 nm, the switching of CoFe fails because the average 

interface exchange coupling field remains unchanged whereas the in-plane energy barrier 

increases as seen in Figure 28.  

To examine dependency of the tFE,min on various energy barriers in the BFO/CoFe 

heterojunction or the strength of the interface exchange coupling in CoFe, we consider two 

scenarios: (A) varying the aspect ratio of the device and (B) varying the thickness of the 

CoFe layer under a fixed width (20 nm) of the BFO/CoFe heterojunction and a fixed 

thickness of BFO (30 nm). For case (A), Figure 27(b,c,e) show the relation between tFE,min 

and the varying aspect ratios of the BFO/CoFe bilayer. The minimum tFE for successful 

magnet switching increases as the aspect ratio of the device increases because of the larger 
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energy barrier. In other words, the overdrive field for the CoFe layer decreases if the aspect 

ratio of the device is increased. However, tFE,min will become less dependent on the aspect 

ratio when the thickness of the CoFe decreases below 1 nm. This is because the interface 

exchange coupling field becomes dominant compared to the intrinsic exchange coupling 

field and the in-plane energy barrier in a thin CoFe layer. Therefore, for case (B), when the 

thickness of the CoFe is varied from 0.5 nm to 2 nm, tFE,min monotonically increases 

because of the weaker interface exchange coupling averaged in the CoFe, as shown in 

Figure 27(f). These time-dependent magnetization switching cases show that tFE,min in the 

BFO/CoFe heterojunction is 90 ps when the CoFe is as thin as 0.5 nm, and the magnitude 

of the average interface exchange coupling field decreases with increasing CoFe thickness 

as shown in Figure 29. To be more specific, when the thickness of CoFe increases from 

1.5 nm to 2 nm, tFE,min drastically increases from 230 ps to 660 ps. 

 

Figure 27  –  (a) The minimum ferroelectric switching time (tFE) for successful magnet 

switching in the BFO/CoFe heterojunction is 1.45 ns when L = 40 nm, W = 20 nm, and 

the thickness of BFO and CoFe are 30 nm and 2 nm, respectively. The minimum tFE 
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of CoFe and the in-plane energy barrier of the BFO/CoFe heterojunction with varying 

lengths of the device when the thickness of CoFe is (b) 2nm, (c) 1 nm, and (e) 0.5 nm. 

(f) The minimum tFE of CoFe and the in-plane energy barrier of the BFO/CoFe 

heterojunction with varying thicknesses of CoFe when length is 40 nm and width is 

20 nm. (d) The magnetization switching of CoFe in the BFO/CoFe heterojunction fails 

under longer length (L >= 45 nm) when W = 20 nm. 

 

Figure 28  –  The averaged interface exchange coupling field (Hint) and the in-plane 

(IP) energy barrier of the BFO/CoFe heterojunction under varying length when (a) 

W = 20 nm, tFM  = 2 nm (b) or W = 20nm, tFM = 1 nm. 

 

Figure 29  –  The averaged interface exchange coupling field in FM and the minimum 

ferroelectric switching time (tFE) under varying thickness of FM with L = 40 nm and 

W = 20 nm. 
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1.10.3 Thermal stability of the BFO/CoFe heterojunction 

To study the thermal stability of the device, we check the magnetic energy barrier 

of the 20 nm wide single-domain BFO/CoFe thin film with varying device length and CoFe 

layer thickness. Since our calculations show that the out-of-plane (OOP) energy barrier is 

much larger than the in-plane (IP) energy barrier due to the strong shape anisotropy energy, 

we will only discuss the IP energy barrier in the following section. When the thickness of 

the CoFe layer is 2 nm, the IP energy barrier increases from 0 to 23 kbT when the length 

increases from 20 nm to 40 nm, as shown in Figure 27(b). These energy barriers are too 

small for memory applications which usually require energy barriers larger than 60 or 70 

kbT for retention times larger than ten years. When the thickness of CoFe is 1 nm, the 

energy barrier of the BFO/CoFe bilayer is as large as 77.4 kbT in the 100 nm long 

BFO/CoFe bilayer, as seen in Figure 27(c). However, when the thickness of CoFe is 

reduced to 0.5 nm in the 100 nm long BFO/CoFe bilayer, the IP energy barrier decreases 

to 48 kbT because of the reduced volume of CoFe. Therefore, to ensure a high IP energy 

barrier, a 1 nm thick FM layer and a high length to width aspect ratio is suitable for the 

BFO/CoFe heterojunction.  

To investigate the thermal stability and switching reliability of the device, we check 

the probability of successful switching in the BFO/CoFe heterojunction with varying 

aspect ratios and thicknesses of CoFe. The probability of successful switching (Psw) is 

obtained by simulating the polarization and the magnetization switching dynamics of the 

BFO/CoFe heterojunction for 20 tests. Our results show that Psw is only 50 % in the 20 

tests when CoFe is 2 nm thick and L = 40 nm, However, for the case of 1 nm thick CoFe 
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with L = 100 nm, we observe that Psw is 100% in these 20 tests because of the stronger 

interface exchange coupling effect between the BFO and thin CoFe layers.  

From the above analysis of varying tFE,min, IP energy barrier and Psw, our results 

show that the thermal stability and the magnet switching time of the BFO/CoFe 

heterojunction depend on the proper design of the aspect ratio and the thickness of the 

CoFe layer. Generally, both a faster magnetization switching (smaller tFE,min) and a high 

switching success rate are obtained from thinner CoFe films. On the other hand, when the 

aspect ratio is 5, the energy barrier will greatly decrease as the thickness of CoFe reduces 

from 1 nm to 0.5 nm since the energy barrier depends on the volume of the ferromagnet. 

Therefore, a BFO/CoFe heterojunction with a 1 nm thick CoFe and a high aspect ratio 

seems to be the most promising option in terms of thermally stability and error free 

operation. 

1.11 Conclusion 

In this chapter, we first analyzed the switching dynamics of a single-domain BFO 

thin film by solving LK and LLG equations, simultaneously. In comparison to the previous 

model of LG theory using the Neel vector as the order parameter, our model uses the 

magnetization as the order parameter and solves the LLG equations in two sublattices thus 

can model both the Neel vector and the weak magnetization accurately. Our results present 

that BFO as a G-type antiferromagnet has staggered spin vectors thus staggered DM 

vectors, which create a weak magnetization by tilting spin vectors unidirectionally. We 

also show the weak magnetism is strongly enhanced in a thin layer (2-3nm) near the surface 

of BFO because of the broken inversion symmetry. From the analysis of the energy 
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landscape, we demonstrate that the preferred-axis of the magnetic moment in BFO is 

determined by both the bulk DMI energy that couples to polarization, and the epitaxial 

strain that comes from the substrate. We then show for the first time that 𝑵 rotates 180⁰ 

while 𝑴𝑐 remains unchanged by rotating polarization 180⁰. This result is further verified 

by solving the effective equation of motion for the Neel vector in the LG theory. The 

driving force of the magnetic switching is due to the magnetoelectric coupling such that 

the easy-plane state and 𝑯𝐷𝑀𝐼 rotate along with the polarization. By checking the 

sensitivity of parameters, we find that the probability of switching of 𝑵 depends not only 

on the anisotropy energy barrier but also on the exchange coupling field in BFO. We further 

calculate the lower limit of the switching time of BFO to be around 30 ps assuming the 

polarization can be switched as fast. 𝑵 cannot be switched if the polarization switches 

faster than 30 ps. 

Next, we modelled the magnetic structure and the dynamics of a single domain 

BiFeO3/CoFe heterojunction. To evaluate the interface properties and determine the value 

of 𝑱𝒊𝒏𝒕, we model the experimentally measured magnetic hysteresis loop and GMR curve 

traces, and find that 𝑱𝒊𝒏𝒕 is approximately 0.32 pJ/m. Using this experimentally extracted 

𝑱𝒊𝒏𝒕, we further simulate the dynamics of BFO/CoFe heterojunction and prove that the 

driving force of 𝑴𝑭𝑴 switching is determined by the rotation of 𝑵 rather than the of 𝑴𝒄 

reversal. We also analyse the sensitivity of the switching success rate of the BFO/CoFe 

heterojunction with varying polarization switching time (tFE). The minimum tFE (tFE,min) of 

a successful switching depends on the aspect ratio of the device and the thickness of the 

CoFe layer. It is found that a smaller tFE,min can be obtained by a thinner CoFe thin film. 

Last, we include the thermal noise effect of this BFO/CoFe heterojunction to evaluate the 
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thermal stability and the probability of successful switching for its application at room 

temperature. Our simulation results show that for a BFO/CoFe heterojunction with a 

thinner FM thin film (~1 nm), we can increase the aspect ratio to about 5 to ensure both 

high thermal stability and switching reliability (Psw~100%). The results of this chapter are 

important for understanding and designing magnetoelectric devices. 
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MODELING MAGNETOELECTRIC DEVICE AND ITS 

APPLICATION 

1.12 Modeling magnetoelectric device and its application 

So far we have successfully modelled the dynamics of order parameters in the 

BFO/CoFe heterojunction after applying an electric field as discussed in Chapter 3. Since 

one can achieve a deterministic 180° magnetization switching at room temperature in 

BFO/CoFe heterojunction, it is considered promising to implement the BFO/CoFe 

heterojunction in the magnetoelectric magnetic random-access memory (ME-MRAM) [63] 

by combining with the MTJ. ME-MRAM is a voltage-controlled device which may have 

ultra-low write energy and fast write speed compared to other spintronic memory devices 

such as STT-MRAM and SOT-MRAM since it eliminates the joule heating energy and its 

write energy is dominated by the coercive voltage of the magnetoelectric material. 

Recently, experiments [117] have demonstrated that the coercive voltage of the La-doped 

BFO can be as low as 0.1V by tuning the doping concentration of La and reducing the 

thickness of the BFO layer which may further reduce the write energy of the ME-MRAM. 

However, modeling, design, and benchmarking for ME-MRAM is lacking. To conduct 

rigorous array level modeling, a fast and accurate compact model for BFO/CoFe 

heterojunction dynamics is needed.  

To evaluate the potential of the BFO/CoFe device in the application of ME-MRAM, 

in this chapter, we first build a compact model of the BFO/CoFe heterojunction based on 

the experimentally calibrated physical model we have developed in Chapter 3. To the best 
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of our knowledge, this is the first compact model developed for an 

antiferromagnet/ferromagnet heterojunction. In addition, our compact model incorporates 

the magnetoelectric effect by combining the ferroelectric and the magnetic models for the 

BFO and CoFe layers. Compared to the previous studies which utilize the single-domain 

or macro-spin approximation for the free layer magnet of the MTJ, our compact model 

features two sublattices for both the antiferromagnetic and ferromagnetic layers. Therefore, 

our compact model can capture the exchange coupling field within the antiferromagnetic 

or ferromagnetic layers, and the interface exchange coupling field between these two 

layers. With such a model, the dynamics of the order parameters in the antiferromagnet can 

also be calculated. 

1.12.1 Compact model of the magnetoelectric device 

In Chapter 3, we have combined the ferroelectric model and the micromagnetic 

simulations and solve the dynamics of the polarization (𝑷), Neel vector (𝑵), and weak 

canted magnetization (𝑴𝒄) in the BFO and the magnetization in CoFe layer (𝒎𝑭𝑴). To 

enable the circuit level simulation of the ME-MRAM, in this section we build a physics-

based compact model that can simulate the dynamics of order parameters in the BFO/CoFe 

heterojunction. 
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Figure 30  –  (a) Schematics of the change of order parameters in the BFO/CoFe 

heterojunction. In the micromagnetic simulation, there are multiple cells and the 

interaction between the cells are accounted for. For the macro-spin model, the BFO 

and CoFe layers are each represented by two cells. (b) Equivalent SPICE model of 

the LK equation for BFO. (c) Equivalent SPICE model of the LLG equations for BFO 

and CoFe layers. 

1.12.1.1 Ferroelectric model of the BFO layer1 

 
1 The model in this subsection is developed by Chia-Sheng Hsu. 
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For the ferroelectricity of BFO, the polarization dynamics is solved by the three-

dimensional time-dependent Landau-Khalatnikov (LK) equation: 

 𝑑𝑃𝑥

𝑑𝑡
= −𝐿 [

𝜕(𝑓𝐿+𝑓𝑒𝑙𝑎𝑠+𝑓𝑒𝑝)

𝜕𝑃𝑥
− (𝑠𝑖𝑔𝑛)𝐸𝑑𝑤], (43) 

 𝑑𝑃𝑦

𝑑𝑡
= −𝐿 [

𝜕(𝑓𝐿+𝑓𝑒𝑙𝑎𝑠+𝑓𝑒𝑝)

𝜕𝑃𝑦
], (44) 

 𝑑𝑃𝑧

𝑑𝑡
= −𝐿 [

𝜕(𝑓𝐿+𝑓𝑒𝑙𝑎𝑠+𝑓𝑒𝑝)

𝜕𝑃𝑧
− 𝐸𝑧 + 2𝐾𝑃𝑧], 

(45) 

where 𝑷𝒙, 𝑷𝒚, and 𝑷𝒛 are the components of 𝑷, 𝐿 is the domain kinetic coefficient, and 𝐾 

is the depolarization factor defined in eq. (6) in [118]. The electric energy contribution is 

incorporated as the electric field inside the film. 𝑬𝒛 is the externally applied field in the 

out-of-plane direction and 𝑬𝒅𝒘 is the domain wall induced internal field, which accounts 

for the in-plane polarization switching with plus-minus signs for two different domain 

configurations. The other empirical ferroelectric energy components of BFO include the 

Landau bulk free energy (𝑓𝐿), elastic free energy (𝑓𝑒𝑙𝑎𝑠), and easy-plane strain energy (𝑓𝑒𝑝) 

which are given as [53], [101], [119] 

 𝑓𝐿(�⃗� ) = 𝛼1(𝑃𝑥
2 + 𝜂1𝑃𝑦

2 + 𝜂1𝑃𝑧
2) + 𝛼11(𝑃𝑥

4 + 𝜂11𝑃𝑦
4 + 𝜂11𝑃𝑧

4) +

𝛼12(𝑃𝑥
2𝑃𝑦

2 + 𝑃𝑦
2𝑃𝑧

2 + 𝑃𝑥
2𝑃𝑧

2) + 𝛼111(𝑃𝑥
6 + 𝑃𝑦

6 + 𝑃𝑧
6) + 𝛼112[𝑃𝑥

4(𝑃𝑦
2 +

𝑃𝑧
2) + 𝑃𝑦

4(𝑃𝑥
2 + 𝑃𝑧

2) + 𝑃𝑧
4(𝑃𝑥

2 + 𝑃𝑦
2)] + 𝛼123(𝑃𝑥

2 + 𝑃𝑦
2 + 𝑃𝑧

2), 

(46) 

 𝑓𝑒𝑙𝑎𝑠(�⃗� ) =
1

2
𝑐11(𝑒11

2 + 𝑒22
2 + 𝑒33

2 ) + 𝑐12(𝑒11𝑒22 + 𝑒11𝑒33 + 𝑒22𝑒33) +

2𝑐44(𝑒13
2 + 𝑒23

2 + 𝑒12
2 ), 

(47) 

 
𝑓𝑒𝑝(�⃗� ) = 𝐾𝑠(𝑃 ∙ 𝑢)2 = 𝐾𝑠(

1

√2
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1
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𝑃𝑧)

2, 
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where 𝑒𝑖𝑗 = 𝜖𝑖𝑗 − 𝜖𝑖𝑗
0 ,  

𝜖11
0 = 𝑄11𝑃𝑥

2 + 𝑄12(𝑃𝑦
2 + 𝑃𝑧

2), 𝜖13
0 = 𝑄44𝑃𝑥𝑃𝑧 

𝜖22
0 = 𝑄11𝑃𝑦

2 + 𝑄12(𝑃𝑥
2 + 𝑃𝑧

2), 𝜖23
0 = 𝑄44𝑃𝑦𝑃𝑧 

𝜖33
0 = 𝑄11𝑃𝑧

2 + 𝑄12(𝑃𝑥
2 + 𝑃𝑦

2), 𝜖12
0 = 𝑄44𝑃𝑥𝑃𝑦 

 𝜖11 =  𝜖22 = 𝜇𝑚,  𝜖11 = 0, 

𝑒13 = 𝑒23 = 0, 𝑒33 = −𝑐12(𝑒11 + 𝑒22)/𝑐11, 

and 𝛼1, 𝛼11, 𝛼12, 𝛼111, 𝛼112, 𝛼123 are the dielectric stiffnesses and higher order stiffness 

under stress-free condition, 𝜂1 and 𝜂11 are scaling factors of the bulk free energy, 𝑒𝑖𝑗 is the 

elastic strain, 𝜖𝑖𝑗 is the strain state of the crystal compared to the parent paraelectric phase, 

𝜖𝑖𝑗
0  is the stress-free strain, 𝑐𝑖𝑗  is the elastic stiffness tensor, 𝑄𝑖𝑗  is electrostrictive 

coefficient, and 𝜇𝑚 is the strain that comes from the lattice mismatch between BFO and 

the substrate. 𝐾𝑠  in 𝑓𝑒𝑝 is the easy-plane strain coefficient and u = (0,
1

√2
,
1

√2
) is the unit 

normal to the easy-plane. Note that eq (43-45) are in the form of 𝐶
𝑑𝑉(𝑡)

𝑑𝑡
= 𝐼(𝑡), therefore, 

the SPICE equivalent LK equation can be expressed analogously, as show in Figure 30(b).  

1.12.1.2 Antiferromagnetic/ferromagnetic model of the BFO/CoFe layers 

The magnetization dynamics of the magnetic cell i can be solved by the Landau–

Lifshitz–Gilbert (LLG) equation which is given by 

 𝑑�⃗⃗⃗� 𝒊

𝑑𝑡
= −

𝛾

1+𝛼2 (�⃗⃗⃗� 𝒊 × �⃗⃗⃗� 𝒆𝒇𝒇) −
𝛼𝛾

1+𝛼2 [�⃗⃗⃗� 𝒊 × (�⃗⃗⃗� 𝒊 × �⃗⃗⃗� 𝒆𝒇𝒇)].       (49) 

Previous studies [120] have simulated the magnetization dynamics of the 

ferromagnetic layer in SPICE. The SPICE equivalent LLG equation can be expressed as  
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 𝜇0(1+𝛼2)

𝛾

𝑑𝒎𝒙

𝑑𝑡
= 𝐹(𝒎𝒙,𝒎𝒚, 𝒎𝒛, 𝑯𝒆𝒇𝒇,𝒙, 𝑯𝒆𝒇𝒇,𝒚, 𝑯𝒆𝒇𝒇,𝒛), (50) 

 𝜇0(1+𝛼2)

𝛾

𝑑𝒎𝒚

𝑑𝑡
= 𝐺(𝒎𝒙,𝒎𝒚,𝒎𝒛, 𝑯𝒆𝒇𝒇,𝒙, 𝑯𝒆𝒇𝒇,𝒚, 𝑯𝒆𝒇𝒇,𝒛), (51) 

 𝜇0(1+𝛼2)

𝛾

𝑑𝒎𝒛

𝑑𝑡
= 𝐻(𝒎𝒙,𝒎𝒚,𝒎𝒛, 𝑯𝒆𝒇𝒇,𝒙, 𝑯𝒆𝒇𝒇,𝒚, 𝑯𝒆𝒇𝒇,𝒛). (52) 

The above equations are again in the form of 𝐶
𝑑𝑉(𝑡)

𝑑𝑡
= 𝐼(𝑡). The SPICE equivalent 

model of the LLG equations for the BFO and CoFe layers are shown in Figure 30(c). The 

micromagnetic simulations are also implemented in SPICE in the dimensions to model the 

magnetization dynamics accurately [121]. However, to simulate the magnetization 

dynamics of the BFO/CoFe heterojunction, a three-dimensional model is essential to 

account for the interface effect between BFO and CoFe layers. Also, the computation time 

becomes O(n3) when we implement the micromagnetic simulations of the BFO/CoFe 

device in SPICE. To facilitate the modeling of the switching dynamics of the BFO/CoFe 

heterojunction, the BFO and CoFe cells are represented by two sublattices in our compact 

model as shown in Figure 30(a). The polarity of the exchange coupling field between the 

two sublattices then determines the antiferromagnetic or ferromagnetic coupling inside 

BFO and CoFe layers, respectively. 

Compared to the micromagnetic simulations, our macro-spin model simplifies the 

exchange coupling energy and the demagnetization energy within the cells. The 

demagnetization field acting on the magnetic cells is usually expressed as 

 �⃗⃗� 𝑑𝑒𝑚𝑎𝑔,𝑖 = −∑ 𝑁𝑖−𝑗𝑀𝑠�⃗⃗� 𝑗𝑗 , (53) 
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where 𝑁𝑖−𝑗 is the demagnetization tensor in cell i due to cell j, and �⃗⃗� 𝑗 is the normalized 

magnetization of cell j. The demagnetization tensor 𝑁 = [

𝑁𝑥𝑥 𝑁𝑥𝑦 𝑁𝑥𝑧

𝑁𝑥𝑦 𝑁𝑦𝑦 𝑁𝑦𝑧

𝑁𝑥𝑧 𝑁𝑦𝑧 𝑁𝑧𝑧

] is calculated 

based on the distance between cells i and j. Since we are considering only two sublattices 

for either BFO or CoFe in our compact model, the demagnetization tensor is calculated by 

the simplified model [122] which varies as the size of the BFO and CoFe layers change. 

The exchange coupling field is normally expressed as �⃗⃗� 𝑒𝑥𝑐ℎ,𝑖 =
2𝐴

𝜇0𝑀𝑠
∇2�⃗⃗�  in the 

micromagnetic simulations where 𝐴 is the exchange coupling coefficient. To maintain the 

exchange coupling energy densities corresponding to BFO, CoFe, and their interface within 

the compact model, the coupling coefficient between the two sublattices in BFO (𝐽𝐴𝐹𝑀), 

CoFe (𝐽𝐹𝑀) or between BFO and CoFe (𝐽𝑖𝑛𝑡) need to be renormalized such that 𝐸𝑖/𝑉 =

∑ 𝐴𝑖𝑗
𝒎𝒊∙(𝒎𝒊−𝒎𝒋)

∆𝑖𝑗
2 /𝑉𝑗∈𝑁𝑖

 remain the same. By calculating the exchange energy in BFO and 

CoFe for various lengths and widths, we find that −𝐽𝐴𝐹𝑀 ≈ 2.97 × 10−11𝑙2 +

3.88 × 10−10 𝐽/𝑚 and 𝐽𝐹𝑀 ≈ (𝑙/5 × 10−9)2𝐽/𝑚 where 𝑙 is the length of the BFO/CoFe 

bilayers. Note that the renormalized 𝐽𝐴𝐹𝑀 and 𝐽𝐹𝑀  are independent of the width and 

thickness of the BFO and CoFe layers since each layer is represented by only two cells. 

Similarly, the interface exchange coupling coefficient 𝐽𝑖𝑛𝑡 ≈ 0.3 𝑝𝐽/𝑚 when the mesh size 

in the thickness (z) direction is fixed at 1nm.  

The switching paths of the order parameters in BFO and CoFe calculated by the 

macro-spin simulations in SPICE are plotted in  Figure 31 and are compared with those 

obtained by micromagnetic simulations. It can be seen that the compact model accurately 
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describes the dynamics of Neel vector in the BFO layer and the magnetic order in the CoFe 

layer Figure 31(a) and (b). Note that the compact model cannot accurately capture the 

dynamics of 𝑴𝒄 (Figure 31(c)). This is because 𝑴𝒄 is defined as the summation of two 

anti-parallel vectors 𝑴𝟏 and 𝑴𝟐, therefore, a small deviation on either 𝑴𝟏 or 𝑴𝟐 causes 

large deviations on the magnitude of 𝑴𝒄 . However, as shown in Section 3.2.1, the 

dynamics of 𝒎𝑭𝑴 is dominated by the rotation of 𝑵  rather than the rotation of 𝑴𝒄 , 

therefore, the inaccuracy in 𝑴𝒄 would not affect the accuracy of the compact model. 

 

Figure 31  –  Comparison of the magnetization dynamics of ferromagnet (𝒎𝑭𝑴 ), 

dynamics of the Neel vector, and weak magnetization of antiferromagnet layer in 

SPICE (dashed lines) and micromagnetic simulations (solid lines). 

1.13 Write and Read Performances of ME-MRAM using the BiFeO3/CoFe 

Heterojunction 

1.13.1 Memory cell design of ME-MRAM 

The ME-MRAM made up of the BFO/CoFe heterojunction may have ultra-low 

write energy depending on the coercive voltage of the BFO layer. The coercive voltage 

(VC) of the BFO depends on the thickness of the BFO layer and the doping concentration 
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of La [117]. Figure 32 shows the layout and schematics of ME-MRAM using one select 

transistor (1T1MTJ) or two select transistors (2T1MTJ). When the VC of the BFO is smaller 

than 0.3V, two transistors are needed to separate the read and write operation. If VC of the 

BFO is larger than 0.3V, then one access transistor is used to further reduce the layout area. 

Note that the ferromagnetic layer needs to be long enough to act as a contact for the source 

line (SL).  

To simulate the read and write performances of the ME-MRAM under varying VC, 

we use HPSICE and the compact model we developed for the BFO/CoFe heterojunction, 

and the 16nm Predictive Technology Model (PTM) [74] for CMOS transistors. We 

consider the ME-MRAM in a 256×128 bits array and include the parasitic capacitances 

and resistances from the interconnects, transistors, the BFO capacitors, and the peripheral 

circuits which are referred to [68]. The read operation of the ME-MRAM is referred to the 

tunneling magnetoresistance (TMR) effect. The resistance area (RA) product of the MTJ 

under varying oxide thickness is obtained by the experimental results [35]. 
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Figure 32  –  Schematics and layout of the ME-MRAM using (a) two transistor scheme 

when coercive voltage (VC) <0.3V or (b) one transistor scheme when VC >0.3V. 

1.13.2 2T1MTJ (Vc<0.3V)  

The read and write circuits of the two transistors are shown in Figure 33(a). The 

write driver circuits supply write voltages to either bit line (BL) or source line (SL) during 

the write operation to write ‘0’ and ‘1’ states. The read circuit, we adopt the circuit similar 

to the STT-MRAM [79]. Before the read operation, the clock signal is on to ensure the 

voltages on BL+ and BL- are pre-charged to the same level. During the read operation, we 

apply a charge current flowing through the MTJ. The read current flowing through the ME-

MTJ cell is then compared to the reference MTJ. The output voltages (Vout+, Vout-) from the 

read circuit are connected to the comparator and then latch-up to the final output signal 0 

or 1. 

The simulated waveforms of the ME-MRAM during read and write operations 

considering VC = 0.2V and Vwrite = 0.3V are shown in Figure 33 (b). The pulse width for 

the read and write operations are 5ns. During the read operation, the gate of the read word 
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line (RWL) turns on, the output voltage (Vout =Vout+ - Vout-) changes its polarity when 𝒎𝑭𝑴 

switches from +x to -x. The read delay time ~ 0.22 ns and the read energy ~ 2.79 fJ where 

most of the read energy is dissipated in the form of Joule heating due to the current flowing 

through the MTJ, BL and SL. During the write operation, as the voltage drop (VFE - VFM) 

across the BFO layer is larger than VC, the polarization switching happens and the 

magnetization of FM also switches. The write energy of the 2T1MTJ scheme when the 

array size is 256×128 is ~7 fJ per cell which is dominated by the write driver circuits and 

the dynamic energy to charge BL or SL. 

 

Figure 33  –  (a) The read and write circuits of the ME-MRAM using 2T1MTJ. (b) 

The simulated waveform of the ME-MRAM using 2T1MTJ during read (1-6ns) and 

write (6-11ns) operations. 

1.13.3 1T1MTJ (Vc>0.3V) 
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When the coercive voltage of the BFO layer is larger than 0.3V, 1T1MTJ scheme 

is used and the read and write circuits are shown in Figure 34(a). The read operation of the 

1T1MTJ scheme is similar to the case of 2T1MTJ scheme except that during the write 

operation, there is a shunt current flowing through the MTJ and thus the static leakage 

current increases. Figure 34(b) shows the simulated waveform of the ME-MRAM when 

the thickness of the BFO layer is 30nm and VC = 0.3V. Note that there is a voltage drop of 

~0.27V across the BFO layer during the read operation due to the read current flowing 

through the MTJ. However, since VC of the BFO layer >0.3V, no read disturb problem 

happens. During the write operation, a larger Vwrite = 0.5V is applied to switch the 

polarization of the BFO. Using the one transistor 1T1MTJ scheme, the read delay time and 

energy are similar to the 2T1MTJ scheme since they use the same read circuits as seen in 

Figure 35(b). For the write performance, the write energy ~41 fJ where most of the energy 

is due to the leakage current passing through the MTJ. 

To summarize, the 1T1MTJ scheme has the advantage of being smaller in cell area 

(~12F2 versus 20F2) but it suffers from a larger write energy compared to the 2T1MTJ 

scheme. The write and read energy for both schemes and two coercive voltages are plotted 

versus array size in Figure 35. Note that the write energy for the 1T1MTJ is almost 

constant (~35fJ) even for small arrays because the write energy is dominated by the static 

leakage current. Whereas for the 2T1MTJ scheme, the write energy decreases as the array 
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size decreases since parasitic capacitance on the BL and the corresponding dynamic energy 

dissipation decrease.  

 

Figure 34  –  (a) The read and write circuits of the ME-MRAM using 1T1MTJ scheme. 

Both read and write operations share the same access transistor. (b) The simulated 

waveform of the ME-MRAM using one transistor scheme during read (1-5ns) and 

write (6-11ns) operations. 

 

Figure 35  –  Comparison of the (a) write and (b) read performances of the ME-

MRAM using 1T1MTJ or 2T1MTJ schemes under varying array size. 
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1.13.4 Ultra-low Coercive Voltage of BFO (VC ~ 20mV) 

To further decrease the energy dissipation, researchers aim to achieve ever smaller 

coercive fields. The potential energy savings offered by such devices at the array level; 

however, are not clear as the gates of CMOS transistors must still need to be driven by 

substantially larger voltages. Using such sensitive devices may also pose other challenges 

for the circuit designers such as read disturb or vulnerability to crosstalk and other kinds 

of noise. To answer these questions, in this section we consider VC = 20 mV of the BFO 

layer by reducing the ferroelectric energy barrier of the BFO with the scaling factors 𝜂1 

and 𝜂11 in the bulk free energy. The tuned Landau coefficients as shown in Table 7. 

The 2T1MTJ scheme is used to separate the read and write paths for BFO with ultra-

low coercive voltage. Since the write voltage becomes 20mV, we use NMOS only for the 

write driver circuit such that Vwrite supplies BL or SL whenever write enable (WE) signal 

is on as shown in Figure 36(a). Next, the simulated waveform during the read and write 

operation is shown in Figure 36(b). For the selected cell (row=4, column=6), we see that 

the read and write operation are successful. However, there are voltage 

overshoot/undershoot~50mV that happens when either write or read access transistor turns 

on. The voltage overshoot comes from the capacitive couplings between gate and 

source/drain (CGS and CGD). When the overshoot voltage is higher than VC of the BFO as 

seen from Figure 36(c), both read and write disturb problems happen for the neighboring 

cells that is on the selected row but unselected column (row = 4, column = 5). Note that 

this kind of voltage overshoot also happens for the ME-MRAM with VC >0.1V, however, 

the magnitude of VC is much larger than the overshoot voltages such that there is no read 

or write disturb instances. To suppress the voltage overshoot that comes from these 
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capacitive couplings, one should choose the access transistors with minimum sizes (fin 

number = 1) or smaller parasitic capacitances. Figure 36(d) shows that when we change 

the fin number from 2 to 1 or changing the access transistor from 16nm to 7nm node, no 

read or write disturb incidences exist. Next, the read energy is ~1fJ and write energy is 

~0.45 fJ considering a 8×8 bits array. Compared to the case when VC = 0.2V using the 

2T1MTJ scheme, the BFO with ultra-low coercive voltage (VC = 0.02V) can significantly 

reduce the write energy from 2.2 fJ to 0.45 fJ. However, using low write voltages also 

means that the read and write circuits are going to be quite sensitive to the noise and the 

voltage overshoot/undershoot, and the write energy does not decrease quadratically since 

the write energy becomes dominated by the write driver rather than the dynamic energy to 

charge BL or SL.   

Table 7 – Parameters used for the BFO layers under varying coercive voltage 

VC (V) tBFO (nm) Saturation polarization (Psat) α1 α11 

0.02 10 0.07 4.9×(T-1103K)×105×0.07 70.3×108 

0.2 10 0.5 4.9×(T-1103K)×105×0.2 2.3×108 

0.3 30 0.5 4.9×(T-1103K)×105×0.2 2.3×108 
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Figure 36  –  (a) The read and write circuits of the ME-MRAM with ultra-low coercive 

voltage of BFO. The write driver circuits are composed of NMOS only due to the low 

write voltages. (b) The simulated waveform of the ME-MRAM during read (1-2ns) 

and write (6-11ns) operations. (c) The read and write disturb check for the selected 

cell (row = 4, col = 6) and neighboring cells (row = 4, col = 5 and row = 5, col = 6). The 
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read/write disturb happens when there is a voltage overshoot/undershoot in VFE. (d) 

The read and write disturb check for the selected cell (row = 4, col = 6) and 

neighboring cells (row = 4, col = 5 and row = 5, col = 6) when using transistor in the 

7nm technology node. 

1.14 Benchmarking for the write operation  

To evaluate the write performance of ME-MRAM compared to other spintronic 

memory devices for possible use in the embedded memory application, we plot the write 

energy versus delay for the SRAM, ME-MRAM, STT-MRAM, and SOT-MRAM in 

Figure 37. The datapoints for the SRAM, STT-MRAM, and SOT-MRAM are obtained 

from Chapters 2 and 5. Figure 37 shows that ME-MRAM can potentially have even lower 

write energy than SRAM and all the other spintronic memory devices. For the write delay 

time, ME-MRAM shows similar delay time as SOT-MRAM. Therefore, ME-MRAM 

which is a voltage-controlled nonvolatile device is useful in the low power application. We 

also observe that when VC=0.3V, using the 2T1MTJ scheme shows lower write energy but 

larger cell layout area compared to the case of 1T1MTJ scheme. Reducing the coercive 

voltage of the BFO layer can further decrease the write energy of the ME-MRAM. While 

ME-MRAM looks most promising compared to other spintronic device candidates, the 

current challenges of the ME-MRAM are the rather immature technology, compatibility to 

the current process, and the reliability issues. Moreover, if the leakage current through the 

ferroelectric layer (BFO) is high, it will degrade the voltage drop across the ferroelectric 

layer, a higher write voltage is needed and the power dissipation will increase. Therefore, 

further studies and research are essential for realizing such a low-power device in the near 

future. 
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Figure 37  –  The array-level write performances of SRAM, STT-MRAM using one 

or two access transistors, SOT-MRAM using various channel materials (W, AuPt, 

PtCu, WTe2, BiSb, 4nm BiSe, and 8nm BiSe), and ME-MRAM with various coercive 

voltages (VC=20mV, 0.2V, 0.3V) of BFO. 

1.15 Conclusion 

In this chapter a physics-based compact model of the magnetoelectric device made 

up of the BFO/CoFe heterojunction is presented. For the ferroelectric switching of BFO, 

our model captures the two-step polarization switching as observed in the experiment. For 

the magnetization switching in BFO and CoFe layers, our macro-spin model closely 

matches the simulation results from the micromagnetic simulations while taking much 

shorter computation time. Next, we use our compact model of the BFO/CoFe 

heterojunction to quantify the potential performance of ME-MRAM at the array level. 

Depending on the coercive voltages of the BFO layer, we can adopt one transistor 

(1T1MTJ) scheme when VC >0.3 V or two transistors (2T1MTJ) scheme for other cases. 

By evaluating the read and write performances of ME-MRAM, our results show that the 
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write energy can be as low as a few fJ when using the 2T1MTJ scheme. However, the write 

energy increases to a few tens of fJ when using 1T1MTJ scheme due to the leakage current 

flowing through the MTJ. If we further scale down the coercive voltage of BFO to sub-

100mV range, the write energy is further reduced but the cells become highly sensitive to 

the voltage overshoot/undershoot when the transistors turn on. Last, our benchmarking 

results show that ME-MRAM has the lowest write energy compared to SRAM and all other 

spintronic memory devices. Thereby, ME-MRAM is a promising option for the low power 

memory applications.  
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MODELING AND BENCHMARKING OF SPIN-ORBIT TORQUE 

MAGNETORESTRICTIVE RANDOM-ACCESS MEMORY2 

1.16 Overview of spin-orbit torque magnetorestrictive random-access memory 

(SOT-MRAM) 

Spin-orbit torque (SOT) MRAM with an inherently high charge-to-spin conversion 

efficiency is potentially far more energy efficient compared to spin-transfer-torque (STT) 

MRAM. From the material perspective, various SOT materials such as heavy metals [80], 

alloys [75], [123], semi-metals [76], and topological insulators [78], [124] offer vastly 

different values for anti-damping torque efficiency (ξDL)  and SOT channel conductivity 

(σSOT). In some cases, σSOT and ξDL are strong functions of the SOT layer thickness which 

makes a fair and simple comparison of the results from different experiments/materials 

more challenging. For the structures of the SOT-MRAM, there are four types of structures 

including Z type, Y type, X type, and XY type depending on the direction of the magnetic 

easy-axis and the applied current direction as shown in Figure 38. For the Y type SOT-

MRAM, the charge current flowing through the x direction would generate spin current 

with the polarization in the y direction, therefore one can deterministically switch the 

magnetization of the in-plane FM with easy-axis in the y direction. However, for the X type 

SOT-MRAM, the charge current flowing in the x direction cannot deterministically switch 

the in-plane FM with easy-axis in the x direction, thus an external magnetic field in the z 

direction is needed. Alternatively, one can use the XY type SOT-MRAM such that the 

tilting of the easy-axis of the in-plane FM from the x and y axis enable a deterministic 

 
2 This work is done in collaboration with Piyush Kumar.  
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switching of the FM. For the Z type SOT-MRAM, the magnetic easy-axis is in the out-of-

plane (z) direction, and the current flowing through the x direction can only generate spin 

current with the polarization in the y direction. Therefore, an external magnetic field along 

the x direction is needed to deterministically switch this PMA FM. Since the Z type SOT-

MRAM has the benefits of small cell layout area, it is considered more promising compared 

to other types of SOT-MRAM for the memory application as device scaling down. 

However, as device scaling, the required external magnetic field increases, and the power 

dissipation greatly increases. Therefore, in addition to applying an external magnetic field, 

spin-transfer- and spin-orbit toques can be combined to achieve efficient switching the 

PMA FM. Alternatively, materials with low crystalline symmetry may provide a path to 

generate out-of-plane anti-damping torque [125] to switch PMA FM. Besides, important 

effects such as current crowding at nanoscale and Joule heating have been mostly ignored 

for the SOT-MRAM, and the choice of SOT material can greatly affect the read 

performance of SOT-MRAM in addition to the write operation which has been mostly 

overlooked so far.   

To address all these gaps and guide material development, we develop a 

comprehensive modeling framework for array-level read and write performance. We will 

discuss the write performances of SOT-MRAM as functions of two major material 

parameters: σSOT and ξDL and the read performances that includes the process and device 

variations. To address the variation in SOT channel thickness in various experiments, 4nm 

equivalent σSOT and ξDL are defined (Figure 39) which allow simple comparison of SOT 

materials regardless of their thickness as listed in Table 8. We show simple models that 

have been widely used [126] to calculate current shunting between SOT and FM layers can 
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result in up to 10 times underestimation of the generated spin torque when nanoscale 

magnets are used. For the first time, we also show that a very efficient SOT material may 

result in a high read disturb rate. The results provide important guidelines regarding the 

material development for SOT-MRAM devices. 

 

Figure 38  –  Four types of structure of the SOT-MRAM including (a) Z type with an 

out-of-plane easy-axis, (b) Y type with an in-plane easy-axis in the y direction, (c) X 

type with an in-plane easy-axis in the x direction, and (d) XY type with an in-plane 

easy-axis tilted from the x and y axis.  [127] Reprinted from “Roadmap of 

Spin–Orbit Torques,” Q. Shao et al., IEEE Trans. Magn., vol. 57, no. 7, pp. 1–39, Jul. 

2021. Copyright 2021 IEEE. 

 

Figure 39  –  The equivalent 4nm model of the conductivity (σ4 nm) and spin Hall angle 

(ξDL,4 nm) of SOT channel under varying thickness. As an example, when the SOT 

channel is 8 nm thick, the equivalent 4 nm conductivity (σ4 nm) will be two times larger 

to achieve the same resistance. The equivalent 4 nm spin Hall angle (ξDL,4 nm) will be 
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half of ξDL because current density is artificially doubled when thickness is assumed 

to be 4nm. 

Table 8 – Measured data and the equivalent 4nm model for various SOT materials 

under varying thickness. 

 
t
SOT

 

(nm) 

DLT 

ratio 

(𝝃𝑫𝑳) 

DLT 

ratio 

(𝝃𝑫𝑳,4nm
) 

σ
SOT 

 

(Ω
-1

∙m
-1

) 

σ
SOT,4nm 

(Ω
-1

∙m
-1

) 

σ
s
 Ref. 

W 4 -0.2+-0.03 -0.2+-0.03 3.85×10
5

 3.85×10
5

 7.7×10
4

 [80] 

Au
0.75

Pt
0.25

 4 0.35 0.35 1.2×10
6

 1.2×10
6

 4.22×10
5

 [75] 

Pt
0.57

Cu
0.43

 5 0.44 0.352 1.21×10
6

 1.52×10
6

 5.33×10
5

 [123] 

WTe
2
 5 0.43 0.341 6.21×10

5

 7.76×10
5

 2.65×10
5

 [76] 

Bi
x
Se

1-x
 

4 18.62 18.62 7.8×10
3

 7.8×10
3

 1.45×10
5

 

[78] 8 2.88 1.44 4.65×10
4

 9.29×10
4

 1.34×10
5

 

16 1.5 0.39 6.13×10
4

 2.45×10
5

 9.56×10
4

 

Bi
1-x

Sb
x
 4 0.65 0.65 1.7×10

5

 1.7×10
5

 1.11×10
5

 [124] 

 

1.17 Device-level modeling 

We consider three options of SOT-MRAM including: 1) SOT-switched in-plane 

(IMA) FM, or called the Y type SOT-MRAM, 2) SOT-switched PMA FM (Z type SOT-

MRAM) with STT assist, 3) SOT-switched PMA FM (Z type SOT-MRAM) with OOP 

spin Hall angle (ξDL,z) as shown in Figure 40. Both SOT-switched IMA FM and STT-

assisted SOT-switched PMA FM show larger layout area compared to SOT-switched PMA 

FM with OOP spin Hall angle. This is because the IMA FM needs higher aspect ratio in 

length/width to maintain sufficient energy barrier. The SOT-switched PMA FM needs 

separated active region to turn on the read and the write access transistors simultaneously 

during the write operation. 
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3 

Figure 40  –  Schematics and layouts of SOT-MRAM with (a) in-plane ferromagnets, 

(b) ferromagnets with perpendicular magnetic anisotropy (PMA) combining with 

STT, and (c) PMA FM with ξDL,z, (d) PMA FM with ξDL,z with fast-read scheme. Here 

F = 30nm is the half-metal pitch. 

1.17.1 Write operation 

1.17.1.1 Current shunting effect 

During the write operation, the write access transistor turns on, and the charge 

current flows through the SOT channel thus generating spin current flowing in the OOP 

direction. The vector of the spin polarization is orthogonal to the vectors of charge current 

 
3 Figure curtesy of Piyush Kumar for the 3D structure. 
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and the spin current. When the resistivity of the SOT channel is comparable to the FM, the 

current shunting effect happens, and the efficiency of the SOT degrades. To accurately 

estimate the current distribution in SOT channel and FM, we use COMSOL [128] 

simulations rather than the commonly used lumped model (Figure 41(a))4. We observe 

that the current shunting is not as severe as predicted with the lumped model, especially at 

the two ends of the channel underneath the magnet as shown in Figure 41(b). We further 

compare the average charge current (Ic), by integrating the current distribution from the 

COMSOL simulations, divided by the average Ic calculated by the lumped model. Figure 

41(c) shows that the lumped model works well when σSOT is high, but the ratio can be large 

as 80 when σSOT is as low as 103 (Ω-1m-1). 

1.17.1.2 Micromagnetic simulations 

Next, we perform micromagnetic simulations by OOMMF [89] to account for the 

domain nucleation and domain wall propagation during magnet switching. In OOMMF, 

the magnetization dynamics are calculated by the stochastic LLG equations for each cell. 

The thermal noise effects during magnet switching cause sharper probability density 

function when Is is large. Here we consider magnet switching time of µ+5σ to achieve a 

write error rate of less than 10-6. Also, large current densities in the SOT channel can cause 

significant Joule heating especially for high resistivity SOT materials. As temperature 

increases, the critical current for magnet switching decreases but the thermal noise 

increases. We use COMSOL to calculate the temperature evolution during switching for 

 
4 The COMSOL simulations were set up, run, and analyzed by Piyush Kumar.  
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varying SOT resistivities5. Our simulations reproduce experiential results [129] once the 

Joule heating effect is accounted for. 

6 

Figure 41  –  (a) Schematics of the current shunting effects simulated in COMSOL 

and the simple lumped circuit model. (b)The normalized charge current flowing 

through the SOT channel versus position for W (red), BiSb (blue), and BixSe1-x 

(green). The solid (dashed) lines refer to the COMOSL simulations (lumped model). 

(c) The average charge current flowing through the SOT channel normalized to the 

results from the lumped model versus 4nm equivalent conductivity. The red line is the 

fitted curve using power series.    

1.17.2 Read operation 

1.17.2.1 Read disturb 

 
5 These COMSOL simulations were also conducted by Piyush Kumar. 
6 Figure curtesy of Piyush Kumar. 
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During the read operation, the current flowing through the SOT channel generates 

spin currents that may flip the magnetization state if it is large as shown in Figure 42(a). 

This read disturb issue will be less pronounced in resistive SOT channels, as currents tend 

to crowd towards the edge of MTJ thus contributing little to the spin current generation. 

We use COMSOL simulations to account for the current crowding effect. When σSOT is 

low, the current crowding at the edge of the FM/SOT channel interface is stronger; 

therefore, a smaller Is is generated, and the RDR may be lower as seen in Figure 42(b). 

The spin current generated during read operation for an in-plane MTJ is plotted in Figure 

43. 

 

Figure 42  –  (a) Current crowding during read operation. (b)The distribution of 

current density flowing through the SOT channel under constant read current (Iread 

= 5µA)7. 

 
7 Figure curtesy of Piyush Kumar.  
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8 

Figure 43  –  Spin current generated during the read operation under constant read 

current (Iread = 5 µA) with varying spin Hall angles (ξDL) and channel conductivities 

(σSOT) of SOT materials. 

1.17.2.2 Monte Carlo simulations 

The read delay and the read energy are simulated using HSPICE with the read circuit 

adapted from [79]. To simulate the process and device variations that affect the read margin 

and the read error rate (RER) of the SOT-MRAM, we consider 10% variation for Vdd and 

the temperature, 3σ/µ <=5% for the critical dimension of the MTJ, 3σ/µ<=6% for the MgO 

layer thickness (tox) of the MTJ, and σ <=11% for the angle between free layer and 

reference layer FM due to thermal noise effect. The relation between the resistance-area 

product (RA) of the MTJ and tox is extracted from [35], and the degradation of the TMR 

ratio under higher temperature is obtained from [130]. The read delay time (tread) is then 

calculated as µ+5σ to achieve RER<10-6 after running the Monte Carlo simulations. 

1.18 Array-level performances 

 
8 8 Figure curtesy of Piyush Kumar. 
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We then consider the write and read performances of SOT-MRAM in a 256×128 bit 

array with the parasitic resistances and capacitances calculated by the cell layout as shown 

in Figure 40. 

1.18.1 Write performance 

1.18.1.1 SOT-MRAM with in-plane ferromagnets 

To compare the array-level write energy (Ewrite) of SOT-MRAM under varying σSOT 

and ξDL of the SOT channel, we fix Is flowing through the 2 nm thick CoFe layer as shown 

in Figure 44(a). It is seen that Ewrite decreases under larger σSOT and ξDL, but the 

improvement of the Ewrite becomes almost independent of σSOT when σSOT >106 (Ω-1m-1). 

This is because the current shunting effect is negligible when σSOT is comparable or larger 

than that of σCoFe. When σSOT is smaller than σCoFe, the contours of the write energy in 

Figure 44(a) correspond to σSOT
0.65ξDL, which means that while both σSOT and ξDL are 

important, one should put more emphasis on ξDL in the search for better SOT materials. 

Also, the spin Hall conductivity (σS), which is the product of σSOT and ξDL, might be an 

oversimplified optimization parameter for SOT materials.  Next, we benchmark the 

performances of various existing SOT materials with possibly different thicknesses by 

using their 4nm equivalent σSOT and ξDL values on the 2D color coded plot in Figure 44(a). 

Figure 44(a) further shows that the 4nm thick BixSe1-x thin film has the lowest Ewrite 

compared to other candidates due to the high ξDL,4nm. Also, we calculate the temperature in 

the SOT and ferromagnetic layers due to the joule heating effect and plot the contours when 

T=425K and T=600K as shown in Figure 44(a). The high heating temperature pose 

challenges on the thermal stability of the FM and the compatibility of the backend process 
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of the Si technology. Therefore, having an SOT material with high σSOT and ξDL is critical 

since it not only reduces the write current but also reduces the heating problem as device 

scales down.  

1.18.1.2 STT-assisted SOT-MRAM with PMA ferromagnets 

For the SOT-MRAM with PMA FM, Figure 44 (c,d) show the ratio of the write 

energy using the STT-assisted SOT-MRAM to that of the STT-MRAM. We apply Is,SOT = 

640µA at the SOT channel for 1 ns, and pass Ic,STT = 15µA through the MTJ for 12 ns for 

the STT-assisted SOT-MRAM. For the case of STT-MRAM, Ic,STT = 40 µA is applied. It 

is seen that the write energy of STT-assisted SOT-MRAM can be 70% lower compared to 

STT-MRAM when PtCu, AuPt, and BixSe1-x are used as SOT channel materials. Better 

SOT materials can further lower the write energy. However, there is a diminishing return 

once ξDL,4 nm>10 and σ4 nm>105 Ω-1m-1 since the write energy becomes dominated by the 

STT component. The high write current in the SOT channel can cause a severe Joule 

heating and the temperature in the FM can rise to 425K or even larger when σ4 nm and  

ξDL,4 nm are not large enough as seen in Figure 44(c,d). 

1.18.1.3 SOT-MRAM using low crystalline symmetry materials with PMA ferromagnet 

New SOT materials with low symmetry that generate both ξDL,y and ξDL,z can lift 

the necessity of STT current or external magnetic field for PMA FM switching [131]. From 

our micromagnetic simulations9, ξDL,z/ξDL,y needs to be larger than 0.16 to ensure reliable 

magnet switching. This is because Isy,SOT helps the magnetization reversal by pushing it 

 
9 Simulations are conducted by Piuysh Kumar. 
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towards the y direction (in-plane) and reducing the incubation time for magnet switching. 

However, when Isy,SOT is too large, the in-plane component of the magnetic order stays large 

while current is flowing and the thermal noise may push the magnet to the wrong direction 

once the current is turned off. Figure 44 (b) shows that the write energy is determined by 

ξDL,z rather than ξDL,y. The write energy of the SOT-MRAM can become comparable to that 

of SRAM if one can achieve ξDL,z > 0.3. 

 

Figure 44  –  (a)The switching probability of PMA FM with varying ξDL,z under fixed 

ξDL,y or varying ξDL,y under fixed ξDL,z. (b)The write energy of SOT-MRAM with in-

plane (ξDL,y) and out-of-plane (ξDL,z)  spin Hall angles. 

1.18.2 Read performance 

1.18.2.1 Read performances of SOT-MRAM using various SOT materials 
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The read delay time (tread) of SOT-MRAM for various SOT materials is shown in 

Figure 45 (a). It is seen that SOT materials with small σSOT such as 8 nm thick BixSe1-x thin 

film will have longer tread because of the larger channel resistance in series with MTJ. To 

further reduce the tread and the read disturb rate, we adopt the fast-read scheme in [69]. In 

this scheme, the read current flows through the read access transistor with the gate voltage 

controlled by the voltage division between the reference MTJ (the upper MTJ in Figure 40 

(d) where the magnetization of both free and reference layer FM are fixed) and the cell 

MTJ (the lower MTJ in Figure 40 (d)). Therefore, the read current is more sensitive to the 

resistance change from the cell MTJ compared to the normal read scheme. In addition, the 

read current only flows through the read and the write access transistors such that a resistive 

SOT channel does not significantly degrade the on/off ratio of the cell. Figure 45 (c) shows 

that tread becomes sub-nanosecond, and the read energy (Eread) is also reduced compared to 

the normal read scheme.  

The design space of the SOT-MRAM with the read disturb rate=10-6 is shown as a 

black dashed line in Figure 44 (a). This boundary is calculated when an IMA FM is used, 

the read current = 5µA, and the spin current is obtained from the COMSOL simulation as 

seen in Figure 43. It is seen that the design space to prevent the read disturb problem can 

become larger when using the fast-read scheme (Figure 40 (d)) due to the separated current 

paths for the MTJ and bitline (BL) discharge and the higher on/off ratio for the resistance 

of the cell MTJ compared to the SOT channel. 

1.18.2.2 Sensitivity analysis of the read operation 
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The variation in the read time can be caused by the variability in supply voltage 

(Vdd), MTJ resistance, TMR ratio, and the thermal noise effect. The MTJ resistance depends 

on tox, the area of the MTJ, and the angle between the magnetization of the free layer and 

the reference layer FM (θ). To evaluate the critical parameters that may affect the read 

performance of the SOT-MRAM, we do the Monte Carlo simulations on each parameter 

and calculate the mean values of the total read energy and delay time as shown in Figure 

45(b). The results show that the read energy and delay are dominated by the MTJ resistance 

which is affected by θ and the oxide thickness. Therefore, the energy barrier of FM should 

be kept larger than 60 kBT not only for the better retention but also for the smaller variability 

during the read operation. 

1.18.3 Benchmarking the Read and Write performances of SOT-MRAM 

Overall, tread and Eread of the SOT-MRAM are still larger than SRAM because of the 

small TMR ratio~120% as seen in Figure 45(c). Using the separated BL (2BL) scheme 

can reduce the parasitic resistances and capacitances thus reduce tread and Eread compared 

to 1BL with the disadvantage of a larger cell area. Moreover, using the fast-read scheme 

shows a smaller tread and Eread with tread almost comparable to SRAM. 

For the write performances, we found that the SOT-MRAM using IMA FM has 

smaller write access time (twrite) and Ewrite compared to the STT-assisted SOT-MRAM and 

the STT-MRAM. This is because the critical current density of the magnet switching is 

larger for the PMA FM than the IMA FM. Although the STT-assisted current helps to break 

the symmetry of FM and lifts the need of an external magnetic field for PMA FM, the STT-

assisted current adds extra power consumption due to the joule heating effect. However, 
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the PMA FM has the advantage of smaller layout area as technology scales down. 

Therefore, finding efficient SOT materials with a high out-of-plane anti-damping-like 

torque efficiency may push Ewrite even smaller than that of SRAM. The SOT materials with 

higher σSOT and ξDL also help to alleviate the joule heating effect which becomes more 

severe when MTJ area is scaled down. 

 

Figure 45  –  (a) Probability density functions of the read delay time of SOT-MRAM 

with in-plane ferromagnet using various SOT materials. (b) The read delay time and 

energy of SOT-MRAM compared with STT-MRAM (blue), SRAM (red), and SOT-

MRAM using fast-read two-transistors scheme (orange). Comparison of the (c) read 

and (d) write performances of SOT-MRAM, STT-MRAM, and SRAM. 

1.19 Conclusion 
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We have benchmarked and projected the write performance of SOT-MRAM under 

varying conductivity or spin Hall angle of SOT materials by considering the current 

shunting effects, read disturb rate and the thermal noise in FM. Our results show that the 

lumped model underestimates the write current especially for the resistive SOT channel 

during the write operation. The read disturb incidences happen when the resistivity of the 

SOT channel is small and the spin Hall angle is large. The array level performance analyses 

show that SOT-MRAM using IMA FM has smaller write energy and delay values 

compared to the STT-assisted SOT-MRAM and STT-MRAM. New SOT materials with 

out-of-plane anti-damping-like torque needs to be explored to achieve higher write 

efficiency for SOT-MRAM using PMA FM. We also benchmarked the read performances 

of SOT-MRAM considering the variability from devices, process for various SOT 

materials. A resistive SOT channel may degrade the read delay time due to the effective 

smaller on/off ratio of the resistance of the cell MTJ. Using the fast-read scheme not only 

increase the read speed but also increase the design space for material choices of the SOT 

channel. Our Monte Carlo simulations also show that the variability of the MTJ resistance 

that comes from the thermal noise and the oxide thickness are critical on the read 

performance. Our model provides important guidelines for designing SOT-MRAM from 

material, device to array level.    
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FUTURE PROSPECTS AND CHALLENGES OF SPINTRONIC 

DEVICES 

1.20 Technology challenges of spintronic devices 

The main challenge for spintronic devices is the scaling of the magnetic tunnel 

junction as technology advances. To increase the array density and the area efficiency of 

the spintronic memory, the magnetization of the free layer ferromagnet with PMA is 

preferred compared to the ferromagnet with IMA. However, as the size of the ferromagnet 

is scaled down, the magnitude of the thermal field increases thus the thermal stability of 

the magnet decreases as shown in Figure 46. Therefore, the engineering of the free layer 

ferromagnet becomes critical as discussed later in Chapter 6.1.1.  

Reducing the size of the magnet also increases the relative variability in magnet 

dimensions due to the challenges in patterning MTJ stackes. In contrast to the Si technology 

which uses reactive ion etching (RIE), the MTJ patterning is often done using ion beam 

etching because of the low volatility of etching by-products and vulnerability of the 

magnetic materials to the chemical reaction with etching gases. In addition, the chemical 

species such as hydrogen, nitrogen, and oxygen that are used during the passivation may 

react with the surface of the magnetic materials [133]. Therefore, the size variation and the 

edge roughness after the MTJ patterning may cause variation on the resistance-area (RA) 

product, the thermal barrier, and the critical current of magnet switching of the MTJ thus 

reducing the read margin of the MTJ. 
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Last, as the size of the MTJ decreases, the resistance of the MTJ drastically 

increases under the same resistance-area (RA) product and the thickness of the MgO layer. 

The high resistance MTJ poses many challenges on the write operation of the STT-MRAM 

since a higher write voltage is needed for sufficient write current. To reduce the RA product 

of the MTJ, one can choose a thinner thickness of MgO. However, reducing the thickness 

of MgO also reduces the TMR ratio, the breakdown voltage of MgO, and the read disturb 

rate may be high. Therefore, the engineering of the MTJ to achieve lower RA product while 

maintaining a high TMR ratio is crucial for the future MRAM technology. 

 

Figure 46  –  The energy barrier of the magnetic tunnel junction with perpendicular 

magnetic anisotropy (PMA) under varying diameter at room temperature. [37] 

Reprinted from “Scaling magnetic tunnel junction down to single-digit nanometers—

Challenges and prospects,” B. Jinnai, K. Watanabe, S. Fukami, and H. Ohno, Appl. 

Phys. Lett., vol. 116, no. 16, p. 160501, Apr. 2021. Copyright 2021 AIP Publishing. 

1.20.1 Engineering of the free layer ferromagnet 
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Currently, there are various ways to enhance the energy barrier of the MTJ 

including stacking of CoFeB/MgO interfaces or using the inherent shape anisotropy energy 

of FM as shown in Figure 47. By using the multi-layered CoFeB/MgO, the interface 

anisotropy energy is enhanced. This is because the interface anisotropy energy of the 

ferromagnet is expressed as 𝐾𝑢(𝑉) = 
𝐾𝑖(𝑉)

𝑡𝐹𝑀
= (𝐾𝑖(0) − 𝜉

𝑉

𝑡𝑜𝑥
)/𝑡𝐹𝑀  where 𝐾𝑖(0)  is the 

interface anisotropy energy, 𝜉  is the VCMA coefficient, 𝑡𝐹𝑀 is the thickness of the 

ferromagnet, 𝑡𝑜𝑥 is the oxide thickness of the MTJ, and 𝑉 is the voltage across the MTJ. 

Therefore, when the interface area increases, the interface anisotropy energy increases. 

Recent experiments [132] have also demonstrated that the diameter of the MTJ can be as 

small as 3.5nm using the multilayered ferromagnet structure and the critical current of 

magnet switching is as small as 8µA. To further increase the energy barrier of the MTJ as 

device scaling down, one can combine the out-of-plane shape anisotropy energy and the 

multi-layered interface anisotropy energy as shown in Figure 47 (c). 
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Figure 47  –  Schematics of perpendicular MTJ (p-MTJ) for the MTJ scaling. (a) 

Interfacial p-MTJ with a single CoFeB/MgO interface. (b) Interfacial p-MTJ with 

double CoFeB/MgO interface and an insertion layer. (c) p-MTJ with shape anisotropy 

in the out-of-plane direction. [37] Reprinted from “Scaling magnetic tunnel junction 

down to single-digit nanometers—Challenges and prospects,” B. Jinnai, K. 

Watanabe, S. Fukami, and H. Ohno, Appl. Phys. Lett., vol. 116, no. 16, p. 160501, Apr. 

2021. Copyright 2021 AIP Publishing. 

1.21 Future prospects 

1.21.1 Domain wall nanoelectronics 

Ferroic domain walls include ferroelectric, ferroelastic, and ferromagnetic domain 

walls. As the lateral dimensions of ferroic devices are scaled down, domains are more 

easily formed due to high surface-to-volume ratios. Among them, devices based on 

magnetic domain walls have been studied such as the racetrack memory [134] or logic 
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devices [135]. In addition to the ferromagnetic domain walls, ferroelectric and ferroelastic 

domain walls may also act as the device itself as demonstrated in [136]. Different from the 

ferromagnetic domain walls which have fast domain wall velocities, the ferroelectric 

domain walls usually have slower domain wall velocities [137]. However, ferroelectric 

domain walls may provide new features such as domain wall interaction or conductive 

walls. For example, the ferroelectric domain walls can be positively or negatively charged 

or remain neutral depending on the orientations of the spontaneous polarization in each 

domain. By controlling the domain wall conductivities, the ferroelectric domain walls can 

be used as a memory [136], [138] or a memristor [139]. Moreover, multiferroic domain 

walls are of interest due to the coexistence of ferroelectricity and magnetic order. In our 

model as discussed in chapter 3, we only consider the single domain BFO/CoFe 

heterojunction without the domain wall formation and domain interaction for scaled 

devices. Future studies may explore the ferroelectric domain walls in the BFO layer and 

the interaction with the ferromagnetic domain walls in the CoFe layer. 

1.21.2 Antiferromagnetic memory 

Antiferromagnets (AFM) have zero net magnetization with the magnetization in 

each sublattice being antiparallel to the neighbouring sublattices. Although AFMs have 

been widely used to pin the reference ferromagnetic layer in the MTJ structure, AFM can 

also be used as a memory device by storing the information in its AFM axis [140]. The 

main advantages of the antiferromagnets includes its high oscillation frequency because of 

the strong exchange coupling within cells, and the insensitivity to the external magnetic 

field perturbation due to the zero net magnetization. To switch a local magnetic moment in 

an AFM layer, one can pass electrical current through the non-centrosymmetric unit cell 



126 

 

crystal to generate local non-equilibrium spin polarizations with opposite signs but equal 

magnitudes on the two inversion-partners of the AFM cells. This staggered spin-orbit 

torque generated in an AFM is referred to as the Neel spin-orbit-torque [141], [142] which 

usually happens in a crystal with broken symmetry. For example, AFM materials such as 

Mn2Au [143] and CuMnAs are demonstrated to be electrically switched by the applied 

electrical current. Therefore, antiferromagnets are considered promising magnetic 

materials for high-speed and high-density memory applications. However, the read signal 

for such AFM memory devices is currently too small since the anisotropic 

magnetoresistance (AMR) ratio is as low as few percentage points. The relativistic 

tunneling AMR (TAMR) where the resistance is dominated by the tunneling probability 

from one electrode to the other can have magnetoresistances as large as ~160% at 4K [144]; 

however, further studies are needed to achieve such high TAMR values at the room 

temperature. To summarize, antiferromagnets shows unique characteristics of insensitivity 

to external magnetic field, fast switching dynamics, and reduced crosstalk for high density 

arrays. Research in the AFM materials, TAMR at room temperature, and the spin transport 

are critical for realizing AFM devices for future applications. 

1.21.3 Applications of the ME-devices  

Magnetoeletric devices made up of the BFO/CoFe heterojunction and the magnetic 

tunnel junction can be used as two-state memory cells as discussed in chapter 4. In addition 

to acting as a two-state device, the ME device can be implemented as a device with multi-

resistance state by considering multiple input nodes for the BFO layer as shown in Figure 

48. If the input voltage of terminal 1 (Vin1) is larger than the coercive voltage of the BFO 

(VC), i.e., Vin1> VC , the polarization switching happens in the BFO1 layer, and the CoFe 
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layer on top of the BFO1 also switches. By varying the input voltages, we can obtain four 

different resistance states in the three-inputs MTJ as shown in Figure 49. Similarly, when 

there are five input terminals of BFO, there are six different output resistance states as 

shown in Figure 50. Therefore, there are n+1 types of output states when we have n input 

terminals. This multi-resistance ME device can be implemented as a majority gate when 

combining with a reference MTJ and a sense-amplifier (SA) as shown in Figure 51 (a).  

Moreover, this multi-resistance ME device can also be used as a controlled-logic 

gate by proper design of the input nodes and output states. Taking the three-inputs ME 

device as an example, there are four resistance states R1~R4 from low to high depending 

on the input voltages of the three terminals Vin1, Vin2, and Vin3. If Vin2 = 0, the output 

resistance can only be R1, R2, and R4. By properly choosing the resistance value of the 

reference MTJ between R2 and R4, the output will be a logic AND gate. Similarly, if Vin2 

= 1 (>VC), the output resistance can only be R1, R3, and R4. By choosing the resistance 

value of the reference MTJ between R2 and R4, the output will be a logic OR gate.  

In addition to the logic operation, the multi-resistance ME device can also be used 

as a memory device by combining the multi-resistance ME-MTJ with a reference MTJ and 

an inverter as shown in Figure 51 (b). When the resistance state of the ME-MTJ is low, 

the gate voltage of the read access transistor will be low, and the output current will be low.  

Similarly, when the resistance state of the ME-MTJ is high, the gate voltage of the read 

access transistor will be high, and the output current will be high. The magnitude of the 

output current would then depend on the resistance state of the ME device. The 

disadvantage of the multi-resistance is the larger cell layout area due to the multiple input 

terminals. 



128 

 

 

Figure 48  –  Schematics of the multi-resistance magnetoelectric device with three 

input terminals. The free layer ferromagnet (green) is connected with three BFO 

layers, and the fixed layer ferromagnet (red) is connected with the output node (Vout) 

and read voltage (Vread). 

 

Figure 49  –  The magnetic structure of the BFO and CoFe layers with three input 

terminals in the x-y plane. The input voltages of BFO from top to down are: (000), 

(010), (100), (110), (011), (101). 
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Figure 50  –  The magnetic structure of the BFO and CoFe layers with five input 

terminals in the x-y plane. The input voltages of BFO from top to down are: (01010), 

(10101), (11001), (01110), (11100), (11011). 

 

Figure 51  –  Schematics of (a) the three-input majority gate and (b) the multi-

resistance memory device based on the ME device. 

1.21.4 New materials and physical mechanisms associated with spin-orbit torque 

In Chapter 5, we have discussed various SOT materials including heavy metals, 

alloys, Weyl semi-metals, and topological insulators. In addition, there are other SOT 

materials that are being explored. Antiferromagnets such as PtMn [145] and IrMn [146] 
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have been demonstrated to achieve field-free PMA magnet switching due to the exchange 

bias between antiferromagnet and ferromagnets and the strong spin Hall effects of 

antiferromagnet.  The interface of the wide-bandgap oxide materials such as SrTiO3(STO) 

and LaAlO3(LAO) can form a conductive two-dimensional electron gas (2DEG), thus the 

strong Rashba spin-orbit coupling at the interface causes strong charge-to-spin conversion 

efficiency of ~ 6.3 in the STO/LAO/CoFeB structure [147]. To further explore these 

various SOT materials for SOT-MRAM, it is crucial to study the advantages and 

disadvantages of these materials in terms of charge-to-spin conversion efficiency, 

conductivity, and the out-of-plane spin Hall angle.  

In theory, the spin-orbit torque originates from the bulk spin Hall effect and the 

interface Rashba-Edelstein effect as discussed in Chapter 1. Moreover, the spin-orbit 

torque also couples to the thermal effect, strain effect, and the orbital angular momentum 

of the lattice. The orbital Hall effect [148]–[150] refers to the orbital momentum currents 

generated by the electric field in the bilayer system using the transition metals. Usually, 

the torque generated by the spin injection and the orbital injection compete with each other. 

However, by identifying systems where the orbital injection and the spin injection torques 

are in the same direction, one can enhance the SOT efficiency by a factor of 16 as observed 

in the (TmIG)/Pt/CuOx interface [151]. The thermal gradient may also generate spin 

currents that can switch the magnetization of the ferromagnet. The torque generated by the 

thermal gradient is called thermal spin-orbit torque (TSOT) [152]. Experiments also show 

that the TSOT can assist the electrical SOT and reduce the critical current of magnet 

switching as measured in the W/CoFeB/MgO layers [153]. Since there is Joule heating 

associated with the charge currents that are applied on the SOT channel during the write 
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operation, studying the interplay between SOT and TSOT is essential to understand the 

write performance and the thermal stability of the ferromagnet. Last, the coupling between 

the spin-orbit coupling and the strain may tune the magnitude of the SOT as observed in 

the Ta/MgO/CoFeB/W on the PMN-PT substrate [154]. This is because the magnitude of 

the damping-like torque and the field-like torque responds differently to the strain as they 

originate from different electronic states. Understanding the coupling of the spin-orbit 

torque to the orbital torque, TSOT and the strain effects can help to improve or tune the 

SOT efficiency which is useful for the memory application. 

To summarize, the study of the spin-orbit torque is an emerging field due to its 

richness of physics that couples spintronics, electronics, orbitronics and spin caloritronics. 

In addition to the memory applications such as the SOT-MRAM, spin-orbit torque may be 

used in devices such as a magnetic synapse or spiking neurons in neuromorphic computing 

[155], physical unclonable functions (PUF) [156],  and multibit adders based on the domain 

wall magnetic tunnel junction [157]. Therefore, future studies that are holistic and crosscut 

research in materials, devices, circuits, and systems to best leverage spin-orbit torque are 

important to achieve fast and low power memory modules. 
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APPENDIX A. RENORMALIZATION OF MAGNETIC 

PARAMETERS IN BFO AND THE JINT 

 To simulate a G-type antiferromagnet (AFM) in OOMMF, the exchange stiffness 

constant of AFM needs to be normalized with varying mesh sizes and shapes.  

The exchange energy in OOMMF is expressed as 𝐸𝑖 = ∑ 𝐴𝑖𝑗
𝒎𝒊∙(𝒎𝒊−𝒎𝒋)

∆𝑖𝑗
2𝑗∈𝑁𝑖

 , where 

𝑁𝑖 is the set of the 6 nearest cells, 𝐴𝑖𝑗 is the exchange stiffness constant between cell 𝑖 and 

cell 𝑗, and ∆𝑖𝑗  is the discretization steps between the cell 𝑖 and the cell 𝑗. This exchange 

energy comes from the approximation of a Heisenberg-type exchange coupling assuming 

the magnetization 𝑚𝑖 is continuous. This means that the total exchange energy 𝐸𝑒𝑥𝑐ℎ =

−2𝐽 ∑ 𝐽𝑖𝑗𝑺𝒊𝑺𝒋 ≅𝑛𝑛
𝑖<𝑗   −2𝐽∑ 𝑺𝒊𝑺𝒋

𝑛𝑛
𝑖<𝑗 = −2∑ 𝐽𝑖𝑗𝑆

2𝑐𝑜𝑠𝜃𝑖𝑗𝑖<𝑗   where 𝐽𝑖𝑗  is the exchange 

coupling constant, 𝑺𝒊, 𝑺𝒋 are the spin vectors of sublattice 𝑖  and 𝑗 , and 𝜃𝑖𝑗  is the angle 

between vectors 𝑺𝒊 and  𝑺𝒋. Here the factor of two denotes that there is exchange coupling 

energy from cell 𝑖 and the cell 𝑗 and vice versa. Suppose 𝜃𝑖𝑗 is small, we can approximate 

𝐸𝑒𝑥𝑐ℎ ≅ −2∑ 𝐽𝑖𝑗𝑆
2(1 −

1

2!
𝜃𝑖𝑗

2 ) =𝑖<𝑗 ∑ 𝐽𝑖𝑗𝑆
2𝜃𝑖𝑗

2
𝑖<𝑗 + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡  by using the Taylor 

expansion. Since 𝜃𝑖𝑗 is a continuous variable, 𝜃𝑖𝑗 can be approximated as 𝜃𝑖𝑗 ≅ 𝑎
𝜕𝜃

𝜕𝑥
 in the 

numerical simulation where a is the discretization step. However, this assumption that 𝜃𝑖𝑗  

is small is invalid for an AFM material since the magnetic moment in an AFM is staggered 

in a positive to negative direction. Therefore, the exchange energy is non-convergent for 

AFM when using the normal numerical expression of the exchange coupling as used in a 

FM.  
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To simulate the exchange coupling field in AFM directly from the spin 

Hamiltonian, we have done a micromagnetic simulation in MATLAB using 𝐻𝑒𝑥𝑐ℎ
𝑖𝑗

=

−
1

𝜇0𝑀𝑠𝑎3

𝜕𝐸𝑒𝑥𝑐ℎ
𝑖𝑗

𝜕𝛼𝑗
=

𝐽𝑆2

𝜇0𝑀𝑠𝑎3 (𝛼𝑖
𝑥, 𝛼𝑖

𝑦
, 𝛼𝑖

𝑧) =
2𝐴

𝜇0𝑀𝑠𝑎2 (𝛼𝑖
𝑥, 𝛼𝑖

𝑦
, 𝛼𝑖

𝑧) , where 𝛼𝑗  is the direction 

cosines of the cell 𝑗, 𝛼𝑖 is the direction cosines of the neighboring cell 𝑖, 𝑎 is the lattice 

constant, 𝐸𝑒𝑥𝑐ℎ
𝑖𝑗

= −𝐽𝑆2(𝛼𝑗
𝑥𝛼𝑖

𝑥 + 𝛼𝑗
𝑦
𝛼𝑖

𝑦
+ 𝛼𝑗

𝑧𝛼𝑖
𝑧), and 𝐴 =

𝐽𝑆2

2𝑎
< 0. Our results show the 

same result as done in OOMMF when using the same mesh size, i.e. 111 nm3 as shown 

in Figure 52.  However, the simulation results will vary when we change the mesh size in 

OOMMF since the numerical expression of the exchange coupling field is nonconvergent 

for an AFM. To calculate the exchange coupling field in an AFM layer in OOMMF using 

larger mesh sizes under the same exchange energy density, the exchange stiffness constant 

needs to be renormalized. The renormalization of the exchange stiffness constant is done 

by considering the number of nearest neighbors in each cell with varying mesh sizes. The 

exchange energy in AFM is expressed numerically as  

 𝐸𝑒𝑥,𝐴𝐹𝑀 = 𝐽𝐴𝐹𝑀 ([∑
𝑚𝑖(𝑟𝑖)∙(𝑚𝑖(𝑟𝑖)−𝑚𝑖(𝑟𝑖±∆𝑗))

∆𝑖𝑗
2𝑖∈6 𝑛.𝑛. +

∑
𝑚𝑖(𝑟𝑖)∙(𝑚𝑖(𝑟𝑖)−𝑚𝑖(𝑟𝑖±∆𝑗))

∆𝑖𝑗
2𝑖∈5 𝑛.𝑛. + ∑

𝑚𝑖(𝑟𝑖)∙(𝑚𝑖(𝑟𝑖)−𝑚𝑖(𝑟𝑖±∆𝑗))

∆𝑖𝑗
2𝑖∈4 𝑛.𝑛. +

∑
𝑚𝑖(𝑟𝑖)∙(𝑚𝑖(𝑟𝑖)−𝑚𝑖(𝑟𝑖±∆𝑗))

∆𝑖𝑗
2𝑖∈3 𝑛.𝑛. ]), 

(54) 

where 𝐽𝐴𝐹𝑀 is the exchange stiffness constant of AFM, 𝑛. 𝑛. denotes the nearest neighbors 

of the cell 𝑖 and ∆𝑖𝑗 is the mesh size in x, y or z direction. The renormalized 𝐽𝐴𝐹𝑀 is then 

calculated by considering a fixed exchange coupling energy density as the mesh size varies. 
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The exchange coupling energy in AFM is approximated as the summation of the number 

of nearest neighbors, which is expressed as 

 𝐽𝐴𝐹𝑀 {
[(𝑛𝑥 − 2) ∙ (𝑛𝑦 − 2) ∙ (𝑛𝑧 − 2)] ∙ 2 + [(𝑛𝑥 − 2) ∙ (𝑛𝑦 − 2) ∙ 2 ∙ 2 + (𝑛𝑥 − 2) ∙ (𝑛𝑧 − 2) ∙ 2 ∙ 2 + (𝑛𝑦 − 2) ∙ (𝑛𝑧 − 2) ∙ 2] + [(𝑛𝑥 − 2) ∙ 4 ∙ 2 + (𝑛𝑦 − 2) ∙ 4 + (𝑛𝑧 − 2) ∙ 4] + 8

∆𝑥
2

+
[(𝑛𝑥 − 2) ∙ (𝑛𝑦 − 2) ∙ (𝑛𝑧 − 2)] ∙ 2 + [(𝑛𝑥 − 2) ∙ (𝑛𝑦 − 2) ∙ 2 ∙ 2 + (𝑛𝑥 − 2) ∙ (𝑛𝑧 − 2) ∙ 2 + (𝑛𝑦 − 2) ∙ (𝑛𝑧 − 2) ∙ 2 ∙ 2] + [(𝑛𝑥 − 2) ∙ 4 + (𝑛𝑦 − 2) ∙ 4 ∙ 2 + (𝑛𝑧 − 2) ∙ 4] + 8

∆𝑦
2

+
[(𝑛𝑥 − 2) ∙ (𝑛𝑦 − 2) ∙ (𝑛𝑧 − 2)] ∙ 2 + [(𝑛𝑥 − 2) ∙ (𝑛𝑦 − 2) ∙ 2 + (𝑛𝑥 − 2) ∙ (𝑛𝑧 − 2) ∙ 2 ∙ 2 + (𝑛𝑦 − 2) ∙ (𝑛𝑧 − 2) ∙ 2 ∙ 2] + [(𝑛𝑥 − 2) ∙ 4 + (𝑛𝑦 − 2) ∙ 4 + (𝑛𝑧 − 2) ∙ 4 ∙ 2] + 8

∆𝑧
2

} 

(55) 

where 𝑛𝑥 , 𝑛𝑦, and 𝑛𝑧 are the number of grid points in x, y or z directions when mesh size 

varies. The comparison of the switching dynamics of AFM when the mesh size varies from 

0.4×0.4×0.4 nm3 to 20×20×2 nm3 is shown in Figure 53. 

To renormalize the interface exchange coupling coefficient (𝐽𝑖𝑛𝑡) between BFO and 

CoFe, we compare the magnitude of the coercive field of the BFO/CoFe heterojunction 

devices when the length and width of the device are both 100 nm, and the thickness of BFO 

and CoFe layers are 30 nm and 2 nm, respectively. The comparison of the coercive field 

under varying mesh sizes is shown in Figure 54. 

 

Figure 52  –  Comparison of the switching curves of (a) the weak magnetization (𝑴𝒄) 

and (b) the Neel vector (𝑵) using OOMMF versus MATLAB. In the MATLAB, the 
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exchange coupling in the antiferromagnet is expressed as 𝑯𝒆𝒙𝒄𝒉
𝒊𝒋

=
𝟐𝑨

𝝁𝟎𝑴𝒔𝒂𝟐
(𝜶𝒊

𝒙, 𝜶𝒊
𝒚
, 𝜶𝒊

𝒛) 

which is independent of the mesh size. 

 

Figure 53  –  The switching curves of (a) the weak magnetization (𝑴𝒄) and (b) the Neel 

vector (𝑵 ) of BFO under renormalized exchange stiffness constant (𝑱𝑨𝑭𝑴 )  from 

0.40.40.4 to 551 when width and length are equal to 100 nm, and height is 30 nm 

thick. 
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Figure 54  –  Comparison of the magnetic hysteresis loop under varying mesh size 

(20202, 550.5, 551) with constant magnetic coercive field. 
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