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NOMENCLATURE

a 2-D lift curve slope of airfoil section

A rotor disk area

A system matrix

C influence coefficient matrix

Cd0 profile drag coefficient

CL aerodynamic rolling moment coefficient

CM aerodynamic pitching moment coefficient

CNf fuselage yaw moment coefficient

CNv, CNβ, etc. normalized directional static stability derivatives

CP power coefficient

CPc climb power coefficient

CPi induced power coefficient

CP0 profile power coefficient

CPp parasitic power coefficient

CQ,mr main rotor torque coefficient

CT rotor thrust coefficient

CT0 rotor thrust coefficient in hover-like flow condition

CT/σ main rotor blade loading coefficient

CY side force coefficient

f equivalent flat-plate area

Fm blade loading vector

g acceleration due to gravity

Ixx, Iyy, Izz moments of inertia of the helicopter about the x-, y-, and z-axes

Ixz product of inertia of the helicopter about the x- and z-axes

k empirical inflow factor

kx, ky longitudinal and lateral inflow gradients
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l length of influencing vortex filament

l distance between rotor hub and center of gravity

L inflow influence coefficient matrix

L,M,N body-axes aerodynamic and propulsive moments

lf fuselage reference length

Lf ,Mf , Nf fuselage aerodynamic moments about center of gravity

lhf distance between horizontal fin center of pressure and center of
gravity

Lhf ,Mhf , Nhf horizontal fin aerodynamic moments about center of gravity

Lmr,Mmr, Qmr main rotor moments about center of gravity

Ltr,Mtr, Ntr tail rotor moments about center of gravity

lvf distance between vertical fin center of pressure and center of grav-
ity

Lvf ,Mvf , Nvf vertical fin aerodynamic moments about center of gravity

L
′ lift generated by a blade unit span

m aircraft mass

M apparent mass matrix

nb number of rotor blades

Nv, Nβ directional static stability derivatives

p, q, r angular velocities in body axes

r nondimensional radial distance

r position vector of a point in space

R rotor radius

R vortex ring radius

rcore core radius of toroidal ring cross-section

Sf fuselage side area

Svf vertical fin side area

T rotor thrust

u control vector

u, v, w translational velocities in body axes
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UP total inflow velocity at the blade element

UT angular speed of the blade element

V mass flow parameter

vB translational velocity vector in body frame

vc axial component of the freestream velocity

Vf total velocity incident on fuselage

vh rotor induced inflow velocity in hover-like flow condition

vi rotor induced inflow velocity

Vix, Viz velocity components induced by vortex ring

Vtip rotor blade tip speed

Vvf total velocity incident on vertical fin

Vx, Vz freestream inflow velocity components

V∞ magnitude of relative airspeed

W aircraft weight

x state vector

X,Y, Z body-axes aerodynamic and propulsive forces

xB, yB, zB body-fixed axes system

xe, ye, ze position vector components

Xf , Yf , Zf aerodynamic forces acting on fuselage

Xhf , Yhf , Zhf aerodynamic forces acting on horizontal fin

Xmr, Ymr, Zmr forces acting on main rotor hub

xp, zp position coordinates of vortex ring element

Xtr, Ttr, Ztr forces acting on tail rotor hub

Xvf , Yvf , Zvf aerodynamic forces acting on vertical fin

α angle of attack

β blade flapping angle

Γ vortex circulation strength

δp pedal control

θ azimuth angle of vortex ring element

θ blade pitch angle
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θ0 main rotor collective pitch angle

θ0tr tail rotor collective pitch angle

θ1c lateral cyclic pitch angle

θ1s longitudinal cyclic pitch angle

λ inflow ratio

λc climb inflow ratio

λi induced inflow ratio

λn states of the flowfield

λx, λy longitudinal and lateral inflow ratios

λ0 mean induced inflow ratio

µ advance ratio

ρ air density

σ rotor solidity

ϕ inflow angle of attack

ϕ, θ, ψ Euler angles

χ wake skew angle

ψ blade azimuth angle

Subscripts

e equilibrium or trim condition

f fuselage

hf horizontal fin

mr main rotor

tr tail rotor

vf vertical fin
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SUMMARY

Loss of tail rotor effectiveness (LTE) has been recognized to be a major contributing

factor in several helicopter accidents where pilots lost directional control. However, it

has been noticed that different definitions of this phenomenon exist in the rotorcraft

community. Further, the somewhat imprecise representation of LTE in some flight

training simulators has led to its low awareness, placing pilots at a much higher risk

for potential accidents. One significant method to specifically address those gaps and

support rotorcraft safety involves the proactive mitigation of LTE via the analysis of

flight data within the Helicopter Flight Data Monitoring (HFDM) program. Through

this program, the pilots receive constant flight evaluation reports to promote improved

LTE risk evaluations. The main method used for flight data analysis is the detection of

safety metrics, i.e., predefined hazardous flight conditions. Nevertheless, a sufficiently

reliable LTE safety metric still does not exist, leading to false or missed detections

that degrade the quality of the overall safety analysis.

The objective of this thesis is to formulate a methodology to enhance the detection

capability of the proximity to LTE within the HFDM program. This promotes the

awareness of LTE within the rotorcraft community while supporting the proactive

mitigation of helicopter accidents related to this critical helicopter safety threat. An

alternative approach is used to develop a more reliable LTE safety metric, using a

combination of physics-based simulations and machine learning techniques. First, a

physics-based investigation is performed to enhance the understanding of the nature

of the LTE. A more comprehensive LTE definition is proposed and analyzed, includ-

ing three different aspects that can lead to LTE behavior, i.e., loss of weathercock

stability, running out of pedal (tail rotor collective) for trim, and tail rotor vortex

ring state. The modeling of the flight dynamics of each phenomenon is individually
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analyzed to ensure an accurate physics-based representation of LTE. Further, the

parameters that support the detection of LTE are investigated to enable the recog-

nition and classification of each LTE phenomenon in simulation results. Ultimately,

a physics-based investigation of the aircraft flight envelope is combined with the ap-

plication of supervised learning techniques to develop the predictive models of the

different LTE phenomena. This provides the operator with a physics-based LTE

safety metric designed to detect the proximity to LTE without the need for a simu-

lation model. The methodology is implemented using a generic nonlinear helicopter

simulation model. To verify the enhanced capabilities of the final methodology, the

physics-based LTE safety metric is compared against the LTE metric currently used

within the HFDM program. The results confirm the improved detection of the prox-

imity to LTE, validating the overarching hypothesis of this research and satisfying

the research objective.
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CHAPTER 1

MOTIVATION

Rotorcraft are a unique and valuable component within our modern aviation system.

Their ability to hover and take-off and land vertically, along with their good low-speed

handling qualities gives them great versatility and are just some of the examples that

make rotorcraft an essential element in aviation. Because of these characteristics,

rotorcraft are repeatedly used within challenging operating conditions. However,

reducing the accident rate of rotorcraft continues to remain a challenge. Thus, it

is of remarkable value to the aerospace industry to focus on enhancing rotorcraft

safety [76].

1.1 The Threat of Loss of Tail Rotor Effectiveness (LTE)

Handling qualities degradations resulting from system failures, atmospheric distur-

bances, loss of visual cues, and/or loss of control effectiveness may cause loss of

control accidents [114]. An extensive study published by Harris et al. [68, 67] of the

U.S. civil helicopter accidents shows that, even if the problem of loss of control only

accounts for 15% of all helicopter accidents, this phenomenon has been growing since

1964. As shown in Figure 1.1 the number of loss of control accidents has almost dou-

bled within the 40 years considered. Specifically, the dominance of loss of directional

control about the yaw axis within all the loss of control accidents is shown to be

alarming. Figure 1.2 confirms that controlling yaw is a leading problem and it seems

to be particularly important for single, turbine-powered helicopters.

The tail rotor (TR) system represents an important element in several accidents

related to loss of directional control. The tail rotor not only provides the anti-

torque force but also gives yaw stability allowing for directional control about the
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Figure 1.1: Distribution of rotorcraft accidents between 1964 to 2004 [67].

yaw axis [92, 56]. Since most helicopters in production have a single main rotor

with an antitorque tail rotor configuration design, it is of the utmost importance

for the rotorcraft community to enhance the level of understanding of the tail rotor

system. The Safety Regulation Group of the U.K. Civil Aviation Authority (CAA)

and the Defense Procurement Agency of the U.K. Ministry of Defense investigated

different helicopter tail rotor failures (TRFs) [31]. The study was based on the ev-

idence brought by the U.K. Tail Rotor Action Committee of an unacceptably high

rate of TRFs compared to the airworthiness design standards. The primary objec-

tives were to enhance the understanding of accidents related to TRFs and explore

ways to reduce the accident rates. Common recovery techniques are reviewed with

the formulation of improved procedures following TRF events. The types of TRFs

analyzed are categorized as follows:
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Figure 1.2: Loss of control accidents classification [67].

• the tail hit an obstacle;

• an object hit the tail;

• tail/boom structural failure;

• tail rotor drive system failure: the tail rotor drive system broke, causing com-

plete loss of tail rotor thrust;

• tail rotor control system failure: the tail rotor control system failed, causing

partial or complete loss of tail rotor thrust;

• loss of tail rotor effectiveness (LTE).

The analysis of the accidents of different fleets of aircraft reveals a consistently high

rate of tail rotor failures, in the range of 9.2 to 15.8 per million flight hours, while
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the failure rate requirement should not be more than 1 per million flight hours. In

particular, civil and military fleets are compared. These two categories were consid-

ered because of their different operational uses. Indeed, while civil helicopters are

primary used for personnel transport, military helicopters are forced to operate in

more extreme areas of the flight envelope because of the high-risk flight scenarios

involved. Figure 1.3 shows the profiles for civil and military helicopter fleets. With

regards to the military fleet, the accidents caused by the tail hitting an obstacle and

the TR drive system failure are similarly important. Specifically, they represent the

most important causes of accidents for the heavy helicopter category. However, if the

comparison is limited only to light military helicopters, the number one contributor of

accidents related to the tail rotor is LTE, alongside the tail hitting an obstacle. The

data provide a picture of the type of helicopters and operational environments that

are statistically most susceptible to LTE events. Within all loss of directional control

accidents related to the tail rotor system, LTE is a leading problem for small-size

helicopters performing in high-risk operational conditions.

Both the Federal Aviation Administration (FAA) and the National Transportation

Safety Board (NTSB) have recognized LTE to be a major contributing factor in several

accidents related to loss of directional control [107, 54, 56]. Since 2004, more than 70

accidents involving LTE have been investigated. Within those accidents, a significant

number of pilots were unable to recover causing several fatalities. In addition, recent

statistics from the U.S. Helicopter Safety Team and the European Helicopter Safety

Team confirm the occurrence of fatal accidents where the loss of control in-flight

followed an LTE encounter [141, 53].
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Figure 1.3: Distribution of causes for tail rotor failure [31]. (a) Civil helicopter fleet.
(b) Military helicopter fleet.
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1.2 Historical Benchmarks

In addressing the danger that this phenomenon still represents nowadays within the

rotorcraft community, it is helpful to review its historical background. The U.S.

Army first identified the phenomenon in 1978 as tail rotor stall, after numerous and

similar accidents involving OH-58 helicopters [138]. An unanticipated rapid yaw rate

seemed to occur during low-speed operative conditions, leading to loss of directional

control of the aircraft. The tail rotor seemed to fail on providing the necessary

antitorque thrust, while no mechanical malfunction was noticed, and no limitation

was exceeded. The recommended recovery was to reduce the antitorque pedal and the

collective while applying forward cyclic to increase speed. However, this did not solve

the problem. Several accidents related to loss of directional control involved the OH-

58 and 206 series helicopters, while the investigations could not find any maintenance

or mechanical issues.

Prompted by safety concerns, between 1982 and 1984, the U.S. Army formed a

Joint Special Study Group to conduct wind tunnel tests and flight tests on the phe-

nomenon. A discovery was revealed: the tail rotor did not stall, and it was possible to

recover from it. The new recovery procedure recommended the simultaneous applica-

tion of full antitorque pedal and forward cyclic [130]. By then, the Army referred to

the phenomenon as loss of tail rotor effectiveness. Promptly, the study results were

divulged by Bell Helicopters, which referred to the phenomenon as unanticipated yaw

triggered by low-speed flight characteristics. Indeed, Bell specified that the name loss

of tail rotor effectiveness was misleading since the tail rotor systems had exhibited

the capability to produce thrust during all approved flight regimes [7, 8, 140].

Though, despite all of those efforts, the accident rates related to this phenomenon

did not reduce. Therefore, in response to this negative trend, in 1995 the FAA

issued the Advisory Circular (AC) 90-95 [54], which currently still represents the
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main document available on the topic. Within this document both names were used,

unanticipated yaw and loss of tail rotor effectiveness. The main purpose of the AC 90-

95 was to enhance the understanding of the phenomenon and promote its awareness

among pilots. Unfortunately, even after this effort, a significant LTE accident rate

persisted. Between 2004 and 2014, the NTSB investigated 55 accidents involving LTE

in which the pilots were not able to stop the fast yaw rate caused by the encountering

of this dangerous phenomenon. Because of these alarming data, in 2017 the NTSB

issued a Safety Alert [107] to promote awareness within the pilot community. It is

evident that, after nearly 40 years from its discovery, LTE remains an unresolved

problem within the rotorcraft community and more efforts are needed to mitigate

future accidents.

1.3 From LTE Ambiguities to LTE Accidents

It has been noticed that within the aviation community there is a lack of under-

standing and a variety of opinions about this phenomenon. Different names and

definitions have been used throughout the years. Loss of tail rotor effectiveness [138,

139, 130, 140, 54], unanticipated yaw [7, 8], running out of pedal, loss of directional

control [126] are just some examples. While the FAA categorizes it as a dangerous

aerodynamic condition, the CAA refers to it as a tail rotor failure [31], mentioning

that no mechanical malfunction is involved. It is evident how this lack of consistency

led to confusion and misunderstandings within the rotorcraft community. Further

complicating matters is that pilots are often not well enough trained to predict and

mitigate this anomalous event. Many variations of recovery techniques have been

found within the literature [54, 56, 32], raising doubts between pilots on what ma-

neuver to apply in the critical flight condition. Furthermore, because of the risks

involved, training for LTE is rarely done during real flights. The only way for pilots

to practice recovery techniques is in simulators. However, as stated by the NTSB [107]
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and the U.S. Helicopter Safety Team [141], some of the flight simulation tools do not

accurately represent the physical dynamics of this flight condition. That may have

contributed to misleading training and a propensity to recover from unrealistic condi-

tions in the simulator giving pilots a false sense of security in the actual aircraft. The

consequences of those issues are highlighted by the European Helicopter Safety Team,

which confirms how pilot disorientation during LTE events is a major contributing

factor to LTE accidents [53]. Even worse, pilots are often unaware of the proximity

to LTE events encountered in-flight, placing them at a much higher risk for potential

accidents. Because of those reasons, it is evident that improved efforts are needed to

improve the understanding of this complex phenomenon and support the mitigation

of LTE accidents.

1.4 Summary

Both the FAA and the NTSB have recognized LTE to be a major contributing fac-

tor in several civil helicopter accidents where the pilot lost control of the aircraft.

However, even if multiple helicopter accident investigations have been attributed to

LTE, it has been noticed that within the rotorcraft community there is a lack of un-

derstanding and a variety of opinions about this phenomenon. Different names and

definitions have been used throughout the years leading to confusion and misunder-

standings. Because of the risks involved, training for LTE is rarely done during real

flights. Further, some of the flight training simulators do not accurately represent the

different LTE phenomena. Because of those reasons, pilots are often not adequately

trained to anticipate and mitigate LTE events. After nearly 40 years from its discov-

ery, LTE remains an unresolved problem within the rotorcraft community and more

efforts are needed to mitigate future accidents. Improved knowledge and awareness

are the first steps towards prevention and consequently reduction of the LTE acci-

dent rate [56]. Hence, this research aims to provide a methodology to support the
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proactive mitigation of helicopter accidents related to loss of tail rotor effectiveness.

The following chapters are organized as follows:

• Chapter 2 presents the problem formulation, which leads to the motivating

research question and the main research objective.

• Chapter 3 details the methodology formulation, in which the research questions

and the hypotheses are articulated.

• Chapter 4 describes the experimentation phase and the results obtained.

• Chapter 5 presents the final methodology and the testing of the overarching

hypothesis.

• Chapter 6 summarizes the important contributions of this research and the

recommendations for future work.
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CHAPTER 2

PROBLEM FORMULATION

2.1 LTE Characterization

Most helicopters in production have a single main rotor with a tail rotor configuration

design. With a single main rotor helicopter, the presence of an antitorque system

becomes essential. By Newton’s Third Law, the main rotor rotation causes a torque

reaction on the fuselage that, if not countered by an antitorque force, would cause

the helicopter body to turn in the opposite direction of the main rotor rotation. The

tail rotor system not only provides that antitorque force but also gives yaw stability

and allows for directional control about the yaw axis [92, 56].

Because of the changes in wind direction and velocity, the required tail rotor thrust

in actual flight has to be continuously modified to maintain heading. However, both

gusty and steady winds from specific wind azimuth regions may alter the angle and/or

speed of the airflow through the tail rotor leading to loss of tail rotor effectiveness

(LTE). As detailed by the FAA [54]:

“LTE is a critical, low-speed aerodynamic flight characteristic which can result in

an uncommanded rapid yaw rate that does not subside of its own accord and, if not

corrected, can result in the loss of aircraft control.”

Significant ambiguity surrounds the nature of this phenomenon. As detailed in Chap-

ter 1, within the literature different names and definitions are found, together with

inconsistent descriptions of recovery techniques. Even flight training simulators do

not represent this condition well enough. All these ambiguities lead to misleading pi-

lot’s training and low awareness during flights. The dramatic consequences are seen

in the number of LTE accidents. Between 2004 and 2014, the National Transporta-

10



tion Safety Board investigated more than 50 accidents in which LTE was recognized

to be a strong contributing factor [107]. Within those accidents, a significant num-

ber of pilots were unable to recover when the helicopter encountered LTE, in most

cases due to the inappropriate recovery attempts and the low altitude conditions.

The flight conditions that seem to be particularly susceptible to LTE involve low

airspeed maneuvers, particularly when the wind conditions are difficult to establish

while flying.

Numerous flight and wind tunnel tests [54, 130] have shown that LTE is not caused

by a mechanical malfunction, and it may happen in any single main rotor helicopter.

Also, it is not necessarily related to a control margin insufficiency, as enough anti-

torque control was still available during several tests. It was also demonstrated that

the tail rotor does not stall, and it is possible to recover from it. However, if an

incorrect or slow pilot response is applied, the yaw rate may rapidly increase to the

point of no possible recovery.

The results obtained by the Joint Special Study Group [7, 8, 140] have identified

certain wind azimuth regions that can lead to loss of tail rotor effectiveness. Specif-

ically, the study established that weathercock stability, tail rotor vortex ring state,

and main rotor vortex interaction with the tail rotor are key contributing factors of

this complex phenomenon [54]. The results of a comprehensive wind tunnel test on

an OH-58 KIOWA scale model [154], shown in Figure 2.1, well visualize the wind

azimuths responsible for those dangerous flight conditions.

During the test, the aircraft yaw moment was measured while rotating the model

at a fixed yaw rate. A fixed collective pitch of the tail rotor blades, together with a

constant low wind speed within the tunnel allowed to investigate the resulting yaw

moment fluctuations, mainly caused by the effects of the wind variations through

the tail rotor. It was seen how specific relative wind conditions are more likely to

trigger LTE, altering the angle and/or the speed of the airflow through the tail rotor.
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Figure 2.1: Yaw moment characteristics of the OH-58 for variation of wind azimuth
at constant wind velocity (modified from [130]).

Despite the test did not involve a trim flight condition (the sum of the moments was

never equal to zero), the trend of the yaw moment was used as an indication of the

pilot pedal workload variation. The wind azimuth regions shift depending on the

wind condition and they may overlap, causing the most pronounced tail rotor thrust

variations in the overlapping areas. It was observed that pilots should always be

aware of the changes in wind conditions and avoid critical flight scenarios where the

tail rotor thrust fluctuations are present.

The wind azimuth region characterized by relative tailwinds from 120◦ to 240◦,

as in Figure 2.2, may cause LTE events related to the loss of weathercock stability

of the aircraft. During those scenarios, the tailwinds may attempt to weathervane

the aircraft away from the equilibrium flight condition leading to LTE like behavior.
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Figure 2.2: Wind azimuth region of weathercock stability [54].

An uncommanded turn may occur, depending upon the wind direction, unless a

resisting pedal input is made. These kind of tailwinds are a yaw rate accelerator and

if a yaw rate has been previously established, it will be rapidly accelerated in the

same direction. The helicopter can be operated safely if proper attention is given to

maintaining control. However, rapid and continuous pedal movements are necessary,

greatly increasing the pilot workload [54].

The main rotor vortex interference is another phenomenon recognized as a con-

tributor to LTE behavior. Many studies of the main rotor wake in quartering flight

have shown that the vortices created by the main rotor influence the tail rotor thrust

because they can strongly influence the inflow conditions [83, 20]. The FAA recog-

nizes the impact of the main rotor-to-tail rotor interaction during quartering flight

to the left or during hovering with low-speed wind from a wind azimuth of about

300◦. When the main rotor vortex wake is blown into the tail rotor by the rela-
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Figure 2.3: Wind azimuth region of main rotor vortex interaction with the tail
rotor [54].

tive wind, as shown in Figure 2.3, the tail rotor operates in an extremely turbulent

environment [148, 85].

While the flight tests conducted by both the U.S Army and the FAA revealed

the left quartering flight to be a dangerous wind azimuth, Ellin [51] describes the

quartering flight to the right, as shown in Figure 2.4, as a more critical condition.

The tail rotor is exposed to a powerful effect of the advancing rotor blade tip vortices

which reduces the tail rotor control margins. During this phenomenon, commonly

known as the phenomenon of running out of pedal, the tail rotor may not produce

enough thrust to ensure directional control of the aircraft. If a right yaw rate is

allowed to increase, it may be dramatically accelerated by the phenomenon of loss

of weathercock stability leading to loss of directional control. The inconsistency in

the definition of the most critical wind azimuth region responsible for the LTE events

related to the main rotor-to-tail rotor interaction reveals an additional LTE ambiguity
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Figure 2.4: Tail rotor in right quartering flight [114].

that needs further investigation.

Finally, the wind azimuth region characterized by relative crosswind with azimuth

between 210◦ to 330◦, as shown in Figure 2.5, may cause the tail rotor to operate

in vortex ring state (VRS) flow conditions leading to LTE like behavior. VRS at

the tail rotor may develop while hovering in left crosswind, during sideward flights

to the left while maintaining low forward speeds, or even during a hover turn to

the right. During those scenarios, the rotor induced inflow is opposed by a crosswind

creating a non-uniform and unsteady environment. Significant thrust fluctuations are

present which cause continuous yaw variations. Rapid and continuous pedal inputs

are needed to compensate for the changes in tail rotor thrust during VRS. This greatly

increases pilot workload, as shown in Figure 2.6, which describes the pedal activity

during a left sideward flight of a Hughes AH-64 [122]. Flight tests revealed that

maintaining heading with relative crosswinds from the left is very difficult and that

smooth pedal corrective actions are essential to compensate for the incessant yaw

variations. However, LTE may occur if the pilot overcontrols the helicopter [54].
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Figure 2.5: Wind azimuth region of tail rotor vortex ring state [54].

Figure 2.6: Pedal activity in left sideward flight of Hughes AH-64 [122].

2.2 Ongoing LTE Preventive Strategies

From 2004, the NTSB investigated more than 70 accidents involving LTE. Within

those accidents, a significant number of pilots were unable to proactively recognize

the onset of LTE and recover when the helicopter encountered the unanticipated yaw.

The existing methods for LTE prevention, mitigation, and detection are presented.
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The bowtie analysis of LTE accident scenarios and the proximity to LTE detection

within the flight data monitoring program represent the ongoing strategies to promote

better awareness of LTE within the pilots’ community and improve the preventive

LTE risk evaluations during flight. It will be shown that the knowledge gaps that

surround the LTE phenomenon greatly affect the efficacy of the existing proactive

mitigation techniques and that improved efforts are needed to mitigate LTE accidents.

2.2.1 Bowtie Analysis of LTE Accident Scenarios

The identification of the most important accident scenarios is the first step towards

future safety developments. To promote pilot awareness of the multiple scenarios that

may trigger a certain type of flight hazard, the bowtie methodology is often used to

obtain a better overview of the situation in which certain risks are present [95]. The

strength of this methodology lies in its tradeoff between efficacy and simplicity. The

diagram has the bow-tie shape making the risk visualization particularly intuitive

for the reader, an example is given by Figure 2.7. Risk in the bowtie methodology

is elaborated by the relationship between hazards, top events, threats, and conse-

quences. The hazard defines the context of the diagram describing the desired state

which is interrupted by the top event. This event happens before damage occurs and

it is possible to recover from it. On the left part of the diagram, the threats are

visualized in blue. Each one of them can cause the top event independently. Instead,

on the right, the consequences are visualized within red boxes. Each one describes

a different scenario in which the damage occurs. The power of this diagram lies in

the fact that proactive and reactive risk management are clearly distinguished within

the diagram, respectively on the left and right side of the top event, providing all

the scenarios in a single picture. Barriers are used to display what measures an orga-

nization has in place to control the risks. Preventive barriers prevent the top event

from happening while recovery barriers mitigate the consequences. The effectiveness
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Figure 2.7: Example of bowtie diagram.

rating of a barrier is depicted using an intuitive color scale from green through red.

Escalation factors, in yellow, are conditions that lead to increased risk by defeating

or reducing the effectiveness of a barrier.

Because of the large number of accident scenarios that led to LTE, Zanella et

al. [158] developed a bowtie diagram to support LTE risk assessment, risk manage-

ment and, risk communication within the helicopter community. As visualized in

Figure 2.8, the diagram aims to give pilots a schematic summary of all the dangerous

flight scenarios, enhancing their ability to quickly recognize the proximity to LTE and

increase their chance of survival. It is an easy-to-read picture with a clear relationship

between the threats that may lead to LTE, and the potential consequences of the LTE

occurrence. The diagram was built after reviewing several fatal accidents related to

LTE and identifying the most significant safety hazards that may potentially lead to

an LTE encounter. The diagram refers specifically to single rotor helicopters with

counterclockwise rotation of the main rotor. Several proactive barriers are identified

to help prevent the safety threat from triggering LTE. Instead, in the case of an LTE

occurrence, reactive barriers are visualized to help the pilot avoid a fatal collision.

The most significant barriers are linked to one or more escalation factors that may

reduce the effectiveness of the specific barrier and compromise flight performance.
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The dangerous flight scenarios that may lead to LTE are identified as follows:

• Pilot’s lack of total experience in flying helicopters

The pilot’s experience is an essential factor that may heavily influence flight

performance. An increment of pilot training hours and flight report evaluations

may enhance pilot’s risk awareness decreasing the chance of LTE accidents.

• Pilot’s impairment of judgment and performance due to alcohol or drugs

Compliance training on maintaining proper fitness for flight is necessary. In-

creased attention and education on the benefits of using a fitness for flight

checklist and on the dangers of flying while under the influence of drugs or

alcohol could prevent this issue from reoccurring.

• Low airspeed flight in proximity or exceedance of maximum takeoff weight

It is required for the pilot to ensure flight operations within the safe flight

envelope of the aircraft. Performing proper performance planning and weight-

and-balance calculations before takeoff is of fundamental importance to prevent

the triggering of LTE events.

• Low airspeed maneuvers with adverse environmental conditions

Gusty winds and/or high density altitude conditions increase the pilot’s work-

load and may lead to a pilot’s failure to maintain directional control. Note

that density altitude increases as field elevation, temperature, and/or humidity

increase, compromising the overall flight performance. Consulting weather re-

ports and adjusting flying schedules accordingly is an essential part of a proper

preflight planning. Also, it is fundamental for the pilot to maintain acute

awareness of the wind and its effect upon the aircraft.

• Low airspeed maneuvers with tailwinds or left crosswinds

Winds from critical wind azimuth regions increase the pilot’s workload and
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may lead to loss of aircraft control. Rapid and continuous pedal movements

are necessary to maintain directional control with particular attention to not

over-control the helicopter. Also, power demand should be applied as smoothly

as possible to not cause uncommanded yaws.

• Low airspeed right turns

The main rotor vortex interference has a strong impact on the tail rotor thrust

produced. It is very important for the pilot to not neglect wind direction and

wind velocity, and to always react with a quick response to any relative wind

variation.

• Low airspeed downwind turns

Rapid and continuous pedal movements are required to maintain helicopter

control. Note that relative tailwinds cause high-power flight conditions and

may lead to scenarios in which the tail rotor may not produce enough thrust to

maintain directional control. The pilot may neglect wind direction and velocity

leading to loss of translational lift which increases power demand and anti-

torque requirements.

• Low airspeed go-around

The fast application of collective pitch at low airspeed may trigger LTE. This

threat becomes even more dangerous while the helicopter is in a high-power

demand situation. Power demand should be applied as smoothly as possible to

not cause uncommanded yaws.

In case of an LTE occurrence, several reactive barriers are identified to help the pilot

avoid the fatal collision. As recommended in the FAA Advisory Circular 90-95, if

unanticipated yaw occurs the pilot should maintain full anti-torque pedal input, op-

posite to the direction of the yaw. When allowed, simultaneously move cyclic forward

to increase speed until the recovery is completed. A collective pitch reduction will aid
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in arresting the yaw rate but may cause an excessive rate of descent. The decision to

reduce collective must be based on the pilot’s assessment of the altitude available for

recovery. If the spin cannot be stopped and ground contact is imminent, an autoro-

tation may be the best course of action. The pilot should maintain full anti-torque

pedal until the spin stops, then adjust to maintain heading [54]. A safety briefing

to the passengers shall be conducted before each flight but it may not be effective in

preventing fatalities, due to the challenge of escaping from water entrapment or an

explosion after a ground collision.

The LTE bowtie diagram promotes improved LTE risk evaluations and proac-

tive identification of dangerous scenarios while flying. However, the large number of

factors that influence LTE increase the difficulty for pilots to proactively avoid the

hazard. Further, the diagram is rule-based, established by many domain experts’

estimations. However, the qualitative and subjective nature of those rules limits the

capabilities of this strategy to efficiently prevent and mitigate LTE accidents. Hence,

the next sections will give more quantitative insights on the ongoing risk mitigation

efforts related to LTE.

2.2.2 LTE Detection Within the Flight Data Monitoring (FDM) Program

Operational flight data are essential not only for accident investigations but also to

provide insights towards safety developments. The systematic collection and analysis

of flight data to support aviation safety is known as flight data monitoring (FDM)

program. Also known as the flight operational quality assurance (FOQA) program,

it has been rapidly expanding as a safety culture because of its numerous benefits.

The CAA defines the FDM program as “the pro-active and non-punitive use of digital

flight data from routine operations to improve aviation safety” [33]. It has been rec-

ognized by the NTSB and the CAA as one of the most promising technological efforts

for safety improvements in aviation [106, 33]. Figure 2.9 illustrates the typical FDM
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process [33]. The first step consists of collecting flight data by a removable quick ac-

cess recorder, e.g., videotape, disk, memory card, wireless system. FDM data is then

used to perform different kinds of analyses like event detection routine, operations

measurement, airworthiness investigation, and incident investigation. Following, a

validation and risk assessment of the event is performed by domain experts. Next,

the level of risk of the event detected is determined and corrective actions are con-

sidered to minimize the risk of future hazards. Recommendations are initiated to the

departments of flight training and safety and, if appropriate, to airports, clients, and

aircraft manufacturers to enhance safety reporting and awareness [75]. To support

the expansion of this safety practice, the International Civil Aviation Organization

(ICAO) and the NTSB encourage the installation of on-board flight data recorders

to support routine safety analyses. Furthermore, due to an increased interest in

Figure 2.9: Typical flight data monitoring process [33].
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data-sharing to promote aviation safety, the FAA assisted in the development of a

data-sharing network called aviation safety information analysis and sharing (ASIAS).

This is promoted through a collaborative partnership between government and indus-

try. A virtual shared platform is available to each operator to collect flight data and

develop secure safety analyses to support risk mitigation efforts. The ASIAS program

provides the framework that multiple operators use to obtain and share safety-related,

de-identified flight data. Those efforts, together with the rising number of operators

participating in the FDM program, as shown in Figure 2.10, have allowed for the

ASIAS program to expand its pool of data to support improved safety analyses of

aggregate operations. While in the past, safety analysts had to rely their research

on limited past accidents information, nowadays the database includes also the flight

data of routine operations, with a vast number of flight procedures of multiple and

diverse aircraft. The application of the FDM program to commercial aviation has

been leading to a significant reduction in accident rates during the past few decades,

allowing operators to identify, assess, and tackle multiple operational risks and emerg-

Figure 2.10: Historical growth of operators participating to a flight data monitoring
program [58].
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ing safety concerns [150]. Because of these reasons, the same idea has been applied

to rotorcraft and it has been named the helicopter flight data monitoring (HFDM)

program. This expansion is providing meaningful contributions facilitating risk-based

decision-making for helicopter operators [33, 142, 71, 30].

Safety metric detection is the main method of analysis used, comparing flight data

to a large safety metric database which includes predefined hazardous flight conditions

and different levels of proximity to events. Through this event detection strategy,

the operators can develop improved safety analyses promoting flight safety [30, 57].

However, if the safety metric is not well established, it may lead to false and missed

detections, reducing the reliability of the entire flight analysis. As a result, pilots

may not be aware of the risks encountered while flying. Because of this, domain

experts constantly fine-tune the accuracy of the safety metrics to ensure reliable

flight analyses.

To provide improved LTE detections within the HFDM environment, Zanella et

al. [158] developed a filter-based LTE safety metric able to detect different levels

of proximity to LTE. The metric is based on the approach of exceedance detection,

detecting events using predefined constraints. The definition of those constraints is

based on the critical flight conditions identified by the review of accident reports and

experts’ estimations. Figure 2.11 presents the filter-based framework that defines

the LTE safety metric. This framework is currently implemented in the HFDM

Research website for ASIAS supported by the Helicopter Association International

and the Federal Aviation Administration and allows helicopter operators to conduct

post-flight analyses and investigate flight data to promote pilots’ awareness of the

proximity to LTE. Predefined dangerous wind azimuth regions are identified based on

the qualitative estimations of subject matter experts. Note that no further validation

was performed on the detection results. The medium-risk level of proximity to LTE

is related to the relative wind conditions. The high-risk level of proximity to LTE
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Figure 2.11: Filter-based framework currently used to detect the proximity to LTE
within the HFDM program [158].

is detected if other than the constraints that define medium-risk level, at least one

constraint of any remaining (underlined) conditions is simultaneously satisfied for at

least one second. Those conditions include flight data thresholds that may cause

high-power demand situations. Indeed, while reviewing LTE accident reports it was

noted that high-power phases of flight are an important factor that may trigger an

LTE event. Hence, out of ground effect (OGE) hover, landing with tailwinds, high

takeoff weight, high density altitude, rapid power applications, and situations where

high torque demand or small pedal control margin is used are all included in the safety

metric. Finally, an LTE event is detected if the combination of yaw rate (YR) and the

pedal control input is satisfied, as shown in Figure 2.11. Assuming a counterclockwise

(CCW) rotation of the main rotor, the right yaw rate should be greater than 10

deg/s and pedal used lower than 5% (almost full left pedal). However, the pedal

control input may not be appropriate or fast enough to correct the unanticipated

yaws. Hence, this LTE safety metric does not allow for the detection of LTE events

caused by pilot’s disorientation leading to possible missed detections. It is noted that
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for a proper application of the safety metric, several input parameters are needed to

detect the different levels of proximity to LTE. However, some of those parameters,

e.g., the flight control parameters, are often not available within the recorded flight

data. This greatly hinders the accuracy of the detection of the proximity to LTE

making the safety metric less applicable within the HFDM environment.

Even if this approach is an improvement towards an efficient proactive mitigation

of LTE accidents, the threshold values that define the current LTE safety metric are

not fully accurate. Indeed, the level of impact on LTE of each influencing factor

was established using pilots’ subjective evaluations, hindering the reliability of the

detection. Hence, improved efforts are needed for a more reliable definition of LTE

safety metric to enable more accurate flight analyses within the HFDM program.

2.3 Safety Analysis Approaches Within the FDM Program

One significant method to promote rotorcraft safety involves the systematic collection

and analysis of flight data through the flight data monitoring program. It has been

observed that the LTE safety metric currently used needs to be improved to provide

more accurate safety analyses. Enhancing the accuracy of safety metrics and the

ability of the FDM program on assessing the risk experienced during specific flight

conditions has been the focus of several recent studies. Hence, an overview of the

safety analysis approaches, and the safety metric quantification methods used within

the FDM program is presented. It will be shown that both data-driven approaches

and physics-based approaches present drawbacks that hinder the development of an

enhanced safety metric that allows an accurate prediction of LTE within the HFDM

environment.
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2.3.1 Data-Driven Approaches

Exceedance Detection

Exceedance detection is one of the most common methods of safety metric identi-

fication currently used within the FDM program, and it is the approach currently

used to define the LTE safety metric. This approach is based on a set of parameter

constraints that define the safety metric of interest. If one or more recorded flight

variables exceed any of the thresholds previously specified over a specific amount of

time, an exceedance is detected [75, 33]. The application of this method is promoted

by the FAA Advisory Circular 120-82 [55], which provides multiple events definitions

for air carriers that operate primarily under part 121 or 135. An example of event

names and descriptions is provided in Table 2.1.

The exceedance detection method is also used by Wilborn and Foster [149] after

defining the loss of control (LOC) envelope in commercial transport aircraft. First,

they developed a quantitative loss of control criteria with the union of five envelopes.

Each envelope is defined by two different states, as shown in Table 2.2. Then, they

defined two risk levels of loss of control as a function of the number of exceeded en-

velopes. Exceedance detections may correspond to aggressive maneuvers dangerously

close to the boundary of LOC. If two out of five envelopes are exceeded, the event

Table 2.1: Examples of event exceedences used by the FAA (modified from [55]).

Event name Event description Basic event definition

Operating ceiling
exceeded

An event to detect opera-
tion of the aircraft above
its certificated maximum
operating altitude

Altitude > x feet for x
seconds

Engine failure An event to detect
in-flight engine fail-
ure/shutdown

Air/ground switch= air,
oil pressure < x psi, fuel
flow < x pph, exhaust gas
temperature < x degrees
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Table 2.2: Summary of loss of control envelopes (modified from [149]).

Name of envelope First state Second state

Adverse aerodynamics Angle of attack Sideslip angle

Unusual attitude Bank angle Pitch angle

Structural integrity Velocity Load factor

Dynamic pitch control Dynamic pitch angle Percent pitch control

Dynamic roll control Dynamic roll angle Percent roll control

named “borderline LOC” is detected, while an actual LOC event occurs when three

or more envelope thresholds are exceeded simultaneously.

Exceedance detection is a simple and popular monitoring technique of known and

predefined events. However, it requires the input of subject matter experts with

enough background knowledge of the occurrence to correctly define the safety metric

and consequently obtain an adequate detection. If the safety metric is not well defined,

it may lead to false or missed detections degrading the quality of the overall safety

analysis.

Statistical Analysis

Statistical analysis is an additional class of data-driven approaches, which has been

widely used within safety aviation research for the exploration of event frequency

within large flight databases. This approach focuses on hazard detection within flight

data and the synthesis of the results in the form of distributions. This reveals to the

operator the frequency at which certain flight parameters are exceeded within a cer-

tain period. Hence, statistical analysis can be used to monitor the safety performance

of the overall fleet giving an overview of the possible negative trends of operational

performance. Distributions of parameter exceedance frequency allow for monitoring,

providing an additional capability over exceedance detection. As an example, this

method was used by Puranik et al. [124] for the analysis of approach and landing
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Figure 2.12: Distribution of touchdown velocity [124].

maneuvers for general aviation aircraft. As shown in Figure 2.12, the distribution of

touchdown indicated airspeeds for a set of training flights of a Cessna C172S was used

to obtain more insights about important parameters during the phases of flight con-

sidered. The definition of the hazard flight envelope must be reliable to minimize the

number of false and missed detections and maximize the reliability of the monitoring

task. However, even if this approach does not involve a significant computational

effort, it is purely retrospective, restraining the monitoring of past flight data and

limiting the improvements of safety analyses.

Anomaly Detection through Machine Learning Techniques

With the increasing use of flight data recorders, a vast amount of recorded data be-

came available. Meanwhile, computing power rapidly evolved spurring the develop-

ment of new advanced data analysis techniques. Within this environment, machine

learning became a popular field of study focused on the development of computer

learning algorithms able to use data to obtain intelligent actions. A vast literature

review on machine learning is provided by [90, 100, 70, 152]. Machine learning tech-

niques are divided into different categories depending on their purpose. This section
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provides an introduction to the main groups of learning approaches largely used within

aviation safety research.

A predictive model, as the name implies, provides predictions of output values

after going through a learning training process of the relationship between input-

output values of a specific dataset. Since clear learning instructions are provided,

the process of training a predictive model is called supervised learning. In other

words, the supervised learning algorithm aims to optimize the predictive model to

find the combination of values, called features, that give the target output. The

models involved may be categorized as probabilistic, if Bayesian methods are used, or

deterministic if no randomness is involved. Furthermore, based on the desired output

different learning techniques may be preferable to others, for example, classification

is used for discrete outputs while numerical prediction deals with continuous results.

Descriptive models, instead, are known for their potential of finding structure or

patterns in a given dataset. Specific techniques, like clustering or pattern recogni-

tion, may be used on a vast dataset to reorganize the input data in a more useful

way. Since only input data are needed and no mapping between input and output is

created, this approach is also known as unsupervised learning. Because the aviation

industry urges on mitigating emerging issues within large flight datasets, unsuper-

vised learning techniques are often preferred for their ability on detecting abnormal

operations for which predefined detection criteria still do not exist. Though the sup-

port of domain experts is needed to complete the detection analysis with meaningful

insights to minimize missed and false alerts, it is important to notice that the choice

of the learning technique and the subsequent algorithm is a function of different fac-

tors, such as the dataset size, the type of parameters involved, also called features,

and the characteristics of the anomaly that is intended to be detected. Following,

a literature review on the most popular machine learning methods used in aviation

safety is provided.
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Budalakoti et al. [23] developed a method called SequenceMiner, to help the safety

experts identifying abnormalities of pilot inputs used to control the autopilot system of

commercial aircraft. This method stands for its capability to detect and characterize

anomalies within a large set of discrete symbol sequences. A sequence is defined as

the set of switches that the airline pilot flips during a landing phase. Two main

steps define the detection of anomalous sequences. First, sequences are clustered

using a distance-based similarity measure and anomalous sequences are identified. An

outlier analysis follows to provide an explanation of the anomalies detected, through

easy-to-read indicators. SequenceMiner represents an innovative approach not only

for discovering significant safety events within discrete aircraft data but also for its

capability of describing why the discrete sequences detected are anomalous.

An important contribution has been given by Bay and Schwabacher [5]. They

developed an algorithm called Orca that can treat both discrete (binary) and contin-

uous features for anomaly detection within aviation datasets. The algorithm created

is based on the kth nearest neighbor approach. More precisely, for each point the

average distance to the k nearest neighbors is calculated and the top t points with

the largest resultant are considered outliers. Unfortunately, its use becomes very

inconvenient within large datasets because of the too high computational time due

to potential quadratic time complexity. An improved version named the iOrca was

developed by Bhaduri et al. [10] to improve the method efficiency while providing the

same anomaly detection results. The advanced sequential method resulted up to an

order of magnitude faster than the previous version.

Within aviation safety, the approach of combining different machine learning al-

gorithms to obtain better performance has been rapidly spreading. Das et al. [37]

developed the multiple kernel anomaly detection (MKAD) method to detect potential

flight anomalies within a vast dataset of worldwide operations of commercial fleets.

The algorithm was created from two baseline anomaly detection algorithms, Orca and
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SequenceMiner, to combine their performance into a single method. The detection is

based on the multiple kernel learning theory, using the one-class support vector ma-

chine (SVM) which is a semi-supervised machine learning technique. One-class SVM

has been chosen for its ability to combine both discrete and continuous variables from

different data sources. MKAD method was shown to be reliable in predicting anoma-

lies detection in heterogeneous data sources and robust enough against the existing

baseline algorithms.

Li et al. [97, 96] developed a novel clustering method named ClusterAD-Flight,

which detects abnormal flights within routine airline operations. This method sup-

ports proactive risk management with no predefined anomaly criteria. Three main

steps characterize the method as shown in Figure 2.13. First, the time series flight

data is transformed into high-dimensional vectors. Then, dimensional reduction is

applied to address the problem of data sparsely distributed across dimensions and

multicollinearity. Finally, the cluster analysis defines clusters, or groups of proxi-

mate vectors, and abnormal flights, or standalone vectors. Through the analysis of

flight data provided by Boeing and Airbus, it has been shown that ClusterAD-Flight

is more sensitive in identifying abnormal patterns of continuous parameters than the

Figure 2.13: ClusterAD-Flight process [96].
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traditional exceedance detection method. However, those abnormalities need to be

referred to domain experts for following reviews to determine their operational im-

plications. Also, the method is limited to the analysis of only take-off and approach

phases.

Multiple studies compare ClusterAD-Flight, MKAD, and exceedance detection

analysis methods on common aviation datasets. It has been shown that both ClusterAD-

Flight and MKAD perform better than the traditional exceedance detection approach.

Though, while the former is more effective in identifying abnormal patterns of contin-

uous features, the latter is more sensitive to discrete flight parameters. As a limita-

tion, each abnormality detected needs to be referred to domain experts for following

reviews to determine their operational implications. Also, the analysis is restricted

to few specific phases of flight of very similar commercial aircraft [36, 96].

Flight operators record new flight data every day and the computational cost to

update the clustering analysis including data as they accumulate is very expensive.

Hence, an adaptive online clustering-based method was developed by Zhao et al. [160]

to allow real-time update of clusters as new flight data are recorded by the operators

and included in the analysis. The method is based on the Gaussian mixture model

(GMM), a probabilistic model that represents normally distributed clusters. An of-

fline GMM calculates the cluster model parameters, while an online GMM updates

the previous parameters of the existing clusters based on the new dataset. A con-

straining limitation is the inability of the method to create new clusters as more flight

data are included. New data are assigned only to already existing clusters, neglect-

ing new patterns caused by the introduction of new technologies. Also, the method

does not include the inputs of airline safety experts on the anomaly detection results

limiting the power of this application.

With regards to the predictive models used in aviation safety, a vast classification

analysis of aviation historical data was performed by Babic et al. [2]. The goal of this
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study was to develop a cost-effective model to proactively identify the occurrences

of potential accidents. Multiple decision tree algorithms were used and compared

to provide an easy to read classification. Also, an ensemble learning classifier called

random forest approach was used. Its ability to create a multitude of decision trees

at training time enhances the output accuracy while complicating the tree structure

interpretability.

Another vast comparison between prediction models was done by Stolzer and

Halford [134]. The scope of their work was to create a tool able to identify anomalous

rates of fuel consumptions within the fleet, to improve operational efficiency and

safety. Classification and regression trees (C&RT) models and neural networks (NNs)

architectures, were tested against traditional regression methods to predict fuel burns

within FOQA data. It has been shown that both C&RT and NNs outstand the

predictive performance of the traditional methods. However, while NNs results are

of difficult interpretation, the dendrograms produced by C&RT enable the analyst to

understand the key factors that contribute to the results, mapping the relationship

between features and outcomes.

Recurrent neural networks (RNNs) have been used by Nanduri and Sherry [105] to

detect well-known anomalies within flight datasets. RNNs differ from standard NNs

by using their internal memory to process sequences of inputs. This study aims to

address the limitations of MKAD method, such as the need for dimensional reduction

preprocess, the poor sensitivity towards short durations of anomalous patterns, and

the inability to detect anomalies in features that are derivable from features present in

the feature vector. Their superior performance was proven compared to the MKAD

method. Indeed, while RNNs detect 8 out of 11 anomalies, MKAD was able to

detect only 6 of them. RNNs have been used for their capability of handling both

continuous and discrete time series data. Further, after the training process, the

resulting predictive models can be used for real-time anomaly detection onboard the
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aircraft.

In the context of helicopter risk detection within HFDM data, Gavrilovski [61]

developed a methodology to improve monitoring capabilities of adverse rotorcraft

flight conditions within flight datasets. A multilayer perceptron neural network with

several hidden layers was used to perform regression on the nonlinear response of

the helicopter simulation data. This approach allowed for an accurate representation

of the outputs preserving the characteristics of the simulation analysis results. This

study enabled hazard detection within HFDM databases, to predict operating con-

ditions that contribute to rotorcraft accidents. However, as already mentioned, NN

architectures are difficult to interpret not allowing for an easy understanding of the

input-output relationship.

As already discussed, machine learning techniques are widely used within avia-

tion research. Specifically, descriptive and predictive modeling capabilities have been

used for anomaly detection within large flight datasets. However, most of the liter-

ature concerns commercial aviation datasets. There are notable differences between

rotorcraft and commercial aircraft operations. Commercial airplanes usually follow

a routine pattern with a strong similarity between profiles within the same phase

of flight. Instead, as explained by Gavrilovski et al. [62], the mission profiles of ro-

torcraft operations are not enough homogeneous. For example, operations involving

search and rescue, medical transport, or tourism all feature very different mission

characteristics. This explains why rotorcraft mission profiles are so different from

each other, making the analysis difficult in terms of a systematic comparison between

phases of flight. Also, while the definition of phases of flight of commercial airplanes

is well established, rotorcraft phases of flight remain not well defined in the litera-

ture. Chin et al. [29] supported this effort proposing a process for rotorcraft phases

of flight identification. The detection is based on guidelines found in literature and

the estimations of domain matter experts. Furthermore, the heterogeneity of flight
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data recording devices represents a big challenge within rotorcraft aviation. Not all

helicopters have the same equipment, resulting in not uniform recordings of flight pa-

rameters. The NTSB has recommended spreading and standardizing the use of flight

data recorders onboard helicopters [106]. This lack of consistency limits the compar-

ison between similar flight profiles and hinders the accumulation of sufficient flight

data that would allow for knowledge discovery through machine learning techniques.

2.3.2 Physics-Based Approaches

A physics-based model is typically built up from first principles using many a pri-

ori assumptions about the vehicle characteristics. During a simulation, the model is

required to predict the aircraft response from a specific set of inputs. While suffi-

cient information about the aircraft is required, no flight data is needed to build the

model [114]. Within the literature, different levels of model complexity exist. From

the approximated point mass model to the most complete nonlinear helicopter model,

different tradeoffs between model complexity and simulation accuracy may be chosen

depending on the requirements.

Even if building the model can be very labor intensive, physics-based approaches

are essential for many applications. Contrary to the data-driven techniques, a physics-

based model can predict aircraft performance and dynamic behaviors even before the

aircraft has been built. Often no flight data is available for the analysis of conditions at

the boundaries of the flight envelope and flight tests are too expensive and dangerous

to perform. Hence, physics-based simulations are used to predict the aircraft response

in those critical conditions to facilitate several activities such as performance analysis,

design and certification, handling qualities research, and safety training.

Harrison [69] used the physics-based model of a general aviation fixed-wing aircraft

to define the flight envelope of loss of control conditions. Further, the model supported

the investigation of new mitigation techniques at the boundaries of the flight envelope.
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Since the flight conditions analyzed in this work are far from nominal and cannot be

well approximated by linear models, a nonlinear dynamic model was chosen to assure

an accurate representation of the upset conditions during loss of control incidents.

With regards to rotorcraft physics-based simulations, Gavrilovski [61] used several

models to improve the understanding of some dangerous conditions that contribute to

current helicopter accident rates. The analysis focused on vortex ring state, autoro-

tation, and tipover conditions. Several levels of fidelity were considered, from static

performance models to nonlinear dynamic simulations. As shown in Figure 2.14, a

two dimensional dynamic model was used to study the lateral behavior of a helicopter

on the ground for the tipover analysis. Further, the same study was performed using

a three-dimensional dynamic model which accounted for the rolling motion. Finally,

the sophisticated nonlinear dynamic model implemented in the simulation software

FLIGHTLAB was used to validate the previous models. It was shown how lower

fidelity models allow for a general understanding of the condition, while a more com-

Figure 2.14: Two dimensional tipover model [61].
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plex helicopter model gives more detailed and accurate results. Improved detection

capabilities were demonstrated compared to the existing techniques used within the

HFDM program.

Okuno and Kawachi [112, 111] built a rigid-body dynamic model to investigate he-

licopter safety procedures following power failure. The rigid body dynamic model has

three degrees of freedom, as shown in Figure 2.15. Important aerodynamic character-

istics were included such as the blade rotor stall effects and the main rotor vortex ring,

with modified versions of the blade element theory and momentum theory, respec-

tively. A good correlation was demonstrated between the predicted height-velocity

curve and the flight tests, demonstrating how the success in emergency landings

mainly depends on the pilot’s collective inputs, wind speed, and landing site char-

acteristics. However, some differences were observed in the results because of the

model assumptions. Bottasso et al. [14] studied the trajectory optimization for rotor-

craft vehicles, including pilot-in-the-loop effects. The dynamics of a generic medium

size helicopter were simulated using the software FlightLab. The model is based on

three-dimensional rigid body dynamics, computing rotor forces and moments using

blade element theory and uniform inflow. A power balance equation calculates the

Figure 2.15: Helicopter physics-based model representation [112].
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power available and the rotor torque to the rotor speed rate. Quasi-steady flapping

dynamics with a linear aerodynamic damping correction is used to derive rotor atti-

tude. Also, the model includes corrections for compressibility effects and downwash

angle variation due to the main rotor interactions. To capture for performance loss

due to human limitations, the addition of a simple delay in the control application

was preferred to the more sophisticated modeling of the musculoskeletal system using

multibody dynamics. Improved accuracy in the results was achieved while showing

the potential for solutions obtained with simpler and less laborious physics-based

models.

2.4 Summary and Observations

The numerous accidents involving LTE and the inability of pilots to recognize and

avoid the proximity to LTE suggests that this phenomenon still represents a less-

understood phenomenon within the rotorcraft community. Different names and def-

initions can be found in the literature, together with the inconsistent descriptions of

the most critical flight conditions that may lead to LTE behavior. Even some flight

training simulators do not accurately represent it, potentially contributing to a mis-

leading pilot’s training and low awareness during flights. The dramatic consequences

are seen in the number of LTE accidents reported by the NTSB [107]. Because of

the critical flight scenarios developed during LTE events, the ongoing strategies aim

to promote better awareness of LTE within the pilots’ community to support the

proactive mitigation of LTE accidents.

The LTE bowtie analysis [158] provides pilots with a schematic summary of all the

dangerous flight scenarios that lead to fatal LTE accidents in the past, enhancing their

ability to quickly recognize the proximity to LTE and increase their chance of survival.

This safety practice is easy to apply and does not require a significant amount of

flight data or computational effort. However, because of its retrospective nature
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and its strict correlation to the specific accident scenarios, it is not a powerful enough

approach for the prediction of negative trends of potential safety issues related to LTE.

Also, the large number of factors that influence LTE increase the difficulty for pilots

to proactively avoid the hazard. Finally, because of its qualitative characteristics,

the LTE bowtie diagram has limited capabilities to efficiently prevent and mitigate

LTE accidents. Therefore, the rotorcraft industry has been moving towards a more

quantitative approach to mitigate more efficiently potential accidents related to LTE.

The detection of the proximity to LTE within the HFDM program represents an

improvement towards quantitative flight data assessments related to LTE. Through

this program, pilots become aware of the proximity to LTE that occurred during

the flight, training on improving their proactive LTE risk evaluations. However, the

threshold values that define the current LTE safety metric [158] are not fully accurate

since they are based on pilots’ subjective evaluations, hindering the full reliability of

the detection. Also, the metric does not account for the human factor component. In

fact, during an LTE event, the failed application of the correct pedal control recovery

would lead to a missed detection. Also, it is noted that for a proper application of

the safety metric, several input parameters are needed to detect the different levels

of proximity to LTE. However, some of those parameters, e.g., the flight control

parameters, are often not available within the recorded flight data. This greatly

hinders the accuracy of the detection of the proximity to LTE making the safety

metric less applicable within the HFDM environment. Hence, improved efforts are

needed for a more reliable definition of LTE safety metric to avoid false or missed

detections and enable more accurate flight analyses.

Within the FDM program several safety analysis approaches are employed, de-

pending on the information available and the characteristics of the hazard that is

meant to be analyzed. Data-driven approaches, e.g., statistical analysis and anomaly

detection through machine learning techniques, rely on the use of flight data to in-
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vestigate flight conditions. Though, helicopter flight operations have several pitfalls

that hinder the accumulation of sufficient flight data to perform analysis. The lack of

homogeneity of recorders and several differences between helicopter mission profiles

does not allow to gather consistent data to analyze. Further, because of the rarity

of LTE events, the amount of flight data capturing this phenomenon is extremely

limited. Since this flight condition is particularly dangerous, it is very difficult to

perform flight tests to gather data for further investigations. Further, some of the

flight simulation tools do not accurately represent the LTE phenomenon hindering

the accumulation of flight data related to LTE.

Physics-based simulations are often used to investigate the aircraft response dur-

ing dangerous flight scenarios, allowing for the exploration of phenomena for which

sufficient flight data is not available. Even if building the model can be very labor in-

tensive, physics-based models are essential for many applications such as performance

analysis, design and certification, handling qualities research, and safety training. Of-

ten no flight data is available for the analysis of conditions at the boundaries of the

flight envelope and flight tests are too expensive and dangerous to perform, therefore

physics-based approaches can be used to replicate and analyze critical flight scenar-

ios. However, the ambiguities surrounding the physics of LTE hinder the application

of this type of approach. Also, because of the complexity involved in performing

physics-based simulations, there is the necessity to provide the operator with a tool

designed to analyze flight data and easily detect the proximity to LTE without the

need for a simulation model. Hence, an alternative approach is needed to enhance

the detection accuracy of the proximity to LTE within the HFDM program.

2.5 Research Objective

The ongoing strategies that support the proactive mitigation of LTE accidents re-

vealed several pitfalls. In particular, it has been observed that a more reliable defini-
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tion of LTE safety metric is needed to avoid false and missed detections of proximity

to LTE. Further, because of the limitations provided by the current techniques used

within the FDM program, an alternative approach is needed to improve the detection

accuracy of the proximity to LTE. Hence, the motivating question of this research is:

How can a more accurate LTE safety metric be developed to enable a more reliable

prediction of proximity to LTE within the HFDM program?

Motivated by this question, the main research objective is defined as follows:

Formulate a methodology to improve the detection capability of the proximity to LTE

within the HFDM program and support the proactive mitigation of helicopter accidents

related to LTE.

To achieve the main objective the following sub-objectives will be tackled:

• Enhance the understanding of the physics of the different LTE phenomena.

• Investigate what are the assumptions and theories that the helicopter simulation

model should include to adequately represent the different LTE phenomena.

• Enhance the understanding of the factors that mainly influence the proximity

to LTE.

• Improve the current investigative approach used for helicopter accidents involv-

ing LTE phenomena.

• Evaluate what gaps still exist that prevent a more reliable proximity to LTE

detection to guide future research in rotorcraft safety.
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CHAPTER 3

METHODOLOGY FORMULATION

3.1 Approach Overview

The methods used within the FDM program present several drawbacks that hinder

the development of a more accurate LTE safety metric. Specifically, data-driven

approaches cannot be directly used because of the limited availability of flight data

related to LTE. Also, the ambiguities surrounding the fundamental nature of LTE

hinder the correct physics-based modeling and simulation of this phenomenon. Hence,

an alternative approach is sought to enhance the detection accuracy of the proximity

to LTE within the HFDM program. This will not only improve the understanding of

the factors that may influence the proximity to LTE but also promote LTE awareness

within the rotorcraft community to support the proactive mitigation of helicopter

accidents related to LTE.

Figure 3.1 illustrates an overview of the approach used to formulate the methodol-

ogy. First, it is necessary to analyze the physics of LTE to enhance the understanding

of this less-understood phenomenon. This is accomplished through a physics-based

approach based on the work published by Zanella et al. [159]. Because of the am-

biguities surrounding the fundamental nature of LTE, it is essential to investigate

each LTE phenomenon, i.e., loss of weathercock stability, running out of pedal for

trim, and vortex ring state at the tail rotor. The different physics-based models

needed to adequately represent those conditions must be analyzed to ensure an ac-

curate representation of LTE. Further, the parameters that enable the detection of

those conditions must be found to classify each LTE phenomenon within the simu-

lation results. However, there is the necessity to provide the operator with a tool
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designed to analyze flight data and easily detect the proximity to LTE without the

need for a simulation model. Hence, a method is sought to enable a fast and reliable

identification of LTE events within the HFDM environment.

Machine learning represents a promising approach to develop computer learning

algorithms able to use data to obtain intelligent actions. A vast literature review

on machine learning is provided by [90, 100, 70, 152]. The choice of the learning

technique and the subsequent algorithm is a function of different factors, such as the

dataset size, the type of parameters involved, and the characteristics of the anomaly

that is intended to be detected. Considering the lack of helicopter flight data related

to LTE, it is observed that predictive models represent an advantageous approach

to identify LTE within flight data. A predictive model estimates the output values

after going through a learning training process of the relationship between the input-

output values of a specific dataset. Since clear learning instructions are provided, the

process of training a predictive model is called supervised learning. In other words,

the supervised learning algorithm aims to optimize the predictive model to find the

combination of values that give the target output.

The new LTE safety metric will be a predictive model that relate to each of the

LTE phenomena and allow for the identification of their proximity within flight data.

To build the model, a dataset that includes the different types of LTE occurrences is

needed. Since it is known how to represent LTE through physics-based simulations, a

dataset can be created simulating each LTE phenomenon using the appropriate sim-

ulation model. After going through the learning training process of the relationship

between the initial test conditions and the results of the predefined physics-based

simulations, different prediction functions are created for each LTE phenomenon.

Ultimately, appropriate boundaries must be defined to detect the proximity to the

different types of LTE events. The resulting LTE safety metric, i.e., the compre-

hensive model that predicts LTE events and proximity to LTE, will encompass the

45



different predictive models obtained. This metric will be evaluated against the current

filter-based metric used within the HFDM program, to test if the proposed method-

ology provides an improved detection of the proximity to LTE to better support the

mitigation of helicopter accidents related to LTE. During the development of the

proposed methodology, the following assumptions are considered:

• The helicopter design parameters are known

If some of the design parameters of the helicopter considered are not available,

the user may use published design parameters of a similar helicopter configura-

tion to obtain an approximated result.

• The LTE safety metric will be based on out of ground effect flight scenarios

The methodology creates a more applicable framework for future developments

which may involve the addition of in ground effects to improve the accuracy of

proximity to LTE predictions.

• The required flight data for the detection of the proximity to LTE is available

The methodology will focus on enabling the more accurate detection of prox-

imity to LTE within the HFDM program, assuming that the necessary flight

data is available.

• The methodology performance is measured in terms of false alerts and missed

detections

The performance of the system will be compared to the current method used

with the HFDM program, evaluating false and missed detections.
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Figure 3.1: Overview of research approach.
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3.2 Helicopter Simulation Model

Because of the lack of flight data including LTE events, a physics-based approach

is sought to investigate the different LTE phenomena. This section describes the

baseline simulation model used within this research.

3.2.1 An Overview

The analysis of rotorcraft flight dynamics requires a mathematical model able to

replicate the behavior of the aircraft in flight. It is often used in conceptual design,

the early phase of the design process, to investigate mission requirements, aircraft

design constraints, and performance estimations. The simulation model must be able

not only to perform trim estimation and stability analysis, but also should capture

the response of the aircraft to pilot’s controls and external atmospheric disturbances.

Aerodynamic and structural effects highly influence the rotorcraft dynamics, often in-

volving non-linear phenomena, making the problem even more complex. Throughout

this work, the vehicle can be treated by making the following assumptions:

1. Rigid body motion

2. Constant body mass, m

3. The Earth is considered as the inertial reference frame

Because small flight speeds and short flight times are considered, the listed as-

sumptions are considered to be valid. The basic vehicle model has 6 degrees of

freedom, 3 translational, and 3 rotational, and it is characterized by a state vector

of 12 components, formed by the translational velocities, angular velocities, attitude

angles, and body position. Those quantities are referred to a system of body-fixed

axes centered at the aircraft’s center of mass, with xB pointing towards the nose of

the aircraft, yB towards the right hand side of the vehicle is seen from behind, and

48



zB that completes the right-handed orthogonal frame. The state vector x is defined

as:

x = {u, v, w, p, q, r, ϕ, θ, ψ, xe, ye, ze} (3.1)

where u, v and w are the body-axes translational velocities; p, q and r are the body-

axes angular velocities; ϕ, θ and ψ are the Euler angles; and xe, ye, and ze the

components of the position vector relative to a fixed point on earth. As the state

vector changes at each time step of the simulation, the objective of the vehicle motion

model is to determine the 12 states of the aircraft with time.

The body dynamics is governed by the Newton’s laws, which relate the applied

loads to the translational and rotational accelerations. The translational dynamics is

given by Newton’s second law which determines the body-axes translational acceler-

ation components:

u̇ = − (wq − vr) +
X

m
− g sinθ (3.2)

v̇ = − (ur − wp) +
Y

m
+ g cosθ sinϕ (3.3)

ẇ = − (vp− uq) +
Z

m
+ g cosθ cosϕ (3.4)

where X, Y, and Z are the aerodynamic and propulsive force components in the

body frame which include the contributions from the different aircraft components.

The rotational dynamics is expressed by the Newton-Euler equation, that defines the

body-axes angular acceleration components:

Ixxṗ = +Ixz (ṙ + pq) + (Iyy − Izz) qr + Iyz
(
q2 − r2

)
+ Ixy (q̇ − rp) + L (3.5)

Iyy q̇ = +Ixz
(
r2 − p2

)
+ (Izz − Ixx) rp+ Ixy (ṗ+ qr) + Iyz (ṙ − pq) +M (3.6)

Izz ṙ = +Ixz (ṗ− qr) + (Ixx − Iyy) pq + Iyx
(
p2 − q2

)
+ Iyz (q̇ + rp) +N (3.7)

where L, M, and N are the aerodynamic and propulsive moment components in the
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body frame which include the contributions from the different aircraft components,

and Ixx, Iyy, etc., are the fuselage moments of inertia about the reference axes.

The time derivatives of the attitude angles and the position vector are determined

using kinematic relationships. The body attitude rates are obtained from measure-

ments of the body angular rates using an iterative solution that is initialized using

the ground orientation of the vehicle:

ϕ̇ = p+ (sinϕ tanθ) q + (cosϕ tanθ) (3.8)

θ̇ = cosϕ q − sinϕ r (3.9)

ψ̇ = (sinϕ secθ) q + (cosϕ secθ) r (3.10)

The vehicle position [xe, ye, ze] is expressed with reference to the inertial reference

frame, and its derivative is computed using a rotation matrix that transforms the

translational velocity vector in the body reference frame, i.e., vB = [u, v, w] , to the

inertial reference frame. Hence, 12 first-order ordinary differential equations form the

basic vehicle model. Those equations are integrated in time using a given initial state

vector, and the appropriate values of aerodynamic and propulsive forces and moments

expressed in the body-reference frame. The basic vehicle model is similar for both

fixed wing and rotorcraft. The differences rely on the calculation of the aircraft forces

and moments, and here hides the real complexity of the problem.

As shown in Figure 3.2, a single rotor helicopter is a system of interacting com-

ponents, including the main and tail rotors, the fuselage, and the empennage. For

each of those subsystems, the body-axes components of forces and moments must

be determined. First, the loads are computed using the local coordinate system of

each component, and then they are transformed to the body-axes of the aircraft us-

ing appropriate transformation matrices. By summing the contributions from all the

helicopter components, the total aerodynamic and propulsive loads about the center
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of mass of the vehicle can be established. Talbot et al. [136] give a great overview of

this process while describing the mathematical model of a single main rotor helicopter

developed at Ames Research Center and used to advance the development of design

criteria in future helicopters. Including the aerodynamic loads of the aircraft within

the vehicle simulation model, it is possible to compute the aircraft flying qualities and

investigate phenomena for which flight data is not available. Figure 3.3 illustrates

the main components of a single rotor helicopter model, giving a high-level view of

the baseline simulation model used within this research.

Figure 3.2: Helicopter subcomponents [114].
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Figure 3.3: Main elements of a single rotor helicopter model.

3.3 Modeling of Loss of Weathercock Stability

Because of the ambiguities surrounding the fundamental nature of LTE, it is essen-

tial to investigate each LTE phenomenon. This section describes the physics-based

modeling of the phenomenon of loss of weathercock stability. It will be shown that an

experiment is required to establish what inflow model is needed to ensure its accurate

representation.

3.3.1 The Physics

Directional static stability, also called the weathercock stability, is related to the

yaw moment reaction about the center of gravity of the vehicle due to a sideward

gust disturbance. If the yaw moment reaction from the vehicle to an external wind

gust is such that it tends to yaw the helicopter back to its equilibrium position, it is

considered as a statically stable reaction. On the contrary, if the yaw moment reaction

is such that it tends to yaw the helicopter away from its equilibrium position, it is

considered as a statically unstable reaction.

Aerodynamically, a lateral movement of the aircraft along the positive body y axis
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is equivalent to a sideward gust, i.e., a change in wind magnitude, from the pilot’s

right. However, if we assume small perturbations, the variation in lateral speed v

can also be related to a change in sideslip angle β, i.e., a change in wind azimuth, as

shown by the following equation:

∆β ≈ tan ∆β =
∆v

u
(3.11)

where u is the translational velocity of the aircraft. It is noted how the sideslip angle is

equivalent to the wind azimuth as they both describe the body yaw orientation relative

to air. It is inferred that both wind magnitude and wind azimuth are important

variables that may heavily impact the weathercock stability of an aircraft.

The yaw moment reaction from the aircraft is the result of the contributions from

the different helicopter subsystems. The main influences are from the tail rotor, the

vertical fin, and the fuselage [114]. Each of the helicopter components generates a

yaw moment about the center of gravity of the vehicle that will vary with the relative

wind conditions. The aerodynamic loads generated by the fuselage and vertical fin

are complex non-linear functions of relative airspeed and direction. They are often

based on empirical curve fittings of wind tunnel test results that have been carried

out for a range of dynamic pressures and aerodynamic angles [151, 13]. Assuming

similar fluid dynamics at the test and the simulated flight conditions, each force and

moment can be estimated using the aerodynamic coefficients measured during the

wind tunnel tests and defined as a function of the angle of attack and the sideslip

angle. The fuselage side force coefficient, CY f , is used to measure the side force at

the fuselage reference point, which is defined as:

Yf =
1

2
ρV 2

f CY fSf (3.12)

where ρ is the air density, Vf is the incident velocity, and Sf is the fuselage side area.
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The yaw moment coefficient, CNf , is used to calculate the yaw moment developed at

the fuselage reference point, i.e.:

Nf =
1

2
ρV 2

f CNfSf lf (3.13)

where lf is the fuselage reference length. In general, Nf is destabilizing because of the

greater fuselage area ahead of the aircraft center of gravity. The vertical fin side force

coefficient, CY vf , obtained from the wind tunnel measurements, is used to calculate

the side force generated by the vertical fin, i.e.:

Yvf =
1

2
ρV 2

vfCY vfSvf (3.14)

where Vvf is the incident velocity, and Svf is the fin side area. Figure 3.4 shows the

aerodynamic force in body axis frame acting on the vertical fin. The yaw moment

developed by the vertical fin is computed as:

Nvf = Yvf lvf (3.15)

where lvf is the distance between the vertical fin center of pressure and the center of

gravity of the aircraft. The vertical fin is an essential element for directional static

stability. It is often called the vertical stabilizer as, in most cases, it provides a

significant contribution to the directional stability of the aircraft. It is noted how a

lower dynamic pressure causes the fuselage and the vertical fin to develop a smaller

yawing moment, influencing the weathercock stability of the aircraft much less. Low-

speed conditions cause the vertical fin to lose its critical role in providing the restoring

yaw moments to external disturbances.

From the literature, low airspeeds provide an enabling environment for LTE.

Hence, they are of particular importance to this study. A key contribution to di-
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Figure 3.4: Vertical fin subsystem.

rectional static stability at low airspeeds is given by the tail rotor. The yaw moment

developed by the tail rotor Ntr is directly proportional to the thrust generated Ttr

through the simple equation:

Ntr = Ttrltr (3.16)

where ltr is the distance between the tail rotor hub and the center of gravity where

the body frame is fixed, as depicted in Figure 3.5. Since the Ttr points towards the

positive y axis of the vehicle, the resulting Ntr is negative and causes a left yaw. In

the case of a canted tail rotor configuration, only the side force component of the

Figure 3.5: Tail rotor subsystem.
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thrust would affect the yaw moment magnitude. From blade element analysis, the

thrust produced by the rotor is expressed by:

Ttr = ρV 2
tip,trCT,tr

Atr (3.17)

where Vtip,tr is the tail rotor blade tip speed, CT,tr the tail rotor thrust coefficient,

and Atr the tail rotor disk area. Ttr can be assumed to be equal to the sum of the lift

contributions produced by each blade element. Figure 3.6 illustrates the aerodynamic

environment at a typical blade element. The lift produced by the blade element can

be defined in non-dimensional form by the lift coefficient cl. This is a function of the

effective angle of attack α of the blade element, which is given by:

α = θ − ϕ ≈ θ − UP
UT

(3.18)

where θ is the blade pitch angle and ϕ is the relative inflow angle which can be assumed

to be defined as the ratio between the perpendicular and the tangential components

of the relative airflow velocity. Considering the hover case, UT is the angular speed

of the blade element, and UP is the total inflow velocity at the blade section which is

defined as:

UP = vc + vi + rβ̇ (3.19)

Figure 3.6: Incident velocities at the blade element.
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where vc is the axial component of the freestream velocity, vi is the induced inflow

velocity, and rβ̇ is the flapping rate induced velocity in which r is the blade element

location along the blade and β is the blade flapping angle. It is noted how the effective

angle of attack at each blade section is a function of the key variables θ, vc, and vi.

The blade pitch angle is directly related to the pilot pedal control applied. The axial

component of the freestream velocity is a function of the relative wind conditions at

the tail rotor plane. The induced inflow velocity, also called downwash, is the flowfield

induced by the rotor, and, from momentum theory, it is inversely proportional to the

mass flow through the rotor. The accuracy of induced velocity prediction in the

analysis depends on the inflow model used. Several models allow for the calculation

of the induced inflow over the rotor disk based on distinct theories and assumptions.

However, which of those models is the most appropriate to accurately replicate the

weathercock stability of the aircraft is still unclear.

3.3.2 Research Question 1 and Hypothesis

The rotor induced inflow, also called downwash, is the flowfield induced by the rotor.

The accuracy of its representation depends on the inflow model used, impacting the

prediction of the tail rotor loadings and, consequently, the simulation of the heli-

copter’s directional stability. Hence, it is essential to investigate the inflow model

needed for the proper simulation of loss of weathercock stability. The following re-

search question is formulated:

What assumptions and theories should the tail rotor inflow model include to adequately

represent the phenomenon of loss of weathercock stability?

To identify the types of inflow models needed for this study, a few observations are

made:

• The investigation of loss of weathercock stability is sought, involving the study
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of helicopter flight dynamics.

• The phenomenon of loss of tail rotor effectiveness is defined as a low-speed flight

characteristic [54].

• It is assumed that only out of ground effect flight scenarios are considered in

the development of the final LTE safety metric.

To investigate the aircraft flight dynamics during out of ground effect low-speed flight

conditions, an inflow model that provides a good tradeoff between modeling accuracy

and computational time is needed. A comprehensive review of inflow models intended

for this specific set of applications is given in Appendix A.1. It is observed that models

that involve a linear gradient distribution of the inflow along the rotor blade provide

an appropriate prediction of the rotor inflow for applications involving helicopter

flight dynamics. Those models are often used in rotorcraft flight simulators because

of their better correlation with the available experimental data [26].

Several experimental tests confirm that the operational environment of the tail

rotor is affected by the turbulent aerodynamic interaction with the main rotor wake [4,

137, 35]. Low-speed quartering flight conditions reveal to be the most critical and

difficult to predict. As illustrated in Figure 3.7, within specific wind azimuth regions

the tail rotor is impacted by the tip vortices trailed from the edges of the main rotor

disk. The formation of this type of vortices is described in more detail by Heyson [72]

and Brocklehurst [19]. The tail rotor performance can be significantly degraded by

the velocity field induced by the main rotor tip vortices, impacting the directional

stability of the aircraft. Therefore, the following hypothesis is formulated:

If the tail rotor inflow is represented by a linear gradient distribution along the tail rotor

blade while accounting for the aerodynamic interference from the main rotor vortex

wake, then the impact of external atmospheric disturbances on the representation of

the loss of weathercock stability phenomenon will be more realistic.
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Figure 3.7: Aerodynamic interaction between tail rotor and main rotor tip vortices
during quartering flight [92, 143].

To test this hypothesis and ensure an appropriate level of accuracy in the represen-

tation of this phenomenon, an investigation on the impact of the inflow modeling on

the loss of weathercock stability of the aircraft is needed.

3.3.3 Formulation of Experiment 1

It has been observed that for a particular helicopter configuration in ambient condi-

tions, the tail rotor blade pitch angle, the inflow model used for the tail rotor, and

the relative wind conditions are essential variables that should be considered while

analyzing the weathercock stability of the aircraft. To ensure a causal effect between

the change in relative wind conditions and the resulting tail rotor thrust variations,

the blade pitch angle needs to be constant throughout the investigation. With regards

to the wind conditions considered, constant settings of wind magnitude are needed
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while varying the wind azimuth to ensure a unique relationship between lateral speed

change ∆v and yaw moment reaction ∆N from the aircraft. This type of analysis is

usually accomplished during wind tunnel tests. The aircraft model is pinned at the

aerodynamic center with all degrees of freedom fixed except for the yaw motion, and

it is forced to spin at a fixed body yaw rate while being subjected to constant wind

magnitude coming from the tunnel. The moments and forces generated from the

aircraft reaction to the change in wind azimuth are then recorded at the aerodynamic

center of the vehicle. An example of this study was performed by the LTE Joint

Special Study Group in the attempt to investigate the critical flight characteristics of

LTE [154].

This experiment aims to replicate the above controlled environment using a physics-

based simulation model to investigate the impact of the inflow model used on the air-

craft weathercock stability. Models with different levels of fidelity have been selected.

The models are characterized by a low computational effort to enable a fast and reli-

able investigation of the flight dynamics of the vehicle through rotorcraft simulation.

First, a uniform inflow is considered because of its simplicity. Specifically, momen-

tum theory is used to derive the induced inflow as a constant value over the rotor

disk [92]. The thrust coefficient is calculated using the simplified rotor model derived

by Bailey [3]. Second, a linear inflow gradient along the rotor blade is assumed. This

is a popular assumption used in rotorcraft flight dynamics as it gives a good repre-

sentation of the inflow, calculating the inflow gradients that a uniform model fails to

predict. Pitt-Peters dynamic inflow model is used as its results compare well with the

experimental data. This model is derived using an acceleration potential approach,

by modeling the rotor as an actuator disk. It represents the flow over the rotor disk in

terms of three inflow states while accounting for the geometric skew of the wake [121].

The tail rotor thrust is calculated coupling the inflow dynamics with a blade element

model that accounts for 11 blade elements [92]. Lastly, the aerodynamic interaction
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of the main rotor wake with the tail rotor is considered. Pitt-Peters model is extended

to calculate the velocity induced by the main rotor vortex wake at any arbitrary point

in the flow field. Specifically, the geometric relationship between the main and tail

rotor is considered to quantify the interference [118]. This approach is initially ap-

plied while using momentum theory at the tail rotor. Then, the Pitt-Peters model is

used to increase the accuracy of the tail rotor inflow dynamics.

3.4 Modeling of Running Out of Pedal for Trim

The next LTE event considered is the phenomenon of running out of pedal (tail

rotor collective) for trim. This section describes the physics-based models required to

accurately simulate it. It will be shown that an experiment is required to establish

what inflow model is needed to achieve an accurate representation of this phenomenon.

3.4.1 The Physics

The tail rotor system provides thrust that is necessary for balancing the main rotor

torque, providing yaw stability and directional control [92, 56]. The amount of thrust

produced is controlled by the pilot through the pedals, which vary the collective pitch

angle of the tail rotor blades. Some flight scenarios require the pilot to apply a large

amount of pedal control to maintain equilibrium. For example, during low-speed

high power conditions, a large main rotor torque is developed, and a high anti-torque

thrust is needed to achieve directional equilibrium. This is obtained using a large

amount of anti-torque pedal. However, if the pedal is not enough to develop the

necessary tail rotor thrust, then the aircraft undergoes an uncommanded yaw. It is

observed that the running out of pedal phenomenon is related to the yaw moment

developed by the tail rotor to maintain directional equilibrium. Hence, it is essential

to consider the aircraft yaw balance to calculate the pedal control needed.

Figure 3.8 illustrates the aerodynamic forces and moments in the body axis system
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that are acting on a helicopter in free flight. The aircraft subsystems that provide

a significant contribution to the directional equilibrium are the main rotor, the tail

rotor, the vertical fin, and the fuselage. The yaw moment balance is achieved by

summing the moments with respect to the aircraft center of gravity. Hence, the

equation for directional equilibrium is:

Qmr − Ymrlmr − Ttrltr − Yvf lvf +Nf − Yf lf = 0 (3.20)

The contributions provided by the fuselage and the vertical fin have already been

detailed in the previous section. A summary of the most important considerations is

provided here. The aerodynamic loads generated by the fuselage and the vertical fin

are complex non-linear functions of relative airspeed and direction. They are often

defined as functions of the angle of attack and the sideslip angle using empirical curve

fittings of wind tunnel test data. It has been observed that at low dynamic pressures

Figure 3.8: Aerodynamic loads acting on a helicopter in free flight (top view).
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those two components develop small yaw moments. At low airspeeds, the tail rotor

represents the key contribution for yaw moment balance.

By Newton’s Third Law, the main rotor rotation causes a torque reaction on the

fuselage that, if not countered by an antitorque force, would cause the helicopter body

to turn in the opposite direction of the main rotor rotation. Hence, the yaw balance

equation also includes the main rotor torque, Qmr, which is defined as:

Qmr = ρV 2
tip,mrCQ,mr

RmrAmr (3.21)

where ρ is the air density, Vtip,mr is the main rotor blade tip speed, CQ,mr is the main

rotor torque coefficient, Rmr is the main rotor radius, and Amr is the main rotor disk

area. The torque coefficient is equivalent to the power coefficient which can be defined

as:

CP = CPi + CP0 + CPp + CPc (3.22)

where CPi is the induced power coefficient related to the ideal power required to

hover, CP0 is the profile power coefficient related to the power required to overcome

the viscous losses at the rotor, CPp is the parasitic power coefficient related to the

power required to overcome the drag of the helicopter, and CPc is the climb power

coefficient related to the power required to increase the gravitational potential of

the helicopter. Using the energy balance approach, the main rotor torque can be

calculated using the dimensionless coefficient of the main rotor power required, i.e.:

CP,mr =
C2
T,mr

2
√
µ2 + λ2

+
σCd0
8

(
1 + 4.65µ2

)
+

1

2
µ3 f

A
+ λCCT,mr (3.23)

where µ is the main rotor advance ratio, λ is the main rotor inflow ratio, σ is the

main rotor solidity, Cd0 is the profile drag coefficient of the airfoils that make up the

main rotor blades, f is the equivalent flat-plate area, A is the main rotor disk area,
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λc is the dimensionless climb rate, and CT,mr is the main rotor thrust coefficient.

While knowing the main rotor torque, and the yaw moments developed by the

fuselage and vertical fin, the yaw balance equation allows to calculate the tail rotor

thrust required to maintain equilibrium, Ttr. From this, the tail rotor thrust coefficient

is computed as:

CT,tr =
Ttr

ρV 2
tip,trAtr

(3.24)

After calculating the tail rotor thrust coefficient, a simplified approach can be used

to estimate the tail rotor collective pitch angle, θ0,tr. An equation for the steady

value of the rotor thrust coefficient can be derived from blade element theory while

neglecting the non-steady effects responsible for vibratory loads. The normal force

at each blade element is expressed as a function of the air velocity components and

the pitch angle. This force is then integrated over the entire blade span, averaged

over one rotor revolution, and multiplied by the number of blades, constructing the

equation:

CT tr,steady=
σtratr
4π

∫ 2π

ψ=0

∫ 1

r=0

[U2
T θ − UTUP ]drdψ (3.25)

After deriving the above equation, the collective pitch angle for a tail rotor with

untwisted blades is defined as follows:

θ0,tr =

6CT,tr
σtratr

+
3

2
λtr

1 +
3

2
µtr2

(3.26)

where µtr is the tail rotor advance ratio, and λtr is the tail rotor inflow ratio. The

tail rotor advance ratio is defined as:

µtr =
V∞cosαtr
Vtip,tr

(3.27)

where V∞ is the relative airspeed, and αtr is the angle of attack of the tail rotor disk.
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The tail rotor inflow ratio, λtr, includes the freestream inflow and the induced inflow

components, and it is obtained using:

λtr = µtr tanαtr + λi,tr (3.28)

It is noted how the tail rotor collective pitch angle is a function of the tail rotor

thrust coefficient, the relative wind magnitude and direction, and the inflow model

used for the rotor modeling. Several models allow for the calculation of the induced

inflow over the rotor disk based on distinct theories and assumptions. However, it is

still unclear which of those models is the most appropriate to accurately estimate the

collective pitch angle of the tail rotor during yaw moment balance.

3.4.2 Research Question 2 and Hypothesis

The tail rotor collective pitch angle needed to maintain directional equilibrium is

impacted by the accuracy of the inflow model used. Because this angle is directly

linked to the pilot’s pedal input, an investigation on the impact of the inflow modeling

on the pedal control needed for yaw balance is necessary to ensure an appropriate

level of accuracy in the representation of the running out of pedal phenomenon. The

following research question is formulated:

What assumptions and theories should the tail rotor inflow model include to adequately

represent the phenomenon of running out of pedal for trim?

To identify the types of inflow models needed, similar observations made during the

analysis of the phenomenon of loss of weathercock stability can be considered for this

study. To investigate the aircraft flight dynamics during out of ground effect low-

speed flight conditions, a good tradeoff between model accuracy and computational

time is needed. A comprehensive review of inflow models intended for this specific

set of applications is given in Appendix A.1. It is observed that models that involve a

65



linear gradient distribution of the inflow along the rotor blade provide an appropriate

prediction of the rotor inflow for applications involving helicopter flight dynamics.

Those models are often used in rotorcraft flight simulators because of their better

correlation with the available experimental data [26].

Several experimental tests confirm that the operational environment of the tail ro-

tor is affected by the turbulent aerodynamic interaction with the main rotor wake [147,

148, 94]. Low-speed quartering flight conditions reveal to be the most critical and

difficult to predict. Within specific wind azimuth regions, the tail rotor is impacted

by the tip vortices trailed from the edges of the main rotor disk. The tail rotor

performance can be significantly degraded by the velocity field induced by the main

rotor tip vortices, impacting the pedal control margin [51, 6]. Therefore, the following

hypothesis is formulated:

If the tail rotor inflow is represented by a linear gradient distribution along the tail

rotor blade while accounting for the aerodynamic interference from the main rotor

vortex wake, then the representation of the phenomenon of running out of pedal for

trim will be more realistic.

To test this hypothesis and ensure an appropriate level of accuracy in the simulation

of the running out of pedal phenomenon, an investigation on the impact of the inflow

modeling on the pedal control needed for equilibrium is needed.

3.4.3 Formulation of Experiment 2

It has been observed that the yaw balance analysis is necessary to investigate the

running out of pedal phenomenon. However, to calculate the pedal control needed

to hold a helicopter in equilibrium, the yaw moment generated by the other aircraft

components must be known. Because of the significant amount of crosscoupling

between forces and moments, a comprehensive equilibrium analysis of the aircraft is
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needed. A helicopter is in equilibrium if the sum of all the forces and moments acting

on the vehicle is zero:

∑
F = 0 (3.29)∑
M = 0 (3.30)

Those relationships define the 6 equations that describe the motion of the helicopter

while the forces and moments acting on the aircraft are balanced. While the yaw

balance equation has been detailed in the previous section, a brief review of the

equilibrium equations is provided here. Figure 3.9 illustrates the aerodynamic loads

in the body axis system acting on the helicopter in free flight.

The force equilibrium in the longitudinal direction is:

Xmr +Xtr +Xhf +Xvf +Xf = Wsinθ (3.31)

For the lateral force balance, the tail rotor thrust must be included giving:

Ymr + Ttr + Yvf + Yf = −Wsinϕ cosθ (3.32)

The force balance in the vertical direction leads to:

Zmr + Ztr + Zhf + Zvf + Zf = −Wcosθ cosϕ (3.33)

The equation for lateral moment equilibrium with respect to the center of gravity of

the aircraft is:

Rmr + Ymrhmr + Zmrymr + Ttrhtr + Yvfhvf + Yfhf +Rf = 0 (3.34)

Summing the pitching moments about the center of gravity of the aircraft leads to
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Figure 3.9: Aerodynamic loads acting on a helicopter in free flight (side and rear
view).
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the longitudinal moment balance equation:

Mmr −Xmrhmr + Zmrlmr +Mtr −Xtrhtr + Ztrltr −Xhfhhf + Zhf lhf+

−Xvfhvf +Mf + Zf lf −Xfhf = 0

(3.35)

For completion, the yaw balance equation (Eq. 3.20) is repeated here:

Qmr − Ymrlmr − Ttrltr − Yvf lvf +Nf − Yf lf = 0

Solving this set of nonlinear algebraic equations leads to the calculation of the control

positions required to hold the helicopter in equilibrium. The controls available to the

pilot are the main rotor collective, the longitudinal and lateral cyclic, and the pedals.

This approach is usually referred to as the trim problem.

It has been observed that the axial component of the freestream velocity at the tail

rotor plays an important role in the estimation of the required collective pitch angle

of the tail rotor for trim. This velocity is a function of the relative wind conditions

at the rotor plane. Hence, it is important to investigate the effect of the relative

wind on the amount of pedal control needed to maintain equilibrium. This can be

accomplished through a series of trim simulations that involve different sideslip angles

and airspeeds. A similar simulation was performed by Ellin [50, 51], to establish the

critical azimuth regions influenced by the interaction of the main rotor vortex wake

with the tail rotor.

This experiment aims to investigate the impact of the inflow modeling on the tail

rotor performance, to identify the most appropriate model for an accurate running

out of pedal representation. The same models selected for the weathercock stability

investigation have been chosen, because of their different levels of accuracy and low

computational effort. First, a uniform inflow is considered because of its simplicity.

Specifically, momentum theory is used to derive the induced inflow as a constant value
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over the rotor disk [92]. The thrust coefficient is calculated using the simplified rotor

model derived by Bailey [3]. Second, a linear inflow gradient along the rotor blade is

assumed. This is a popular assumption used in rotorcraft flight dynamics as it gives

a good representation of the inflow, calculating the inflow gradients that a uniform

model fails to predict. Pitt-Peters dynamic inflow model is used as its results compare

well with the experimental data. This model is derived using an acceleration potential

approach, by modeling the rotor as an actuator disk. It represents the flow over the

rotor disk in terms of three inflow states while accounting for the geometric skew of

the wake [121]. The tail rotor thrust is calculated coupling the inflow dynamics with a

blade element model that accounts for 11 blade elements [92]. Lastly, the aerodynamic

interaction of the main rotor wake with the tail rotor is considered. Pitt-Peters model

is extended to calculate the velocity induced by the main rotor vortex wake at any

arbitrary point in the flow field. Specifically, the geometric relationship between the

main and tail rotor is considered to quantify the interference [118]. This approach is

initially applied while using momentum theory at the tail rotor. Then, the Pitt-Peters

model is used to increase the accuracy of the tail rotor inflow dynamics.

3.5 Modeling of Tail Rotor Vortex Ring State

The last LTE event analyzed is the phenomenon of vortex ring state at the tail rotor.

This section describes the physics-based models required to accurately simulate it. It

will be shown that an experiment is needed to verify the impact of this phenomenon

on the directional control of the helicopter and investigate its contribution to the LTE

phenomenon.

3.5.1 The Physics

In axial flight, a rotor operates in different working states based on its vertical descent

rate. A notional summary is provided in Figure 3.10. During climb or high descent
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rates, the flow through the rotor is relatively uniform. However, before the condition

of ideal autorotation, the complex phenomenon of vortex ring state develops and

involves strong vortex interactions and wake distortions.

For an operating rotor, each blade trails a vortex sheet along its span with a

concentrated vortex at the tip of the blade. Both the vortex sheet and the tip vortex

convect downstream of the rotor in a helical motion. During normal working states

(i.e. hover and climb) and windmill brake states, the wake is well organized forming

a smooth contracting cylindrical column below and above the rotor, respectively. In

those cases, a well-defined slipstream boundary expands downstream of the rotor, and

a definite control volume around the rotor and its wake can be established. Because of

Figure 3.10: Rotor working states in axial flight [114].
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this, momentum theory represents a good tool to calculate basic rotor performance,

adequately approximating the effect induced by the sum of contributions of each

vortex in the wake. However, at low descent rates, the freestream velocity causes

the rotor wake to compress closer to the rotor. Because of the more complex flow

patterns involved, a distinct slipstream boundary ceases to exist and momentum

theory becomes invalid [66]. To investigate this flight condition, a theory that is

applicable even in the presence of wake distortions is needed.

Because the greatest gradient in bound circulation occurs at the blade tip, the tip

vortices have been determined to be the most dominating part of the rotor wake [92].

They follow helical paths forming distinct vortex filaments that are sometimes visible

through natural condensation effects. Because of their main role, the impact of the

tip vortices in proximity to the rotor is of primary importance and must not be

neglected. Each tip vortex induces a tangential (swirl) velocity at any point in the

field that decreases inversely with radial distance from the vortex core, as depicted by

the 2-D velocity profile of Figure 3.11. The Biot-Savart law can be used to calculate

Figure 3.11: Tip vortex 2-D tangential velocity profile.
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Figure 3.12: Evaluation of the velocity induced by a vortex filament using the
Biot-Savart law (modified from [92]).

the velocity induced by the vortex at any point P in the field:

dvi =
Γ

4π

dl × r

(|r|2 + r2core)
3
2

(3.36)

where Γ is the vortex strength, dl is the segment of the vortex filament, r is the

distance from dl to the point P, and rcore is the core radius of the toroidal ring cross-

section. The Biot-Savart law is schematically visualized in Figure 3.12. The vortex

strength Γ can be easily estimated using the Kutta-Joukowski theorem which states

that:

L
′
= ρ v Γ (3.37)

where L
′ is the lift generated by a blade unit span, ρ the air density, and v the

air velocity. Hence, it is noted that the velocity induced by the vortex, the vortex

strength, the vortex core radius, and how those properties change with time are all

important factors that greatly impact the rotor performance. The velocity induced

by an entire tip vortex filament is computed by numerical integration over the whole

filament, while the cumulative effect of the several filaments is obtained through the

superposition principle. Hence, the velocity induced by the wake vorticity at the rotor
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can be approximated to be the sum of the contributions of the tip vortex filaments.

Appendix A.2 gives an overview of the experimental and physics-based investiga-

tions present in the literature that relate to vortex ring state. Several studies describe

that during a descent flight condition, the vortex filaments compress and accumulate

causing an increase in the resulting induced velocity at the rotor. The vortices co-

rotate and influence each other leading to significant wake distortions [17]. Because

of the mutual interaction between the vortices, additional compression of the helical

wake causes the tip vortices to radially expand away from the rotor. For conservation

of vorticity, while the diameter of the vortex filaments increases, the ability to propel

themselves downward decreases. This leads the vortex filaments to recirculate be-

neath the rotor forming a toroidal structure of corotating vortex filaments. Brand et

al. [18] extensively investigated this phenomenon, recognizing the importance of wake

vorticity and its self-organization during a descent flight. The characterizing feature

of VRS was found to be the organized accumulation of vortex wake that highly in-

creases the induced inflow penalizing the rotor performance. The rotor induced inflow

increases as the vortex ring grows, impacting the aerodynamic environment at the

rotor blade sections.

At each blade element section, while the collective pitch angle is maintained con-

stant, the increased inflow velocity, U ′
P , causes the effective angle of attack to reduce

to the value α′ , as shown in Figure 3.13. Because the rotor thrust is a function of the

angle of attack at the blade element, the rotor undergoes a remarkable thrust loss

that leads to a significant increase in descent rate. The rotor falls in its own wake

causing the wake filaments to transit above the rotor. This loss of thrust stability, at

constant rotor collective pitch, is the direct consequence of the vortex ring formation

in proximity to the rotor and represents the main VRS event. When the tail rotor

is under the influence of numerous corotating wake filaments, a sudden decrease in

tail rotor thrust occurs causing an uncommanded right yaw of the helicopter [91].
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Figure 3.13: Aerodynamic environment at the blade element during a VRS event.

Viewing the helicopter from behind, the tail rotor is subjected to a descent like flow

condition, for example, in presence of relative winds from the left. The freestream

flow goes from left to right through the tail rotor, impacting the net rotor inflow and

the rotor performance.

From the literature, conflicting theories exist about the effectiveness of the tail

rotor during this flight condition [38]. Specifically, it is unclear if in presence of

vortex ring flow states at the tail rotor a pedal control input, i.e., increase in tail rotor

collective pitch, always provides the expected thrust increase to reestablish directional

control. The existence of the phenomenon of pedal control reversal during tail rotor

vortex ring state is uncertain, hindering the understanding of this LTE event. Hence,

a further investigation is needed to clarify this research gap, to promote the awareness

of LTE within the rotorcraft community.

3.5.2 Research Question 3 and Hypothesis

Tail rotor vortex ring state is a dangerous phenomenon that strongly impacts the

tail rotor performance and may lead to loss of directional control. It is essential to

fully understand the nature of this flight condition to promote its awareness within

the rotorcraft community. Because of the ambiguities surrounding the effectiveness

of the tail rotor during this LTE event, the following research question is formulated:
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Can the phenomenon of pedal control reversal occur, during flight conditions involving

vortex ring flow states at the tail rotor?

Appendix A.2 provides an overview of the experimental tests and physics-based in-

vestigations related to the phenomenon of vortex ring state. Several studies involving

VRS at the main rotor reveal that an attempted recovery, i.e., increase in rotor blade

collective pitch angle, not only may not be effective in reestablishing equilibrium

conditions but may also increase the descent rate of the aircraft [78, 79, 135]. This

reverse effect suggests the presence of the phenomenon of collective control reversal

during vortex ring flow states at the main rotor, which is defined by the following

condition:
∂T

∂θ0
≤ 0 (3.38)

where T is the rotor thrust and θ0 is the main rotor blade collective pitch angle. While

during normal operating conditions an application of collective control results in an

increase in main rotor thrust, during descent flights in VRS the thrust developed may

decrease because of the collective control reversal phenomenon. Due to the similarity

between the fundamental physics of the main rotor and tail rotor, it is inferred that

during a tail rotor VRS event a pedal control reversal phenomenon may occur, i.e.:

∂T

∂δp
≤ 0 (3.39)

where δp is the pilot’s pedal control which is directly linked to the tail rotor blade

collective pitch angle. Because of this phenomenon, an attempted pedal control re-

covery may not provide the expected tail rotor thrust variation, leading to potential

loss of control. Hence, the following hypothesis is formulated:

If during flight conditions involving vortex ring flow states at the tail rotor, the tail

rotor thrust remains the same or diminishes after a pedal control application, i.e.,
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increase in tail rotor blade collective pitch angle, then the existence of the pedal

control reversal phenomenon is confirmed.

To test this hypothesis and ensure an appropriate understanding of this phenomenon,

an investigation on the pedal control effectiveness during VRS is needed.

3.5.3 Formulation of Experiment 3

It has been described that the phenomenon of vortex ring state is characterized by

strong wake distortions. The rotor wake is formed by a vortex sheet and a tip vortex

filament continuously emitted by each rotating blade. During a descent flight, the

vortices that form the rotor wake compress and accumulate in proximity to the rotor.

To accurately investigate vortex ring state, a theory that models the impact of the

wake vorticity on the rotor performance is needed.

Vortex methods properly represent the transportation of vorticity throughout the

flow field relative to the rotor. They often assume an incompressible potential flow,

with all the vorticity concentrated within the finite elements of the vortex wake. To

estimate the total velocity induced at a specific point of the flow field, the Biot-Savart

law is applied for each discretized vortex element, and the superposition principle is

used to sum the different contributions. Often, the vorticity trailed by each blade is

assumed to be represented by numerous vortex filaments each divided into hundreds

of segments. Because the computational expense rapidly increases with the num-

ber of finite segments considered, several approximations can be made to reduce the

complexity of the rotor wake, as described by Leishman [92]. It was noted that the

rotor wake is dominated by the blade tip vortices, because of the greater variation

of bound circulation in proximity to each blade tip. Hence, it is assumed that the

entire vorticity of the blade is trailed from the blade tip, neglecting the bound cir-

culation gradient along the blade span. To help decrease the computational expense

while retaining an adequate level of physical accuracy, a simple vortex ring model
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Figure 3.14: Approximation of rotor wake into a series of vortex rings convecting
downstream.

is considered where one vortex ring represents the trailed wake of each blade and

is emitted after every rotor blade revolution. As depicted in Figure 3.14, the rotor

wake is approximated by a series of vortex rings that can contract or expand radially

while moving downstream with respect to the rotor. The performance analysis of a

rotor in pure axial flight is an advantageous approach because of its simplicity. An

axisymmetric flow is assumed, constraining each ring to be centered at the rotor’s

vertical axis. The wake self-organization and the time-varying vortex accumulation

in proximity to the rotor are essential to simulate the vortex ring behavior and its

influence on the rotor’s aerodynamics. The ring emitter model allows for a simple

estimation of the vortex ring motion during the simulated descent. Each ring motion

is influenced not only by the surrounding velocity field induced by the other rings but

also by the self-induced velocity provided by the ring itself. Hence, it is important

to accurately estimate the cumulative velocity induced by all the rings at any point

in the flow field. This is accomplished by applying the Biot-Savart law, simplified

by the axisymmetric flow assumption. Only the motion along the radial and vertical

axes of the rotor is needed to fully describe the ring dynamics. Figure 3.15 illustrates
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Figure 3.15: Geometry of a vortex ring (top view).

the geometry of a vortex ring of radius R and centered about the vertical axis of

the rotor. Hence, the induced velocities at point p are obtained by integrating the

Biot-Savart law over the circumference of the ring:

Vix =
Γ

4π

∫ 2π

0

(Rzpcosθ) dθ

(L2 − 2Rxpcosθ)
3
2

(3.40)

Viz =
Γ

4π

∫ 2π

0

(R2 −Rxpcosθ) dθ

(L2 − 2Rxpcosθ)
3
2

(3.41)

where the parameter L is defined as L2 = R2+x2p+z
2
p+r

2
core. The axial component of

the induced velocity, Viz, is not only responsible for impacting the axial velocity of the

close by rings, but it also represents the self-induced velocity of the vortex ring itself.

The radial component of the induced velocity, Vix, impacts the radial deformation of

the neighboring rings, contracting or expanding their diameter. Because the fluid is

assumed to be inviscid, the vortex circulation can be considered constant throughout

the vortex ring life. Hence, if the radius of the toroidal ring is stretched by the radial

velocity induced by the nearby rings, the size of the vortex ring cross-section must

change as a function of time.

It has been measured that the maximum value of the vortex swirl velocity is just
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10% of the velocity at the tip of the rotor blade [103]. This suggests that the flow

can be treated as incompressible, and hence the volume of the toroidal ring can be

assumed to be constant over time. The radius of the toroidal vortex changes, as it

is influenced by the radial component of the induced velocity. From the conservation

of the ring volume, the core radius of the ring cross-section at each time step is thus

obtained:

rcore,t+∆t = rcore,t

√
Rt

Rt+∆t

(3.42)

Each vortex ring strength Γ can be assumed to be related to the average thrust

produced by one blade as follows:

Γ =
T

nbRρVtip
(3.43)

where Vtip is the velocity at the tip of the rotor blade. A lift model is needed to

estimate the rotor loading. The rotor thrust can be easily calculated by coupling

the ring emitter model with a blade element model. As depicted in Figure 3.16, at

each blade element the feedback loop of the inflow dynamics provides the downwash

contribution to the effective blade incidence. The blade pitch is an independent input

controlled by the pilot. Usually, the feedback loop of the blade dynamics is included

to estimate the blade flapping perturbation on the blade incidence. However, in this

Figure 3.16: Modeling breakdown of inflow dynamics and rotor lift.
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investigation the blade motion can be neglected because of the axisymmetric flow

assumption. Hence, the thrust coefficient can be calculated using:

CT =
1

2
σa

∫ 1

r=0

(
θr2 − λr

)
dr (3.44)

Numerous VRS investigations have been carried out in a wind tunnel environment.

However, this test condition provides a controlled wind tunnel flow that remains

independent from the rotor thrust generated. This affects the dynamics of the wake

vorticity trailed by the rotor. As reported by the flow visualizations of Drees and

Hendal [42], this test condition induces the development and dissipation of the vortex

ring around the rotor causing high load fluctuations. Brand et al. [18] compared this

approach to a free-flight vertical descent and observed how the wind-tunnel simulation

leads to a non-realistic representation of VRS. While the vortex ring is approaching

the rotor, the induced velocity increases, negatively impacting the effective angle

of attack at the blade section. This induces a decrease in rotor thrust that should

further increase the rotor descent rate. However, this dynamic is not well represented

in a wind tunnel environment as the wind tunnel flow is independent of the rotor

thrust. Hence, a free axial descent needs to be simulated, allowing the axial freestream

component at the rotor to change as a function of the velocity induced by the vortex

ring. The tail rotor is subjected to a free descent like flow condition, for example,

while the aircraft is flying sideward to the left. Viewing the helicopter from behind,

the freestream flow goes from left to right through the tail rotor, impacting the net

rotor inflow and the rotor performance. For simplicity, this analysis investigates an

isolated tail rotor in axial sideward motion to the left. A series of blade collective

pitch reductions are used to replicate the free descent like flow condition at the tail

rotor.

It is noted that this approach includes the most important elements needed for
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this study. The vortex ring properties and the impact induced on the rotor per-

formance are estimated at each time step of the simulation to ensure an accurate

representation of the transportation of wake vorticity. It is critical to consider that

in a time-marching simulation certain time integration approaches lead to numerical

instabilities [11, 12]. However, the use of an advanced numerical scheme can nega-

tively impact the computational expense. Karpatne et al. [84] suggest that higher

order Runge-Kutta methods are needed to solve the ordinary differential equations

that predict the motion of the vortex rings. Additionally, it is observed that sufficient

vortex rings must be modeled to capture enough wake vorticity [18]. This increases

the processing time as the square of the number of rings, because of the calculations

of the velocity induced on each ring. Hence, it is important to find a balance between

numerical method accuracy and number of rings, to provide accurate simulations

while maintaining an affordable computational time. After ensuring that an accurate

time-marching simulation is being applied, the existence of the control reversal phe-

nomenon at the tail rotor during a VRS event is investigated. An attempted recovery

through a sudden increase in tail rotor collective pitch is introduced and the resulting

rotor performance is analyzed.

3.6 Detection of Loss of Weathercock Stability

After the physics-based investigation of the three types of LTE events, an appropri-

ate approach for the detection of each of those phenomena needs to be determined,

offering the capability to flag LTE events in simulation results. While a parameter to

detect the phenomenon of running out of pedal for trim has already been identified,

a more detailed analysis is required for the other two LTE phenomena. This section

describes the approach used to detect the loss of weathercock stability of the heli-

copter. It will be shown that an experiment is needed to establish the appropriate

parameter able to accurately predict the directional static stability of the helicopter.
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3.6.1 Detection Flag Estimation

A common approach to study the aircraft stability characteristics is based on linear

system theory [114, 123, 43]. Specifically, in presence of small external disturbances

or control changes, the helicopter behavior can be described as a linear perturbation

about the trim condition. Consider the helicopter equations of motion expressed in

the nonlinear form:

ẋ = f(x,u) (3.45)

The state vector x is defined as:

x = {u, v, w, p, q, r, ϕ, θ, ψ, xe, ye, ze}

where u, v and w are the body-axes translational velocities; p, q and r are the body-

axes angular velocities; ϕ, θ and ψ are the Euler angles; and xe, ye, and ze the

components of the position vector relative to a fixed point on earth.

The control vector u is defined by the main rotor collective pitch angle θ0, the

longitudinal cyclic pitch angle θ1s, the lateral cyclic pitch angle θ1c, and the tail rotor

collective pitch angle θ0tr:

u = {θ0, θ1s, θ1c, θ0tr} (3.46)

Using small perturbation theory, the nonlinear helicopter model can be linearized

about an equilibrium point (xe,ue) using the Taylor series expansion, as follows:

f (x,u) = f (xe,ue) +
∂f

∂x

∣∣∣∣
xe,ue

(x− xe) +
∂f

∂u

∣∣∣∣
xe,ue

(u− ue) + h.o.t. (3.47)

Because of the linearity assumption, each partial derivative is obtained while keeping

constant the other degrees of freedom. An important assumption is that all the

aerodynamic loadings, i.e. external forces X, Y, Z and moments L, M, N from
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the different components of the vehicle, can be expressed as analytic functions of the

motion of the aircraft about the trim condition. For example, the yawing moment

can be written as:

N = Ne +
∂N

∂u
δu+

∂N

∂v
δv + · · ·+ ∂N

∂θ0
δθ0 +

∂N

∂θ1s
δθ1s + . . . , etc. (3.48)

The partial derivatives are usually referred to as:

∂N

∂u
= Nu ,

∂N

∂θ0
= Nθ0 , etc. (3.49)

Because this analysis does not involve any perturbation in the control inputs and the

position of the aircraft with respect to earth, the control vector components, and the

position states can be assumed constant. Also, the yaw attitude can be ignored, since

when it is perturbed from its equilibrium value it does not give rise to any change in

forces and moments on the vehicle. Also, the development of a linear model of a fixed

wing aircraft is assumed, where the xz-plane of symmetry exists and the products of

inertia terms Ixy and Iyz are zero. For a helicopter, the xz-plane is not a plane of

symmetry because of the presence of the tail rotor. However, this assumption is often

used since the effect of the terms relating to the products of inertia Ixy and Iyz are

usually small. Neglecting the higher order terms, and considering x = x − xe, the

linearized equations describing the perturbed motion about a trim condition can be

written as:

ẋ = Ax (3.50)

Where A is denoted as the system matrix and it is derived from the partial derivatives

of the nonlinear function f , i.e.:

A =

(
∂f

∂x

)
x=xe

(3.51)
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Note that the system matrix A is a function of the equilibrium and must be computed

for each equilibrium flight condition. However, the computation of the matrix is quick,

offering an affordable approach to investigate a high number of flight scenarios. The

system matrix can be written in the form:

A =


Alon Alon−lat

Alat−lon Alat

 (3.52)

where Alon−lat and Alat−lon are coupling matrices which give rise to the response

coupling between longitudinal and lateral dynamics. The elements of the matrix A

can be written in the expanded form:

Alon =



Xu

m

Xw

m
− qe

Xq

m
− we −g cos θe

Zu
m

+ qe
Zw
m

Zq
m

+ ue −g cosϕe sin θe

Mu Mw Mq 0

0 0 cos θe 0
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Alon−lat =



Xv

m
+ re

Xp

m
0

Xr

m
+ ve

Zv
m

− pe
Zp
m

− ve −g sinϕe cos θe
Zr
m

Mv Mp − 2peIxzIyy 0 Mr − 2reIxzIyy

−re(Ixx − Izz)Iyy −pe(Ixx − Izz)Iyy

0 0 0 − sin θe



Alat−lon =



Yu
m

− re
Yw
m

+ pe
Yq
m

−g sinϕe sin θe

CLu CLw CLq + k1pe − k2re 0

0 0 sinϕe tan θe 0

CNu CNw CNq − k1re − k3pe 0



Alat =



Yv
m

Yp
m

+ we g cosϕe cos θe
Yr
m

− ue

CLv CLp + k1qe 0 CLr − k2qe

0 1 0 cosϕe tan θe

CNv CNp − k3qe 0 CNr − k1qe
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where the partial derivatives of the aerodynamic loadings are written in the following

normalized form:

CLv =
Izz

IxxIzz − I2xz
Lv +

Ixz
IxxIzz − I2xz

Nv (3.53)

CNv =
Ixz

IxxIzz − I2xz
Lv +

Ixx
IxxIzz − I2xz

Nv (3.54)

Ixx and Izz are the roll and yaw product of inertia terms and Ixz is the roll/yaw

moment of inertia. The k constants in the inertia terms are given by:

k1 =
Ixz(Izz + Ixx − Iyy)

IxxIzz − I2xz
(3.55)

k2 =
Izz (Izz − Iyy) + I2xz

IxxIzz − I2xz
(3.56)

k3 =
Ixx (Iyy − Ixx)− I2xz

IxxIzz − I2xz
(3.57)

It is observed that the system matrix A includes terms of two different natures. The

first type consists of inertial and gravitational terms, that can be computed analyt-

ically from the equations of motion. The second type consists of partial derivatives

arising from the aerodynamic loadings. In general, accurate analytical expressions

for the derivatives of aerodynamic forces and moments may not be possible. Hence,

they may be estimated through appropriate numerical perturbation schemes, such as

using positive and negative perturbations from trim:

Nu =
∂N

∂u
=

N (ue +∆u)−N(ue −∆u)

2∆u
(3.58)

The partial derivatives of the aerodynamic loadings can be used to predict the static

stability of the system. One of those derivatives is Nv, which is associated with the

directional static stability of the aircraft. It is related to the variation of yaw moment

N about the center of gravity of the vehicle due to a perturbation in sideward velocity
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v along the body y axis, and it is defined as follows:

∆N

∆v
≈ ∂N

∂v
= Nv (3.59)

Because of the perturbation in sideward velocity, the aircraft may exhibit a yaw

moment reaction that initiates the aircraft’s tendency to yaw back to the initial

equilibrium position. This is known as a statically stable behavior, and it is usually

identified by a positive value of Nv [114]. Contrarily, when the change in N causes

the vehicle to yaw away from its equilibrium position, then the aircraft is said to be

statically unstable for that particular flight condition, and it is generally recognized

by a negative value of Nv [114]. This parameter has been effectively used to predict

the static stability of the aircraft at different forward speeds. However, the Federal

Aviation Administration states that the weathercock stability of the helicopter is

heavily affected by relative tailwinds, leading to an LTE like behavior [54]. Since it

is unclear if the derivative Nv is still reliable in rearward flight conditions, a stability

analysis that involves relative tailwinds is needed. The most appropriate parameter

able to accurately predict the directional static stability of the helicopter must be

established.

3.6.2 Research Question 4 and Hypothesis

The phenomenon of weathercock stability is heavily affected by relative tailwinds,

leading to an LTE like behavior [54]. Hence, the identification of a reliable detection

parameter for this flight characteristic is essential to provide an accurate prediction

of LTE within flight data. Because of the research gap involving the prediction of

rotorcraft stability for flight scenarios with relative tailwinds, the following research

question is formulated:

What parameter should be used to reliably predict the weathercock stability of the
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helicopter even in presence of flight scenarios with relative tailwinds?

The derivative Nv is related to the yaw moment reaction about the center of gravity

of the vehicle due to a perturbation in sideward velocity v along the body y axis. For

small perturbations, the variation in lateral speed v can also be related to a change in

sideslip angle β, i.e., a change in wind azimuth, as shown by the following equation:

∆v

u
= tan ∆β ≈ ∆β (3.60)

where u is the translational velocity of the aircraft along the longitudinal body axis.

Hence, Nv can be expressed as follows:

Nv =
∂N

∂v
≈ ∂N

∂β

1

u
=
Nβ

u
(3.61)

where Nβ is related to the yaw moment reaction about the center of gravity of the

vehicle due to a change in sideslip angle. Considering that the tail rotor is the key

contribution to the static directional stability of the helicopter [15] and that the

relative wind conditions at the tail rotor may be affected by the main rotor vortex

wake interaction for certain sideslip angles [51], it is inferred that:

Nβ = Nv Vx,tr (3.62)

where Vx,tr is the edgewise component of the freestream velocity at the tail rotor. It

is observed that by definition Nβ has the capability to differentiate between relative

headwinds and tailwinds and may be a more comprehensive parameter to detect the

directional static stability of the helicopter for different flight scenarios. Therefore,

the following hypothesis is formulated:

If the directional static stability derivative that relates to the sideslip angle is computed,
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then a reliable prediction of the weathercock stability of the helicopter, even in presence

of flight scenarios with relative tailwinds, will be achieved.

To test this hypothesis and ensure an appropriate level of accuracy in the detection

of this phenomenon, an investigation on the directional static stability derivatives of

the aircraft is needed.

3.6.3 Formulation of Experiment 4

It has been observed that linear system theory is an affordable approach to approx-

imate the aircraft stability characteristics. After solving the trim problem, the heli-

copter equations of motion can be linearized to compute the system matrix, which

includes the partial derivatives of the aerodynamic loadings. This experiment aims

to investigate the directional static stability derivatives of the aircraft to establish

which parameter accurately predicts the weathercock stability of the helicopter. To

analyze both forward and rearward flights, a series of simulations that involve dif-

ferent sideslip angles and airspeeds are used. It has been observed that the system

matrix obtained from linearization is a function of the equilibrium and must be com-

puted for each equilibrium flight condition. Hence, the trim problem needs to be

solved for each flight scenario, followed by the stability analysis. The system matrix

provides the stability derivative Nv, from which Nβ can be derived.

3.7 Detection of Tail Rotor Vortex Ring State

To investigate the physics of VRS, it has been observed that a vortex method is needed

to properly simulate the strong wake distortions typical of the VRS phenomenon.

However, a significant disadvantage of vortex methods is the high computational

expense due to the many vortex elements required to represent the rotor wake at

each time step of the simulation. Hence, a more affordable method is needed to

provide a rapid but still reliable detection of VRS events. This section describes the

90



approach used to detect the proximity to VRS at the tail rotor. It will be shown that

an experiment is needed to verify the impact of the main rotor vortex interaction

with the tail rotor on the detection results.

3.7.1 Boundary Criteria Definition

An affordable method is sought to provide a fast detection of the proximity to VRS

at the tail rotor. Empirical methods provide an advantageous approach for real-time

simulations since they neglect the time-marching representation of the rotor wake.

Experimental results are often combined with an analytical approach to provide a

valid representation of the rotor inflow in the VRS flight regime and appropriate

VRS boundary estimations. Appendix A.2 describes different empirical models that

have been developed to fit this purpose. However, their applicability is often reduced

because of the limited set of experimental data used.

An empirical inflow model that is frequently used to detect VRS events and sim-

ulate the VRS influence on helicopter flight dynamics is provided by Johnson [81].

The model is an empirical extension of momentum theory and it was developed using

several experimental data available in the literature. Specifically, it is based on a

collection of wind tunnel test data, e.g., Castles and Grey [25], Yaggy and Mort [155],

Empey and Ormiston [52], Betzina [9] and the flight test results of Taghizad et al. [78,

79, 135]. The model estimates the VRS boundary such that it encloses most of the

experimental results available, providing a more comprehensive boundary criteria

definition. As detailed in Appendix A.2, those limits surround the negative slope of

the total inflow curve as a function of descent velocity, which is recognized as the

direct cause of the instability during a VRS event and allows for the simulation of

the negative damping of the aircraft seen in real flight tests. A good correlation was

found with the flight test results of Taghizad et al. [78, 79, 135]. The model assumes a

uniform inflow over the rotor disk, and it allows to easily calculate the induced inflow
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and the VRS boundary given the edgewise and axial components of the freestream

inflow. Because of its simplicity and versatility, Johnson’s model has been chosen to

detect VRS flight conditions at the tail rotor. A complete description of the model is

provided by Johnson [81]. Note that only the application of the stability boundary

definition is necessary to detect VRS, offering a quick implementation. Appropriate

functions define the upper and lower VRS limits as a function of the normalized edge-

wise component of the freestream inflow, Vx/vh, and the normalized axial component

of the freestream inflow, Vz/vh. It is observed that the freestream inflow, i.e., the rel-

ative wind condition at the rotor, is the key element needed for the detection of VRS

events. This depends on both the external wind conditions and the vehicle motion.

In the case of the tail rotor, an additional element that may significantly impact the

freestream inflow is the aerodynamic interference from the main rotor vortex wake.

However, from the VRS studies described in Appendix A.2, it is observed that the

impact of this type of interaction on the tail rotor VRS boundary has never been

investigated.

3.7.2 Research Question 5 and Hypothesis

The phenomenon of vortex ring state at the tail rotor critically impacts the heli-

copter directional stability in low-speed flight. It is necessary to provide an accurate

estimation of the VRS stability boundary at the tail rotor to ensure accurate safety

analyses of flight data. Because of the research gap involving the impact of the main

rotor-to-tail rotor interaction on the predicted VRS boundary, the following research

question is formulated:

Should the aerodynamic interference from the main rotor vortex wake be included in

the computation of the VRS stability boundary of the tail rotor?

Several experimental tests confirm that the operational environment of the tail rotor
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is affected by the turbulent aerodynamic interaction with the main rotor wake [147,

148, 94]. Low-speed quartering flight conditions reveal to be the most critical and

difficult to predict. Within specific wind azimuth regions, the tail rotor is impacted by

the tip vortices trailed from the edges of the main rotor disk. Flight tests show that

the tail rotor performance can be significantly degraded by the velocity field induced

by the main rotor tip vortices, impacting the directional stability of the aircraft [1,

108]. Therefore, the following hypothesis is formulated:

If the aerodynamic interference from the main rotor vortex wake is included, then the

detection of the VRS phenomenon at the tail rotor will be more realistic.

To test this hypothesis and ensure an appropriate level of accuracy in the detection of

this phenomenon, an investigation on the impact of the main rotor wake interference

on the vortex ring state stability boundary of the tail rotor is needed.

3.7.3 Formulation of Experiment 5

To investigate the reliability of the VRS detection, the tail rotor needs to be subjected

to a descent like flow condition. A series of trim simulations that involve different

sideslip angles and airspeeds are used to reproduce a variety of relative wind conditions

at the tail rotor. Only flight conditions with negative sideslip angles are of interest.

Hence, to reduce the computational effort, the investigation focuses on the flight

scenarios that induce a freestream inflow going from left to right through the tail

rotor when the helicopter is viewed from behind. It has been observed that Johnson’s

model is an appropriate approach to detect VRS at the tail rotor because of its quick

and reliable evaluations. Hence, after obtaining the edgewise and axial components

of the freestream inflow at the tail rotor it is possible to determine if the simulated

flight condition is within the VRS boundary. This experiment aims to investigate the

impact of the main rotor-to-tail rotor interference on the VRS boundary of the tail
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rotor, to establish what is the inflow model needed to achieve a more reliable VRS

detection. Initially, the tail rotor inflow is modeled using a linear inflow gradient

along the tail rotor blade. Then, the same set of simulations are repeated including

the aerodynamic interference from the main rotor wake.

3.8 Development of the LTE Safety Metric

The modeling of the physics of the LTE phenomena has been described, providing

the essential elements needed to accurately simulate LTE events. Specifically, three

phenomena are recognized as contributors to LTE behavior, i.e., loss of weathercock

stability, running out of pedal (tail rotor collective control) for trim, and tail rotor

vortex ring state. Further, an appropriate approach for the detection of each of

those phenomena has been determined, offering the capability to flag LTE events in

simulation results. However, it is observed that the detection parameters needed to

identify the LTE phenomena are usually not recorded during normal flight operations,

hindering the direct detection of the LTE occurrences within flight data. Also, there

is the necessity to provide the operator with a tool designed to analyze flight data and

easily detect the proximity to LTE without the need for a simulation model. Hence,

a method is sought to enable a fast and reliable identification of LTE events within

the HFDM environment.

Machine learning represents a promising approach to develop computer learning

algorithms able to use data to obtain intelligent actions. A vast literature review on

machine learning is provided by [90, 100, 70, 152]. The choice of the learning technique

and the subsequent algorithm is a function of different factors, such as the dataset

size, the type of parameters involved, and the characteristics of the anomaly that

is intended to be detected. Considering the lack of helicopter flight data related to

LTE, it has been discussed how predictive models represent an advantageous approach

to identify LTE within flight data. A predictive model estimates the output values
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after going through a learning training process of the relationship between the input-

output values of a specific dataset. Since clear learning instructions are provided, the

process of training a predictive model is called supervised learning. In other words,

the supervised learning algorithm aims to optimize the predictive model to find the

combination of values that gives the target output.

The LTE safety metric is a predictive model that must identify the proximity

to LTE within flight data. To build the model, a dataset that includes the differ-

ent types of LTE occurrences is needed. Since it is known how to represent LTE

through physics-based simulations, a dataset can be created simulating each LTE

phenomenon using the appropriate simulation model. After going through the learn-

ing training process of the relationship between the initial test conditions and the

results of the predefined physics-based simulations, a prediction model is created for

each LTE phenomenon. Ultimately, appropriate boundaries must be defined to de-

tect the proximity to LTE. The approach used to obtain the LTE safety metric can

be summarized in two main steps:

• the investigation of the aircraft flight envelope, which involves the selection of

the flight scenarios and the computation of the physics-based simulation results;

• the development of the predictive models of the three LTE phenomena, which

involves the creation of the prediction functions of the LTE detection parameters

and the definition of the proximity to the different LTE events.

The LTE safety metric, i.e., the comprehensive model that predicts LTE events and

proximity to LTE, is formed by the collection of the predictive models obtained. The

approach is illustrated in Figures 3.17 - 3.19, where each diagram relates to an LTE

phenomenon and defines one of the three components needed to construct the LTE

safety metric. Note that different research questions still need to be investigated to

obtain the final methodology.
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Figure 3.17: Approach to obtain the predictive model of the LTE phenomenon of
running out of pedal for trim.
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Figure 3.18: Approach to obtain the predictive model of the LTE phenomenon of
loss of weathercock stability.
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Figure 3.19: Approach to obtain the predictive model of the LTE phenomenon of
tail rotor vortex ring state.
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3.8.1 Investigation of the Aircraft Flight Envelope

Selection of the flight test scenarios

A set of aircraft weights and flight test conditions needs to be determined to explore

the flight envelope of the helicopter. This selection determines the conditions and

the ranges over which the resulting model will be applicable. It has been observed

that the aircraft airspeed and the sideslip angle are essential variables that must not

be neglected. To build a predictive model that encompasses a vaster area of the

helicopter flight envelope, the aircraft weight, and the density altitude should also be

considered as simulation input variables. Note that, since LTE is a low-speed flight

characteristic, the study of a reduced airspeed range decreases the total computational

cost of the investigation.

Computation of the physics-based simulation results

The predefined flight envelope needs to be investigated. The simulation model needs

to include the appropriate models previously described to accurately represent each

LTE phenomenon (Experiment 1, 2, and 5 will clarify what inflow model should be

used at the tail rotor). It has been observed that the approaches selected to detect the

three LTE phenomena involve equilibrium flight conditions. Hence, a trim simulation

is performed for each combination of input variables. Additionally, in the case of

the weathercock stability phenomenon, a linearization analysis is needed after solving

each trim problem. The parameters recorded after the convergence of each simulation

include the independent variables and the simulation output needed to develop the

prediction function of the detection parameter of the LTE phenomenon considered.

99



3.8.2 Development of the Predictive Models of the LTE Phenomena

Creation of the prediction functions of the LTE detection parameters

Different parameters have been selected to detect the three LTE phenomena. The

predictive models of the detection parameters of the three types of LTE events need

to be developed. Each model is represented by a prediction function which is created

through the learning training process of the relationship between the test conditions

that define the specific flight scenarios, and the detection parameter of the specific

LTE phenomenon. Note that the prediction functions need to be trained with in-

put parameters that are usually available within the operators’ flight data. Also,

those parameters may be made non-dimensional to allow the application of the final

model on flight data of different helicopter sizes, while considering the same aircraft

configuration.

Several alternatives of supervised learning algorithms that involve numeric pre-

diction are available in the literature. A common approach used to develop surrogate

models is the response surface methodology [104]. This is a collection of statistical

and mathematical techniques, such as simple and multiple linear regression, that can

be used to explore the influence of the independent variables on the response. How-

ever, the design of a good response surface methodology study and its interpretability

may become less straightforward when nonlinearities are involved. Since, the model-

ing of helicopter flight characteristics often involves nonlinear relationships between

the inputs and outputs of the simulation model, more advanced machine learning

methods are often sought. Data partitioning represents a more flexible approach that

can effectively describe nonlinear relationships while providing a good balance be-

tween prediction accuracy and interpretability. It is useful in exploring relationships

between inputs and outputs, providing partition diagrams that are easy to read. De-

cision Trees and Bootstrap Forest are some examples of this more recent data mining
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approach. However, when the complexity of the model increases the resulting dia-

gram may become too difficult to understand. From the literature, it is observed that

neural network architectures are frequently used in complex environments of aviation

research [86]. Even if they are difficult to interpret and do not allow for an easy

understanding of the input-output relationship, their powerful learning method often

provides an accurate prediction of nonlinear functions, offering a favorable approach

to be applied within the flight data monitoring program [61]. To ensure an accurate

approximation of the true functions of the LTE detection parameters, different models

can be developed and compared evaluating the appropriate adequacy measures.

Definition of the proximity to the LTE phenomena

After defining the prediction functions of the three LTE phenomena, predefined

thresholds must be set on the predicted parameters to allow for the detection of

the LTE events and proximity to LTE events within flight data. For the phenomenon

of running out of pedal for trim, a zero value of the pilot’s pedal control for trim rep-

resents the ineffectiveness of the tail rotor in providing the necessary thrust for trim.

This is identified as a running out of pedal for trim event. The risk of running out of

pedal for trim can be defined by a predefined interval of the detection parameter that

approaches the threshold of the running out of pedal for trim event. In the case of loss

of weathercock stability, a negative value of its detection parameter (static stability

derivative that will be identified in Experiment 4) characterizes a statically unstable

flight condition which can potentially lead to an LTE like behavior. It is noted that

while a small negative value of its detection parameter represents a more neutral be-

havior of the aircraft in response to external disturbances, a large negative value is

of particular concern. Hence, events of loss of weathercock stability are considered to

be characterized only by large negative values of its detection parameter. The risk

of loss of weathercock stability can be defined by a predefined interval of the static
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stability derivative that approaches the threshold of the loss of weathercock stability

event. With regards to the tail rotor vortex ring state phenomenon, the freestream

inflow components at the tail rotor are used to detect the stability boundary defined

by Johnson [81]. This approach identifies tail rotor vortex ring state events. The risk

of tail rotor vortex ring state can be defined by a predefined interval of the detection

parameters that approaches the threshold of the tail rotor vortex ring state event.

Hence, the predictive model of each LTE phenomenon is formed by the prediction

function of the specific detection parameters and the appropriate definition of risk

thresholds. The collection of the three predictive models defines the final LTE safety

metric, i.e., the comprehensive model that predicts LTE events and proximity to LTE.

While the definitions of the three types of LTE events do not change, the proximity to

LTE thresholds may vary between different types of flight operations. The estimation

of those thresholds should be left accessible to the operator, to provide flexibility in

the risk management of post-flight analyses.

3.9 Summary of Research Formulation

A comprehensive summary of the research is provided in Figure 3.20. During the

formulation of the methodology five research gaps have been identified, hindering

the direct application of the proposed approach. Each gap has been related to a

research question for which a hypothesis and an experiment have been formulated.

The experiments will be implemented in the next chapter to substantiate the related

hypotheses and clarify the research gaps. This will lead to the overarching hypothesis

of this thesis that will be tested comparing the new LTE safety metric against the

current metric used within the HFDM program. This final experiment will verify the

improved results obtained with the proposed methodology, answering the motivating

question of this research and satisfying the research objective.
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Figure 3.20: Summary of research formulation.
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CHAPTER 4

EXPERIMENTATION AND RESULTS

4.1 The Simulation Model FLIGHTLAB

A rotorcraft simulation model is required to test the hypotheses formulated and

the final methodology proposed. Specifically, the physics-based modeling of heli-

copter flight dynamics is needed to solve trim problems and stability analyses. A

component-based calculation of the aerodynamic loads acting on the aircraft is neces-

sary to assess the contribution of each helicopter subsystem. Also, a selective model

fidelity is needed to compare and assess the impact of different inflow models on the

representation of LTE.

Numerous software for rotorcraft modeling and simulation have been developed.

A historical overview is provided by Johnson [82]. Between the available options, the

simulation model FLIGHTLAB is considered for its state-of-the-art features. This

aircraft modeling and simulation software was created by Advanced Rotorcraft Tech-

nology, Inc. to enable real-time analyses for flight dynamics and handling quali-

ties applications [44, 45, 46]. It provides a predefined library of generic components

which have been successfully validated, offering the reliable modeling of aerodynamic,

control, structural, and propulsion systems [47]. Also, it supports selective fidelity

modeling ensuring traceability and commonality between simulations. A friendly user

graphic interface allows for fast and easy analyses while reducing the chance of human

error. Currently, the software is widely used in industry and academia to simulate

and analyze the behavior of a wide range of existing aircraft and to support the design

and testing of new aircraft configurations [48]. Therefore, the rotorcraft simulation

model FLIGHTLAB is used to accomplish most of the experimentation phase of this
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research. A generic helicopter configuration with a counterclockwise rotation of the

main rotor is assumed.

4.2 Experiment 1: Simulation of Loss of Weathercock Stability

The phenomenon of loss of weathercock stability relates to the variation of the aircraft

yaw moment with the change in relative wind conditions and it is a function of the

induced velocity at the tail rotor disk. To ensure an appropriate level of accuracy in

the representation of this phenomenon, an investigation of the impact of the inflow

modeling is needed. A physics-based simulation of a wind tunnel test is performed

to create a causal effect between the variation of wind conditions and the resulting

change in tail rotor thrust. The results are compared with the wind tunnel test results

presented by Wood [154].

4.2.1 Experiment Setup

The rotorcraft simulation model FLIGHTLAB is used to accomplish this analysis. A

generic helicopter configuration with a counterclockwise rotation of the main rotor

is modeled. To replicate the controlled airstream characteristic of a wind tunnel

environment, the wind is simulated to have a fixed direction with a constant wind

magnitude. Any direction may be used, however, a headwind represents a convenient

starting condition. The impact of 10 m/s wind is used to investigate the impact of the

inflow model accuracy on the weathercock stability of the aircraft while standard sea

level conditions are used. Every helicopter’s degree of freedom is constrained except

for the yaw motion which is controlled throughout the simulation. A constant body

yaw rate r is imposed until a complete 360 deg yaw is performed. The controlled

change in yaw causes the variation of the sideslip angle. A small r of 2 deg/s is

used to not significantly impact the freestream velocity at the tail rotor. Note that 2

deg/s of yaw rate corresponds to roughly 0.25 m/s of freestream inflow through the
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tail rotor which is very small compared to the assumed wind magnitude of 10 m/s.

This makes the simulation quasi-steady, with the wind being the main influence on

the yaw moment reaction developed by the aircraft. An illustration of the simulated

scenario is given in Figure 4.1.

Because of its simplicity, the uniform induced inflow derived from momentum

theory is initially used for the tail rotor to make first considerations on the results

obtained. The helicopter is first trimmed in such condition to find the equilibrium

states and controls, and then the quasi-steady simulation is performed to calculate the

reaction loads from the aircraft. The process is repeated using different inflow models,

i.e., the Pitt-Peters inflow model, uniform inflow with the aerodynamic interference

from the main rotor wake, and Pitt-Peters model with the aerodynamic interference

from the main rotor wake. The forces and yaw moments developed by the tail rotor,

vertical fin, and fuselage are recorded as the sideslip angle continuously changes due

Figure 4.1: Simulated wind tunnel scenario.
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to the imposed small yaw rotation. It is important to keep in mind that during the

quasi-steady simulation, the helicopter loses its equilibrium condition. Consequently,

the forces and moments acting on the vehicle do not balance each other while the

sideslip angle is changing. It has been already discussed how the sideslip angle and

the wind azimuth represent the same aerodynamic angle. For convenience, the wind

azimuth variable is used for the visualization of the results.

4.2.2 Results

The fuselage, the vertical fin, and the tail rotor are the helicopter subcomponents

that mainly influence the aircraft weathercock stability. Figure 4.2 presents a com-

prehensive comparison of the yaw moments reactions from the different helicopter

subcomponents while being impacted by a wind magnitude of 10 m/s. The sum of

those contributions results in the yaw moment developed by the aircraft. Considering

Figure 4.2: Comparison of yaw moments developed by the influencing helicopter
subsystems.
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an equilibrium flight condition with relative winds from 0 deg, if an external distur-

bance causes the wind azimuth to increase, the vertical tail experiences a higher angle

of attack. This develops an aerodynamic force perpendicular to the relative airspeed

that causes a positive yaw moment reaction, yawing back the aircraft to the initial

equilibrium position, i.e. hover with headwinds. In this case the vertical fin has a

stabilizing effect, represented by a positive slope of the yaw moment versus the wind

azimuth. Instead, starting from an equilibrium condition with relative winds from 180

deg, if the wind azimuth increases the reaction side force experienced by the vertical

fin develops a negative body yaw moment that initiates the tendency of the aircraft

to yaw away from the equilibrium position. This is recognized as a destabilizing ef-

fect, represented by a negative slope of the yaw moment curve. The yaw moment

developed by the tail rotor varies with the wind azimuth because of the change in

freestream velocity at the rotor plane, influencing the resulting thrust produced. It is

evident that the tail rotor is the key contribution to the static directional stability of

the helicopter. In fact, it resembles the yaw moment developed by the aircraft. This

result agrees with the wind tunnel test findings published by the U.S. Army Joint

Special Study Group [154].

It is noted how the most critical directional static instability corresponds to the

flight conditions with relative tailwinds. The yaw moment developed by the tail rotor

is directly proportional to the thrust which depends on the inflow velocity at the

blade section. It is important to analyze the source of the yaw moment variation,

as shown in Figure 4.3. When the wind azimuth shifts from 0 to 90 deg, the axial

component of the freestream inflow of the tail rotor suddenly increases, overcoming

the decrease of the induced inflow. This results in a greater total inflow which, at fixed

tail rotor collective pitch, causes the thrust to decrease, triggering an uncommanded

right yaw. As already mentioned, this corresponds to a statically stable contribution

as the aircraft is yawing back to the initial equilibrium position. Hence, the rotor
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Figure 4.3: Important tail rotor parameters that influence the yaw moment devel-
oped by the tail rotor.

inflow is the leading variable that, affected by the change in wind azimuth, triggers

the final yaw moment reaction. Specifically, the induced inflow is of particular interest

as its accuracy may widely vary based on the modeling assumptions made.

Until this point, the results were obtained while modeling the tail rotor inflow

using a uniform inflow model derived from simple momentum theory. However, this

work investigates the effect of different inflow models on the weathercock stability

of the aircraft. As previously described, Pitt-Peters inflow model is used to account

for a more accurate representation of the non-uniform gradient distribution of the

inflow along the tail rotor blade. Further, the aerodynamic interference of the main

rotor vortex wake is accounted for, first while using momentum theory and then while
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applying the Pitt-Peters inflow model. Figure 4.4 shows the comparison between the

resulting yaw moment developed by the tail rotor as a function of wind azimuth

while using different modeling techniques for the tail rotor inflow. The weathercock

stability characteristics can be inferred by the slope of each yaw moment curve.

It is observed that the resulting yaw moment significantly changes only when the

aerodynamic interference from the main rotor wake is included in the tail rotor inflow

calculation. This was expected as the main rotor downwash has a strong impact

on the relative wind conditions at the tail rotor plane, consequently influencing the

tail rotor thrust developed. During right quartering flight conditions, the main rotor

wake introduces a significant in-plane velocity component at the tail rotor disk [50,

51]. Because of the top-forward tail rotor rotation, the dynamic pressure at the tail

rotor is reduced causing a reduction in the effective angle of attack at the blade

section. This causes the tail rotor to produce less thrust for the same blade pitch

setting, leading the aircraft to develop a less negative yaw moment reaction. Hence,

Figure 4.4: Comparison of yaw moments developed by the tail rotor while using
different inflow models.
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the slope of the yaw moment curve increases representing a more positive weathercock

stability of the aircraft. During left quartering flight conditions, the main rotor wake

still causes a decrease in dynamic pressure at the tail rotor plane, however, this

effect is overtaken by the out-of-plane velocity component induced by the retreating

main rotor blades. The counterclockwise rotation of the main rotor causes a strong

downwash that induces the tail rotor in a more severe descent like flow condition,

i.e., increased freestream flow going from left to right through the tail rotor when the

helicopter is viewed from behind, significantly increasing the tail rotor thrust. This

effect is greater when the model accuracy increases and includes the prediction of the

inflow gradient along the tail rotor blade.

The results agree with the findings obtained by the LTE Joint Special Study

Group and published by Wood [154]. A wind tunnel test was performed to investigate

the critical wind azimuth regions that may lead to LTE. During the test, the yaw

moment of a OH-58 KIOWA scale model was measured using a fixed yaw rate, a

fixed collective pitch of the tail rotor blades, and a constant low wind speed within

the tunnel. Hence, the resulting yaw moment fluctuations were mainly caused by the

effects of the wind variations through the tail rotor. The contributions of the aircraft

body, tail rotor, and main rotor aerodynamic interaction were considered separately.

Figure 4.5.a shows that the tail rotor is the key contribution to the static directional

stability of the helicopter. Figure 4.5.b confirms that aerodynamic interference from

the main rotor wake has a strong impact on the tail rotor thrust developed.

Hence, it is observed that the weathercock stability of the aircraft is better repre-

sented by using the augmented Pitt-Peters inflow model at the tail rotor, validating

the hypothesis formulated in Section 3.3.2. A significant static directional instability

is present not only for flights under the impact of relative tailwinds but also while

the main rotor vortex wake alters the flow through the tail rotor. Because of this

instability, a lateral perturbation will attempt to weathervane the aircraft away from

111



Figure 4.5: Results of LTE wind tunnel investigation published by Wood [154].
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the initial flight condition, leading to LTE like behavior. Also, a sufficient amount of

pedal control may not be available to reestablish another equilibrium condition. This

represents another aspect of the loss of tail rotor effectiveness phenomenon, and it is

further investigated in the next section.

4.3 Experiment 2: Simulation of Running Out of Pedal for Trim

The tail rotor collective pitch angle needed to maintain directional equilibrium is

impacted by the accuracy of the inflow model used. Because this angle is directly

linked to the pilot’s pedal input, an investigation on the impact of the inflow modeling

on the pedal control needed for yaw balance is necessary to ensure an appropriate level

of accuracy in the representation of the running out of pedal phenomenon. Because of

the significant amount of crosscoupling between forces and moments, a comprehensive

equilibrium analysis of the aircraft is performed. The results are compared with the

flight test measurements of Lynx Mk 5 published by Padfield [114].

4.3.1 Experiment Setup

The rotorcraft simulation model FLIGHTLAB is used to model a generic helicopter

configuration with a counterclockwise rotation of the main rotor. The investigation

is carried out through a series of trim analyses. For each equilibrium condition, the

helicopter is in a free level flight at standard sea level conditions. The entire range

of sideslip angles is explored, including forward and rearward flights, while the yaw

attitude of the aircraft is maintained constant. It is noted that equivalent results

would be obtained if the simulation involved a hover scenario with winds from dif-

ferent wind azimuths. After several iterations, it was observed that a sideslip angle

interval of 5 deg between each simulation provides a good tradeoff between accuracy

and computational time. The impact of 5, 10, and 15 m/s airspeeds is investigated.

The trim solution is reached numerically to find the minimum of the set of nonlin-
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ear equations that define the trim problem within some predefined constraints. The

trim convergence criteria were set to be 0.012 m/s2 in translational acceleration and

0.01 rad/s2 in angular acceleration. The pedal control needed to maintain the equi-

librium flight is recorded after the iteration converges. Initially, the tail rotor inflow

is modeled by simple momentum theory. Then, the process is repeated using different

inflow models, i.e., the Pitt-Peters inflow model, simple momentum theory with the

aerodynamic interference from the main rotor wake, and the Pitt-Peters model with

the aerodynamic interference from the main rotor wake.

4.3.2 Results

The calculation of the pedal control needed for trim flight is affected by the modeling

of the tail rotor inflow dynamics. Figure 4.6 shows the pedal control requirements to

sustain equilibrium at different relative wind conditions while modeling the tail rotor

inflow using a uniform inflow model derived from simple momentum theory. The

results are visualized using the Cartesian and the polar coordinate systems, offering

an intuitive visualization. As a reference, a pedal control of 0% corresponds to full

left pedal while 100% of pedal control is full right pedal. Note that a nonlinear

relationship exists between the pedal control requirements for trim and the relative

wind conditions tested. Of particular interest is the sideward flight to the right,

which significantly reduces the pedal control margin. This is mostly caused by the

weathercocking action of the tail rotor. The increase of the net inflow through the

tail rotor causes a decrease in the angle of attack at each blade element, which leads

to a reduction of the thrust produced. To sustain trim, an increase in the tail rotor

collective pitch is necessary, which is accomplished by applying more left pedal.

Similar pedal control requirements are obtained when the tail rotor inflow is mod-

eled using a linear inflow gradient over the blades. Figure 4.7 illustrates the pedal

control margins measured while using the Pitt-Peters inflow model. The control limits
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Figure 4.6: Pedal control requirements for trim flight at different relative wind
conditions while the tail rotor inflow is modeled using momentum theory (Cartesian
and polar visualization).
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Figure 4.7: Pedal control requirements for trim flight at different relative wind
conditions while using the Pitt-Peters inflow model at the tail rotor (Cartesian and
polar visualization).
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are smaller compared to the one identified using the uniform inflow model, showing

more critical flight scenarios. However, it is observed that the most dangerous wind

azimuth region remains the same, i.e., sideward flight to the right.

The distribution of the pedal control requirements for trim flight greatly changes

when the inflow model used for the tail rotor is augmented with the aerodynamic

interaction from the main rotor wake. This was expected as the main rotor downwash

has a strong impact on the relative wind conditions at the tail rotor plane. Figures 4.8

and 4.9 show the results obtained using the momentum theory and the Pitt-Peters

inflow model, both augmented with the main rotor-to-tail rotor interference. The

control limits found while using the augmented Pitt-Peters inflow model are smaller

compared to the one identified using the augmented uniform inflow model, revealing

a more critical flight envelope. However, it is observed that the most dangerous wind

azimuth region remains the same, i.e., quartering flight to the right. During this flight

scenario, the main rotor wake introduces a significant in-plane velocity component

at the tail rotor disk. Because of the top-forward tail rotor rotation, the dynamic

pressure at the tail rotor is reduced causing a reduction in the effective angle of attack

at the blade section. This leads the tail rotor to produce less thrust for the same tail

rotor blade pitch setting. Hence, a greater left pedal is needed to sustain equilibrium

in flight, reducing the pedal control margin. Using the helicopter configuration with

a mass of 7500 kg and at sea level conditions, the smallest pedal control is 4% during

a quartering flight to the right at 15 m/s of airspeed, as shown in Figure 4.9. A more

critical flight scenario, e.g. higher mass and/or higher density altitude will decrease

the pedal control margin often exhibiting the running out of pedal phenomenon. This

is shown in Figure 4.10 which presents the trim results for the aircraft with a mass of

8000 kg and at a density altitude of 3000 m. The pedal control margins agree with the

flight test measurements published by Padfield [114] and given in Figure 4.11. Hence,

it is observed that a more realistic representation of the phenomenon of running out of
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pedal for trim is obtained when the tail rotor inflow is represented by a linear gradient

distribution along the tail rotor blade augmented with the aerodynamic interference

from the main rotor vortex wake, validating the hypothesis formulated in Section

3.4.2. The insufficient pedal available during a quartering flight to the right will

cause an uncommanded right yaw that confirms the ineffectiveness of the tail rotor

in providing the necessary thrust for trim.

It is noted that the FAA [54] and the NTSB [107] do not acknowledge the quar-

tering flight to the right as a critical condition, and focus only on the quartering

flight to the left. During this scenario, even if the main rotor wake still causes a

decrease in dynamic pressure at the tail rotor plane, this effect is overtaken by the

out-of-plane velocity component induced by the retreating main rotor blades. The

counterclockwise rotation of the main rotor causes a strong downwash that induces

the tail rotor in a more severe descent like flow condition, i.e., increased freestream

flow going from left to right through the tail rotor when the helicopter is viewed from

behind. This significantly leads the tail rotor to produce more thrust for the same

tail rotor blade pitch setting. More right pedal is needed to maintain equilibrium,

increasing the pedal control margin. Hence, the quartering flight to the left does not

represent a threat for running out of pedal scenarios. However, the FAA [54] describes

this interference to cause the tail rotor to operate in a turbulent environment. Also,

Padfield [114] mentions that it may be characterized by vortex ring flow states. This

is another aspect of the loss of tail rotor effectiveness phenomenon and it is explained

in the next section.

118



Figure 4.8: Pedal control requirements while using momentum theory augmented
with the 3-state main rotor interference (Cartesian and polar visualization).
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Figure 4.9: Pedal control requirements while using the Pitt-Peters inflow model
augmented with the 3-state main rotor wake interference (Cartesian and polar visu-
alization).

120



Figure 4.10: Pedal control requirements of a more critical flight scenario while
using the Pitt-Peters inflow model augmented with the 3-state main rotor interference
(Cartesian and polar visualization).
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Figure 4.11: Pedal control requirements of Lynx Mk 5 measured during low-speed
flight at high weight configuration [114].

122



4.4 Experiment 3: Simulation of Tail Rotor Vortex Ring State

Tail rotor vortex ring state is a dangerous phenomenon that strongly impacts the

tail rotor performance and may lead to loss of directional control. It is essential to

fully understand the nature of this flight condition to promote its awareness within

the rotorcraft community. Because of the ambiguities surrounding the effectiveness

of the tail rotor during this LTE phenomenon, an investigation on the pedal control

effectiveness during VRS is needed. The dynamic of an isolated tail rotor in axial

sideward motion to the left is modeled using a vortex ring emitter model. After

validating the simulation of VRS with the results provided by Brand et al. [18], the

existence of the control reversal phenomenon at the tail rotor during a VRS event is

investigated.

4.4.1 Experiment Setup

The present investigation considers an isolated rotor with the properties typical of

a tail rotor of a medium size helicopter. Table 4.1 lists the tail rotor configuration

parameters used.

Table 4.1: Tail rotor configuration.

Tail rotor specification Unit Value

Number of blades - 4

Radius m 1.67

Rotational speed rad/s 124.7

Blade airfoil - NACA 0012

Blade chord m 0.24

Lift curve slope rad−1 5.73

Tip loss factor % 0.95

Blade twist rad 0
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The rotor thrust is computed coupling the ring emitter model with a blade element

model that accounts for 11 blade segments. This investigation neglects the blade

motion because of the axisymmetric flow assumption. The blade is assumed to be

rigid in bending and torsion. No blade twist has been considered, as the tail rotor

blades normally do not include any twist. The ring emitter model assumes that all

the blade vorticity is trailed by the blade tip in the form of a vortex ring, neglecting

the vortex sheet along the blade span. The vortex core diameter of the toroidal ring

cross-section is defined using the empirical recommendation of Scully, i.e., 0.5% of

the rotor radius [129].

Appendix B.2 describes the validations that have been carried out to confirm

the accuracy of the vortex ring emitter model. First, the vortex ring motion is

verified simulating the leapfrogging behavior of two rings. During the analysis it

is verified that a second order Runge-Kutta method is an accurate time integration

approach to calculate the vortex ring position at each time step. Afterward, the vortex

wake development is validated in hover and descent like conditions, coupling the ring

emitter model with a blade element model to calculate the rotor performance. After

several iterations, it is observed that sufficient wake vorticity is captured through the

modeling of 100 vortex rings. Those observations are applied in the final experiment

to analyze the effectiveness of pedal control (tail rotor collective) input during a VRS

event.

Initially, the tail rotor is set to develop the thrust magnitude necessary to sustain

yaw moment equilibrium while the aircraft is in a hover flight scenario. This is

identified by the tail rotor thrust coefficient CT0, used to normalize the results. From

the trim setting, a series of blade collective pitch reductions of 0.25 deg is applied

every 30 s to lead the tail rotor to a VRS encounter. Other than the tail rotor

thrust coefficient, the induced velocity and the sideward velocity of the tail rotor

are measured throughout the simulation. The resulting velocities are normalized by
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the inflow velocity at the tail rotor during a hover like flow condition, i.e., vh. Two

simulations are performed to investigate the effectiveness of the tail rotor during

the main phase of the VRS event examining the existence of the control reversal

phenomenon. In each simulation an attempted recovery is performed with a sudden

increase in collective pitch angle to the initial trim setting. First, an attempted

recovery is modeled at the simulation time of 258 seconds. Then, the simulation is

repeated applying the collective increase just 1 second after the previous recovery

attempt, i.e., 259 seconds.

4.4.2 Results

Successful recovery from VRS

During a sideward motion of the aircraft to the left, the tail rotor is subjected to a

descent like flow condition and its wake involves vortex interactions that influence the

rotor performance. Figure 4.12 shows that initially at each tail rotor collective pitch

reduction, the rotor suffers a thrust loss that is quickly recovered, reaching a new

steady-state sideward velocity. A negative value of the sideward velocity represents

a translational motion of the tail rotor to the left. The wake self-organization is

captured in Figure 4.13, which shows the vortex ring displacement relative to the

tail rotor during the flight. Because of the increase of freestream flow from left to

right through the rotor, the new ring vortices are propelled towards the left along

the wake passing through the rotor plane. This causes blade-vortex interactions that

result in stronger vibrations as the left sideward velocity increases. The roughness

is visible after t = 90 s and significantly rises after t = 150 s. The more the left

sideward velocity increases, the more the vortex rings are compressed towards the

rotor, disrupting the wake slipstream boundary while showing a leapfrogging behavior

within different vortex groups. The mutual interactions between the vortex rings

cause a radial expansion of the further rings and a weaker ability to propel themselves
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towards the left. Hence, the wake vorticity recirculates close to the rotor forming a

toroidal structure of corotating vortex rings, which affects the induced velocity at the

rotor. This leads to the main phase of the VRS phenomenon, which is triggered at

t = 240 s by a further reduction in tail rotor collective pitch. A dramatic increase

in induced inflow is seen during the accumulation of vorticity in proximity to the

rotor. This strongly impacts the aerodynamic environment at each blade element,

which experiences a decrease in the effective angle of attack leading to a reduction in

rotor thrust. At t = 258 s a sudden increase in the tail rotor collective pitch angle

is applied. It is observed that the induced inflow value does not reach the highest

peak as in a fully developed VRS event, inducing a reduction of thrust that is fully

recovered with the increase of blade pitch angle. Figure 4.13 shows that the applied

recovery pushes the vortex rings towards the left allowing the wake to reorganize and

reach the initial hover like flow conditions in about 10 seconds. The recovery proves

to be successful in bringing the rotor out of the VRS condition.
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Figure 4.12: Time history of tail rotor variables during a successful recovery from
VRS.
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Figure 4.13: Axial displacements of vortex rings emitted by a tail rotor during a
successful recovery from VRS.
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Failed recovery from VRS

The previous simulation is repeated delaying the recovery of just 1 second. The

sudden increase in collective pitch angle is now applied at t = 259 s. Figure 4.14

shows how the consequences are much different from the previous test. The recovery

is not effective. Despite the attempted recovery, the tail rotor experiences a dramatic

rise in induced inflow and suffers a rapid thrust loss that remarkably increases its left

sideward velocity. For an aircraft in free flight, this would be perceived by the pilot

as a sudden uncommanded right yaw. Figure 4.15 shows that after 1 second from

the attempted recovery application the vortex rings organize in a toroidal structure

around the rotor. A few seconds later, at t = 262 s the vortex rings have already

formed a stable vortex structure to the right of the rotor, which is maintained for the

rest of the simulation. Even if at trim blade collective pitch setting, the vortex rings

are not capable to propel themselves to the left of the rotor because of the stable flow

state achieved. When the vortex rings try to reach the rotor from the right, they

cause an increase in induced inflow at the rotor. This causes a reduction in thrust

that induces the tail rotor into an even faster sideward motion to the left. As seen

at t = 350 s, the relative position between vortex rings and rotor is maintained. The

uninterrupted rotor thrust loss even after a significant increase in collective pitch angle

of the tail rotor blades prove the existence of the pedal control reversal phenomenon,

validating the hypothesis formulated in Section 3.5.2. The simulation results confirm

the ineffectiveness of the tail rotor in reestablishing the equilibrium condition during

a VRS event.
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Figure 4.14: Time history of tail rotor variables during a failed recovery from VRS.
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Figure 4.15: Axial displacements of vortex rings emitted by a tail rotor during a
failed recovery from VRS.
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4.5 Experiment 4: Detection of Loss of Weathercock Stability

The phenomenon of weathercock stability is heavily affected by relative tailwinds,

which may lead to LTE like behavior. Hence, the identification of a reliable detection

parameter for this flight characteristic is essential to provide an accurate prediction

of LTE within flight data. Because of the research gap involving the prediction

of the rotorcraft directional stability for flight scenarios with relative tailwinds, an

investigation on the directional static stability derivatives of the aircraft is needed.

Linear system theory is used to approximate the aircraft stability characteristics for

different wind azimuth conditions. The results are notionally validated with the

observations made in Experiment 1.

4.5.1 Experiment Setup

The rotorcraft simulation model FLIGHTLAB is used to accomplish this analysis. A

generic helicopter configuration with a counterclockwise rotation of the main rotor is

modeled. The investigation is carried out through a series of trim and stability anal-

yses. For each equilibrium condition, the helicopter is in a free level flight at standard

sea level conditions. The entire range of sideslip angles is explored, including forward

and rearward flights, while the yaw attitude of the aircraft is maintained constant. It

is noted that equivalent results would be obtained if the simulation involved a hover

scenario with winds from different wind azimuths. After several iterations, it was

observed that a sideslip angle interval of 5 deg between each simulation provides a

good tradeoff between accuracy and computational time. The impact of 5, 10, and

15 m/s airspeeds is investigated. The trim solution is reached numerically to find the

minimum of the set of nonlinear equations that define the trim problem within some

predefined constraints. The trim convergence criteria were set to be 0.012 m/s2 in

translational acceleration and 0.01 rad/s2 in angular acceleration. The state vector
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used during the stability analysis is defined by the body-axes translational velocities

u, v and w; the body-axes angular velocities p, q and r; and the Euler angles ϕ and

θ. The normalized stability derivative CNv is recorded after the system matrix is

obtained. The edgewise component of the freestream velocity at the tail rotor nor-

malized by the inflow velocity at the tail rotor during a hover like flow condition,

i.e., Vx,tr/vh, is used to derive the normalized stability derivative CNβ
. Initially, the

tail rotor inflow is modeled using the Pitt-Peters inflow model. Then, the model is

augmented with the aerodynamic interference from the main rotor wake. The results

are notionally validated with the observations made in Experiment 1.

4.5.2 Results

The variation of the weathercock stability of the aircraft has been previously inves-

tigated in Experiment 1. A simulation of a wind tunnel test was used to analyze the

yaw moment developed by the aircraft for different relative wind conditions. While

neglecting the impact of the main rotor wake interference at the tail rotor, it was

observed that the most critical directional static instability corresponds to the flight

scenarios affected by relative tailwinds. Specifically, in those conditions the aircraft

develops a yaw moment reaction that initiates the tendency to yaw away from the

equilibrium position. This represents a statically unstable reaction, and it must be

associated with a negative static stability derivative. While keeping this in mind, the

directional static stability derivatives of the aircraft are first computed neglecting the

main rotor-to-tail rotor interaction.

Figure 4.16 shows the normalized stability derivative CNv calculated for flight

scenarios impacted by different relative wind conditions. It is observed that CNv is

positive for all the analyzed flight conditions, providing an unreliable evaluation of the

directional static stability of the aircraft during flights affected by relative tailwinds.

Figure 4.17 shows the normalized stability derivative CNβ
for flight scenarios impacted
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Figure 4.16: Normalized static stability derivative CNv for trim flight at different
relative wind conditions while using the Pitt-Peters inflow model at the tail rotor.

by different relative wind conditions. As expected, the destabilizing effect of the

relative tailwinds is represented by a negative value of the directional static stability

derivative. Specifically, if the yaw moment reaction from the vehicle to a sideward

gust disturbance is such that it tends to reduce the sideslip angle, it is considered

as a statically stable reaction and is identified by a positive value of CNβ
. On the

contrary, if the yaw moment reaction is such that it further accentuates the sideslip

angle, it is considered as a statically unstable reaction and it is characterized by a

negative value of CNβ
.

From the observations made in Experiment 1, the main rotor downwash has a

strong impact on the relative wind conditions at the tail rotor plane and must not be

neglected. Specifically, the main rotor wake introduces a significant in-plane velocity

component at the tail rotor disk during quartering flights. Figure 4.18 shows the

resulting values of CNβ
while modeling the tail rotor inflow dynamics using the Pitt-

Peters inflow model augmented with the aerodynamic interference from the main
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rotor wake. Because of the top-forward tail rotor rotation, the normalized edgewise

component of the freestream velocity at the tail rotor, i.e., Vx,tr/vh, is reduced. This

causes the directional static instability to extend over a wider wind azimuth region,

also including quartering flight scenarios. This result notionally resembles the findings

of Experiment 1, in which the tail rotor inflow is modeled using the Pitt-Peters

model augmented by the main rotor wake interference. The negative slope of the

yaw moment obtained in Experiment 1 represents the loss of weathercock stability

of the aircraft, which is embodied in the present analysis by the negative value of

CNβ
. However, note that the results of the two experiments cannot be numerically

compared, and only a notional validation can be made. While in Experiment 1

the forces and moments acting on the vehicle do not balance each other during the

analysis, in the present study each stability analysis is a function of the equilibrium

condition and a trim problem must be solved for each flight scenario.

The ability of the parameter Nβ to account for the direction of the freestream

velocity is the key element for an accurate and more comprehensive representation of

the directional static stability of the helicopter. The results validate the hypothesis

formulated in Section 3.6.2, confirming the need to compute the directional static sta-

bility derivative Nβ to obtain a more accurate prediction of the weathercock stability

of the helicopter even in presence of flight scenarios with relative tailwinds.
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Figure 4.17: Normalized static stability derivative CNβ
for trim flight at different

relative wind conditions while using the Pitt-Peters inflow model at the tail rotor
(Cartesian and polar visualization).
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Figure 4.18: Normalized static stability derivative CNβ
for trim flight at different

relative wind conditions while using the Pitt-Peters inflow model augmented with the
3-state main rotor wake interference (Cartesian and polar visualization).
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4.6 Experiment 5: Detection of Tail Rotor Vortex Ring State

The phenomenon of vortex ring state at the tail rotor critically impacts the helicopter

directional stability in low-speed flight. It is necessary to provide an accurate estima-

tion of the VRS stability boundary at the tail rotor to ensure accurate safety analyses

of flight data. Because of the research gap involving the impact of the main rotor-

to-tail rotor interaction on the predicted VRS boundary, an analysis of the inflow

model needed to achieve a more reliable VRS detection is necessary. After validating

the VRS stability boundary with the results provided by Johnson [81], the impact of

the main rotor vortex wake interference on the detection of VRS at the tail rotor is

investigated.

4.6.1 Experiment Setup

The rotorcraft simulation model FLIGHTLAB is used to model a generic helicopter

configuration with a counterclockwise rotation of the main rotor. The investigation is

carried out through a series of trim analyses and uses Johnson’s model to detect the

VRS events at the tail rotor. Appendix B.1 describes the validation that has been

carried out to confirm the accuracy of the VRS stability boundary implementation.

For each equilibrium condition, the helicopter is in a free level flight at standard

sea level conditions. While the yaw attitude of the aircraft is maintained constant,

the range of sideslip angles that induce a freestream inflow going from left to right

through the tail rotor is explored. It is noted that equivalent results would be obtained

if the simulation involved a hover scenario with winds coming from the left of the

aircraft (when the helicopter is viewed from behind). After several iterations, it was

observed that a sideslip angle interval of 5 deg between each simulation provides a

good tradeoff between accuracy and computational time. The impact of 5, 10, and

15 m/s airspeeds is investigated. The trim solution is reached numerically to find the
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minimum of the set of nonlinear equations that define the trim problem within some

predefined constraints. The trim convergence criteria were set to be 0.012 m/s2 in

translational acceleration and 0.01 rad/s2 in angular acceleration. The edgewise and

axial components of the freestream inflow at the tail rotor are recorded after each

iteration converges. Then, Johnson’s model [81] is used to detect the VRS stability

boundary at the tail rotor as a function of the freestream inflow components. Initially,

the tail rotor inflow is modeled using the Pitt-Peters inflow model. Then, the model

is augmented with the aerodynamic interference from the main rotor wake.

4.6.2 Results

The relative wind condition at the tail rotor is the key element needed for the detection

of tail rotor VRS events. Figure 4.19 shows the critical flight scenarios that lead to

this phenomenon while modeling the tail rotor inflow using the Pitt-Peters inflow

model. The results are visualized using the polar coordinate systems, offering an

intuitive visualization. The shaded area represents the flight scenarios impacted by

the occurrence of tail rotor VRS events. It is observed that the results are symmetric

with respect to the relative wind azimuth of 270 deg. During those flight scenarios

the tail rotor experiences a remarkable thrust loss that is perceived by the pilot as a

sudden uncommanded right yaw. As confirmed by Experiment 3, the tail rotor may

be ineffective in reestablishing the equilibrium condition, failing to effectively perform

as during normal flight conditions.

The number of flight scenarios impacted by the occurrence of tail rotor VRS

events increases when the inflow model used for the tail rotor is augmented with the

aerodynamic interference from the main rotor wake. Figure 4.20 shows the detection

results obtained using the Pitt-Peters inflow model augmented with the main rotor-

to-tail rotor interaction. It is noted that the shaded area is not symmetric anymore

with respect to the relative wind azimuth of 270 deg. This was expected as the main
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Figure 4.19: Detection of vortex ring state events at the tail rotor while using the
Pitt-Peters inflow model.

rotor downwash has a strong impact on the relative wind conditions at the tail rotor

plane. Specifically, the main rotor wake introduces a significant in-plane velocity

component at the tail rotor disk that causes a decrease in dynamic pressure at the

tail rotor plane. Also, the counterclockwise rotation of the main rotor causes a strong

downwash that induces the tail rotor in a more severe descent like flow condition,

i.e., increased freestream flow going from left to right through the tail rotor when the

helicopter is viewed from behind. This interference induces the tail rotor into more

severe vortex ring flow states that may cause a rapid loss of directional control. The

results validate the hypothesis formulated in Section 3.7.2, confirming that a more

accurate detection of tail rotor VRS events is attained when the tail rotor inflow is

augmented with the aerodynamic interference from the main rotor vortex wake.
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Figure 4.20: Detection of vortex ring state events at the tail rotor while using the
Pitt-Peters inflow model augmented with the 3-state main rotor wake interference.
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CHAPTER 5

FINAL METHODOLOGY

5.1 Overarching Hypothesis

The results obtained during the experimental phase substantiated the related hy-

potheses and clarified the research gaps that hindered the direct application of the

proposed approach. This leads to the formulation of the final methodology, that

aims to develop a more reliable detection of the proximity to LTE within the HFDM

program and support the mitigation of helicopter accidents related to this dangerous

safety threat. A comprehensive high-level flowchart of the methodology is provided in

Figure 5.1. To answer the motivating question of this research and satisfy the research

objective stated in Section 2.5, the following overarching hypothesis is formulated:

If the LTE safety metric encompasses the following contributions, then it will yield an

improved detection of the proximity to LTE compared to the one currently used within

the HFDM program, reducing the number of missed detections to better support the

proactive mitigation of helicopter accidents related to LTE:

• The LTE safety metric comprises the different aspects that can lead to LTE

behavior: loss of weathercock stability, running out of pedal (tail rotor collective)

for trim, and tail rotor vortex ring state.

• The prediction of safety limits for proximity to LTE is achieved using a combi-

nation of physics-based simulations, to investigate the aircraft flight envelope,

and supervised learning techniques, to develop the predictive models of the three

LTE events. (A detailed view of those phases is offered in Figures 5.2 and 5.3,

respectively.)
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• To investigate the aircraft flight envelope, the simulation model includes a lin-

ear inflow gradient along the tail rotor blade augmented with the aerodynamic

interaction from the main rotor vortex wake.

• The phenomenon of running out pedal is detected predicting the pedal control

required for yaw balance.

• The phenomenon of loss of weathercock stability is detected predicting the di-

rectional static stability derivative, Nβ.

• The phenomenon of tail rotor vortex ring state is detected using a comprehensive

VRS stability boundary definition that encloses most of the experimental results

available in the literature.

• The independent variables used to develop the prediction models of the three

LTE phenomena have a relevant impact on the predicted response, are non-

dimensional, and are accessible within the operator’s flight data.

• While the definitions of the three types of LTE events do not change, the prox-

imity to LTE thresholds is left accessible to the operator, to provide flexibility

in the risk management of post-flight analyses.
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Figure 5.1: High-level flowchart of the final methodology.
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Figure 5.2: Detailed view of the investigation of the aircraft flight envelope.
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Figure 5.3: Detailed view of the development of the predictive models of the LTE
phenomena.
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5.2 Methodology Implementation

The approach used to obtain the LTE safety metric can be summarized in two main

steps:

• the investigation of the aircraft flight envelope, which involves the selection of

the flight scenarios and the computation of the physics-based simulation results;

• the development of the predictive models of the three LTE phenomena, which

involves the creation of the prediction functions of the LTE detection parameters

and the definition of the proximity to the different LTE events.

The LTE safety metric, i.e., the comprehensive model that predicts LTE events and

proximity to LTE, is formed by the collection of the predictive models obtained.

5.2.1 Investigation of the Aircraft Flight Envelope

The rotorcraft simulation model FLIGHTLAB is used to model a generic helicopter

configuration with counterclockwise rotation of the main rotor. The modeling of LTE

has been described, providing the essential elements needed to accurately simulate

the three LTE phenomena, i.e., loss of weathercock stability, running out of pedal

(tail rotor collective control) for trim, and tail rotor vortex ring state. Experiments

1, 2, and 5 clarify what inflow model should be used at the tail rotor to appropri-

ately simulate the different LTE events. It is observed that the results significantly

improve when the inflow gradient along the tail rotor radius is augmented with the

aerodynamic interference from the main rotor wake. Since the same tail rotor inflow

representation is needed, the same simulation model is required to accurately repre-

sent the three LTE phenomena. Hence a comprehensive set of trim analyses can be

designed to include all three LTE events, reducing the overall computational time of

the flight envelope investigation. The aircraft mass, the density altitude, the relative

airspeed, and the sideslip angle are used as input variables. Since LTE is a low-speed

147



Table 5.1: Design of experiment for the flight envelope investigation.

Input parameter Unit Set of values Cardinality

Relative wind azimuth deg 0:10:360 36

Relative wind magnitude m/s 0:5:20 5

Aircraft mass kg 5500:625:8000 5

Density altitude m 0:1125:4500 5

flight characteristic, only a reduced airspeed range is considered, further decreasing

the total computational cost of the flight envelope investigation. Table 5.1 lists the

parameters and the values used as inputs of the simulation model. After several it-

erations, it is observed that the set of sideslip angles must have a cardinality much

greater than the cardinality of the other sets, to predict with enough accuracy the

variation of the LTE detection parameters, in particular, the pedal control (tail rotor

collective) for trim.

A trim simulation is performed for each combination of the input variables, fol-

lowed by a linearization analysis to investigate the weathercock stability of the air-

craft. The potential LTE flight envelope of the helicopter is explored through 4500

steady-state simulations with a total computation time of 12 hours and 14 minutes.

The parameters recorded after the convergence of each simulation are the variables

needed to develop the prediction functions of the detection parameters of the three

LTE phenomena, specifically:

1. the advance ratio, µ;

2. the sideslip angle, β;

3. the main rotor blade loading coefficient, CT/σ;

4. the detection parameter for running out of pedal (tail rotor collective control)

for trim, i.e., the pilot’s pedal control, δp;
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5. the detection parameter for loss of weathercock stability, i.e., the directional

stability derivative related to the sideslip angle, Nβ;

6. the parameters needed for the detection of tail rotor vortex ring state, i.e., the

edgewise and axial components of the freestream inflow at the tail rotor nor-

malized by the tail rotor’s induced inflow velocity in hover-like flow condition,

Vx/vh and Vz/vh respectively.

5.2.2 Development of the Predictive Models of the LTE Phenomena

The predictive models of the detection parameters of the three LTE events need to

be developed. First, the prediction function of each detection parameter is created

through the learning training process of the relationship between the independent

variables and the detection parameter of the specific LTE phenomenon. Then, pre-

defined thresholds are set on the predicted parameters to allow for the detection of

the LTE events and the proximity to LTE events within flight data.

The prediction functions of the LTE detection parameters are trained with the fol-

lowing independent variables: the advance ratio, the sideslip angle, and the main rotor

blade loading coefficient. Those parameters have been chosen because of their rele-

vant influence on the predicted detection parameters, and their low multicollinearity.

Their non-dimensional nature accounts for the influence of the relative wind condi-

tion, the density altitude, the aircraft weight, and the rotor geometry, extending the

application of the safety metric to the flight data of various helicopter sizes while con-

sidering the same aircraft configuration. Further, their easy accessibility within the

operators’ flight data makes the resulting LTE safety metric more applicable within

the HFDM environment.

Four prediction functions are created using the data analysis software JMP [127] to

enable the detection of the three LTE phenomena. Specifically, those functions predict

the LTE detection parameters which are the pilot’s pedal control, δp, the directional
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stability derivative, Nβ, and the normalized freestream inflow components at the tail

rotor, Vx/vh and Vz/vh. To optimize the accuracy of the prediction functions while

handling nonlinear relationships between variables, two advanced supervised learning

techniques are applied, i.e., boosted decision trees and artificial neural networks. Note

that several design choices must be made while selecting each model architecture,

however, a complete investigation on the optimal architectures is beyond the scope

of this work. In the case of boosted decision trees, 100 layers with 3 splits per

tree are used to obtain the four prediction functions. Instead, 2 hidden layers with

10 nodes per layer are used to train each artificial neural network model, employing

different activation functions to define the output of each node. Specifically, Gaussian

activation functions are used in the case of Nβ, Vx/vh, and Vz/vh, while hyperbolic

tangent activation functions are used for δp.

The large dataset of parameters recorded during the investigation of the aircraft

flight envelope is partitioned into three sets that are used for the training, validation,

and testing of the prediction functions. A partition ratio of 50-25-25 is used because of

the large size of the dataset available. Also, note that the synthetic dataset does not

include anomalies as only the simulations that successfully converged are considered.

While the training dataset is used to fit the model’s parameters, the validation dataset

allows optimizing the model’s hyperparameters increasing the accuracy of the model

and preventing overfitting. Finally, the test dataset is used to obtain an unbiased

evaluation of the model’s predictive ability [77, 88]. Appendix C presents the accuracy

measures of the surrogate models used to predict the parameters needed to detect the

proximity to the LTE phenomena. It is observed that the artificial neural networks

have better flexibility to the nonlinear interactions within the simulation results,

outperforming the boosted decision trees.

After ensuring an optimal prediction capability of the LTE detection parameters,

the proximity to the three LTE events needs to be defined. The phenomenon of
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running out of pedal for trim can be directly identified by the predicted pilot’s pedal

control for trim, δp. Specifically, the event of running out of pedal is detected when

δp = 0, which represents the ineffectiveness of the tail rotor in providing the necessary

thrust for trim. The risk of running out of pedal for trim can be defined by a predefined

interval of the detection parameter that approaches the threshold of the running out

of pedal for trim event. Hence, a flag for high risk of running out of pedal is detected

if δp < 20%.

In the case of loss of weathercock stability, a negative value of the directional

stability derivative, Nβ, characterizes a statically unstable flight condition which can

potentially lead to an LTE like behavior. However, because a small negative value of

Nβ represents a more neutral behavior of the aircraft in response to external distur-

bances, the events of loss of weathercock stability are considered to be characterized

only by large negative values of Nβ. Specifically, the event of loss of weathercock

stability is detected if Nβ < 0.005. The risk of loss of weathercock stability can be

defined by a predefined interval of the static stability derivative that approaches the

threshold of the loss of weathercock stability event. Specifically, a flag for high risk

of loss of weathercock stability is detected if Nβ < 0.

Further, post-processing is needed to detect vortex ring state at the tail rotor,

using the simple stability boundary defined by Johnson [81]. The freestream inflow

components at the tail rotor normalized by the tail rotor induced inflow velocity in

hover-like flow conditions, Vx/vh and Vz/vh, are used as inputs of the semi-empirical

algorithm that allows for the detection of VRS events at the tail rotor. The risk of

tail rotor VRS can be defined by a predefined interval of the detection parameters

that approaches the threshold of the tail rotor vortex ring state event. The empirical

values used for the VRS detection can be tuned to detect the proximity to VRS

events. Finally, the LTE safety metric, i.e., the comprehensive model that predicts

LTE events and proximity to LTE, is formed by the collection of the predictive models
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obtained.

5.3 Overarching Hypothesis Testing

The present methodology was created to support the proactive mitigation of heli-

copter accidents related to LTE, offering a physics-based detection of proximity to

LTE events within the HFDM environment. To test the overarching hypothesis and

verify the capabilities of the present approach, the physics-based LTE safety metric

needs to be evaluated against the filter-based LTE metric currently used within the

HFDM program [158]. An experiment is needed to compare the detection capabili-

ties of both safety metrics and assess if the proposed methodology provides improved

detection of the proximity to LTE.

5.3.1 Experiment Setup

The detection results of both LTE safety metrics can be compared considering real

flight data, predicting the proximity to LTE at each time step. However, because of

the unavailability of flight data that includes the three LTE phenomena of interest,

a series of synthetic flight scenarios is used for testing. It is assumed that the only

parameters available for each flight scenario are the advance ratio, the sideslip angle,

and the main rotor blade loading coefficient. Two sets of flight scenarios are con-

structed, each including the entire range of sideslip angles and the low-speed range of

advance ratios, i.e., [0, 0.09]. Each set is characterized by a different value of the main

rotor blade coefficient. A small value of the main rotor blade loading coefficient, i.e.,

CT/σ = 0.05, is used to investigate the detection capability of the safety metrics for

normal flight conditions, e.g., low weight configuration at sea level. A large value of

the main rotor blade loading coefficient, i.e., CT/σ = 0.12, is used to represent more

critical flight conditions, e.g., high weight configuration at high density altitude. Both

LTE safety metrics are applied on the two sets of synthetic flight data to compare
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the detection results of the proximity to LTE.

5.3.2 Results

The detection of the proximity to LTE within flight data depends on the accuracy

of the safety metric used. First, the filter-based LTE safety metric employed within

the HFDM program is investigated. This metric is based on the definition of critical

flight conditions identified by the review of accident reports and experts’ opinions.

Figure 5.4.a shows the proximity to LTE for flight conditions characterized by a

small value of the main rotor blade coefficient at different relative wind conditions. A

medium risk level of proximity to LTE is detected for a specific wind azimuth region.

Similarly, as shown in Figure 5.4.b, for the set of flight conditions characterized by a

large value of the main rotor blade coefficient the metric detects a high-risk level of

proximity to LTE for the same wind azimuth region. It is noted that the metric does

not recognize the type of LTE phenomenon involved. Also, the unavailability of the

control input parameters hinders the detection of LTE events.

The new LTE safety metric offers unique features that are not currently available

within the HFDM program. While the filter-based safety metric needed numerous

inputs including control parameters that are usually not available within flight data,

the new metric presents less severe input requirements enhancing its applicability

within the HFDM environment. Specifically, a smaller number of inputs is needed

to detect proximity to LTE; the input parameters needed are more accessible within

the operators’ flight data; the inputs are non-dimensional, extending the application

of the safety metric to the flight data of various helicopter sizes while considering

the same aircraft configuration. Figures 5.5 - 5.7 show the detection results obtained

with the new metric. The detection is based on the physics-based investigation of

the LTE phenomena and differentiates the detection of the proximity to LTE into

the proximity to running out of pedal for trim, loss of weathercock stability, and tail
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rotor vortex ring state. This provides a more comprehensive detection of LTE, better

clarifying the causes of the safety threat. The results can be notionally validated with

the critical wind azimuth regions published by the FAA and shown in Figures 2.2, 2.3,

and 2.5. An enhanced reliability in the detection of the proximity to LTE is observed

compared to the results obtained with the filter-based LTE safety metric. It is noted

that the FAA [54] and the NTSB [107] do not acknowledge the quartering flight to

the right as a critical flight condition. This relates to the phenomenon of running out

of pedal for trim, one of the key aspects that characterize LTE. The new LTE metric

does not neglect this flight characteristic, promoting a better awareness of LTE within

the rotorcraft community. Therefore, the results prove that the present methodology

offers an enhanced detection of proximity to LTE compared to the current metric used

within the HFDM environment, validating the overarching hypothesis formulated in

Section 5.1.
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Figure 5.4: Detection results of proximity to LTE provided by the filter-based LTE
safety metric. (a) Normal flight conditions with CT/σ = 0.05. (b) Critical flight
conditions with CT/σ = 0.12.
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Figure 5.5: Detection results of proximity to running out of pedal for trim provided
by the physics-based LTE safety metric. (a) Normal flight conditions with CT/σ =
0.05. (b) Critical flight conditions with CT/σ = 0.12.
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Figure 5.6: Detection results of proximity to loss of weathercock stability provided
by the physics-based LTE safety metric. (a) Normal flight conditions with CT/σ =
0.05. (b) Critical flight conditions with CT/σ = 0.12.
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Figure 5.7: Detection results of proximity to tail rotor vortex ring state provided by
the physics-based LTE safety metric. (a) Normal flight conditions with CT/σ = 0.05.
(b) Critical flight conditions with CT/σ = 0.12.
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CHAPTER 6

CONCLUSIONS AND RECOMMENDATIONS

6.1 Contributions

A methodology was created to improve the detection capability of the proximity to

LTE within the HFDM program and support the proactive mitigation of LTE acci-

dents. An alternative approach was used to develop a more reliable LTE safety metric,

using a combination of physics-based simulations and machine learning techniques.

Initially, a physics-based investigation of LTE was performed to enhance the under-

standing of the physics of the different LTE events. A more comprehensive definition

of LTE was proposed including three different aspects that can lead to LTE behavior,

i.e., loss of weathercock stability, running out of pedal (tail rotor collective) for trim,

and tail rotor vortex ring state. Each LTE phenomenon was individually modeled

and investigated to ensure an accurate physics-based representation of LTE events.

The factors that mainly influence the proximity to LTE were identified. Specifically,

the following studies and contributions were presented:

• Weathercock stability is related to the yaw moment variation of the aircraft

due to a sideward gust. Several inflow models were used during the simulation

of a wind tunnel test to compare the accuracy of its representation. It was

observed that the results significantly improve when the inflow gradient along

the tail rotor radius is augmented with the aerodynamic interference from the

main rotor wake. A significant static directional instability is present not only

for flights under the impact of relative tailwinds but also while the main rotor

vortex wake alters the flow through the tail rotor. Because of this instability,

a lateral perturbation will attempt to weathervane the aircraft away from the
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initial flight condition, leading to LTE like behavior.

• The running out of pedal phenomenon is related to the yaw moment developed

by the tail rotor to maintain directional equilibrium in flight. To appropriately

represent this condition, an investigation on the impact of the inflow modeling

on the pedal control needed for yaw balance was performed. The distribution

of pedal control requirements for trim flight improves when the non-uniform

inflow model used for the tail rotor is augmented with the aerodynamic inter-

action from the main rotor wake. It was observed that the sideward flight to

the right significantly reduces the pedal control margin, mostly because of the

weathercocking action of the tail rotor. When the pedal control is insufficient

to maintain equilibrium, an uncommanded right yaw occurs, confirming the

ineffectiveness of the tail rotor in providing the necessary thrust for trim. The

quartering flight to the left does not represent a problematic condition with re-

gards to the running out of pedal phenomenon, but it may involve vortex ring

flow states.

• The tail rotor may experience vortex ring state while the aircraft is flying side-

ward to the left. This phenomenon relates to the accumulation of the vortex

wake in proximity to the rotor, highly increasing the rotor induced inflow and

penalizing its performance. A dynamic simulation was performed using the

vortex ring emitter model on an isolated tail rotor while in descent like flow

conditions. The results confirm the ineffectiveness of the tail rotor in reestab-

lishing the equilibrium condition during a VRS event because of the reversal

of tail rotor control effectiveness. The tail rotor fails to effectively perform as

during normal flight conditions, providing a negative thrust variation after an

increase in blade collective pitch angle. For an aircraft in free flight, the thrust

loss experienced by the tail rotor during VRS would be perceived by the pilot

160



as a sudden uncommanded right yaw.

After improving the understanding of the fundamental nature of LTE, the parame-

ters that enable the detection of each LTE phenomenon were established to classify

LTE events within the simulation results. While the phenomenon of running out of

pedal can be easily identified by the pedal control required for yaw balance, further

investigation was needed for the other LTE phenomena. Specifically, the following

analyses and findings were presented:

• The directional static stability derivatives of the aircraft were investigated ap-

plying linear system theory, to establish which parameter accurately predicts

the weathercock stability of the helicopter. It was observed that the ability of

Nβ to account for the change in direction of the freestream velocity caused by

the sideward velocity perturbation is the key element for a more comprehen-

sive representation of the directional static stability of the helicopter, even in

presence of flight scenarios with relative tailwinds.

• Because of the high computational expense of vortex methods, the empirical

VRS stability boundary provided by Johnson [81] was used to provide more

affordable but still reliable detection of VRS events. The impact of the aero-

dynamic interference from the main rotor vortex wake on the tail rotor VRS

boundary was investigated. It was observed that this interference induces the

tail rotor into more severe vortex ring flow states that may cause a rapid loss

of directional control. Hence, when the tail rotor inflow is augmented with the

main rotor-to-tail rotor interaction a more accurate detection of VRS events is

attained.

The necessity to provide the operator with a tool designed to analyze flight data and

easily detect the proximity to LTE without the need for a simulation model urged to

find a method that enables the fast and reliable identification of LTE events within

161



the HFDM environment. After investigating the helicopter flight envelope, super-

vised learning algorithms were used to develop different prediction functions for each

LTE phenomenon. The independent variables used to create the predictive models

of the three LTE phenomena were chosen based on their impact on the predicted re-

sponse and their accessibility within the operator’s flight data. Also, they were made

non-dimensional, extending the application of the safety metric to the flight data

of helicopters with different sizes, while considering the same aircraft configuration.

After ensuring an optimal prediction capability of the LTE detection parameters, the

proximity to the three LTE events were defined. While the definitions of the three

types of LTE events do not change, the boundaries that define the proximity to the

LTE phenomena are left accessible to the operator, to provide flexibility in the risk

management of post-flight analyses. The LTE safety metric, i.e., the comprehensive

model that predicts LTE events and proximity to LTE, is formed by the collection of

the three predictive models obtained.

To satisfy the research objective and verify the enhanced capabilities of the final

methodology shown in Figure 5.1, the physics-based LTE safety metric was com-

pared against the filter-based LTE metric currently used within the HFDM program.

The results confirm the improved detection of the proximity to LTE, validating the

overarching hypothesis of this research:

If the LTE safety metric encompasses the following contributions, then it will yield an

improved detection of the proximity to LTE compared to the one currently used within

the HFDM program, reducing the number of missed detections to better support the

proactive mitigation of helicopter accidents related to LTE:

• The LTE safety metric comprises the different aspects that can lead to LTE

behavior: loss of weathercock stability, running out of pedal (tail rotor collective)

for trim, and tail rotor vortex ring state.
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• The prediction of safety limits for proximity to LTE is achieved using a combi-

nation of physics-based simulations, to investigate the aircraft flight envelope,

and supervised learning techniques, to develop the predictive models of the three

LTE phenomena. (A detailed view of those phases is offered in Figures 5.2

and 5.3, respectively.)

• To investigate the aircraft flight envelope, the simulation model includes a lin-

ear inflow gradient along the tail rotor blade augmented with the aerodynamic

interaction from the main rotor vortex wake.

• The phenomenon of running out pedal is detected predicting the pedal control

required for yaw balance.

• The phenomenon of loss of weathercock stability is detected predicting the di-

rectional static stability derivative, Nβ.

• The phenomenon of tail rotor vortex ring state is detected using a comprehensive

VRS stability boundary definition that encloses most of the experimental results

available in the literature.

• The independent variables used to develop the prediction models of the three

LTE phenomena have a relevant impact on the predicted response, are non-

dimensional, and are accessible within the operator’s flight data.

• While the definitions of the three types of LTE events do not change, the prox-

imity to LTE thresholds is left accessible to the operator, to provide flexibility

in the risk management of post-flight analyses.

6.2 Recommendations for Future Work

To further advance the methodology developed and better support the mitigation of

helicopter accidents related to LTE, the following additional studies are suggested:
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• Enhance the LTE safety metric including the prediction of proximity to LTE

during flight operations in ground effect. This would also support the imple-

mentation of a more reliable LTE flag in simulation models to promote greater

awareness within the pilot community.

• Validate with higher fidelity vortex methods the experimental results obtained

using the extension of Pitt-Peters inflow model to simulate the main rotor-to-

tail rotor interaction. This effort would also further advance the understanding

of the impact of the aerodynamic interference from the main rotor vortex wake

during the development of the different LTE phenomena.

• Gather experimental data from flight tests and/or wind tunnel investigations

to validate the proximity to LTE detection results obtained with the new LTE

safety metric and to explore in more detail each LTE event for different rotor-

craft configurations. This effort would also further the development of simula-

tion models to enhance the quality of the yaw axis response.

• Investigate the impact of different tail rotor configurations on the development

of the LTE phenomena. Results may offer details on the tail rotor designs that

are more likely to be affected by this safety threat.

• Develop an onboard LTE warning system to assist in the real time prediction

of proximity to LTE during flight. This will facilitate pilots to effectively avoid

the critical flight scenarios that may lead to LTE like behavior.
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APPENDIX A

SUPPLEMENTARY LITERATURE REVIEWS

A.1 Inflow Models for Rotorcraft Flight Dynamics Applications

Several inflow models are available in the literature for the analysis of rotorcraft flight

dynamics. Excellent comprehensive reviews are provided by Peters [120], Chen [28],

and Gaonkar [60], giving an overview of the historical development of rotor inflow

modeling. It is noted that this review includes models applicable for low-speed flight

conditions, since loss of tail rotor effectiveness is characterized by low-speed flight sce-

narios [54], and for out of ground effect flight conditions, because of the assumption

made throughout this thesis. Also, because of the need to investigate helicopter flight

dynamics, a good tradeoff is required between inflow model accuracy and computa-

tional time. Hence, this review excludes the description of vortex methods, because

of their relatively high computational expense due to the complex rotor wake model-

ing [92].

The simplest rotor inflow approximation is offered by momentum theory, which

enables the estimation of basic rotor performance through numerous assumptions.

The rotor is assumed to be an actuator disc, hence, infinitesimally thin with an infinite

number of blades. The flow is assumed to be steady, inviscid, and incompressible with

a pressure variation through the rotor flow field. The inflow is assumed to be uniform

over the rotor disk and it is computed using basic conservation laws of fluid motion,

i.e., conservation laws of mass, linear momentum, and energy. The induced inflow

ratio, i.e., the induced inflow velocity normalized by the blade tip speed, is often used

because of its nondimensional nature. For forward flight, momentum theory defines
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the induced inflow ratio as:

λi = λ0 =
CT

2
√
µ2 + λ2

(A.1)

The advance ratio, µ, is defined as:

µ =
V∞cosα

Vtip
(A.2)

where V∞ is the relative airspeed, α is the angle of attack of the tail rotor disk, and

Vtip is the rotor blade tip speed. The inflow ratio, λ, includes the components of the

freestream inflow and the induced inflow, λi, and it is defined by:

λ = µ tanα + λi (A.3)

Figure A.1 illustrates the momentum analysis in forward flight. This approach is of-

Figure A.1: Momentum analysis for a rotor in forward flight.
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ten used because of its simplicity, enabling the calculation of the rotor induced inflow

while neglecting the details of the flow environment at each blade section. However,

a nonphysical solution is obtained in descent flight when the axial component of the

freestream inflow is between 0 and 2vi, i.e., −2vi < µ tanα < 0. Under these cir-

cumstances, a well-defined slipstream cannot be defined because of the more complex

flow patterns involved, e.g. vortex ring flow states, and momentum theory becomes

invalid [66]. This flight condition is often analyzed through experimental results or

more advanced vortex theories and it is treated in more detail in Appendix A.2.

Several in-flight experiments confirm the nonuniformity of the inflow over the

rotor disk [21, 72], revealing the need for a more accurate inflow representation.

Based on the experimental results, the variation of the inflow was determined to be

approximately linear along the rotor radius. Hence, numerous inflow models have

been developed to approximate the linear inflow gradients over the blades. Inflow

models that include longitudinal and lateral inflow variations over the rotor disk,

as illustrated in Figure A.2, are often adopted. The induced inflow ratio can be

calculated using the following equation:

λi = λ0 (1 + kxr cosψ + kyr sinψ ) (A.4)

where λ0 is the mean (average) induced velocity at the rotor disk given by momentum

theory, kx and ky are the longitudinal and lateral inflow gradients that a uniform

model fails to predict, r is the radial position of the blade element normalized by the

rotor radius, and phi is the azimuth angle.

Numerous studies focus on the definition of the inflow gradient coefficients, using

rigid cylindrical vortex wake theories [34] or momentum theory [80]. Coleman [34]

used vortex theory with a uniformly loaded circular disk and determined that:

kx = tan
(χ
2

)
(A.5)
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Figure A.2: Linear inflow approximation over the rotor disk.

where χ is the wake skew angle and it is defined as:

χ = tan−1

(
µ

µ tanα + λi

)
(A.6)

Note that the wake skew angle is a function of the advance ratio, the angle of attack

at the rotor disk, and the thrust coefficient. This parameter defines the orientation

of the rotor wake and has been determined to be a key element in determining an

accurate value of the rotor inflow [24].

Drees [40] modified Coleman’s model using a different wake geometry and obtained

the following weighting coefficients:

kx =
4

3

(
1− cosχ− 1.8µ2

sinχ

)
(A.7)

ky = −2µ (A.8)

From the results obtained by Castles and DeLeeuw [24] using a cylindrical wake

with uniform disk loading, Payne [115, 89] derived a good estimation of the inflow
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Table A.1: Inflow gradient coefficients of various inflow models.

Author kx ky

Coleman et al. [34] tan(χ/2 ) 0

Drees [40] (4/3)(1− cosχ− 1.8µ2 )/sinχ −2µ

Payne [115] (4/3 tanχ )/(1.2 + tanχ ) 0

White and Blake [146]
√
2sinχ 0

Howlett [74] sin2χ 0

gradients, i.e.:

kx =
4/3 tanχ

1.2 + tanχ
(A.9)

Table A.1 provides a summary of the most significant inflow gradient coefficients as

functions of the wake skew angle and the advance ratio. Cheeseman and Haddow [26]

collected induced velocity data from a low-speed wind tunnel test. It was observed

that a good representation of the rotor inflow was provided by the models of Drees [40]

and Payne [115], comparing well with the experimental data.

Until this point, the models described assume that the induced velocity varies

instantaneously to its new inflow state. However, because of the inertial effects of

the mass of air trying to resist flow velocity changes, there is a time lag associated

with the buildup in inflow. This is commonly referred to as the apparent mass effect.

Dynamic inflow models are defined in terms of a finite number of ordinary differential

equations in time, i.e.:

[M ]

{
dλn

dt

}
+ [C] {λn} = {Fm} (A.10)

where λn are the states that define the flowfield, Fm is the blade loading vector, M

is the apparent mass matrix, and C is the influence coefficient matrix.

While poor results were obtained testing forward flight conditions using methods
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derived from momentum theory [113, 116], Pitt and Peters developed a model using

potential flow theory obtaining excellent correlations with experimental data [121].

The model is based on the study on Mangler and Squire [101] and offers in a closed-

form the apparent mass matrix and the inflow influence coefficient matrix to calculate

the total induced inflow ratio at any point on the rotor disk. The standard form of

the Pitt-Peters model is:

[M ]



λ̇0

λ̇y

λ̇x


+ V [L]−1



λ0

λy

λx


=



CT

−CL

−CM


(A.11)

The apparent mass matrix is given by:

M =



8

3π
0 0

0
16

45π
0

0 0
16

45π


(A.12)

The mass flow parameter V includes the effect of the wake contraction and is defined

as follows:

V =
µ2 + λ (λ+λ0)√

µ2 + λ2
(A.13)

The inflow influence coefficient matrix includes the effect of the wake skew angle and
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is defined by:

L =



1

2
0 −15π

64
χ

0 2(1 + χ2) 0

15π

64
χ 0 2(1− χ2)


(A.14)

After solving this set of equations, the final induced ratio is computed as follows:

λi = λ0 + λxr cosψ + λyr sinψ (A.15)

Pitt-Peters model shows an evident improvement in the prediction of the inflow over

the rotor disk, compared to the previous theories [59, 26]. Nowadays it is widely used

in many rotorcraft flight simulation models because of its excellent capabilities within

the applications involving rotorcraft flight dynamics. Also, it offers a more applicable

framework for inflow modeling developments compared to models based on numerical

fitting of results obtained from vortex methods.

A significant contribution was provided by Peters and He [117, 118], who ex-

tended the potential functions used by Pitt and Peters to provide a more detailed

inflow distribution over the rotor disk. In fact, a limitation of the Pitt-Peters model

relates to the limited representation of the pressure distribution on the rotor using

only two harmonics, i.e., 0th and 1st harmonics, with one or two radial functions of

inflow for each harmonic. Instead, Peters and He include all harmonics and all radial

distributions of inflow including axial to edgewise values of wake skew angle. The

Peters-He generalized wake model offers a finite number of inflow states, including

the Pitt-Peters model as a special case (if number of states = 3). The model gives

similar results of vortex-lattice methods, avoiding the complex modeling of the true

vortex wake while maintaining a more affordable computational analysis. Because the
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model uses a higher number of inflow states, it offers a more detailed prediction of the

inflow at the rotor which is usually preferred in the study of rotor aeroelasticity [102].

A.2 Tests and Physics-Based Models Related to Vortex Ring State

For more than a century, Vortex Ring State (VRS) has been the subject of challeng-

ing aerodynamic investigations. This phenomenon significantly impacts rotor perfor-

mance and rotorcraft flight dynamics, and it can affect both main and tail rotors [123,

92]. This is intuitive because of the common nature of the flow field around the rotor

associated with VRS. A review of the experimental tests and physics-based models is

given, to explore the different investigative approaches present in the literature.

A.2.1 Flight Tests and Wind Tunnel Experiments

Several flight tests and wind tunnel experiments have been published, with the intent

of furthering the understanding of this complex problem. An excellent summary of

the wind tunnel experiments and flight tests performed on VRS has been provided

by Johnson [81]. Remarkable flow visualizations, such as Figure A.3, were obtained

by Drees et al. [39, 41, 42] while investigating the complex rotor wake behavior of the

different working states of a rotor in axial flight. The wind tunnel tests revealed a

highly unsteady flow during VRS, due to the periodical vortex break away from the

rotor disk. In this region Drees described the behavior of the aircraft as very rough,

in attitude and control, with an unsteady increase of power required to maintain

altitude. Also, it was observed that VRS was not a problem in forward speed, as the

vortices were blown away by the relative wind before they were able to accumulate

around the rotor.

Rotor performance is often assessed by the time history measurements of its thrust

and torque. Many aerodynamic tests in presence of VRS revealed large fluctuating

loads that have been associated with the unsteady nature of VRS. This was not only
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Figure A.3: Flow visualization of rotor operating in vortex ring state [42].

observed in wind tunnel experiments but also during real flight tests. Reeder and

Gustafson [125], Brotherhood [21] and Stewart [133] conducted the first flight tests

on VRS reported in the literature. The region of roughness described by Drees [42] was

experienced in-flight through aperiodic blade flapping, random yawing movements,

and significant vibrations. The pilot workload highly increased while approaching

VRS. This was noted also by Yeates [156] who described the VRS flight experience

in a tandem helicopter, and by Scheiman [128] who investigated VRS for different

combinations of descent rate and forward speed. Overall, it was observed that equilib-

rium flight was difficult to achieve during any VRS event due to the strong vibrations

caused by the flow instability.

In the meantime, several studies focused on the different effects of the rotor ge-

ometrical properties on the VRS phenomenon. For example, Castles and Grey [25]

examined through wind tunnel tests the influence of twist on rotor performance dur-

ing vertical descent. It was observed that the rotor with twisted blades was affected

by larger loads variations and an increase in the rate of descent. Blade twist may

have an effect on the position of the tip vortices in the rotor wake and consequently

on the distribution of induced velocity over the disk. This has a significant impact

on rotor performance, increasing load fluctuations and power required [93].
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Similar results were obtained by Yaggy and Mort [155]. Noteworthy is their consid-

eration of relating the unsteady flow field to the rotor disk loading. It was assumed

that the amplitude of the fluctuations during VRS was related to the rotor mean

thrust. Hence, their study involved the analysis of rotors with different disk loadings.

Figure A.4 shows the results collected, revealing no particular difference in thrust

variations for low descent rates between rotors with different disk loadings. For all

rotors the highest value of thrust fluctuations lies where the magnitudes of downwash

and descent rate are approximately equal. However, as the rate of descent increases,

a smaller disk loading induces greater unsteadiness during VRS. This suggests how

rotors with smaller disk loading are more likely to be affected by this safety threat as

a smaller descent velocity is required to initiate the VRS onset.

The test results that have been reviewed above suggest that VRS involves im-

Figure A.4: Yaggy and Mort [155] rotor thrust measurements in axial descent for
different values of disk loading [92].
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portant aperiodic load fluctuations when the rotor operates at a descent rate that

approaches the magnitude of the hover induced inflow. Additionally, Drees [42] and

Yaggy [155] also observed that the largest thrust variations occur when a small edge-

wise component of the freestream inflow is included. Washizu et al. [145] investigated

this aspect calculating the induced inflow of a rotor operating in inclined descending

flight, as shown in Figure A.5. The wind tunnel tests involved different angles of at-

tack of the disk, spanning from 90◦ to 0◦, which represent axial descent and forward

flight, respectively. It was observed that at angles of attack below 50◦, the induced

velocity was being well-predicted by momentum theory. Also, he estimated the high

power required in steep descents, proving how momentum theory fails to accurately

predict rotor performance within the VRS flight regime. The thrust fluctuations

were quantified and used to estimate specific VRS boundary criteria, often cited in

important VRS related documents [81].

More recent is the experimental study of Stack et al. [132], who describes the

large thrust variations during VRS. Excellent flow visualizations were obtained using

Figure A.5: Washizu et al. [145] measurements of rotor induced velocity in inclined
descents [92].
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a three bladed rotor operating underwater. The time history of thrust variations

was measured for different combinations of descent rates, angles of attack of the

disk, and collective pitch angles. The most dramatic peak-to-peak amplitudes of the

thrust variations resulted to be up to 95% of the mean thrust, at normalized descent

speeds within the range of 1 to 1.5. In presence of the well-developed vortex ring, a

severe reduction in thrust was observed, followed by a full thrust recovery after vortex

shedding.

Often cited in the literature are the results obtained by the wind tunnel tests of

Betzina [9], who studied a relatively highly loaded rotor representative of the one

used on a tiltrotor. He observed that the highest thrust oscillations caused by VRS

appeared when the angle of attack of the disk was between 50◦ and 80◦. Further,

Betzina recognized the importance of the negative damping region, first identified

by Gessow [63] in 1954. This region is often recognized as the most important part

of VRS. It represents vertical damping instability, where the slope of thrust versus

descent rate becomes negative. Here at a fixed collective pitch, if a disturbance

initiates an increase in descent rate the rotor responds with a decrease in thrust,

which consequently causes a higher descent rate. This flight characteristic is often

used to define the entry into a VRS event.

Jimenez et al. [78, 79] and Taghizad et al. [135] performed extensive flight tests

through the VRS flight regime and recognized the most distinctive feature of VRS

to be the sudden increase in descent rate, even after the application of a collective

control input. The VRS boundaries were defined by the vertical velocity drop of

the helicopter and the intensity of the fluctuations measured. The types of flight

procedures used to investigate the VRS boundaries included a progressive decrease

of collective while in forward flight and a progressive decrease of forward speed while

in descending flight. A comparison of Taghizad’s results with the data obtained by

Yeates [156] and Brotherhood [21] is plotted in Figure A.6.
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Figure A.6: Published VRS flight data [87].

Very extensive flight tests into fully developed VRS regime have been conducted

by the V-22 Integrated Test Team (ITT) [16, 87]. The tests involved steady de-

scents for the investigation of the VRS boundaries and dynamic maneuvers for the

exploration of the tiltrotor behavior well beyond typical operational limits. It was

observed that the entry into VRS was delayed by the high disk loading of the V-22, in

concordance with the results of Yaggy and Mort [155]. Also, contrary to the findings

of Castles and Grey [25], it was observed that blade twist did not play an important

role in defining the VRS boundaries. Compared to helicopters, tiltrotors have unique

handling qualities at the VRS boundary. They experience control degradation in the

roll axis and a fast and effective recovery technique is represented by a small rotation

of the nacelles. Despite those differences, it was measured that the non-dimensional

VRS boundaries are very similar to the ones affecting conventional helicopters. The

results obtained by the V-22 ITT provided remarkable insights about portions of the

flight envelope never explored before. Throughout the years, each of the above tests

progressively enhanced the understanding of this complex safety threat and helped
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increase pilot awareness on preventing VRS encounters.

A.2.2 Physics-Based Models and Stability Criteria

As seen in the last section, several flight tests and wind tunnel experiments have

been conducted and the results obtained have been essential to make progress in the

understanding of the helicopter flight dynamics within the VRS flight envelope. How-

ever, because of the difficulty to sustain any form of equilibrium flight, due to the

load fluctuations and consequent vibrations, not enough data is available to deeply

explore the physical nature of VRS. Also, the investigation of rotors of different ge-

ometries often gave inconsistent results leading to misunderstandings in the rotorcraft

community. Hence, analytical methods have been used in conjunction with experi-

mental results allowing for improved VRS evaluations. Specifically, two key aspects

have been the subject of several studies: the estimation of the rotor induced inflow

within the VRS regime and the prediction of the VRS boundaries. Those elements

are essential to obtain reliable rotorcraft simulations. While the inflow has a strong

impact on the rotor loads and consequently on helicopter performance, the definition

of VRS boundaries is important to establish appropriate flags in simulation models.

Glauert [65, 64] was one of the first to conduct a mathematical analysis of the

problem, estimating the rotor inflow using the thrust and collective data measured

by Lock et al. [98, 99]. He noticed that momentum theory becomes invalid at certain

descent velocities because a distinct slipstream boundary ceases to exist [66]. After

reviewing the theoretical analyses of Glauert [65, 64], and the test measurements of

Lock [99], Brotherhood [21] and Drees [42], Gessow [63] estimated the induced inflow

curve in the vortex ring state region as depicted in Figure A.7. Because of the large

load fluctuations recorded during the tests, the induced inflow was estimated using

a smooth curve fit approximation. Washizu [145] measurements are also shown to

emphasize the oscillations recorded within the VRS flight regime. A semi-empirical
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Figure A.7: Induced velocity variation as a function of axial velocity [92].

model was developed by Young [157] linking the normal and windmill working states

with linear functions. This approximation proved to match well the laboratory test

data of Castles and Grey [25], allowing the estimation of a reliable value of the induced

velocity in ideal autorotation.

In 1972 Wolkovitch [153] applied momentum theory to predict the critical speeds

and angles of attack of the rotor disk in which VRS is encountered. The induced

velocity at the actuator disk is uniform and represented by the value v. Wolkovitch

assumed that the slipstream is separated from the relative wind, V , by a series of

tip vortices forming a tube of vorticity. Each vortex moves away from the rotor at

a rate of descent equal to the mean between upflow and slipstream velocities, as

depicted in Figure A.8. The vortex ring state was associated with the breakdown

of this protective tube of vorticity. At a critical descent rate, the relative speed of

the vortices falls to zero, no longer moving away from the rotor. In this condition a

smooth slipstream ceases to exist, as no vortex tube is absorbing the shear velocity

differential between upflow and slipstream, leading to unsteady flow. The predicted

upper and lower boundaries of VRS are compared with Drees region of roughness
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Figure A.8: Wolkovitch’s flow model [153].

in Figure A.9. It is noted how the normalized upper boundary in axial descent was

calculated to be approximately 0.707. Instead, the lower boundary is less definite as

the development of the unsteady flow is less sudden and it is defined as a function of

an empirical constant k that takes into account the distance above the rotor where

the breakdown of the protective tube of vorticity occurs.

Several studies expanded Wolkovitch’s model to further investigate the physics of

VRS. For example, Wang [144] used classical vortex theory to find a relation between

induced inflow and descent rate in axial flight. Wang noted that the tip vortices

Figure A.9: Wolkovitch’s vortex ring state boundaries [153].
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dissipate while moving downward along the wake. For this reason, it was assumed that

the circulation would decay linearly and would reach the value of zero at a distance

proportional to the speed of the trailing vortices. As assumed by Wolkovitch, only

axial flight was considered. Also, the VRS condition was defined as the point where

the contributions of downwash and freestream upflow cancel each other not allowing

the tip vortices to move away from the rotor. A remarkable contribution was given

by the predictive capability of the induced inflow as a function of descent rate in the

form of a simple set of parametric equations. A good correlation was found between

the predicted induced inflow and experimental data.

Another relevant extension of Wolkovitch’s theory was performed by Peters and

Chen [119] reexamining the VRS boundary criteria while using a more consistent wake

model that accounted also for forward flight. Strong correlations between momen-

tum theory, vortex consideration, and dynamic inflow were discussed. An important

contribution involved the integration of a wake propagation angle. Wolkovitch as-

sumed the wake to propagate downward with no possible wake skew angle, neglecting

the effect of the freestream in-plane velocity component on VRS. While this was not

consistent with the experimental tests it provided a good starting point for further

analyses. It was found that above the normalized in-plane velocity component of 0.62

the phenomenon of VRS does not exist anymore, as the vortices are being swept away

by the forward airspeed in accordance with experimental tests.

After the collection of flight test data, Jimenez et al. [78, 79] and Taghizad et

al. [135] developed an empirical inflow model linking the upper and lower branches

of momentum theory while accounting for viscous losses. The model was used to

improve the response of the Airbus/DLR/ONERA simulator software HOST. The

VRS stability boundary was estimated extending Wolkovitch’s theory to be valid in
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forward flight and it was defined by the criterion:

√(
Vx
k

)2

+
(
Vz +

vi
2

)2

≤ ε (A.16)

The coefficient k was chosen to better match experimental data, while ε represents

the intensity of the fluctuations caused by VRS.

An interesting method for VRS boundary estimation and VRS investigation was

also proposed by Newman et al. [109]. An interpolation of the limiting cases of

momentum theory was used to predict the induced inflow as a function of descent

rate for different in-plane velocities, a seen in Figure A.10. Further, simple momentum

theory was augmented with physical arguments to derive the onset of the rotor wake

breakdown during inclined descents. A balance between the rotor vorticity deposition

into the wake and the rate at which the vorticity is swept away was defined as:

vWTV

vh
=

√
k2
Vx
vh

+

(
Vz
vh

+
vi
vh

)2

(A.17)

Figure A.10: Inflow model defined by Newman from momentum theory [119].
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Below a critical value of this velocity of vorticity transport in the wake, the velocity

through the rotor is not sufficient to force the tip vortices away from the rotor leading

to VRS. Hence, the combination of descent rates and forward speeds that satisfies the

above relationship defines the VRS boundaries in which wake breakdown takes place.

An empirical constant k is used to model the lower effect of the in-plane velocity com-

ponent on the critical velocity of vorticity transport in the wake. The results of this

simple model were also supported by a detailed numerical investigation that revealed

important physical insights on the wake breakdown during the VRS flight regime.

Dynamic effects were investigated, and it was noted how rapid rotor maneuvers may

impact VRS development. Also, it was observed that blade parameters may influence

the vorticity distribution in the flow affecting the VRS onset. The VRS boundary

compares well with the previously published data of Drees [42], Brotherhood [21],

Yaggy and Mort [155], and Washizu et al. [145].

In 2004 a remarkable contribution was given by Johnson [81] who developed a

uniform inflow model appropriate for VRS flight regimes that allowed for real-time

dynamic simulations. The model is an empirical extension of momentum theory and

is based on test data available in the literature including the wind tunnel experiments

of Castles and Grey [25], Empey and Ormiston [52], Betzina [9] and the flight tests

of Taghizad et al. [78, 79, 135]. Deriving the inflow from the test results, Johnson

observed that in VRS, at fixed collective, the value of the total inflow curve (vz + vi)

increases for increasing descent rates, as seen in Figure A.11. Johnson acknowledged

how this negative slope in the total inflow is the direct cause of the instability in

the vertical motion, confirming Gessow’s intuition [63], and included this essential

characteristic in his model with the intent of simulating the negative damping of the

aircraft seen in real flight tests during VRS. Further, the VRS boundary was estimated

such that it would enclose most of the flight test results available, and for convenience

it was defined as the locus of points (Vz, Vx) where the slope of the inflow curve is
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Figure A.11: Comparison between Johnson’s model and Betzina wind tunnel
tests [81].

Figure A.12: Existing vortex ring state boundaries [81].

zero. A comparison of the VRS boundaries determined by Johnson with other results

obtained from the literature is shown in Figure A.12. For its simplicity and versatility,
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this model has been used by various authors to simulate the behavior of both main

and tail rotors during VRS conditions. For example, Srinivas et al. [131] developed

an isolated tail rotor model using Johnson’s inflow model. The thrust variations were

predicted for different wind azimuth conditions and a good correlation with wind

tunnel data was found. A thrust loss was observed at the critical wind azimuth of

about 270◦ which corresponds to a descent operating condition for the tail rotor.

Johnson’s model was acknowledged and discussed also by Brand et al. [18] in a

paper focused on the investigation of the physical nature of VRS. It was noted that if

the maximum value of the total induced inflow is about 1.5 the hover induced velocity,

while the normalized descent rate is about -1.5, then the contribution of the induced

inflow is close to 3 times the hover induced inflow. This was a key observation that

led the authors to reconsider VRS as a phenomenon involving a stable and organized

wake structure. In fact, such a high value of the rotor induced velocity is possible only

if the vortex filaments are highly organized in a single vortex ring in proximity to the

rotor, dominating the descending inflow field. Hence, a deep investigation of how the

blade tip vortices influence the rotor in axial descent was carried out. The ability to

capture the organized accumulation of tip vortices in proximity to the rotor is essential

to study the fundamental dynamic of VRS. Hence, a simple vortex ring emitter model

was developed, to replace the helical wake with a series of vortex rings emitted by each

blade at each rotor revolution. This model allowed to obtain significant insights about

the nature of VRS, however it was constrained to only axial performance estimations.

As depicted in Figure A.13, when the rotor descends into its own wake, the vortices

interfere with each other and co-rotate eventually merging into a highly stable vortex

ring structure. The induced inflow rapidly increases because of the accumulation of

the highly organized vorticity. Blade vortex interactions are caused by the passage of

the newborn tip vortices through the rotor plane as they propel downward. While the

rotor is approaching the negative damping region of Figure A.11, a rapid thrust loss
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Figure A.13: The fundamental dynamic of vortex ring state [18].

occurs, and the rotor falls through the ring in a stable flow state. From the literature,

the several steady descent wind tunnel results, such as the flow visualizations of Drees

and Hendal [42], revealed a continuous formation and dissipation of the vortex ring

around the rotor associated with high load fluctuations. However, Brand explains how

this is not an accurate representation of VRS for a rotor in free flight. Figure A.14

shows the behavior of the newly emitted rings which provide a mechanism that favors

Figure A.14: The accumulated vortex ring influence the diameter of the newborn
rings which provide a stable flow state [18].
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the accumulated vortex ring to keep a stable position above or below the rotor.

An inflow model that combines the use of a ring vortex model and augmented

momentum theory was developed by Chen [27] for a rotor in inclined descent condi-

tions. A ring vortex model was used to account for the strong flow interactions while

momentum theory was augmented to create a smooth transition between the normal

and windmill states. The VRS boundaries were established based on the uncom-

manded increase in descent rate. Further, the loss of collective control sensitivity was

observed during dynamic simulations in agreement with Johnson’s results [81]. Good

predictions were obtained with the several experimental data from the literature, such

as Washizu et al. [145] and Taghizad et al. [78, 79, 135].

A more accurate investigation of aperiodic wake developments can be computed

using free-vortex wake models. Those approaches allow examining in much more

detail the effects of rotor geometry and maneuvering flights. The main disadvantage

of vortex models is the relatively large computational expense in the calculation of

the induced velocity field. At each time step, the numerical integration of the Biot-

Savart law must be evaluated over all the elements of each vortex filament, as seen

in Figure A.15, which may be discretized in hundreds or thousands of segments. The

recent works of Brown [22] and Leishman [93] show good predictive capabilities of

the rotor wake breakdown during VRS. To illustrate the effects of the rate of descent

on rotor wake development, Figure A.16 captures the time-marching solution when

the accumulated vorticity begins to greatly affect the blade loads [93].
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Figure A.15: The discretization of blade tip vortices in the free-vortex wake
method [92].

Figure A.16: The aperiodic wake developments during vortex ring state computed
by the free-vortex wake analysis [22].
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APPENDIX B

VALIDATIONS OF MODELS

B.1 Validation of Johnson’s VRS Stability Boundary

This section describes the validation of the VRS stability boundary used to detect

the VRS events at the tail rotor. The VRS limits are computed using the model

provided by Johnson [81]. Figure B.1 shows the resulting stability boundary as a

function of the normalized edgewise component of the freestream inflow, Vx/vh, and

the normalized axial component of the freestream inflow, Vz/vh. The boundary agrees

with Figure B.2, which provides the results published by Johnson [81].

Figure B.1: Vortex ring state stability boundary computed using Johnson’s model.
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Figure B.2: Vortex ring state stability boundary published by Johnson [81].

B.2 Validations of Vortex Ring Emitter Model

This section describes the validations of the vortex ring emitter model used for the

investigation of vortex ring state at the tail rotor. The first validation simulates the

motion of 2 vortex rings relative to the rotor and compares the ring behavior with

the leapfrogging motion simulated by Niemi et al. [110]. The modeling accuracy of

this phenomenon is essential as it has been recognized as a critical element for the

VRS initiation [18]. Next, the rotor wake self-organization is validated during a hover

flight condition and throughout the different stages of a free-flight axial descent. A

fully developed VRS event is carried out and compared with the simulations of Brand

et al. [18].
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B.2.1 The Dynamics of a Pair of Vortex Rings

A pair of axially aligned vortex rings interact with each other showing a leapfrogging

behavior, i.e., alternately passing through each other while moving along a common

symmetry axis. Numerous investigations were done on this phenomenon, e.g., the

remarkable analytical studies of Dyson et al. [49], and Hicks et al. [73]. Figure B.3 il-

lustrates the phenomenon considering the axial motion of two vortex rings with equal

volume. Because the flow is assumed incompressible, the volume of each ring is con-

served with time. The upstream ring, i.e., the red ring, induces a radial velocity that

tends to widen the downstream ring. For conservation of vorticity, the axial velocity

of the downstream ring diminishes. Simultaneously, the downstream ring shrinks the

upstream ring, which is accelerated in the axial direction, flowing within the wider

ring. Next, the new upstream ring, i.e., the blue ring, widens the downstream ring,

and the behavior repeats.

Brand et al. [18] analyzed the behavior of a helicopter rotor wake in axial flight

and recognized this mutual interaction between vortices to be a critical element for

the VRS initiation. Hence, it is of the utmost importance to accurately model this

phenomenon before simulating the dynamics of VRS. During the analysis it was

observed that the time integration scheme used had an important impact on the

estimation of the vortex ring motion. While the Euler approach generates large

numerical instabilities, a second-order Runge-Kutta method allows for an accurate

prediction of the leapfrogging behavior. Figure B.4 shows the cross-sections of a pair

of vortex rings at different vortex ages after being emitted by an idealized rotor blade.

Figure B.3: The leapfrogging behavior of 2 vortex rings (adapted from [110]).
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The rings’ cross-section size has been enlarged for clarity. The initial radius of each

ring is equivalent to the blade length. The motion of the vortex rings’ cross sections

confirms the evolution of the leapfrogging phenomenon. The interaction continuously

repeats because of the inviscid flow assumption. The results compare well with the

simulation results of Niemi et al. [110] given in Figure B.5.

Figure B.4: Simulated motion of a pair of vortex rings’ cross sections emitted by
an idealized blade.

Figure B.5: Simulated motion of a pair of vortex rings’ cross sections published by
Niemi et al. [110].
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B.2.2 The Dynamics of the Rotor Wake in a Free Axial Descent

After ensuring that the motion of a pair of vortex rings is accurately simulated,

the ring emitter model is used to replicate a hover flight condition. The motion of

100 vortex rings is analyzed. An isolated rotor is modeled to continuously emit a

vortex ring from each blade after every revolution. Figure B.6 shows the stages of

the rotor wake development until a stable hover condition is reached. The vortex

rings self-organize in a column with a well-defined slipstream boundary near the

rotor. The wake contracts below the rotor, in accordance with momentum theory.

Further downstream stronger vortex ring interactions occur, disrupting the slipstream

boundary. The vortices keep grouping in separate clusters exhibiting a leapfrogging

behavior.

Next, the vortex ring emitter model is coupled with the blade element model to

compute the rotor loading. An isolated tail rotor in axial descent like flow condition

is analyzed, considering a sideward motion of the aircraft to the left. Initially, the

tail rotor is set to develop the thrust magnitude necessary to sustain yaw moment

Figure B.6: Vortex wake development of an isolated rotor.
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equilibrium while the aircraft is in a hover flight scenario. This is identified by the tail

rotor thrust coefficient CT0, used to normalize the results. From the trim setting, a

series of controlled collective changes are applied to lead the rotor to a VRS encounter.

Figure B.7 shows that initially at each tail rotor collective pitch reduction, the rotor

suffers a thrust loss that is quickly recovered, reaching a new steady-state sideward

velocity. A negative value of the sideward velocity represents a translational motion of

the tail rotor to the left. The wake self-organization is captured in Figure B.8, which

shows the vortex ring displacement relative to the tail rotor during the significant

moments of the flight. Because of the increase of freestream flow from left to right

through the rotor, the new ring vortices are propelled towards the left along the wake

passing through the rotor plane. This causes blade-vortex interactions that result in

stronger vibrations as the left sideward velocity increases. The roughness is visible

after t = 90 s and significantly rises after t = 150 s.

The more the left sideward velocity increases, the more the vortex rings are com-

pressed towards the rotor, disrupting the wake slipstream boundary while showing

a leapfrogging behavior within different vortex groups. The mutual interactions be-

tween the vortex rings cause a radial expansion of the further rings and a weaker

ability to propel themselves towards the left. Hence, the wake vorticity recirculates

close to the rotor forming a toroidal structure of corotating vortex rings, which af-

fects the induced velocity at the rotor. This leads to the main phase of the VRS

phenomenon, which is triggered at t = 240 s by a further reduction in tail rotor col-

lective pitch. A dramatic increase in induced inflow is seen during the accumulation

of vorticity in proximity to the rotor. This strongly impacts the aerodynamic envi-

ronment at each blade element, which experiences a decrease in the effective angle

of attack. This leads to a reduction in rotor thrust that causes a rapid increase in

the left sideward velocity, inducing the structure of vortex rings to reorganize to the

right of the rotor in just a few seconds. Only when the collective pitch is decreased
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further, the vortex ring sheds from the rotor, causing a decrease in inflow and a net

thrust recovery. A distinct slipstream boundary expands above the rotor, eventually

reaching the windmill brake state in which the rotor is extracting energy from the

flow. These results compare well with the simulations of Brand et al. [18], shown in

Figure B.9, despite the different rotor configuration used.
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Figure B.7: Time history of tail rotor variables during a free descent that leads to
a fully developed VRS event.
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Figure B.8: Axial displacements of vortex rings emitted by a tail rotor during a
fully developed VRS event.
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Figure B.9: Time history results of a fully developed VRS event published by Brand
et al. [18].
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APPENDIX C

TESTING OF SURROGATE MODELS

The prediction functions developed to estimate the LTE detection parameters must

provide an adequate approximation of the true system. The LTE detection parameters

of interest are the pilot’s pedal control, δp, the directional stability derivative, Nβ,

and the normalized freestream inflow components at the tail rotor, Vx/vh and Vz/vh.

To ensure an adequate prediction of each parameter, this section shows the response

adequacy obtained using boosted decision trees and artificial neural networks (see

description of model architectures in Section 4.5.5). The goodness-of-fit measures used

to check for model accuracy are the coefficient of determination (R2), the Root Mean

Squared Error (RMSE), the actual by predicted plot, and the residual by predicted

plot. The coefficient of determination is defined as:

R2 = 1−
∑i=n

i=1 (yi − ŷi)
2∑i=n

i=1 (yi − y)2
(C.1)

while the Root Mean Squared Error is estimated as follows:

RMSE =

√∑i=n
i=1 (yi − ŷi)

2

n− p
(C.2)

where yi is the actual response, ŷi is the predicted response, y is the mean of actual

values, n is the number of observations, and p is the number of degrees of freedom.

The actual by predicted plot provides a visualization of the actual response yi versus

the predicted response ŷi. The residual by predicted plot presents the residuals ei

versus the predicted response ŷi, where each residual is defined by ei = yi− ŷi , i =

1, 2, . . . , n. The surrogate model provides a good prediction when it is characterized
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by an R2 value close to 1, a small RMSE value, an actual versus predicted plot that

follows the y = x line, and residual values close to zero and scattered randomly.

Table C.1: Accuracy measures of surrogate models for pedal control (tail rotor
collective) for trim.

Predictive model R2 RMSE

Boosted decision tree 0.9841 1.8325

Artificial neural network 0.9988 0.3826

Figure C.1: Actual versus predicted plots of boosted tree model (left) and neural
network model (right) for pedal control (tail rotor collective) for trim.

Figure C.2: Residual versus predicted plots of boosted tree model (left) and neural
network model (right) for pedal control (tail rotor collective) for trim.
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Table C.2: Accuracy measures of surrogate models for static stability derivative.

Predictive model R2 RMSE

Boosted decision tree 0.9658 0.0016

Artificial neural network 0.9831 0.0009

Figure C.3: Actual versus predicted plots of boosted tree model (left) and neural
network model (right) for static stability derivative.

Figure C.4: Residual versus predicted plots of boosted tree model (left) and neural
network model (right) for static stability derivative.
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Table C.3: Accuracy measures of surrogate models for tail rotor edgewise freestream
inflow.

Predictive model R2 RMSE

Boosted decision tree 0.9876 0.4725

Artificial neural network 0.9987 0.0954

Figure C.5: Actual versus predicted plots of boosted tree model (left) and neural
network model (right) for tail rotor edgewise freestream inflow.

Figure C.6: Residual versus predicted plots of boosted tree model (left) and neural
network model (right) for tail rotor edgewise freestream inflow.
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Table C.4: Accuracy measures of surrogate models for tail rotor axial freestream
inflow.

Predictive model R2 RMSE

Boosted decision tree 0.9923 0.3417

Artificial neural network 0.9980 0.1324

Figure C.7: Actual versus predicted plots of boosted tree model (left) and neural
network model (right) for tail rotor axial freestream inflow.

Figure C.8: Residual versus predicted plots of boosted tree model (left) and neural
network model (right) for tail rotor axial freestream inflow.
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