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SUMMARY 

Slope systems such as earth/rockfill dams, waste storage landfill, or natural slopes can 

undergo significant damage during a seismic event. In the seismic design of slope systems, 

engineers often consider the amount of seismically-induced displacements as the key 

engineering demand parameter. The current state of practice procedures to estimate 

seismically-induced slope displacements are dominated by deterministic or pseudo-

probabilistic approaches that do not directly quantify the hazard associated with the 

estimated displacements. Instead, these approaches assume that the hazard of the ground 

motion intensity measure of interest (e.g., peak ground acceleration) also represents the 

hazard of the estimated displacements. In contrast, performance-based approaches, which 

are the focus of this study, can provide hazard curves for the engineering demand parameter 

of interest (i.e., the amount of seismically-induced displacements in the context of this 

study), from which the estimated displacements can be directly related to the hazard design 

level. 

In this study, we propose to combine the conditional scenario spectra approach with 

advanced numerical modeling as a benchmark to evaluate performance-based approaches 

that rely on simplified and analytical procedures for the estimation of seismically-induced 

displacements in rockfill dams. The evaluations show that the displacement hazard curves 

obtained through computationally intensive numerical analyses (performed with three 

different constitutive models) are more conservative than the hazard curves from simplified 

or analytical methods. Insights from the comparisons are shared, and potential explanations 

for the differences are provided. Finally, there are also differences in the displacement 



x 

 

hazard curves estimated through numerical analyses, which depend on the trade-off of 

volumetric/deviatoric mechanisms and damping in each constitutive model.  
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CHAPTER 1. INTRODUCTION 

Dams are one of the most significant components in modern infrastructure as they 

maximize the usefulness of water resources, prevent potential flood-induced damages, and 

manage drought effects. Dams are also used in the mining industry to retain waste materials 

such as mine tailings. Though dams are essential, they also present a potential hazard; 

indeed, several case histories have shown the devastating effects that a dam failure could 

cause. Moreover, even in cases without a catastrophic failure, significant damage of a dam 

can still have severe economic consequences. For example, in 1971, the failure of San 

Fernando dam forced 80,000 people to vacate their residences (Seed et al., 1973).  

 

In terms of seismic design, to keep the functionality of a dam system, the integrity of their 

slopes (and other components, such as the filters and drains) needs to be preserved during 

a seismic event. In particular, the potential damage to the crest and upstream/downstream 

slopes are of concern. In general, earthquake-induced damage to slope systems (e.g., 

natural slopes, dams, landfills, etc.) have caused severe disruptions in infrastructure 

systems during previous earthquakes. For example, during the 1964 Alaska earthquake, 

more than half of the total cost of damage was caused by earthquake-induced slope 

displacements, such as landslides (Youd, 1978; Wilson and Keefer, 1985). Hence, the 

adequate design of a dam slope is key in dam engineering. 

 

In the current state of practice, the seismic design of earth and rockfill dams relies on the 

estimation of intensity measure parameters (IMs), which serve as proxies for the amplitude, 
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frequency content, and duration of a ground motion. For example, the most commonly used 

IM to represent the amplitude of a ground motion is the peak ground acceleration (PGA), 

which is simply the absolute largest acceleration of the ground-motion acceleration time 

history. There are also other IMs such as cumulative absolute velocity (CAV), Arias 

Intensity ( 𝐼𝑎 ) that represents all three characteristics (amplitude, frequency content, 

duration) of an acceleration time history and have proven to be beneficial in the design of 

earth structures and geotechnical systems (Bray and Macedo, 2017; Macedo et al., 2020; 

Macedo, Abrahamson, Liu, 2020).  

To quantitatively assess the possible damage an earthquake might cause to a certain 

structure, several analytical models have been developed to provide estimates of 

engineering demand parameters (EDPs), which can be used to assess the seismic 

performance of an engineering system. For dam structures, the EDP of interest to assess 

the seismic performance is often the amount of seismically induced slope displacement, 

which will be evaluated in this study through various procedures, considering different 

analytical models and advanced numerical modeling. 

As illustrated in Figure 1-1, the current state of practice considers three different 

frameworks for the estimation of engineering demand parameters (EDPs), which in the 

context of this study corresponds to the amount of seismically-induced slope displacement. 

These frameworks are, 1) Deterministic, 2) Pseudo-probabilistic, 3) Performance-based 

probabilistic approach. These frameworks are usually used in combination with robust 

probabilistic models that estimate seismically induced slope displacements (discussed in 

the next chapter). 
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Figure 1-1 Different approaches for the estimation of EDPs; where 𝝐𝑮𝑴 is the 

number of standard deviation below and above the median IM, 𝝀𝑮𝑴is the mean 

annual rate of exceedance of the IM, 𝝐𝒅 is the number of standard deviation below 

and above the median displacement, 𝝀𝒅is the mean annual rate of exceedance of 

displacement. 

In a deterministic approach, a design earthquake scenario, defined by magnitude (M) and 

distance (R) is selected. The IM is estimated using the ground motion prediction equation 

(GMPE). Then the seismic displacement can be calculated using an analytical model. In 

this approach, both the variability in the estimation of IM and system properties (the yield 

coefficient, 𝐾𝑦 or the fundamental period, 𝑇𝑠) are not considered.   

In a pseudo-probabilistic approach, the ground motion IM is estimated probabilistically 

through probabilistic seismic hazard analysis (PSHA) from which an IM hazard curve is 

constructed. The design IM value is selected from the hazard curves based on a design 

hazard level. This IM value is then used to estimate the amount of seismically-induced 

displacements. Here, only the IM is calculated probabilistically, and displacement is not. 



 4 

The EDP hazard is estimated with the underlying assumption that the hazard level for 

displacement is consistent with that of IM.  

In a performance-based model, the variability in both ground motion IM and seismically-

induced displacement are considered. Several fractiles of IM hazard curves can be 

considered, which are convolved with a seismic displacement model and the variability of 

the system properties used in the model. Different displacement models can be used to 

account for epistemic uncertainties associated with the estimation of seismically-induced 

slope displacements. The result is an EDP hazard curve, which provides the mean rate of 

exceedance for different EDP levels. This curve can be used to estimate the expected level 

of displacement for the desired hazard level and is well suited to make engineering 

decisions. Moreover, the assumption that the IM hazard is consistent with the hazard 

associated with seismically-induced displacement is not needed anymore, which is more 

consistent with performance-based earthquake engineering concepts. 

In this study, we extend the performance-based framework by integrating advanced 

numerical modeling, considering a large set of ground-motion time histories that are 

selected to be consistent with prescribed hazard design levels, obtained from probabilistic 

seismic hazard analyses (PSHA). The proposed procedure in this study also produces a 

hazard curve for the EDP of interest (i.e., the amount of seismically-induced slope 

displacements, in the context of this study). However, this study has the advantage of 

estimating these curves directly from advanced numerical modeling; hence, incorporating 

the physics associated to the generation of seismically-induced slope displacements more 

completely. 
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The content of this thesis is described as follows: 

Chapter 1 presents an introduction to the study and highlights the overall objective 

of this study. 

Chapter 2 presents a literature review on the assessment of the seismic performance 

of rockfill dams. 

Chapter 3 presents the selection of ground motions using the conditional scenario 

approach, which will be used later in dynamic analyses. 

Chapter 4 presents the results obtained using analytical models for the estimation 

of seismically-induced slope displacements for an existing rockfill dam. 

Chapter 5 presents the constitutive models used in this study and the details of the 

numerical dynamic analyses performed on the same dam evaluated in chapter 4. 

Chapter 6 presents the results from the dynamic analysis, including the generation 

of displacement hazard curves and the comparison of results with analytical models used 

in the current state of practice 

Chapter 7 presents the main findings and conclusions from this study. 
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CHAPTER 2. LITERATURE REVIEW 

2.1 Seismic assessment of slope systems and dams 

 

In the current state of practice, the seismic evaluation of slope systems ranges from using 

relatively simple pseudo-static procedures (e.g., Macedo and Candia, 2020; Macedo and 

Candia, 2019a, 2019b) to advanced nonlinear finite element or finite difference methods 

(Macedo and Aguilar, 2011, 2012; Macedo et al., 2010, 2015).  

2.1.1 Key design issue 

 

It is important to address a key design criterion that should be considered before evaluating 

the seismic performance of an earth structure. We should first assess if there are materials 

in the structure or foundation that can lose significant strength as a result of cyclic loading 

(e.g., soil liquefaction). If that is the case, this should be the primary focus of the evaluation 

because it may lead to large displacement flow slides. There are various methods to 

estimate liquefaction-induced displacements (e.g., Macedo, 2017; Bray and Macedo, 

2017a, 2017b; Macedo and Bray, 2018a, 2018b; Bray and Macedo, 2018a, 2018b, 2018c; 

Bray et al., 2017) which are not the focus of this study. If the materials within or below the 

earth structure will not lose significant strength as a result of seismic loading and if the 

structure will undergo significant deformation that may lead to potential damage, the 

estimation of seismically induced displacement helps in addressing this issue, which is the 

main focus of this study. 

2.1.2 Analytical procedures 
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The seismic stability of earth and waste storage structures are commonly evaluated through 

the Newmark-type sliding block analyses that provide an estimate of the expected amount 

of seismically-induced slope displacements. Newmark (1965) proposed a procedure that 

models the sliding mass as a rigid block to calculate seismically induced displacement 

based on two parameters: yield acceleration (𝐾𝑦 ) and input acceleration time-history. 

Sliding begins when the yield acceleration is exceeded and continues until the sliding block 

and foundation velocity coincides. The displacement is obtained by integrating the relative 

velocity between the rigid block and its foundation. This procedure illustrated in Figure 2-

1: a) shows the acceleration time history with the threshold 𝐾𝑦, displacement occurs when 

acceleration amplitude crosses this threshold; b) shows the velocity-time history obtained 

by integrating the acceleration that causes displacement; c) shows the displacement time 

history obtained by integrating the calculated velocity time history. In addition to the shear-

induced displacement, the top of a slope can displace downward due to deviatoric 

deformation or volumetric compression of the materials. This ground movement resulting 

from volumetric compression is not explicitly captured by Newmark-type models. As 

discussed in Stewart et al. (2001), although in some cases Newmark-type models appear to 

capture the overall amount of seismically-induced slope displacement in cases where the 

displacement is dominated by volumetric compression, that is because the seismic forces 

that cause high volumetric compression also result in large shear-induced deformations, in 

other words, it is just circumstantial. When analytical procedures are employed, deviatoric 

induced deformations and volumetric-induced deformations should be analyzed separately 

by using appropriate procedures. Tokimatsu and Seed (1987) could be used to estimate 

volumetric-induced deformation.  
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Figure 2-1 Calculation of seismically-induced displacements using Newmark-type 

procedure. 

The Newmark (1965) procedure was later modified by Makdisi and Seed (1978) to take 

into account the deformable response of the structure. In their proposed method, dynamic 

analyses were performed, and the seismic coefficient-time history calculated from each 

analysis is later used to calculate the sliding response. This is called decoupled analysis. 

The procedure is based on a very limited number of dynamic analyses. But as they 

recommend, their results should be updated as the profession advances.  

Bray and Travasarou (2007) proposed a predictive relationship for estimating earthquake-

induced permanent shear displacements. It is based on a fully coupled, nonlinear, 

deformable stick-slip model to capture the dynamic performance of the earth system. The 

ground motion database used for this study to generate seismic displacements included 688 

shallow crustal earthquake records with eight sliding block systems with a fundamental 

period varying from 0 – 2.0 s and yield coefficient ranging from 0.02 – 0.4. Seismically-
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induced displacements are estimated from the initial fundamental period (𝑇𝑠), the spectral 

acceleration of the ground motion at a degraded period of 1.5 times the fundamental period 

(𝑆𝑎1.5𝑇𝑠
), the magnitude of the earthquake (𝑀𝑤), and the yield coefficient (𝐾𝑦). 

Rathje et al. (2014) used the models of Saygili and Rathje (2008) as well as Rathje and 

Saygili (2009) and studied the probabilistic assessment of seismic slope displacement using 

both scalar hazard (i.e., using one ground motion parameter, PGA) and vector hazard (using 

two ground motion parameters, PGA and peak ground velocity, PGV). The authors 

indicated that estimated displacements might be smaller in vector hazard analysis 

compared to scalar hazard analysis. 

Bray and Macedo (2019a, 2019b) expanded the work by Bray and Travasarou (2007) 

considering forward directivity effects; they used a larger set of ground motions comprised 

of 6,711 two-component horizontal acceleration time histories selected from the NGA-

West2 database. They also used a fully coupled, nonlinear, deformable stick-slip model 

with the modifications by Macedo (2017) and Macedo et al. (2017a). Earthquake-induced 

slope displacements are estimated from 𝑇𝑠, the spectral acceleration of the ground motion 

at a degraded period of 1.3 times the fundamental period (𝑆𝑎1.3𝑇𝑠
), 𝑀𝑤, and 𝐾𝑦; in addition, 

the PGV is also included for near-fault pulse motions.  

All the procedures described above have been formulated for shallow crustal earthquakes; 

the author is aware of only one robust procedure that is developed with a large number of 

ground motions, considering a variety of slope systems, developed for a different tectonic 

setting, which corresponds to Bray et al. (2018) model developed for subduction interface 

earthquakes. 
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2.1.3 Probabilistic seismic displacement analysis using predictive models 
 

Macedo et al. (2020b, 2020c), Macedo and Candia (2019), Candia et al. (2019a, 2019b), 

Candia et al. (2018), Macedo et al. (2017b, 2018) have proposed procedures to integrate 

the predictive models described in the previous section into performance-based 

probabilistic analyses (PBPA), and fully probabilistic performance-based analyses 

(FPPBA). The difference between a PBPA and FPPBA based analyses is that FPPBA 

considers all IM hazard fractiles, whereas PBPA considers only the mean. The 

developments by these authors were integrated into a MATLAB-based platform called 

PSDA, which stands for Probabilistic Slope Displacement Analysis. The platform can be 

used for PBPA and FPPBA assessments; it performs PSHA and also provides estimates for 

seismically-induced displacement hazard curves (DHC) for systems with contributions 

from multiple tectonic settings. It considers the epistemic uncertainty in ground-motions 

and system properties (𝐾𝑦, 𝑇𝑠) through the logic tree method and polynomial chaos theory 

(Macedo et al., 2020d). The platform readily provides the DHCs, and the process consists 

of three steps, 

1. Estimation of systems properties such as 𝐾𝑦and 𝑇𝑠 of the potential sliding mass and 

the uncertainties in these variables through logic tree method.  

2. Perform a site-specific probabilistic seismic hazard analysis to compute 𝑆𝑎 hazard 

curves and deaggregation information at different 𝑆𝑎 values.  

3. Calculate the seismically induced displacement using the predictive models and 

construct the displacement hazard curves.  
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This study will use this platform and compare it with results from advanced numerical 

simulations. 

 

2.1.4 Estimation of seismically-induced slope displacements using a stick-slip model 

(Rathje and Bray, 2000) 

 

The seismically-induced deformations can be evaluated by two methods, coupled and 

decoupled approach. In a decoupled approximation, the estimation of seismic response of 

the slope structure is separated from the sliding response, i.e., the system's dynamic 

response is calculated considering it as a flexible system, and the sliding response is 

evaluated considering it as a rigid structure. In contrast, in a coupled approach, the seismic 

response and the slope's sliding response are calculated simultaneously (Figure 2-2). Rathje 

and Bray (2000) formulated a fully coupled nonlinear analytical model for one-directional 

sliding. In this method, the seismic response of the sliding mass is captured by an 

equivalent-linear viscoelastic model, which uses strain-dependent material properties. The 

formulation, models both the forces along the sliding interface and the nonlinear response 

of the sliding mass; it was also validated against shaking table experiments (Wartman et 

al., 2003).  
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Figure 2-2 Illustration of coupled and decoupled analysis; where HEA is the 

horizontal equivalent acceleration, U is the displacement, W is the weight of the 

slope system (Bray, 2007). 

 

2.1.5 Transfer function model (Hale, 2019) 

 

Available analytical procedures utilize only a single proxy (𝑆𝑎1.5𝑇𝑠
) or series of proxies 

(𝑆𝑎, 𝑃𝐺𝑉 ) to represent the entire ground motion. These analytical procedures rely on 

functional forms that were developed using large datasets. The transfer function model is 

an alternative to analytical procedures, and it is based on a decoupled analysis (refer to 

section 2.1.4), in which the dynamic response of the sliding mass is represented by a 

transfer function, and the deformations can be calculated by a Newmark-type procedure. 

Like the stick-slip model, this approach also considers the entire ground motion time 
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history as opposed to the procedures that rely on predictive equations. Figure 2-3 shows 

the concept of the transfer function model. The procedure computes a transfer function 

across all frequencies for the potential sliding mass based on system properties such as 

height (H), 𝑇𝑠, 𝐾𝑦, which is used to estimate the average acceleration time history for the 

sliding mass. Using the acceleration time history, deformations can be subsequently 

calculated using a Newmark-type procedure. The transfer function is based on results from 

11,400 dynamic analysis, which included 950 ground motions and 12 representative 

earthen dams. The dynamic analyses were performed in QUAD4MU (Hudson et al., 2003), 

which uses the equivalent-linear procedure. The process consists of three steps: 

1) Computation of the transfer function for the potential sliding mass based on 

the input system properties. 

2) Calculation of the average acceleration time history on the sliding mass 

from the user input ground motion time histories.  

3) Estimation of shear-induced deformation from the average acceleration 

time history of the sliding mass using a Newmark-type procedure.  
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Figure 2-3 Transfer Function Model concept (Hale, 2019). 

 

2.2 Dynamic Response of Rockfill Materials 
 

Rockfill dams are often the most preferred type of dams as, they need less and easier field 

requirements for foundation, excellent adaptability to geographical and geological 

conditions, and often have adequate stability against earthquakes (Seo et al., 2009; C. 

Marulanda and Marulanda, 2015; Bayraktar and Kartal, 2010; Wen et al., 2017). Even 

though rockfill materials are less prone to liquefaction as there is no excess pore pressure 

generation, the earthquake-induced deformation could still cause significant damage and 

needs to be assessed. 

Matsumoto (2010) investigated the performance of different types of dams during and after 

the sequence of shallow crustal earthquakes in Japan. The author inspected five types of 
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dams (concrete gravity dams, concrete arch dams, earth core rockfill dam, concrete faced 

rockfill dam, and earth-fill dam) subjected to earthquakes with various magnitude and 

epicenter distance. He observed that none of the dams suffered any damage when the Japan 

Meteorological Agency (JMA) magnitude is smaller than 6.5. For JMA magnitudes greater 

than 6.5, some dams suffered moderate damage while all concrete dams had no damage. 

The author also investigated the natural periods, amplification ratio, shear modulus, and 

PGA attenuation for the five types of dams mentioned above, and the findings are 

summarized below: 

• Natural periods: The natural periods (T) of dams increase with the dam height 

regardless of the type of dam. For dam structures such as concrete face rockfill 

dams, the period depends on the ratio of crest length (L) over Height (H), with the 

relation that T/H decrease as L/H decreases, which indicates that the natural period 

of this type of dams is affected by abutment constraint. 

• Amplification ratio: The amplification ratio of PGA from the dam foundation to its 

crest decreases with foundation PGA's increase due to the nonlinear behavior of the 

material. The amplification ratios for rockfill and earth-fill dams are much lower 

than concrete dams, which indicates that the fill dams exhibit a larger damping ratio 

than concrete dams. 

• Shear modulus: The shear modulus decreases as the shear strain increases. For 

rockfill dams subjected to severe earthquake loading, the shear modulus decreases 

significantly to 1/10 of maximum shear modulus (𝐺𝑚𝑎𝑥).  
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• PGA attenuation: The PGA at the soil surface, below the soil surface, and dam 

foundation were compared and was found that PGA at the soil surface is much 

higher than PGA at the underlying dam foundation. 

Park and Kishida (2019) studied the seismic response of embankment dams based on 

recorded strong motion data in Japan. They analyzed the correlation between dam’s 

dynamic responses and ground motion parameters. The authors found that for PGA in the 

foundation greater than 0.2g, the amplification factor decreases as PGA increases. They 

studied the variation of seismic response of dams with the dam geometry (e.g., dam height, 

length) and observed that the fundamental period increases as height (H), length (L), and 

PGA increases. They used multiple linear regression models to predict the fundamental 

period based on height, length, and PGA for embankment dams. Finally, they proposed 

models to estimate the fundamental period as a function of input motion and geometry (H, 

L).  

Li et al. (2008) studied a 240 m tall core-rockfill dam and presented shear modulus 

reduction curves obtained in the range of confining pressure of 300 to 2500 kPa in the 

range of 0.0001 to 1 % of shear deformation. They noticed, from the laboratory tests that, 

as the confinement stress increases, the material behaves more linear.  

Zhou et al. (2016) conducted a study using a large-scale triaxial test to test rockfill 

materials. They found that the small-strain shear modulus of rockfill materials is affected 

mainly by the confining pressure, the void ratio, and the initial stress ratio. The 

experimental results exhibit that the small-strain shear modulus decreases with increasing 

void ratio and increases with increasing confining pressure and initial stress ratio. The 

results also revealed a considerable decrease of damping ratio with increasing confining 
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pressure, which is consistent with the report by Li et al. (2008). In addition, they compared 

their results with those obtained by Rollins et al. (1998) and found it to be consistent. 

Finally, they developed expressions to estimate the shear modulus reduction curves for 

rockfill materials. 

Kishida et al. (2019) reviewed 27 downhole recordings at nine embankment dams in Japan 

from 1987 to 2011 to study the dynamic properties of core materials. The apparent shear 

strain was computed from the difference in displacement time series and the separation 

distance between sensors. It was found that the apparent shear wave velocity (𝑉𝑠) decreased, 

and the shear strain increased when the strong shaking propagated. The recordings were 

rotated for different azimuthal angle to study the orientation-dependent characteristics of 

𝑉𝑠 and shear strains (𝛾) and it was observed that 𝑉𝑠 did not change much with different 

azimuthal angles, whereas 𝛾 ranged widely depending on the azimuthal angles. The in-situ 

𝐺/𝐺𝑚𝑎𝑥  and G were calculated using the recorded 𝑉𝑠  and assumed unit weight. These 

values were compared with data from empirical models from previous studies. They found 

that the in-situ 𝐺/𝐺𝑚𝑎𝑥  data range widely depending on the dam, and hence the best-fitting 

empirical model varies for each dam. The authors also observed large uncertainties in the 

in-situ 𝐺/𝐺𝑚𝑎𝑥 data. Based on conditional probability, a methodology was developed to 

update the in-situ modulus reduction curve by considering the observed data and their 

measurement uncertainties.  

Zhu et al. (2014) carried out laboratory experiments and investigated the dynamic property 

of gravels under high confining pressure to simulate rockfill dams with heights greater than 

200m. The authors state that previous studies were based on a relatively low confining 

pressure (10 to 500 kPa), which does not properly describe the behavior of dams as the 



 18 

stress from high dams can be as high as 3000 kPa. In their study, 42 large cyclic triaxial 

tests (CTX) were carried out on 12 gravel samples with confining pressures ranging from 

227 to 4000 kPa. Since the maximum diameter of the gravels exceeds the capacity of a 

typical large-scale CTX, Zhu et al. (2014) developed a special approach to handle over-

sized gravel particles.  Their results are summarized below: 

• Shear modulus reduction: The modulus reduction curve, 𝐺/𝐺𝑚𝑎𝑥 − 𝛾 , is shifting 

upward as the confining pressure increases, indicating increased shear modulus. 

However, these modulus reduction curves fall within the range of the curves 

recommended by Seed et al. (1986) for lower confining pressure. This is due to the 

higher loading frequency used in this study. The high loading frequency will shift 

downward the reduction curve, counteracting the upward shift caused by high 

confining pressure. 

• Damping ratio: The damping ratio curve, shifts downward as the confining pressure 

increases, indicating reduced damping. Similarly, all the damping curves fall within 

the range of curves recommended by Seed et al. (1986). This is also because, the 

high loading frequency shifts the damping curves upwards. 

 

Figure 2-4 presents the shear modulus reduction and damping curves for rockfill materials 

compiled from the available literature. These curves are used later in this study for 

calibrating the constitutive models. 



 19 

 

 

 

Figure 2-4 (a) Shear modulus reduction curves compiled from the literature (b) 

Damping curves obtained from the literature 

  

(b) 

(a) 
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CHAPTER 3. SELECTION OF GROUND MOTION TIME 

HISTORIES 

3.1 Probabilistic Seismic Hazard Analysis 

The selection of input time histories is a vital step to perform dynamic analyses of a rockfill 

dam. To select ground motions, the preliminary step is to perform a site-specific 

probabilistic seismic hazard analysis (PSHA). Seismic hazard associated with a site, 

influenced by N sources can be computed using the expression,  

 𝜈(𝑆𝑎(𝑇) > 𝑧) =  ∑ ∑  

𝑁𝑆𝑐𝑒𝑛𝑎𝑟𝑖𝑜

𝑗=1 

(𝑟𝑎𝑡𝑒𝑗((𝑀, 𝑅)𝑗 , 𝑆𝑜𝑢𝑟𝑐𝑒𝑖))

𝑁𝑆𝑜𝑢𝑟𝑐𝑒

𝑖=1 

∗ 𝑃(𝑆𝑎(𝑇) > 𝑧|(𝑀, 𝑅)𝑗) (1) 

where, 𝜈(𝑆𝑎(𝑇) > 𝑧) is the annual rate of exceedance for a spectral acceleration threshold 

z, at a given period T, M is the earthquake magnitude, R is the site to source distance, 

𝑟𝑎𝑡𝑒𝑗((𝑀, 𝑅)𝑗, 𝑆𝑜𝑢𝑟𝑐𝑒𝑖) corresponds to the rate of occurrence of a particular earthquake 

scenario, 𝑃(𝑆𝑎(𝑇) > 𝑧|(𝑀, 𝑅)𝑗)  is the conditional probability that the spectral 

acceleration at a given period (𝑆𝑎(𝑇)) will exceed the threshold 𝑆𝑎 value (z) for a given M 

and R. Figure 3-1 describes the four major steps involved in PSHA, which are 1) 

Identification and characterization of earthquake sources at the site, 2) Characterization of 

seismicity of each source and estimation of the rate of occurrence of each scenario, 3) 

Estimation of ground motion intensity measure produced at the site by any possible 

earthquake scenario, 4) Computation of the annual rate of exceedance of a ground motion 

parameter by combining results from all scenarios and ground motions using Equation 1. 
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Figure 3-1 Four steps involved in a probabilistic seismic hazard analysis (Kramer, 

1996) 

In this study, the PSHA for the selected site is performed using the platform HAZ45 

(Abrahamson, 2017). The selected dam is situated in a highly seismic shallow crustal 

region located in California with potential seismic hazard from 159 faults (within 400 km 

from the site). An average shear wave velocity of 760 m/s for the upper 30 meters was 

used. Hazard curves for spectral acceleration are calculated using Equation 1 and ground 

motion prediction equations (Abrahamson et al., 2014; Boore et al., 2014; Campbell and 

Bozorgnia, 2014; Idriss, 2014). Then, uniform hazard spectra (UHS) are constructed from 

the hazard curves. A total of 10 UHS are constructed over hazard levels ranging from 1.00 

E-2 to 1.00 E-7, dividing them into ten equal parts in log scale. As discussed later, it is 

important to construct UHS over a wide range, as it will be used to reproduce hazard over 
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the site. The hazard curves for PGA, 𝑆𝑎 at different periods are shown in Figure 3-2, and 

the UHS for hazard levels from 1.00 E-2 to 1.00 E-7 are presented in Figure 3-3.  

The PSHA results have been used to perform deaggregation analyses, which identify the 

fractional contribution from different earthquake scenarios, dictated by combinations of M 

and R to the total hazard. Figure 3-4 shows the contribution of (M, R) pairs to the total 

hazard for a spectral period of 0.5 seconds and for a return period of 100 years.  For the 

selected site, at a period of 0.5 seconds, the contribution to the lowest hazard level of 

1.00 𝐸 − 2  , corresponding to a return period of 100 years is controlled by a mean 

earthquake magnitude of 6.51 with a mean distance of 68 km and the contribution to the 

highest hazard level of 1.00 𝐸 − 7 , corresponding to a return period of 10,000,000 years 

is controlled by a mean earthquake magnitude of 6.4 with a mean distance of 12.4 km. 

Table 1 shows the mean magnitude and distance for all selected hazard levels for a period 

of 0.5 seconds. 

 
 

Figure 3-2 Mean hazard curves obtained from PSHA 
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Figure 3-3 Uniform hazard spectrum obtained from PSHA 

 

 
Figure 3-4 Deaggregation of the seismic hazard at the selected site for spectral 

period of 0.5 seconds for a return period of 100 years 

 

 

1.00 E-7 

1.00 E-2 

The UHS are equally divided into 10 in log space 
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Table 1 - Mean magnitude and distance contributing to all selected hazard levels for 

a period of 0.5 seconds obtained from hazard deaggregation 

Hazard Mean Magnitude Mean Distance (km) 

1.00 E-2 6.51 68.0 

2.78 E-3 6.51 68.0 

7.74 E-4 6.49 49.6 

2.15 E-4 6.46 34.2 

5.99 E-5 6.46 34.2 

1.67 E-5 6.44 23.3 

4.64 E-6 6.44 23.3 

1.29 E-6 6.42 18.2 

3.57 E-7 6.41 15.2 

1.00 E-7 6.40 12.4 

 

 

 

3.2 Ground-motion Database 

 

A subset of the NGA-West2 database developed by PEER (Ancheta et al., 2014) was used 

in this study. The subset was selected considering earthquake magnitude above five and 

rupture distance in the range of 0 to 300 km. The selected subset contains a total of 2649 

earthquake recordings, each with three components (two horizontal and one vertical) hence 

giving a total of 7947 recorded time histories. Figure 3-5 shows the distribution of 

magnitude and rupture distance in the selected database, Figure 3-6 to 3-8 shows the 

distribution of PGA, arias intensity, 𝑉𝑆30 in the selected subset. 
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Figure 3-5 Magnitude-distance distribution of the selected subset 

 
 

Figure 3-6 Distribution of PGA in the selected subset 
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Figure 3-7 Distribution of Arias Intensity in the selected subset 

 

Figure 3-8 Distribution of 𝑽𝑺𝟑𝟎 in the selected subset 
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3.3 Conditional Scenario Spectra 

This study used the conditional scenario spectra (CSS) framework to select the ground 

motions used in the subsequent time history dynamic analysis. The CSS framework 

considers a set of ground motion time histories, each with an assigned rate of occurrence, 

that reproduces hazard over a site (Arteta and Abrahamson, 2018). Each ground motion 

time history selected using CSS comes with a rate of occurrence that can be used to develop 

EDP hazard curves. CSS includes the following steps: 

1) The first step to develop CSS is to construct the conditional mean spectrum (CMS) 

(Baker, 2011) for all selected design hazard levels. The CMS is developed using the 

mean magnitude and distance obtained from deaggregation for a conditioning 

period of 0.5 seconds. Therefore, a total of 10 CMS were computed for hazard levels 

from 1.00 𝐸 − 2 to 1.00 𝐸 − 7. Figure 3-9 shows the CMS constructed over UHS 

of all hazard levels. The mean response spectrum, epsilon and correlation 

coefficient at each period was calculated using Baker and Jayaram (2008). The 

CMS variability (+/- 2.5) is also calculated using Jayaram et al. (2011) using: 

 𝜎ln 𝑆𝑎(𝑇𝑖)| ln 𝑆𝑎(𝑇∗) =  𝜎ln 𝑆𝑎(𝑇𝑖)√1 − 𝜌2(𝑇𝑖 , 𝑇∗) (2) 
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where 𝜎ln 𝑆𝑎(𝑇𝑖)is the standard deviation in ln 𝑆𝑎(𝑇𝑖), 𝜌(𝑇𝑖, 𝑇∗) is the correlation 

coefficient. 

 

 
Figure 3-9 Conditional mean spectra constructed for all selected hazard levels. 

2) The second step is to select a set of time histories from the suite of ground motions 

and scale it to match CMS and its variability (±2.5) for each hazard level of interest. 

For each hazard level, a set of N ground motions that best represent CMS and its 

variability were selected from the subset using Monte Carlo simulations. The log-

likelihood for selecting this N time histories for hazard level k is given by,  

 

 

 𝐿𝐿𝑘 = ∑ ∑ − ln (𝜎𝐶𝑀𝑆,𝑇0(𝑍𝑘,𝑇𝑗)) −  
(ln (𝛼𝑖𝑘𝑆𝑎,𝑖(𝑇𝑗)) − ln (𝑆𝑎,𝐶𝑀𝑆,𝑇0

(𝑍𝑘 , 𝑇𝑗)))
2

2𝜎𝐶𝑀𝑆,𝑇0

2 (𝑍𝑘 , 𝑇𝑗)

𝑁

𝑖=1

𝑛𝑃𝑒𝑟

𝑗=1

 (3) 

 

where 𝛼𝑖𝑘 is the scaling factor applied to 𝑖𝑡ℎ time history for the 𝑘𝑡ℎ hazard level. The set 

with the best fit to the CMS and its variability, i.e., the set with maximum likelihood, is 

1.00 E-7 

1.00 E-2 
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selected and is the CSS for that hazard level. Figure 3-10 shows the CSS selected for a 

hazard level of 1.00 𝐸 − 2 (N=32).  

 

 
 

Figure 3-10 Set of time histories selected and scaled based on CMS and its 

variability for a hazard level of 𝟏. 𝟎𝟎𝑬 − 𝟐 

3) The next step is to assign the rate of occurrence to each selected time history. The 

initial rate of occurrence of each time history is computed from the neighboring 

hazard levels. It is calculated by, 

 

 

 𝑅𝑎𝑡𝑒𝐶𝑆𝑆0,𝑖 =  
𝐻𝑎𝑧𝐿𝑒𝑣𝑖 − 𝐻𝑎𝑧𝐿𝑒𝑣𝑖+1

𝑁
 (4) 

 

where 𝑅𝑎𝑡𝑒𝐶𝑆𝑆0,𝑖 is the initial rate assigned by CSS to the time history at 𝑖𝑡ℎ hazard level, 

𝐻𝑎𝑧𝐿𝑒𝑣𝑖 is the hazard level (i) and 𝐻𝑎𝑧𝐿𝑒𝑣𝑖+1 is the hazard level (i+1).  
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4) The final step is to reconstruct the hazard curves using the selected scaled subset 

of time histories and their corresponding rate of occurrences using the equation, 

 ν(𝑆𝑎(𝑇) > 𝑧) = ∑ 𝑅𝑎𝑡𝑒𝐶𝑆𝑆,𝑖𝐻(α𝑖𝑆𝑎,𝑖(𝑇) − 𝑍)

# 𝑟𝑒𝑐𝑜𝑟𝑑𝑖𝑛𝑔𝑠

𝑖 = 1

 (5) 

 

where 𝑆𝑎,𝑖 is the spectral acceleration of the 𝑖𝑡ℎ recording, α𝑖 is the scale factor, and H is 

the Heaviside function, which is either one or zero. The rate of occurrence of each time 

history is then adjusted using a penalty function to better reproduce the hazard. This 

function is iterated until a minimum value for the penalty function is obtained. 

 𝑃𝑒𝑛𝑎𝑙𝑡𝑦 = ∑ ∑ wt(𝑇𝑖) (ln (𝐻𝐴𝑍𝐶𝑆𝑆(𝑧𝑘, 𝑇𝑗)) − ln (𝐻𝐴𝑍𝑃𝑆𝐻𝐴(𝑧𝑘, 𝑇𝑗)))
2

𝑛𝐻𝑎𝑧

𝑘=1

𝑛𝑃𝑒𝑟

𝑗=1

 (6) 

 

where  wt(𝑇𝑖) is the weight assigned for a given period, 𝐻𝐴𝑍𝑃𝑆𝐻𝐴 is the hazard computed 

from PSHA and 𝐻𝐴𝑍𝐶𝑆𝑆 is the hazard recovered from CSS. Figure 3-11 shows a flow chart 

that illustrates the different steps involved in the process of computing CSS. 
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Figure 3-11 Flow chart illustrating the steps involves in CSS. 
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 Figure 3-12 shows the target hazard obtained from PSHA, initial hazard computed from 

CSS and final hazard recovered from CSS after applying the penalty function for a spectral 

period of 0.5 seconds. 

 

Figure 3-12 Hazard curve recovered from CSS for a spectral period of 0.5 seconds. 

 

 

3.4 Selected Scenario Spectra 

 

Using the procedures described in the previous sections, a set of 60 unique single 

component ground motions were selected; some of these were scaled to different hazard 

levels and assigned different rates of occurrences, making a total of 220 scaled ground 

motions to reproduce hazard over different hazard levels over the site. Figure 3-13 shows 

the distribution of magnitudes and rupture distances for the selected ground motions. 

Figure 3-14 presents the distribution of PGA for the selected ground motions. Figure 3-15 
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shows the selected ground-motion spectra, and Figure 3-16 shows the assigned rate of 

occurrence for each spectrum of the CSS. Figure 3-17 presents the UHS reconstructed 

through the CSS approach and the target UHS obtained from PSHA. It can be seen that the 

UHS recovered from CSS matches reasonably with that from PSHA.    

 

Figure 3-13 Magnitude-distance distribution for the selected ground motions 
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Figure 3-14 Distribution of PGA for the selected ground motions 

 

Figure 3-15 All selected scenario spectra from CSS 
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Figure 3-16  Final rate of occurrence for each spectrum  

 

Figure 3-17 Comparison of target uniform hazard spectrum from PSHA and 

uniform hazard spectrum recovered from CSS. 
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CHAPTER 4. PERFORMANCE-BASED SEISMIC ASSESSMENT 

USING ANALYTICAL METHODS 

4.1 Evaluation of Seismic Yield Coefficient 

The critical components for seismic displacement analysis are a) Dynamic resistance of the 

slope system, b) Earthquake ground motion, c) System’s flexibility. The dynamic 

resistance of a slope system is represented by 𝐾𝑦 , which is the pseudo-static seismic 

coefficient when the factor of safety is equal to 1.0. When the input earthquake acceleration 

exceeds this 𝐾𝑦, displacement occurs. A lower 𝐾𝑦 corresponds to lower dynamic resistance, 

which will lead to higher displacements and vice versa. The earthquake ground motion is 

represented through IMs, and the system’s flexibility is represented by the initial 

fundamental period. 

 

The dam structure considered in this study is a 44-meter tall rockfill dam with a 

downstream slope of 1:1.3. The dam structure is divided into three different layers based 

on type of materials, 1) Rockfill 2) Streambed gravel 3) Bedrock, as shown in Figure 4-1. 

The 𝐾𝑦  for the dam structure used is evaluated using the limit equilibrium computer 

program SLIDE (Rocscience, 2018). The material properties used for each layer for this 

analysis are shown in Table 2.  
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Table 2- Material properties used for different layers for analysis in SLIDE. 

Material 
Friction 

angle (°) 
Unit weight (𝒌𝑵/𝒎𝟑) Cohesion (kPa) 

Bedrock 45 22 250 

Streambed Gravel 42 15 0 

RockFill 45 19 0 

 

A range of 𝐾𝑦 values, varying from 0.12 to 0.2, for a range of slip surfaces were computed. 

The slip surfaces for 𝐾𝑦 values 0.12, 0.15, 0.2 are shown in the Figures 4-2 to 4-4. It can 

be seen that the sliding mass increases as the 𝐾𝑦 value increases; this is because the system 

shows higher resistance to displace higher mass. 

Rockfill 

Streambed Gravel 

Bed rock 

Figure 4-1 Geometry of the dam and different layers.  
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Figure 4-2 Slip Surfaces for yield coefficient value of 0.12. 

 

 

 

    

 
 

Figure 4-3 Slip Surfaces for yield coefficient value 0.15. 
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Figure 4-4 Slip Surfaces for yield coefficient value 0.2. 

 

 

 

4.2 Probabilistic Seismic Displacement Analysis (PSDA) 

 

As detailed in Section 2.1.3, PSDA2 is an integrated platform with a graphical user 

interface (GUI) to perform performance-based probabilistic analyses (PBPA). For this 

study, we only considered the mean hazard curve obtained from PSHA and not the full set 

of fractiles. To consider the epistemic uncertainty associated with the system properties, a 

logic tree considering five branches for 𝐾𝑦 with a coefficient of variation of 0.2 is used. 

Each branch is assigned a specific weight. The model's epistemic uncertainty was also 

taken into account by considering two different models, namely Bray and Macedo (2019) 

(BM2019) and Bray and Travasarou (2007) (BT2007), each with an equal weight of 0.5. 

A fundamental period of 0.2 seconds was used for the calculations. Figure 4-5 illustrates 

the logic trees with the weights used. PSDA2 outputs the displacement hazard curves 

calculated from each branch along with the weighted mean hazard curve. Figures 4-6 to 4-
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8 shows the displacement hazard curves obtained from PSDA2 for three different mean 𝐾𝑦 

values.  

 

Figure 4-5 Snapshot from PSDA2 platform showing different branches and weights 

for a mean 𝑲𝒚 value of 0.12. 
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Figure 4-6 All fractiles of displacement hazard curves and weighted mean obtained 

from PSDA2 for a mean 𝑲𝒚 value of 0.12. 

 

Figure 4-7 All fractiles of displacement hazard curves and weighted mean obtained 

from PSDA2 for a mean value 𝑲𝒚 of 0.15. 
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Figure 4-8 All fractiles of displacement hazard curves and weighted mean obtained 

from PSDA2 for a mean value 𝑲𝒚 of 0.2. 

4.3 Stick-slip Model 

As discussed in Section 2.1.4, the stick-slip model is a fully coupled, nonlinear, deformable 

model developed by Rathje and Bray (2000). This model is coded as a computer program 

that can be run for multiple earthquake time histories. The inputs are the system properties 

(𝑇𝑠, 𝐾𝑦) and the ground motion time history. The program was run for all the selected 

ground motions and for three different 𝐾𝑦 values (0.12, 0.15 & 0.2). A fundamental period 

of 0.2 seconds was used for the calculations. The output contains two displacements for 

each time history, considering two polarities of the ground motion, and the average of the 

two are taken for this study.  Figure 4-9(a) and (b) shows the displacements obtained, 

plotted against PGA of the ground motion and arias intensity. It can be seen that the 
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variation of displacements for a given 𝐼𝑎 is much lower compared that of PGA. This shows 

that 𝐼𝑎 is a better IM to predict seismically-induced displacements (Macedo et al., 2020). 

 

 
Figure 4-9 (a) Input PGA and displacements, (b) Arias Intensity and displacements 

obtained from stick-slip model for different 𝑲𝒚 values. 
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4.4 Transfer Function Model 

The transfer function model, discussed in Section 2.1.5, estimates a transfer function for 

the potential sliding mass based on the system properties such as  𝐾𝑦 , H, shear wave 

velocity of the fill (𝑉𝑠), from which the displacements can be calculated. Similar to the 

previously discussed stick-slip model, the output consists of two displacements, 

considering two polarities of the ground motion. The average estimated displacement is 

considered in this study. The model is run for all the ground motions considering different 

𝐾𝑦values (0.12, 0.15, 0.2). The H and 𝑉𝑠 are chosen such that the fundamental period (𝑇𝑠) 

of the dam is 0.2 seconds when calculated using,  

 𝑇𝑠 = 3𝐻/𝑉𝑠 (7) 

 

 Figure 4-10(a) and (b) shows the displacements plotted against the PGA of the input 

ground motion and arias intensity. It is important to note that this model is developed based 

on results from equivalent-linear simulations (Hale, 2019) and calculates displacements 

using a decoupled approach. Figure 4-11 presents a comparison of displacements obtained 

from stick-slip method and transfer function model for 𝐾𝑦 value of 0.15. It can be observed 

that the stick-slip model tends to calculate higher displacements for a given PGA compared 

to transfer function model. 
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Figure 4-10 (a) Input PGA and displacements, (b) Arias Intensity and displacements 

obtained from Transfer function model for different 𝑲𝒚 values. 
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Figure 4-11 Comparison of displacements obtained from transfer function model 

and stick-slip model for a 𝑲𝒚 value of 0.15.  
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4.5 Displacement Hazard Curves 

The deformations associated with each selected time histories and the corresponding rate 

of occurrence are used to compute seismically-induced displacement hazard curves using 

the equation,  

 ν(𝑑𝑒𝑓 > 𝐷)  =  ∑ 𝑟𝑎𝑡𝑒(𝑇𝐻𝑖) ∗ 𝑃(𝑑𝑒𝑓 > 𝐷|𝑇𝐻𝑖, α𝑖)

𝑁𝑇𝐻

𝑖 = 1

 (8) 

In this equation, ν(𝑑𝑒𝑓 > 𝐷) is the rate of exceedance of a given displacement, 𝑟𝑎𝑡𝑒(𝑇𝐻𝑖) 

is the rate assigned to the 𝑖𝑡ℎ  time history, 𝑃(𝑑𝑒𝑓 > 𝐷|𝑇𝐻𝑖, α𝑖)  is the conditional 

probability that the deformation resulting from the scaled time history is greater than the 

selected deformation threshold (D). It is either 1 or 0.  

Figures 4-12(a), 4-13(a), and 4-14(a) shows the displacement hazard curves obtained from 

the analytical procedures discussed above for different 𝐾𝑦 values. As discussed earlier, it 

is evident that the displacement given a hazard level decreases as 𝐾𝑦  increases. The 

displacement hazard curve from stick-slip model is above the transfer function model, 

which may be because of the difference in their formulation. This transfer function model 

relies on estimation of a transfer function and decoupled analysis, whereas the stick-slip 

model is based on a generalized SDOF system and coupled analysis. Figures 4-12(b), 4-

13(b), and 4-14(b) show the histograms of displacements from stick-slip model and TFM. 

The values in the y-axis of this plot shows the frequency of displacements in various bins. 

A bin size of 5 cm was selected. It can be observed that the transfer function model 

produces more lower displacements (D<5cm) and stick-slip model produces more high 

displacement values. This explains why the DHC from stick-slip model is above the TFM 
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for lower displacement thresholds and becomes more comparable as displacement 

increases. Figures 4-12(c), 4-13(c), and 4-14(c) present summed rate of occurrences for 

different displacement bins. The values in the y-axis of this plot are calculated by summing 

up the rate of occurrences of ground-motions that produced displacement values in that 

respective bin. It is interesting to see that the ground-motions causing lower displacements 

have high rate of occurrences (i.e., they are more frequent) and ground-motions causing 

higher displacements are associated with low rate of occurrences (i.e., they are less 

frequent).  
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Figure 4-12 Comparison of (a) displacement hazard curves (b) histograms of 

displacements (c) summed rate occurrences for displacement bins obtained from 

analytical procedures for a 𝑲𝒚 value of 0.12. 
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Figure 4-13 Comparison of (a) displacement hazard curves (b) histograms of 

displacements (c) summed rate of occurrences for displacement bins obtained from 

analytical procedures for a 𝑲𝒚 value of 0.15. 
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Figure 4-14 Comparison of (a) displacement hazard curves (b) histograms of 

displacements (c) summed rate of occurrences for displacement bins obtained from 

analytical procedures for a 𝑲𝒚 value of 0.2.  
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CHAPTER 5. DYNAMIC ANALYSIS 

5.1  Dam geometry 

The nonlinear dynamic analyses (NDA) were performed using the program Fast 

Lagrangian Analysis of Continua (FLAC; Itasca, 2016). This program is well suited for 

performing dynamic analysis with nonlinear material response using user defined 

constitutive models. The dam was modeled in a plane strain condition. The size of the 

elements in FLAC were selected such that they ensure accurate wave transmission based 

on Kuhlemeyer and Lysmer (1973). The size of the elements ranged from 1.2 to1.4 meters 

in the vertical and horizontal directions, respectively. Figure 5-1 shows the prepared mesh 

for the model and the five zones, which are divided depending on the range of stresses, as 

elaborated below.   

 

 

Figure 5-1 Numerical Mesh and the dam model. 

5.2 Calibration of Constitutive Models 

The nonlinear behavior of the dam fill was modelled in FLAC using three different 

constitutive models namely UBCHyst (Byrne and Naesgaard, 2015), PM4Sand (Boulanger 
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and Ziotopolou, 2017), and Wang 2D (Wang 1990; Wang et al., 1990; Wang and Ma, 2018). 

The elastic-perfectly plastic Mohr-coulomb model was used for the materials in the 

foundation.  The constitutive models were calibrated against the modulus reduction and 

damping curves obtained from the literature (Figure 2-4). Based on the literature review 

performed for this study, it was found convenient to calibrate the models to fall between 

lower bound of Seed et al. (1986) and upper bound of Rollins et al. (1998) in order to 

reasonably reproduce the dynamic response of an “average” rockfill material. The dam 

embankment was divided into five different layers based on the vertical stresses as 

presented in Table 3, this was done to account for changes in the parameters of constitutive 

models in terms of stresses. The shear modulus of the foundation materials was kept 

constant, the lower shear wave velocity profile from Hale (2019) was adopted for the dam 

embankment, and finally the maximum shear modulus was calculated from the 𝑉𝑠 profile 

using, 

 𝐺𝑚𝑎𝑥 = ρ𝑉𝑠
2  (9) 

where,  𝐺𝑚𝑎𝑥  is the maximum shear modulus, ρ is the density of the material, 𝑉𝑠 is the 

shear wave velocity. 

Table 3 Different layers based on confinement. 

Layers Confinement (kPa) 

1 <75 

2 75 < 150 

3 150 < 300 

4 300 < 550 

5 550 < 1000 
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In the following, a brief summary of the constitutive models used in this study are presented 

and the calibration process is described. The calibration was performed independently for 

each one of the layers presented in Figure 5-1.  

 

5.2.1 UBCHyst 

The UBCHyst (Byrne and Naesgaard, 2015) is a two-dimensional, total stress hysteretic 

soil model. The UBCHyst model is framed to capture the dynamic behavior of soils such 

as low permeable clays, high permeable granular soils, in which there will be no generation 

of excess pore pressure. The model uses a Mohr-coulomb failure criterion, extended with 

a tangent shear modulus, which is a function of stress ratio and the change in stress ratio to 

reach failure.  This function is shown in Equation 10 and illustrated in Figure 5-2. 

 

Figure 5-2 UBCHYST model key variables (Byrne and Naesgaard, 2015). 

 

 𝐺𝑡 = 𝐺𝑚𝑎𝑥 (1 − (
𝜂1

𝜂1𝑓
)

𝑛1

𝑅𝑓)

𝑛

×  𝑚𝑜𝑑1 × 𝑚𝑜𝑑2 × 𝑚𝑜𝑑 3  (10) 

where, 
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ϕ𝑓 = peak friction angle 

𝐺𝑟= reference shear modulus 

η= current stress ratio = τ𝑥𝑦/σ𝑣′ 

η1= change in stress ratio since last reversal (η − η𝑚𝑎𝑥) 

η𝑚𝑎𝑥= maximum stress ratio at last reversal 

η1𝑓= change in stress ratio to reach failure envelope in direction of loading (ηf − η𝑚𝑎𝑥) 

η𝑓= (𝑠𝑖𝑛(ϕ𝑓) + 𝐶𝑜ℎ𝑒𝑠𝑖𝑜𝑛 × 𝑐𝑜𝑠(ϕ𝑓)/σ𝑣′) 

τ𝑥𝑦= developed shear stress in horizontal plane 

σ𝑣
′ = vertical effective stress 

𝑚𝑜𝑑1= a reduction factor for first-time or virgin loading 

𝑚𝑜𝑑2= optional function to account for permanent modulus reduction with large strain 

𝑚𝑜𝑑3= optional function to account for cyclic degradation of modulus with strain or 

number of cycles 

n , n1and 𝑅𝑓 are calibration parameters 

The effect of each parameter associated with the shear modulus reduction and damping 

was studied by setting all parameters to recommended values and varying each parameter 

one at a time. Of the 11 input parameters the following six were modified for this study: 

maximum shear modulus ( 𝐺𝑚𝑎𝑥 ), bulk modulus, friction angle, hysteric parameters 

(𝑛, 𝑅𝑓 , 𝑅𝑚). The first three parameters were calculated based on average material properties 

of each layer. The effective friction angle is considered as a function of confinement and 

calculated based on Barton and Kjaernsli (1981), 
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 ϕ′ = Rlog(S/σn
′ ) + ϕ𝑏  (11) 

 

where,  ϕ𝑏  is the base friction angle, R is the equivalent roughness of the actual rock 

particles, S is the compressive strength of the parent rock, and  σn
′  is the effective normal 

stress. For this study, a base friction angle of 25 degrees, an equivalent roughness of 7.5 

and a compressive strength of 16 MPa was used. The last three parameters (𝑛, 𝑅𝑓 , 𝑅𝑚)  were 

used to calibrate the modulus reduction and damping relation of the model. Figure 5-3 

presents the calibrated UBCHyst modulus reduction and damping curves for each layer. 

 

Figure 5-3 Calibrated modulus reduction and damping curves for UBCHyst model. 

5.2.2 PM4 Sand 

The PM4Sand (Version 3.1) (Boulanger and Ziotopolou, 2017), as described in the user 

manual (Boulanger and Ziotopolou, 2017), follows the basic framework of the stress-ratio 

(a) 

(b) 
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controlled, critical state compatible, bounding surface plasticity model for sand initially 

presented by Dafalias and Manzari (2004). PM4Sand is formulated by modifying this 

model. This model incorporated a critical state line that is consistent with Bolton’s (1986) 

dilatancy relationship. Figure 5-4 shows the bonding, dilatancy and critical surfaces as lines 

in q-p space adopted from Dafalias and Manzari (2004). 

 

Figure 5-4 Schematic of yield, critical, dilatancy and bonding lines in q-p space.  

(from Boulanger and Ziotopolou, 2017). 

PM4Sand consists of five primary parameters and eighteen secondary parameters. The 

primary parameters include density (ρ), porosity (n), relative density (𝐷𝑟), shear modulus 

coefficient (𝐺𝑜 ), contraction rate parameter (ℎ𝑝𝑜), and atmospheric pressure (𝑃𝑎 ). The 

secondary parameters are described in Boulanger and Ziotopolou (2017). A constant value 

of 𝐺𝑜 is used for all layers and is calculated using,  

 𝐺 = 𝐺𝑜𝑝𝑎(𝑝/𝑝𝑎)1/2  (12) 

where,  𝐺 is the elastic shear modulus, which is calculated using Equation 9, 𝑝 is the mean 

pressure.  
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The parameters 𝐷𝑟 and ℎ𝑝𝑜 were considered as free parameters and were used to adjust the 

modulus reduction response of the model. All the secondary parameters were set as default 

except for the effective friction angle, which is calculated using Equation 11. In addition, 

the generation of excess pore pressures was prevented so the constitutive model can 

represent the response of a fully drained granular material such as a rockfill. Figure 5-5 

presents the modulus reduction and damping curves calibrated for PM4Sand model. 

 

Figure 5-5 Calibrated modulus reduction and damping curves for PM4Sand model. 

 

5.2.3 Wang 2D model  

The Wang2D (Wang 1990; Wang et al., 1990; Wang and Ma, 2018) is a two-dimensional 

version of the original three-dimensional model, which is a bounding surface plasticity 

(a) 

(b) 
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model developed for modeling sand behavior under different loading conditions ranging 

from simple monotonic to complex cyclic loading. One distinctive feature of this model is 

the dependence of the loading and plastic strain rate directions on the stress rate directions 

(Chowdhury, 2019). The Wang 2D and PM4Sand model share a number of common 

attributes. 

 Only four out of the eleven input parameters are needed to calibrate the modulus reduction 

response of the model since the generation of excess pore pressures is prevented (Wang 

and Ma, 2018). These four parameters are shear modulus coefficient (𝐺𝑜), effective friction 

angle (ϕ′), Poisson’s ratio (ν), and ℎ𝑟 . The remaining parameters retained the default 

recommended values. The value of 𝐺𝑜  is maintained constant for all the layers and is 

calculated using Equation 12. The ϕ′ is estimated using Equation 11 and a constant value 

ν is used throughout the fill. The parameter ℎ𝑟  characterizes the nonlinear relationship 

between shear modulus and shear strain amplitude and is used for the calibration of the 

shear modulus reduction and damping curves. Figure 5-6 presents the modulus reduction 

and damping curves calibrated for the Wang2D model. 
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Figure 5-6 Calibrated modulus reduction and damping curves for Wang2D model. 

5.3 Static Analysis 

The pre-earthquake static analysis is important as it serves as the initial condition for the 

dynamic analysis. The steps in static analysis include 1) mesh and soil zones generation 2) 

material property assignment with elastic-perfectly plastic Mohr-Coulomb model 3) 

construction of the dam embankment to develop initial effective stress 4) steady-state 

seepage analysis 5) constitutive model assignment. Although the construction sequence of 

the dam was not modeled, the embankment was constructed by turning on the gravity in 

ten steps to create more realistic stress states. 

 

During the static analysis, the base of the model was fixed in both the horizontal and 

vertical directions. The left and right vertical boundaries were fixed to prevent horizontal 

(a) 

(b) 
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displacements. A hydrostatic pressure is applied to the upstream boundary and the pore 

pressures on the upstream boundary are defined by the reservoir head (43m/141 ft). A 

steady state seepage analysis is performed to develop the initial phreatic surface inside the 

dam. The initial vertical, horizontal, and pore pressure contours are shown in Figures 5-7, 

5-8, and 5-9. 

 

 

Figure 5-7 Initial static vertical stress contours. 
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Figure 5-8 Initial static horizontal stress contours. 

 
Figure 5-9 Initial static pore pressure contours. 
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5.4 Dynamic Analysis 

The stress conditions from static analysis serve as the initial conditions for the dynamic 

analysis. A free-field condition was applied on the vertical edges in both upstream and 

downstream sides to avoid spurious reflections. The vertical boundaries are located at a 

significant distance from the dam, to minimize the boundary effect in the analyses. A 

compliant base boundary condition is applied to the bottom of the model by applying a 

quite boundary condition in both x and y directions. The ground-motions are applied to the 

base of model by converting the velocity time history to a shear stress (σ𝑠) time history 

using, 

 σ𝑠 = ρ𝑉𝑠ν𝑠  (13) 

where,  ρ 𝑎𝑛𝑑 𝑉𝑠 are the density and the shear wave velocity of the base material, and ν𝑠 is 

the shear component of the particle velocity at the boundary. A small Rayleigh damping is 

also applied to the model (𝜉𝑚𝑖𝑛 = 0.2% 𝑎𝑡 𝑓𝑚𝑖𝑛 = 2.8 𝐻𝑧). The analyses were run with all 

selected ground-motion time histories using three different constitutive models, a total of 

660 dynamic analyses were performed. 
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CHAPTER 6. RESULTS FROM DYNAMIC ANALYSIS 

6.1 Comparison of Constitutive Models 

The results from the dynamic analyses along with key observations are discussed in this 

section.   

6.1.1 PGA vs Displacement 

Figure 6-1 and Figure 6-2 presents the horizontal displacement obtained from a point in 

the downstream slope and the vertical crest displacement versus the input PGA for all three 

constitutive models. Wang2D model shows the lowest displacements in both the cases. It 

can be seen that, for low intensity ground-motions (PGA < 0.2g), PM4Sand shows the 

highest displacement whereas for moderate to high intensity ground-motions (PGA > 0.2g), 

UBCHyst gives the highest displacements in both directions. 

 

Figure 6-1 Horizontal displacement at a point in the downstream slope and input 

PGA. 
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Figure 6-2 Vertical displacement in the crest area and input PGA. 

6.2 Displacement Hazard Curves 

The displacement hazard curves are calculated using Equation 8. Figure 6-3 shows the 

horizontal displacement hazard curves for a point in the downstream slope and 6-4 presents 

the vertical displacement hazard curves constructed using permanent displacements in the 

crest area for the three models. The horizontal displacement hazard curve from PM4Sand 

model gives the highest displacements for a given hazard level (or return period). In terms 

of vertical displacements, given a hazard level, the displacements estimated from the 

PM4Sand model are the highest for displacement thresholds lower than 10 cm. For 

displacement thresholds higher than 10cm, the displacements estimated from the UBCHyst 

model are the highest. Though UBCHyst provides overall higher displacements for large 

intensity ground motions (Figure 6-1 and 6-2), the displacement hazard curve calculated 

from PM4Sand is above the displacement hazard curve from UBCHyst. This is because, 
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the displacements from PM4Sand model are higher for low to moderate intensity ground-

motions (Figure 6-1 and 6-2), which have a higher rate of occurrence compared to high 

intensity ground-motions. From a risk perspective, the ground-motions with moderate rate 

of occurrence which cause moderate displacement demands are of more interest compared 

to ground-motions causing higher displacements.  

 

Figure 6-3 Horizontal displacement hazard curves at a point in the downstream 

slope from dynamic analysis. 
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Figure 6-4 Vertical displacement hazard curves in the crest area from dynamic 

analysis. 

In the downstream slope, displacement histories were recorded in a sliding surface 

representative of the sliding surface for a 𝐾𝑦 of 0.12 (Figure 4-2), and the results were used 

to estimate representative displacement hazard curves by averaging the recorded values. 

Figure 6-5 shows the median and maximum total displacement hazard curves computed 

using all three models. The median displacement hazard curve for Wang 2D model is not 

presented as the displacements within the failure surface were not recorded due to 

computational constrains in the simulations. 
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Figure 6-5 Median and maximum total displacement hazard curves for all three 

constitutive models. 

 

To shed lights on the results presented in this section, single element cyclic and monotonic 

simulations were performed considering the three constitutive models used in the dynamic 

analyses. For each model, the tests were carried out for five elements, each representing 

one layer of the fill. The same constitutive model parameters and average material 

properties of each layer from the dynamic analyses were used in the element level 

simulations. Figure 6-6 to 6-9 presents the results from the element level analyses for 

Layers 3 and 5, which is illustrative of the patterns observed for all layers. From Figures 

6-8(b) and 6-9(b), we can see that PM4Sand model exhibits larger volumetric strains 

compared to the other two models which explains the larger displacements obtained from 

PM4Sand for a given hazard level. Figures 6-8(a) and 6-9(a) also shows the shape of the 

stress strain loops evidencing that for a comparable level of shear strains the area inside 

the hysteretic loops is comparable for the UBCHyst and PM4sand models and higher for 
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the Wang model, which is consistent with the larger damping values in the Wang model 

and the comparable damping levels from the UBCHyst and PM4Sand models in Figures 

6-6(b) and 6-7(b). These observations are consistent with the results in Figures 6-3, 6-4, 

and 6-5. For example, in the downstream slope area, even though the deviatoric 

mechanisms are presumed to be more important, there is also an expected contribution 

from volumetric mechanisms. Hence, because the PM4Sand model has a higher 

contribution from volumetric mechanisms, it tends to produce higher displacements. This 

is especially the case for low displacement thresholds in the displacement hazard curves, 

as the displacement thresholds are increased from moderate to large displacements, the 

PM4Sand model tends to provide higher damping values compared to the UBCHyst 

models, which compensates the effects of the contribution from volumetric mechanisms, 

and the displacements, given a hazard level, from the UBCHyst and PM4Sand models are 

more comparable. In the case of the Wang model, because the contributions from 

volumetric mechanisms are lower and the damping is larger, the displacements are lower 

compared to the other two models. 

To understand the behavior of these models at the crest area, where the confinement is 

much lower, an additional set of element level analyses at a confinement of 10kPa were 

carried out. Figure 6-10 and 6-11 show the behavior of these models at a confinement of 

10 kPa. From Figure 6-11(b), it can be seen that, for a lower confinement the PM4Sand 

model shows a contractive behavior for lower strains and a dilative behavior for higher 

strains. This explains the trend seen in Figure 6-2, for low displacement thresholds where 

the strain imposed is lower, the vertical displacement hazard curve from PM4Sand is higher 

because of the contractive behavior and for high displacement thresholds where the strain 
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imposed is higher, the displacements from PM4Sand for a given a hazard level are lower 

than that from UBCHyst because of the dilative behavior.     

 

 

Figure 6-6 Modulus reduction and damping curves for Layer 3. 

 

(a) 

(b) 
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Figure 6-7 Modulus reduction and damping curves for Layer 5. 

 

Figure 6-8 Results from cyclic direct simple shear test for Layer 3. 

(a) 

(b) 

(a) 

(b) 
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Figure 6-9 Results from cyclic direct simple shear test for Layer 5. 

 
Figure 6-10 Modulus reduction and damping curves for a confinement of 10 kPa. 

(a) 

(b) 

(a) 

(b) 
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Figure 6-11 Results from cyclic direct simple shear test for a confinement of 10 kPa. 

 

6.3 Comparison with analytical procedures 

Figure 6-12 shows the comparison of displacement hazard curves obtained from analytical 

methods and nonlinear dynamic analyses. The results from analytical methods for a 𝐾𝑦 

value of 0.12 are used for the comparison. Given a hazard level, the displacements 

estimated from analytical methods are lower compared to those from numerical analyses. 

The comparison of displacements for two representative returns periods are presented in 

Table 4. For example, for a return period (𝑇𝑅) of 475 years, the range of displacements 

from analytical procedures are 0 to 1.5 cm (PSDA) while the displacements from NDA 

ranges from 5 cm (UBCHyst) to 24 cm (PM4Sand) and for a 𝑇𝑅  of 2475 years, the 

displacements from analytical procedures ranges from 0 cm to 8.2 cm (PSDA) whereas the 

displacement from NDA varies from 12 cm (Wang 2D) to 44 cm (PM4Sand). The lower 

(a) 

(b) 
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displacements obtained from analytical procedures corresponds to the following: 1) The 

analytical procedures used in this study are formulated to only capture the deviatoric 

mechanisms associated with shear-induced deformations, and they do not capture 

volumetric mechanism. On the other hand, the displacements estimated using numerical 

models capture both the volumetric and deviatoric mechanisms. 2) The displacements 

calculated using advanced numerical analyses incorporate better the physics involved in 

the estimation of seismically-induced displacements; whereas, the analytical models 

include several simplifications to allow efficient computation using a large number of 

ground motions. For example, the stick slip model is based on a generalized single degree 

of freedom model and the transfer function model, is based on transfer functions.   

 

Table 4 Comparison of displacements for a selected return period. 

Return 

period 

Analytical methods Numerical Analysis 

PSDA Stick-slip 
Transfer 

Function 
UBCHyst PM4Sand Wang 2D 

475 years 1.5 cm 0 0 5 cm 24 cm 7 cm 

2475 years 8.2 cm 1.6 cm 0 18 cm 44 cm 12 cm 
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Figure 6-12 Comparison of displacement hazard curves from analytical methods 

and nonlinear dynamic analyses. 

 

𝑇𝑅=475 years 
 

𝑇𝑅=2475 years 
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CHAPTER 7. SUMMARY OF FINDINGS AND CONCLUSIONS 

The current state of practice in the seismic performance assessment of rockfill dams is 

dominated by pseudoprobabilistic procedures, at least in initial design stages, in which the 

estimation of engineering demand parameters of interest for a dam system (e.g., the amount 

of seismically-induced displacements) is separated from the estimation of the ground 

motion hazard. In contrast, in a performance-based framework, the engineers can directly 

get the displacement associated with a selected design hazard level. Performance-based 

procedures are more robust because they consider the full hazard curve of an intensity 

measure of interest. Further, a performance-based procedure provides seismically-induced 

displacement estimates that are consistent with a design hazard level (or return period). 

Hence, they should be used in practice.  

Previous efforts have implemented analytical procedures to estimate seismically-induced 

displacements in a performance-based framework. These procedures rely on 

simplifications that can allow running a large number of ground-motions in a 

computationally efficient manner. These analytical procedures have been formulated to 

account only for the deviatoric component of the seismically-induced displacements. There 

have not been previous attempts that the author is aware of for evaluating how these 

procedures compare against advanced numerical analyses, which can better capture the 

physics involved in the generation of seismically-induced displacements. One challenge in 

using advanced numerical analyses is that they are much more computationally expensive. 

In this study, we proposed using the conditional scenario spectra (CSS) approach combined 

with advanced numerical analyses to estimate displacement hazard curves that can be used 
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as benchmarks for the evaluation of simplified and analytical procedures that provide 

estimates of seismically-induced displacements in rockfill dams. 

It is shown that using the CSS approach, the ground motion hazard at a given site can be 

recovered directly from a selected set of ground motions, using rate of occurrences 

assigned to each ground-motions. The main challenge in using the CSS approach is the 

need to perform advanced numerical analyses with a large suite of ground-motions, which 

is computationally expensive. In this study, this was feasible by parallel computation. 

These types of calculations are still challenging in engineering practice due to the large 

computational resources that are required. 

The comparisons between performance-based assessments that rely on simplified, 

analytical, and advanced numerical modeling were performed by conducting advanced 

numerical nonlinear analyses that used the CSS-based selected ground motions on a 

rockfill dam. The comparisons were performed in terms of displacement hazard curves. It 

is shown that the analytical methods underpredict the displacement for a selected hazard 

level. This is because the analytical methods are formulated only to capture deviatoric 

mechanisms, whereas the advanced numerical analyses integrate better the strain-

dependent modulus reduction, damping, and volumetric behavior of the material. 

 

Three different constitutive models were used in performing the advanced numerical 

analyses (UBCHyst, PM4Sand, Wang 2D). The constitutive models have been calibrated 

against modulus reduction and damping curves of rockfill materials obtained from the 

literature. For the constitutive models formulated for sands but applied to rockfills in this 

study, a zero generation of excess pore pressures were imposed. In addition, the model 



 78 

parameters were focused on capturing representative modulus reduction and damping 

curves of rockfill materials. The comparisons of displacements obtained from the three 

constitutive models have been performed in terms of displacement hazard curves. The 

PM4Sand model produces the highest displacement for a selected hazard level as it has the 

highest contribution from volumetric mechanisms because of the contractive behavior. 

Wang 2D models shows the lowest displacements for a selected hazard level as it exhibits 

higher damping ratios comparatively. In addition to the strain-dependent behavior, the 

complex nonlinear dynamic analyses also combine the stress-dependent behavior of the 

models. For example, the behavior of the constitutive models at the crest area, where the 

vertical confinement is lower, is different from the behavior of the models inside the fill. 

In the crest area, the vertical displacement hazard curve from PM4Sand model is below 

UBCHyst model for high displacement thresholds because of the dilative behavior 

exhibited by the model at a lower confinement. 

When considering the UBCHyst model, the displacement estimates from numerical 

analyses were about 2 to 3 times the estimates from the PSDA and stick-slip models, and 

this ratio was stable across different hazard levels.  The displacement estimates were about 

5 times higher than those from the TFM model. These ratios increased for the PM4Sand 

model and decreased for the Wang model. This is because the PM4Sand model provides a 

larger contribution to volumetric mechanisms, whereas the Wang model has a lower 

contribution to volumetric mechanisms and also shows larger damping. 

In terms of future work, we suggest considering the following. Most of the modern 

simplified methods (either based on predictive equations or analytical models) capture only 

shearing mechanisms. The author is not aware of any modern methods to capture the 
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contribution from volumetric mechanisms. The method proposed by Tokimatsu and Seed 

(1987) is still used nowadays to estimate volumetric-induced settlements and should be 

updated to include the recent advances in geotechnical earthquake engineering. Future 

work should also consider developing a robust constitutive model to capture the response 

of rockfill materials. In this study, the calibrations were focused on representing the 

modulus reduction and damping behavior, which is an accepted practice in the assessment 

of rockfill materials but other aspects in the seismic response of rockfill materials should 

be included (e.g., dilatancy). Finally, this study was focused on reproducing the hazard 

associated with 𝑆𝑎, future studies should consider reproducing not only the 𝑆𝑎 hazard but 

also the hazard associated with other intensity measures.  
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