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SUMMARY

Computing platforms increasingly incorporate heterogeneous memory hardware tech-

nologies, as a way to scale application performance, memory capacities and achieve cost

effectiveness. However, this heterogeneity, along with the greater irregularity in the behav-

ior of emerging workloads, render existing hybrid memory management approaches inef-

fective, calling for more intelligent methods. To this end, this thesis reveals new insights,

develops novel methods and contributes system-level mechanisms towards the practical

integration of machine learning into hybrid memory management, boosting application

performance and system resource efficiency. The specific contributions of this thesis are as

follows.

First, this thesis builds Kleio, a hybrid memory page scheduler with machine intelli-

gence. Kleio deploys Recurrent Neural Networks to learn memory access patterns at a

page granularity and improve upon the selection of dynamic page migrations across the

memory hardware components. Kleio cleverly focuses the machine learning on the page

subset whose timely movement will reveal most application performance improvement,

while preserving history-based lightweight management for the rest of the pages. In this

way, Kleio bridges on average 80% of the relative existing performance gap, while laying

the grounds for practical machine intelligent data management with manageable learning

overheads.

Second, this thesis contributes Cori, a system-level solution for tuning the operational

frequency of periodic page schedulers for hybrid memories. Cori synthesizes information

on data reuse to properly identify the data movement frequencies to be tested, reducing

by 5× the number of tuning trials compared to existing empirical or insight-less tuning ap-

proaches. In this way, Cori delivers application performance levels within 3% from the case

of optimally selected frequency, eliminating the 10%-100% performance gap created when

using frequencies currently adopted by related works. Such improvements are complimen-

xv



tary to the use of machine learning and further boost its effect on application performance.

Third, this thesis contributes Coeus, a page grouping mechanism for hybrid memory

page schedulers with machine intelligence, such as Kleio. Coeus leverages the data reuse

insights revealed by Cori to fine-tune the granularity at which patterns are interpreted by the

page scheduler, increasing the pattern similarity across pages. Then, Coeus groups together

the pages that share the same access behavior, enabling the training of a single Recurrent

Neural Network per page cluster. As a result, Coeus reduces by almost 3× the associated

learning overheads compared to Kleio. In addition, Coeus achieves 3× higher application

performance, by the combined effects of applying machine learning to more pages and by

performing management operations at a fine-tuned granularity.

Finally, this thesis contributes Cronus, an image-based page selector for hybrid mem-

ory page schedulers with machine intelligence, such as Kleio. Cronus uses visualization

to accelerate the process of selecting which page patterns should be managed with ma-

chine learning. The visualization reveals spatial and temporal correlations across pages,

that Kleio cannot capture during its page selection process. Instead, Kleio uses elaborate

performance estimation models that come with non trivial operational overheads. Cronus

builds a lightweight visualization pipeline that detects page access patterns for machine

learning-based management. The quality of the selected pages is comparable to Kleio’s

and delivers similar levels of application performance, in return for 75× reduction in the

selection time. Cronus lays the foundations for future use of visualization and computer

vision methods in memory management, such as image-based memory access pattern clas-

sification, recognition and prediction.
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CHAPTER 1

INTRODUCTION

Heterogeneous hardware emerged to address the slowdown of Moore’s Law and the expo-

nentially growing demand for compute and storage resources by popular big data analytics,

applications of artificial intelligence and scientific simulations. Regarding the memory

substrate, non volatile memory technologies of massive capacity capabilities emerged to

enable fast data retrieval and storage for data-intensive workloads, in response to the scal-

ing limitations and skyrocketing cost of the Dynamic Random Access Memory (DRAM).

For instance, Intel’s Optane DC persistent memory [1] provides terabytes of memory at

1/3 of DRAM’s cost [2]. Intel offsets the at least 3× slower access speeds of persistent

memory [3] by packaging together gigabytes of DRAM, which account for as little as 6%

of the platform overall memory capacity, thus creating a hybrid memory environment.

The efficient resource management of hybrid memory, via proper data tiering, allows

for the desired performance levels of the aforementioned classes of applications. To achieve

this, well established approaches in hybrid memory management build the necessary mech-

anisms to maximize the utility of the fastest available memory component via correspond-

ing dynamic movement of frequently accessed data. The task to identify which data is

most appropriate to move and at what times, is particularly challenging, depending on the

available data access information and performance estimates. Current solutions span the

software stack from algorithm- [4, 5], profiling- [6, 7], library- [8], runtime- [9, 10, 11] to

operating system-level [12, 13, 14, 15, 8, 16] solutions. Custom APIs [9, 6, 17, 8] and spe-

cialized hardware [13, 12, 18, 19, 15, 20] are frequently proposed as part of the solutions

across the software stack, to collect the necessary data access information and deliver the

desired performance levels.

However, the ever increasing complexity of emerging workloads and of the system pa-
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rameter configuration space, breaks the effectiveness of current system-level and application-

agnostic solutions. More specifically, the use of current heuristics, that are fine-tuned for

conventional workloads, is not effective for analytics with more intricate or random ac-

cesses. In addition, the effectiveness of heavily used empirical configurations is vulnerable

to such emerging workloads, due to the impermissible overheads of fine-tuning all possible

combinations of parameters and scenarios. Therefore, existing approaches are not robust

across classes of emerging workloads and configurations of the heterogeneous hardware.

This results in substantial loss in performance and resource efficiency of the heterogeneous

memory hardware.

The increased complexity and resulting performance gap call for more intelligent and

insight-based solutions compared to existing human-derived heuristics and settings. Yet,

system-level solutions need to be lightweight so as to be commercially adopted and to

maximize performance with minimal software-level overheads. Although the effectiveness

of machine intelligence, that is machine learning methods, in addressing complexity is very

appealing for the purpose of hybrid memory management, its system-level adoption needs

to be sophisticated, due to the non-trivial learning overheads that are associated with the

massive memory footprints of modern data analytics. This raises a number of questions:

How to practically integrate machine learning in the system-level resource management?

At which part of the memory management software stack? Which machine learning method

to use and what exactly to predict? How to amortize the training costs given the massive

application data sizes? Is machine learning sufficient to maximize application performance

and system resource efficiency? We next discuss, in more detail, the need for machine

intelligence and the challenges introduced by its system-level integration.

1.1 Statement of Problem

Emerging complex application classes break the effectiveness of conventional hybrid

memory management approaches. The growing adoption of machine learning methods

2



across application domains creates a new class of workloads that require adequate system-

level support [21, 22, 23, 24, 25, 26]. Similarly, scientific simulations now capture even

more complex phenomena and relations [27]. These applications and methods have vastly

more intricate execution phases and access patterns, than traditional analytics. Yet, hybrid

memory management approaches have not evolved to address this newfound complexity in

data access behaviors, and continue using heuristics and approaches that are only proven to

work well across classes of conventional workloads.

In more detail, the use of access history information to predict future access behaviors

has been effective for traditional classes of workloads with sequential, strided and regular

access patterns. However, it generates vastly inaccurate predictions when reacting to sud-

den changes in execution phases or to completely irregular behavior, which is predominant

in emerging workloads. This results in an inefficient selection of data to be moved across

the memory components, due to mispredictions of upcoming patterns. In consequence,

application performance degrades due to the suboptimal data tiering, as well as the waste-

ful resource utilization that delivers such data migrations. The created performance gap is

substantial and requires novel access pattern prediction mechanisms enriched with machine

intelligence to realize the full potential of the heterogeneous hardware.

The increased complexity in the parameter configuration space hinders the fine-tuning

of critical operational parameters. The large configuration space of heterogeneous hard-

ware, the intricate resource requirements of emerging workloads and the explosion of

solution-level parameters, vastly complicate the configuration space. This leads to the

empirical setting of certain knobs, in an effort to minimize the associated tuning over-

heads. For instance, the frequency of data movements over hybrid memory has always

been empirically set at certain fixed values, that surprisingly varies substantially across

related works [12, 14, 28, 13, 15]. In consequence, such settings are not robust to new

workloads classes or scenarios that were not included in their experimental evaluation.
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However, the importance of this parameter is enormous since its operation is on the critical

path of hybrid memory management, where a misconfigured value can lead to tremendous

aggregate movement overheads. An insight-based tuning of this important parameter that

enables minimal tuning effort, will be more effective and practical than current insight-less

settings, and can deliver the full benefits from the heterogeneous hardware.

Performance improvements are currently feasible either with very specialized solu-

tions or in return for significant operational overheads. To address the new require-

ments and behaviors of emerging workloads, researchers develop solutions with more in-

tricate performance models [10, 29] and heavy profiling [6] that increase the management

decision overhead, rely on new hardware support [13, 12, 29, 19], or resort in application-

guided [6, 8] or runtime-specific [9, 10, 11] solutions. Yet, commercial system-level sup-

port for emerging hardware chooses practicality over robustness and effectiveness across

applications. System-level solutions need to be lightweight and responsive to adhere to

decision time guarantees and to seamlessly cooperate with other system-level components.

For instance, to offer support for new technologies such as Intel Optane DC PMEM [1],

Linux simply extended its well established and lightweight autonuma component, that

was built for Non Uniform Memory Access (NUMA) platforms, to enable identification

and migration of hot and cold pages across DRAM and persistent memory [30].

Therefore, it is essential to preserve the practicality guarantee, while delivering more

intelligent hybrid memory management to boost application performance and system re-

source efficiency. Although machine learning can alleviate the human effort in this complex

management space, its insight-less adoption in the decision pipeline comes with unaccept-

able learning overheads. This is inherent to the enormous problem size of system-level

hybrid memory management, due to the massive memory footprints of emerging work-

loads executing over hybrid memory. Therefore, the use of machine learning needs to

be judicious and sophisticated, minimizing not only the training and learning but also the
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operational overheads of its system-level integration.

1.2 Thesis Statement

To realize practical resource management methods that use machine intelligence to max-

imize the performance benefits from and efficiency of emerging heterogeneous memory

hardware, new solutions are needed that extend existing lightweight system-level tech-

niques, and augment them with machine learning via new mechanisms for extracting in-

sights about applications’ memory access behaviors.

1.3 Contributions

In support of this statement, this thesis makes the following contributions.

Foundations for practical machine learning-based hybrid memory management. To

address the inefficiency of existing approaches to accurately predict the complex access be-

havior of emerging workloads, this thesis introduces machine intelligence into the hybrid

memory management. It proposes Kleio, a hybrid memory page scheduler with machine

intelligence [31]. Kleio deploys Recurrent Neural Networks (RNNs) to learn memory ac-

cess patterns, that existing history-based solutions fail to accurately predict. Kleio does so

at the granularity of individual pages, to learn the pattern of their access frequency across

periods of time. The novelty in the design of Kleio comes from the selection of a small

page subset, whose machine intelligent management reveals most of the application per-

formance improvement, while using existing history-based management for majority of the

pages. The resulting hybrid management approach lays the ground for the practical inte-

gration of machine intelligence in the management of complex systems with heterogeneous

memories. Kleio’s impact is extremely promising, since it bridges on average 80% and up

to 95% of the existing performance gap.

Fine-tuning critical hybrid memory management operations with data reuse insights.
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To address the inefficiency and inconsistency of empirically configured data movement

frequencies proposed across related works and for different classes of application, this the-

sis builds a tuning solution based on insights that can be captured at the system level. In

more detail, it proposes Cori, a system-level solution for tuning the operational frequency

of periodic page schedulers for hybrid memories [32]. The novelty of Cori comes from

observations on data reuse times and their alignment with the data movement frequency.

Cori synthesizes information on data reuse to properly identify the data movement fre-

quencies to be tested, reducing by 5× the number of tuning trials compared to existing

empirical or insight-less tuning approaches, and realizing almost maximum possible ap-

plication performance levels, within only a trivial margin of 3% on average from the case

of optimally selected frequency. Thus, Cori enables the proper fine-tuning that enables

maximum performance improvements that are suppplementary to the ones deriving from

machine intelligent management. Importantly, Cori is effective across application classes,

platform characteristics, and system-level memory management policies.

Scaling machine learning-based hybrid memory management with pattern cluster-

ing. To address the significant training overheads when introducing machine learning into

hybrid memory management, due to the huge memory footprints of target workloads, this

thesis builds a clustering mechanism to further reduce the associated learning overheads.

More specificaly, it builds Coeus, a page grouping mechanism that enables machine intel-

ligent page schedulers to train, in parallel, different models per large page clusters. We

identify that the resource and time requirements for training machine learning models vary

up to 9× across workload classes and input sizes. To reduce these requirements, Coeus

leverages the data reuse insights revealed by Cori to fine-tune the granularity at which pat-

terns are interpreted by the page scheduler, increasing the pattern similarity across pages.

Then, Coeus groups together the pages that share the same access behavior, enabling the

training of a single Recurrent Neural Network per page cluster. As a result, Coeus reduces
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by almost 3× the associated learning overheads compared to Kleio. In addition, Coeus

achieves 3× higher application performance, by the combined effects of applying machine

learning to more pages and by performing management operations at a fine-tuned granu-

larity.

Reducing the operational overheads of machine learning-based hybrid memory man-

agement with pattern visualization. To address the non trivial operational overheads

when selecting the pages whose machine learning-based management would benefit ap-

plication performance, this thesis proposes a lightweight approach based on analysis of

visualized representations of memory access traces. To this end, this thesis contributes

Cronus, an image-based page selector for hybrid memory page schedulers with machine

intelligence, such as Kleio. Cronus uses visualization to accelerate the process of selecting

which page patterns should be managed with machine learning. The visualization reveals

spatial and temporal correlations across pages, that Kleio fails to capture since it focuses the

analysis on a per-page basis. Instead, Kleio uses elaborate performance estimate models

that come with non trivial operational overheads. Cronus builds a lightweight visualiza-

tion pipeline that detects page access patterns for machine learning-based management.

The quality of the selected pages is comparable to Kleio’s and delivers similar levels of

application performance, in return for 75× reduction in the selection time. Cronus lays

the foundations for future use of visualization and computer vision methods in memory

management, such as image-based memory access pattern classification, recognition and

prediction.

1.4 Organization

The remainder of this thesis document is organized as follows. Chapter 2 includes a back-

ground description of established methods and current challenges in hybrid memory man-

agement. In addition, the chapter highlights the gap in application performance left by
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existing management solutions, that this thesis identifies and which motivates the thesis

contributions.

Chapter 3 describes the experimental methodology that majority of the thesis follows.

The thesis contributes a lightweight hybrid memory simulation and performance estimation

model that is validated over a native hardware platform.

Chapter 4 describes which machine learning method to use and at which part of the

hybrid memory management stack to be integrated. The chapter presents and evaluates

Kleio, a system-level machine learning-based solution to manage hybrid memory.

Chapter 5 analyzes the effects on performance when managing hybrid memory at fre-

quencies higher and lower than the application data reuse times. Then, the chapter describes

how to incorporate the revealed insights into a system-level frequency tuning solution, Cori,

that maximizes application performance.

Chapter 6 explores and identifies the limited practically and effectiveness of using well-

established data clustering methods to reduce the learning overheads of machine intelligent

hybrid memory managers. Instead, it leverages the data reuse insights revealed earlier in

the thesis and presents Coeus, a lightweight page grouping mechanism to identify page

patterns for machine learning.

Chapter 7 leverages visualization to better understand the correlations across pages

whose machine learning-based management benefits performance. The chapter describes

how to integrate visualization and computer vision techniques to identify pages for machine

learning, presents and evaluates the proposed solution Cronus.

Chapter 8 provides a brief survey of related work, and Chapter 9 summarizes the con-

tributions and lessons learned in this thesis. The thesis concludes with some thoughts on

future directions, with respect to the practical use of machine learning and the integration

of computer vision techniques in system-level resource management.
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CHAPTER 2

MOTIVATION

This chapter provides background information on emerging heterogeneous hardware tech-

nologies, their commercial availability and deployment in datacenter and exascale comput-

ing environments. In addition, it highlights the increased complexity in the configuration

of the hybrid memory in current systems and the data access behaviors of emerging work-

loads. Finally, this chapter includes experimental results that motivate the need for more

intelligent hybrid memory management solutions, due to the significant gap in application

performance left by existing system approaches and configurations.

2.1 Background

2.1.1 Emerging Hybrid Memory Platforms

In the current post-Moore era of computing, the traditional model of homogeneous DRAM-

only memory systems is replaced with heterogeneous hardware to massively scale the main

memory capacity under permissible system cost. Figure 2.1 summarizes the recent trends in

hybrid memory configurations that include emerging hardware technologies and resource

disaggregation techniques. New hardware technologies introduce different trade-offs of

cost, speed, capacity and capabilities such as programmability and data persistence. For

instance, the Non Volatile Memory (NVM) hardware released by Intel, that is the Optane

DC Persistent Memory (PMEM) [1] provides terabytes of persistent data storage, at around

3× times cheaper [2] than DRAM, in return for at least 3× slower access speed [3, 33].

Yet, with appropriate data management, the 375 gigabytes of available DRAM, packaged

together with 6 terabytes of PMEM, are sufficient to deliver DRAM-like levels of appli-

cation performance [3]. Similarly, High Bandwidth Memory (HBM) deliver 5× - 10×
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Figure 2.1: Heterogeneous memory hardware and memory disaggregation provide massive
memory capacities in return for bigger disparity in the access speeds and configuration of
the memory substrate, compared to traditional homogeneous systems.

more bandwidth compared to DRAM technologies [34]. It is widely used in the TOP500

Supercomputers at capacity of tens of gigabytes per node, either standalone [35] or to-

gether with DRAM [36]. Finally, well established techniques of resource disaggregation

[37, 38], now aggregate both volatile and non volatile node-local memory resources into

a massive shared pool of remotely accessible hybrid memory, and deliver high-speed data

transfers with novel interconnection fabrics and standards like Gen-Z[39] and Compute

Express Link (CXL)[40]. With these different hardware technologies we transition into the

exascale era of compute with platforms that exhibit extreme heterogeneity, since they can

include deep and wide hierarchies of hybrid memory and storage components, accelerator-

near memories, new interconnection fabrics and resource disaggregation. Managing intel-

ligently such complex computing platforms is most challenging and necessary than ever

before across high performance computing [41, 42] and datacenter environments [43, 44,

45].

2.1.2 Hybrid Memory Organization

The increased number of distinct memory technologies in the main memory substrate adds

new dimensions in the complexity of their configuration. Each hybrid memory unit may ex-

hibit different properties in terms of speed, capacity, programmability or other parameters,

complicating the decision regarding their optimal configuration. In addition, the available
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Figure 2.2: The cache organization of hybrid memory enables hardware-managed data
prefetching techniques from PMEM to DRAM. The flat organization of hybrid memory
allows for software-based control of the data tiering across DRAM and PMEM.

memory components can be organized in two primary ways or in a combination thereof.

As depicted in Figure 2.2, for the example case of two memory tiers, there is the vertical

and horizontal hybrid memory organization. In the vertical (otherwise cache) organization,

one memory unit acts as a cache for the other and is managed by the hardware. In the hor-

izontal (otherwise flat) organization, all memories ‘lay flat’ and are managed by software

– the operating system or applications themselves. For instance, these correspond to the

Memory and App-direct modes in Intel’s Optane DC PMEM platform [1]. Each organiza-

tional mode introduces different trade-offs with respect to system resource efficiency and

application performance. For instance, recent work has shown that the cache organization

improves performance of graph applications [46]. In contrast, the flat organization allows

for lower energy cost and higher bandwidth use [47, 33], and a number of hardware and

software techniques have recently been proposed to further improve the associated man-

agement overheads [13, 12, 18, 19, 15]. This thesis is primarily focused on this ‘flat mode’

configuration of heterogeneous memories, that is explicitly managed by the systems soft-

ware.

2.1.3 Emerging Complex Workloads

New classes of popular workloads include machine learning methods with complex matrix

operations, massive graphs of random connectivity and scientific simulations that capture

irregular behaviors and phenomena. Figure 2.3 captures examples of such access patterns
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Figure 2.3: Memory access patterns of emerging workloads with increasing complexity in
data access behavior. From sequential strides (backprop), triangular traversals (lud),
sparse tensors (cpd) to iterations of random accesses (pennant).

in increasing order of complexity. New or extended benchmark suites [21, 22, 23, 24, 27,

48] introduce such emerging workloads and together with well established suites [25, 26,

49, 50] drastically augment the application classes that require robust support for high per-

formance over heterogeneous hardware in particular. In particular, aritificial intelligence is

deployed in so many domains and use cases, that new systems are being design to specifi-

cally optimize such workloads and pipelines [51, 52].

Emerging workloads add complexity to the hybrid memory management because it is

harder to predict the randomness, frequent phase changes and other irregularities in their

access behaviors, compared to conventional workloads. The effectiveness of hybrid mem-

ory tiering relies on accurately forseeing the upcoming trends in access patterns, so as to

timely migrate future frequently accessed data in the fastest memory unit. This is partic-

ularly challenging given the use of past access history, that is readily available, since it is

not always sufficient to predict new patterns or old trends outside the retained information.

This results in a selection of data movements that do not optimize the data tiering, reduce

the utility of the fastest memory and waste resources with non useful migrations. This

translates in degradation of performance and efficiency. Therefore, such emerging classes

of applications require hybrid memory management approaches with more predictive ca-

pabilities and fine-grained access pattern predictions.
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2.2 Performance Gap

The previous section describes all the factors that increase the complexity of hybrid mem-

ory management, from the hardware configurations all the way to emerging application

domains. In this section, we summarize current solutions used in commercial systems and

capture the extent to which they are effective. We reveal a significant gap in performance

that can be bridged via more intelligent and insightful management decisions.

Overview of System-level Hybrid Memory Management. Well established operating

system-level approaches for hybrid memory management, include a page scheduler com-

ponent, that periodically monitors page access behavior and selects pages to migrate across

the memory units. The selection of which pages to move is based upon a certain page

scheduling policy, that aims to dynamically adjust the page placement across hybrid mem-

ory adapting to changes in the application’s memory access patterns, to boost application

performance and system resource efficiency.

Current state-of-the-art solutions leverage existing NUMA-based page migration sup-

port [12, 14, 15, 20, 28], or appropriately extend NUMA-based data balancing policies [16,

53]. The policies proposed vary depending on the available page access information and

custom thresholds and heuristics that they use. The common factor is to move frequently

accessed (hot) pages to faster memory technologies replacing cold ones, to accelerate the

run time a workload spends in accessing memory. A policy is effective when it uses robust

models to predict how hot or cold pages will be in the future, given a window of observed

past access history. The frequency at which pages are monitored and moved is most com-

monly determined empirically, such that it offsets the time and resource cost of moving

pages with the performance benefit from the improved page placement.

13



2.2.1 Hybrid Memory Management Policy

To motivate the need for improved hybrid memory management policies, we capture the

gap in performance left by current history-based page scheduling policies, since the use of

purely historical information is not robust towards sudden changes or randomness in page

access patterns. We therefore assume an oracle page scheduler, that has a-priori knowledge

of the workload’s memory accesses, thus will always make an accurate page hotness pre-

diction. Figure 2.4 shows the reduction in speedup of a history page scheduler, compared to

an oracle one as a baseline, across a variety of hybrid memory capacity ratio configurations.

We observe up to 50% performance degradation, compared to oracle page schedulers, for

configurations that correspond to recent platforms, such as Intel’s Optane with 1/16 PMEM

to DRAM. This performance gap is due to the limited capabilities of accurately predicting

future behaviors with purely historical information, that translates to a poor selection of

page migrations by the page scheduler, wastes resources, reduces the efficiency of data

tiering and ultimately hurts application performance. More detailed analysis follows in

Section 4.2. Therefore, there is an opportunity to bridge this performance gap by building

more robust prediction models that will forecast page access hotness with higher accuracy,

resulting in page migrations that benefit performance.

Figure 2.4: Performance gap due to sub-optimal data movement selection as a result of
history-based access pattern predictions.
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2.2.2 Hybrid Memory Management Frequency

Another factor that reveals a missed opportunity in the performance benefits from hybrid

memory corresponds to current approaches in selecting the frequency at which page sched-

ulers operate. The growing size of the configuration space of heterogeneous hardware and

the substantial overheads of properly setting each parameter, leads to empirical tuning of

the operational frequency of periodic hybrid memory management solutions. Suprisingly,

the values selected by related works, as summarized in Table 2.1, vary within orders of

magnitude, hinting towards potential ineffectiveness of these values for application classes

and configurations not included in their tuning process.

To establish the effect on performance, we compare workload runtime when the page

scheduler is configured with the proposed values versus when operating at the ‘best’ fre-

quency that maximizes performance, as determined after extensive experimentation. To

distinguish the effect that the page scheduling policy has on performance, we assume two

policies similar to the ones described in the previous section. A reactive page scheduler

operates similarly to a history one, and a predictive scheduler to the previously described

oracle, as we further explain in Section 3.3.

Figure 2.5 reveals 10% - 80% performance degradation compared to the performance

achievable with a best-case frequency, on average, across application domains and page

scheduling policies. In Section 5.2 we also depict the effect on resource efficiency via the

corresponding amount of data moved. Overall, we observe that no single proposed value

works best across all applications and page schedulers. Therefore, there is an opportunity to

close this performance gap with an insight-based tuning approach, rather than insight-less

empirical procedures.

15



Table 2.1: Operational frequency of existing data tiering solutions.

Solution Period Duration
Thermostat [12] 10 sec

Nimble [14] 5 sec
Ingens [28] 2 sec
HMA [13] 1 sec

Hetero-OS [15] 0.1 sec

Figure 2.5: Performance gap due to sub-optimal data movement frequency selection as a
result of empirical tuning of predictive and reactive (history-based) page schedulers.

2.3 Chapter Summary

This chapter summarized the latest hardware technologies, system-level solutions and chal-

lenges in hybrid memory management. In particular, this thesis identifies a significant gap

in application performance left by current solutions that have limited capabilities to predict

memory access behaviors and neglect to fine-tune critical operational parameters. The re-

mainder of this thesis shows how to close this performance gap by building lightweight,

practical and effective system components.
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CHAPTER 3

HYBRID MEMORY SIMULATION AND PERFORMANCE MODELING

This chapter summarizes the experimental methodology followed throughout the thesis.

To allow for lightweight exploration of the effect of applying machine learning in system-

level hybrid memory management, this thesis contributes an open-source simulation envi-

ronment 1. In addition, we provide a public dataset 2 that includes memory access traces

of benchmarks across application domains. Next, we describe in detail the simulation in-

frastructure and provide evidence on its performance estimate validation against workload

execution over a native hardware hybrid memory platform.

3.1 Memory Access Trace Collection

Table 3.1 summarizes the applications that we selected for experimental evaluation from

the Rodinia [26], Coral-2 [27] and ParTI! [23] benchmark suites. The selected benchmarks

and mini-apps cover a wide range of application domains and memory access patterns. We

use Intel’s Pin [54] dynamic binary instrumentation tool to capture the memory address of

the last level cache misses out of a simulated three level data cache hierarchy. In order to

allow for reasonable trace sizes and analysis times we simulate a cache hierarchy of smaller

but proportional capacity ratio to a native hybrid memory platform with Intel Optane DC

Persistent Memory Modules (PMEM) [1], which contains 375 GB of DRAM and 6 TB of

persistent memory. Then we fix the application data inputs such that we observe similar

last level cache miss rate to application execution in the native hardware platform.

1https://github.com/GTkernel/cori-sim.git
2https://github.com/GTkernel/cori-sim/tree/master/traces
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Table 3.1: Application kernels used in experiments.

Application Kernel Suite Domain
Back Propagation backprop Rodinia Machine Learning

Kmeans kmeans Rodinia Machine Learning
HotSpot hotspot Rodinia Physics Simulation

LU Decomposition lud Rodinia Linear Algebra
Breadth-First bfs Rodinia Graph Algorithms

B+Tree bptree Rodinia Databases
Pennant pennant Coral-2 Hydrodynamics

Quicksilver quicksilver Coral-2 Monte-Carlo
CP Decomposition cpd ParTI! Sparse Tensors

3.2 Hybrid Memory System Simulation

We develop a Python-based simulation environment that allows fast trace-based analysis

similar to [13]. In particular, we assume a flat organization of fast (e.g., DRAM) and slow

(e.g., PMEM) memory, similar to the App Direct mode configuration of the Intel Optane

platform. Following the observed PMEM access speeds [3] we set a 1:3 latency and 1:0.37

bandwidth ratio between the fast and slow memory. We assume that the overall capacity of

the memory system is equal to an application’s memory footprint, split into 20% DRAM

and 80% PMEM across all experiments. Since we are not using cycle-accurate simulation,

we assume that a period is the time duration when a fixed number of memory requests are

issued, e.g., 1,000 requests per period. To estimate the runtime we aggregate the access

latency of the memory requests for their coresponding memory allocation across periods.

In addition, we account for any limited bandwidth availability, by injecting appropriate

delays given the number of memory requests serviced over a window of time. Finally,

we add constant delays for every page migration and start of a period to account for the

overhead of the page scheduler itself, using the proposed values in [13, 18].
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3.3 Page Scheduling Policies

We extend the Python-based simulation with a page scheduler that periodically aggregates

per page access counts from the collected access trace and migrates pages between fast

and slow memory. The initial page allocation is done in an interleaved manner across

memories, which is typical for NUMA systems. Every period the page scheduler identifies

the pages that are frequently accessed (hot) and moves to fast memory any hot pages that

reside in slow memory, replacing any Least Recently Used (LRU) pages. The number of

page migrations per period is capped by the available fast memory capacity, since hot and

LRU pages are swapped across hybrid memory. These page swaps happen asynchronously,

assuming DMA support, and sequentially in order of (hot, LRU) page pairs.

We refer to this type of page scheduler, that makes a selection of page migrations using

access history, as a history / reactive page scheduler, since it ‘reacts’ to the changes in

the memory access pattern, as also done in [12, 14, 28, 13, 20, 15]. We also simulate an

oracle / predictive page scheduler, that predicts memory access patterns, by having a-priori

knowledge of the access pattern, described as the oracular baseline in [13]. The reactive

page scheduler is configured to act upon a single period of past access history, and similarly

the predictive page scheduler to make an access pattern prediction for the upcoming period.

3.4 Native Hardware Validation

We validate the accuracy of the application performance estimate that the aforementioned

trace-based simulation generates, against workload execution over a native hybrid memory

hardware platform. Next we summarize the internal functionality of the validation system

and the experimental evidence is provided in the evaluation part of Chapter 5.

We have access to a server with Intel Optane DC Persistent Memory Modules (PMEM),

which we configure in App Direct mode. The machine contains 375 GB of DRAM and 6
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TB of PMEM. More specifically, we make use of a page migration module3 built for Linux

kernel version 5.4 that attaches to a target process and periodically selects 4 KB pages to

move between DRAM and PMEM. Every period, the module identifies page accesses using

the available OS-level information, as also done in [20, 15]. In more detail, the module de-

termines which pages were accessed by scanning the target’s page table entries and record-

ing whether or not each accessed bit was set during that period. All accessed bits are then

cleared so that they can be tested again during the next scan. To estimate the page hotness,

the module calculates the exponential moving average (with a certain smoothing factor) of

the page’s accessed bit history and compare it with a hotness threshold that classifies a page

as hot or cold, as also done in [28]. Then, utilizing the move pages() function from the

kernel’s NUMA-based migration API, it asynchronously moves hot pages to DRAM and

cold pages to PMEM. The kernel module dynamically adjusts the page migration cutoff, di-

viding the process memory footprint across DRAM and PMEM at a certain capacity ratio,

that is 20% DRAM and 80% PMEM.

3.5 Chapter Summary

This chapter described the software and methodology that this thesis develops to design

and evaluate its system-level contributions. The thesis builds a lightweight simulation en-

vironment that configures hybrid memory platform characteristics, captures system-level

policies for data management and produces application runtime estimations. The accuracy

of these estimates is validated against workload execution over a native hardware hybrid

memory platform.

3https://github.com/GTkernel/x86-Linux-Page-Scheduler.git
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CHAPTER 4

FOUNDATIONS FOR PRACTICAL MACHINE LEARNING-BASED

MANAGEMENT

The previous chapters describe how existing hybrid memory management systems fail to

maximize application performance and system resource efficiency, creating a significant

gap in the attainable performance. This is due to the limited effectiveness of current ap-

proaches against the increased complexity of emerging workloads and platform configura-

tions. To this end, this chapter introduces a Machine Learning (ML)-based hybrid memory

management system, Kleio1 [31], that improves performance via robust memory access

pattern predictions. More importantly, this chapter proposes design foundations that lay

the grounds toward the practical integration of machine learning inside system-level re-

source management. The chapter focuses on exploring which machine learning method is

most practical to use, at what part of the hybrid memory management software stack and

how to enable high prediction accuracy in return for permissible training overheads, due to

the massive data sizes of modern applications.

4.1 Overview

As we observed in Chapter 2, purely history-based page scheduling methods are limited in

the performance opportunities they can provide to applications running on hybrid memory

systems. Instead, they must be augmented with more intelligent, predictive methods.

Why a solution with Machine Intelligence (MI)?

As we will further show in Section 4.2, the immediately observed memory access behavior

is insufficient in capturing the necessary information that predicts future behavior for mak-

1The name is inspired by ancient Greek mythology, where Kleio is the muse of history, daughter of
Mnemosyne, goddess of memory.
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ing clever placement decisions. Yet, a larger window of accesses should allow the ability

to capture the historic information (long term access), and also leverage the recent accesses

(short term access) for effective page placement. However, understanding how to couple

information from a window of past access history is not a trivial modeling process. For

this reason we explore the use of advanced machine learning models, that provide ready-

to-use mechanisms to handle temporal data capturing both short and long term page access

patterns. Such techniques are reinforcement learning and deep neural networks (recurrent

neural / long short term memory networks), which are currently widely explored to solve

various systems problems, as we summarize in Chapter 8.

Overview of Contributions

The primary goal is to use machine intelligence to build a hybrid memory page scheduler

that can bridge the performance gap between the current state-of-the-art history-based and

an oracular page scheduler. We build a new page scheduler – Kleio – and we answer im-

portant questions concerning how to achieve an effective solution (i.e., one that maximizes

the extent to which the performance gap is bridged), and a practical solution (i.e., one that

can be realized while expending only a controlled or limited amount of resources on the

typically compute-intensive machine intelligence processing tasks).

The specific contributions are the following:

• Gap in current solutions: We show the significant room for application performance

improvement that is feasible in hybrid memory systems via clever data placement.

This is due to the fact that predominantly used solutions, which look at recent mem-

ory access activity, are not computationally robust so as to capture complex page

access patterns (Section 4.2).

• MI-based page scheduling: We identify Recurrent Neural Networks (RNNs) as an

effective and practical technique for the page scheduling problem (Section 4.3). We
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show that RNN training on a per application page granularity is highly accurate and

leads to significant performance improvements even when applied to a subset of

pages. While not exhaustively exploring all possible Deep Neural Network (DNN)

algorithms, we present insights on the important trade-offs that must be considered

when selecting an MI approach: its computational and space complexity and its ap-

plicability for the feature set which describes the page scheduling problem (Sec-

tion 4.4).

• Kleio: We design Kleio, a practical, hybrid MI-based page scheduler. Kleio is hy-

brid because it combines existing history-based page scheduling, when such more

lightweight methods are effective, with RNN-based machine intelligence, when history-

based methods fail. Kleio is practical because it incorporates a new method for iden-

tifying pages where MI-based scheduling leads to most significant performance boost

and prioritizing the use of system resources for these pages (Section 4.5).

• Performance improvements: Using a range of workloads from popular suites, we

show that Kleio can bridge on average 80% of the performance gap, that exists be-

tween the history-based page scheduling and oracular knowledge of the access pat-

tern of a small set of cleverly selected application pages (Section 4.6).

4.2 Motivation

In this section, we present more detailed graphs that capture the performance of existing

history-based versus oracular page schedulers for hybrid memories, as we summarized in

Chapter 2. We show the performance that is achieved by such page schedulers across

different capacity ratios of hybrid memory platforms. Recently emerged hardware plat-

forms, such as Intel’s Optane PMEM [1], are configured with 1/16 capacity ratio between

DRAM and PMEM / NVM. We expect that future platforms, node-attached and rack-

attached memories, will preserve substantial DRAM capacity, so as to offset the slower
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(a) The Oracle page scheduler periodically migrates application pages such that DRAM hosts the
pages with the highest access counts in the current scheduling epoch until capacity is full.

0

50

100

D
R

A
M

H
it

R
at

e

History Page Scheduler across variable DRAM/NVM capacity ratios

all-in-DRAM 1/8 1/16 1/32 1/64 1/128 1/256

lulesh
xsbench

BackProp
BFS

blackscholes
bodytrack

BPT canneal
Cobra dedup

fluidanimate

HybridEncoder
Kmeans

Knn
Leukocyte

Luxmark
raytrace

swaptions
gmean

0

20

40

60

S
p

ee
du

p
fr

om
al

l-
in

-N
V

M

(b) The History page scheduler periodically migrates application pages such that DRAM hosts the
pages with the highest access counts in the previous scheduling epoch until capacity is full.

Figure 4.1: Application performance for decreasing ratio of DRAM to NVM and fixed
overall capacity to be the per application memory footprint.
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access speeds of persistent memory, as well as reliability and write endurance and am-

plification issues [3]. For completeness we present performance numbers even over very

limited DRAM capacities.

Figure 4.1a shows the performance achieved by an Oracle page scheduler across de-

creasing availability of DRAM capacity. Even in the case of a-priori knowledge of the

workload’s access pattern, the restricted DRAM capacity can severely impact performance,

especially when it is available only in smaller amounts (e.g., 1/256 DRAM/NVM ratio). We

also validate the observation [55] that the use of the minimum necessary DRAM capacity

that is able to host the hot pages across the scheduling epochs (i.e., 1/8 in our case) can

provide almost the same performance as if having infinite DRAM capacity (i.e., all-in-

DRAM).

Figure 4.1b shows how the placement methodology of the current state-of-the-art His-

tory page scheduler can reduce performance up to 55% (in the case of lulesh) and 13%

on average. This is due to the fact that the history-based scheduler is built on the obser-

vation that applications preserve their page access pattern for certain time intervals, which

may span across multiple scheduling epochs. Although this leads to good page placement

decisions during such epochs, it fails to capture changes in the workload’s memory access

behavior. For example, there are times where the subset of hot pages may be completely

disjoint between consecutive scheduling epochs, as the application transitioned into compu-

tation that involves data allocated in different memory areas. In this case, the performance

impact is significant and makes a case for more intelligent data management using clever

extrapolation of the past memory access pattern and not just the immediately observed

behavior.

Takeaways

Current history-based page scheduling is not intelligent enough to boost application per-

formance across capacity configurations of hybrid memory platforms. To address this, we

choose to explore machine intelligence techniques given their ability to learn complex com-
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binations of multi-featured information.

We aim to achieve two important goals:

1. Bridge the performance gap between the Oracle and History page schedulers.

2. Deliver low training and inference times by reducing the input problem space. This

would allow the approach to be possibly integrated in an online solution.

In doing so, we contribute answers to the following questions:

1. Which machine intelligence technique to use (Section 4.3)?

2. How should we formalize the data input to the machine intelligence algorithm, so

that it adheres to the purpose of predicting page access behavior to be used by a page

scheduler (Section Section 4.4)?

3. How can we reduce the input problem space? Do all pages actually need machine

intelligence-based management? How many are the pages whose timely placement

in DRAM significantly boosts performance, while the History scheduler fails to prop-

erly manage them (Section 4.5)?

4.3 Choosing the Machine Learning Method

In this section, we explore the machine intelligence techniques that seem to be a good

fit when designing an application page scheduler for data management over hybrid mem-

ory systems. The machine learning methods we consider are reinforcement learning and

recurrent neural networks, that are widely used across similar systems problems, as we

summarize in Chapter 8.

Reinforcement Learning
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First, we explored deep reinforcement learning [56, 57, 58], a machine intelligence tech-

nique that enables an agent to learn through taking actions in a defined environment, in

order to maximize a reward entity via the received feedback. In more detail, the page

scheduler (agent) periodically interrupts the execution of the application to take an action,

that is to migrate pages across the memory components. Then, the application resumes ex-

ecution (environment) and during the next scheduling epoch (interrupt) the page scheduler

receives its reward, that is the DRAM hit rate with the most recent page placement (state).

In this way, the page scheduler learns the dynamic data layout that optimizes application

performance across its runtime.

Why it is not a good fit. Although the approach of reinforcement learning seems to be

a great fit into the problem description of a hybrid memory page scheduler, it cannot be

practically used. This is due to the prohibitively large amount of possible actions the agent

(page scheduler) can take. More specifically, a single action of a page scheduler involves

taking a placement decision for each individual application page. For example, if there are

two memory components and N pages, then there are 2N possible placements, thus actions

to choose from. Considering Table 4.1, that summarizes the number of pages across our

pool of applications, N can be in the order of hundred thousands. In addition, if anything

changes regarding the hybrid memory environment, such as the number of memory units,

their capacity and relative access speeds, then different actions may be more beneficial

and the reinforcement learning agent should be re-trained. Therefore, replacing the hybrid

memory manager with a reinforcement learning agent makes the system solution depen-

dent on the configuration of underlying memory hardware platform. In conclusion, the

exponential action space and sensitivity to changes in the hybrid memory configuration,

made us drop the approach of reinforcement learning for the context of our problem.

Recurrent Neural Networks

Another machine intelligence approach, which seemed appropriate for the purpose of the
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Figure 4.2: Example layout of a Recurrent Neural Network (RNN), using Long Short Term
Memory (LSTM) neurons.

hybrid memory page scheduler, is Recurrent Neural Networks (RNNs). Different from

reinforcement learning, where interaction with an environment facilitates learning, RNNs

are able to find long-term dependencies in a sequence of data points and make predictions

about future data behavior.

In the context of the page scheduler, these data points can be the sequence of pages

accessed throughout an application execution time interval. The page scheduler can deploy

an RNN in order to learn the page access pattern and make predictions about future page

accesses. Using those predictions the page scheduler can determine which pages should be

prioritized for allocation in the most appropriate memory component. For example, future

highly accessed pages should be allocated in the lowest access latency memory technology.

We choose to adapt this machine intelligence technique, since it has already been used to

solve similar problems, such as hardware memory prefetching [59]. In contrast with rein-

forcement learning, where the problem space was growing exponentially to the number of

application pages, in the case of RNNs it grows linearly with the number of pages. Further-

more, in Section 4.5 we show how it can be significantly reduced for the purpose of fast

and efficient learning.
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RNN Functionality. Next, we present the internal functionality of RNNs on a very high

level. Currently, a widely used type of RNN is the Long Short Term Memory (LSTM)

Network, that given a sequence of data points from time t − h up to time t, can make a

value prediction for time t + 1, where h is the length of retained history. For example, if

the sequence represents the weather forecast of a city from April to November, the LSTM

can make a weather prediction for December. In more detail, a single LSTM neuron takes

the input sequence and converts it into an internal state ht, via a non-linear combination of

the weights and biases of its internal ‘gates’. There are the ‘input’, ‘output’ and ‘forget’

gates that dictate what information gets filtered from the input and propagated towards the

output. In this way, a single LSTM neuron is able to capture past data information into an

internal state representation and make predictions about future data points.

An RNN can be constructed via the combination of multiple LSTM neurons on a single

layer, stacked LSTM layers together with regular Dense layers, as depicted in Figure 4.2.

The input sequence is split into subsequences of history length h, in a rolling window fash-

ion. During a training epoch, all input subsequences are fed into the network, which then

makes a single value prediction for each subsequence. The difference between the pre-

dicted and actual values is captured through the loss function and back-propagated into the

network, where its weights and biases are getting updated according to the learning rate.

Training can terminate when there is no reduction in the loss, thus the network cannot make

any predictions closer to the actual value. In Section 4.5 we describe the network layout,

hyper-parameter values and further fine-tuning techniques that will facilitate learning for

the provided input data.

4.4 Choosing the Patterns to Learn

When using neural networks, an important step is choosing the features which describe

the problem and are to be used as inputs. In this section, we discuss the representation

of the data sequence related to memory access behaviors to be fed into the RNN and the
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interpretation of the predicted value, as this is crucial for the training time and accuracy of

the generated model. We further explore possible ways to reduce the input problem space

and enable faster and more resource-efficient learning.

Input Data. The data we have available for each application is a memory access trace, as

depicted in Figure 4.3. More specifically, it is the sequence of the page accesses that were

serviced from main memory and not the processor’s hardware caches, as they happened

throughout the application run time. In Section 4.5 we describe in detail the way we acquire

the trace and the exact information it contains.

Learning Objective. The aim of the RNN training is to be able to make predictions with

respect to the number of future memory accesses, so as to aggregate the accesses on an

application page granularity and then determine an ordering of heavily accessed pages.

These predictions need to happen periodically, when the page scheduler is invoked, so that

the appropriate page migrations are determined and executed. That is future hot pages need

to be migrated to the memory technology component with lowest access latency.

Training Time. One of our main considerations is to enable fast learning via reduced train-

ing times and resource utilization optimized techniques. The duration of training models

can be critical when considering use of machine intelligence in systems solutions, which

to be practical, must operate within limited time and computational resource budgets. Un-

doubtedly the use of computationally robust technologies, like Graphics Processing Unit

(GPU), Tensor Processing Unit (TPU), custom accelerators, can accelerate learning. How-

ever, our primary goal is to explore ways to enable faster learning via the training method-

ology, that can further be boosted via appropriate hardware.

Across Pages Prediction

The most intuitive way to learn from a memory access trace is to feed it ‘as-is’ into the

RNN, following the x-axis in Figure 4.3. In this case, the RNN looks into a subsequence
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Figure 4.3: Example memory access trace, from the PARSEC suite. For every consecu-
tive memory access (x-axis) we plot the page accessed (y-axis). The vertical gray lines
correspond to the scheduling epoch time intervals.

of page accesses and predicts the page to be accessed next. Such an RNN use case is used

by Hashemi et al. [59], for the purpose of prefetching future memory address accesses.

This approach has several limitations:

1. Large training time. To begin with, the input trace usually contains millions of memory

accesses, especially at the data input scales of High Performance Computing (HPC) appli-

cations. This makes training time prohibitively large, in the order of couple days, at least

when using the hardware setup described in Section 4.5.

2. Low prediction accuracy. Furthermore, when the output value space is significantly

large (number of different pages), the RNN prediction accuracy tends to be low. Neural

networks work better with normalized inputs (e.g., between 0 and 1 [59]). However, when

normalizing hundred thousand values in such a way (total number of pages according to

Table 4.1), there will be vast information loss. This is the reason why Hashemi et al.

[59], choose to reduce the output value space (number of different memory addresses), by

discretizing it into frequently appearing values (classes), and training different RNNs across

clusters of the address space covered by the application. Most importantly, they accept top-
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k predictions at a time, so as to increase the chances of a correct prediction. Although

this is acceptable for the purpose of prefetching, it is not the case for a page placement

decision, where a single prediction is needed, in order to accumulate the number of per

page accesses.

3. Not an exact fit for the page scheduler description. The hybrid memory page scheduler

operates periodically, aggregating the per page access counts during an application runtime

interval referred to as scheduling epoch. Then the scheduler will determine the appropriate

page ordering and issue the necessary migrations across the memory components. How-

ever, the number of memory accesses differs across the scheduling epochs, as it is visible

by the vertical lines in Figure 4.3, where only 10% of the total memory accesses happened

during the first half of the scheduling epochs. This is subject to the code executed during

that time with respect to its computation to data access ratio and the technology parame-

ters of the processor and memory regarding the time it takes to execute an operation, load

data, etc. Throughout our application pool, we observe that just 10% of the total memory

accesses happen, on average, throughout the first 37% of the scheduling epochs. Thus,

there is no way to know before-hand how many accesses are going to happen in the next

scheduling epoch, that is how far in the future the RNN should make predictions for (unless

we train a different RNN for that purpose!).

In conclusion, we reject the idea to treat the input access trace as-is, given the restric-

tions described above. Next, we will see how we can extract the necessary information

from the trace, so as to enable faster and accurate learning, that is also more suitable for

the functionality of a page scheduler.

Per Page Prediction

Instead of predicting which page is going to be accessed next (across pages prediction), we

flip the problem and explore the case of predicting when a page is going to be accessed next

(per page prediction). So instead of predicting the y-value following the x-axis, we take
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each y-value (page) and predict the sum of accesses across the scheduling epoch intervals

on the x-axis. Thus, we propose training individual RNNs for every single application page.

So, we feed into the per page RNN the sequence of access counts across the scheduling

epochs and predict the number of accesses that the page will receive in the next scheduling

epoch. In contrast with the prediction across page, the per page prediction:

1. Fits the page scheduler description. The above transformation of the input access trace

fits exactly the functionality of the page scheduler, which will aggregate the page access

counts on a scheduling epoch interval, so as to order frequently accessed pages and appro-

priately migrate them across the hybrid memory components.

2. Enables high prediction accuracy. Depending on the epoch duration and hotness of

the page, the maximum number of accesses per epoch is in the order of hundreds, which

is orders of magnitude less than problem space that the prediction across pages needed to

capture, normalize and predict. Thus, this output value range is more suitable for RNN

training.

3. Allows for low training times. Having a different RNN model per page, when the total

number of pages can be in the order of hundred thousands, is similar to having a single RNN

model that makes predictions across all these pages, as described earlier, since the input

problem size remains the same, as depicted in Figure 4.3. Similarly to clustering techniques

of the address space into memory regions and focusing on the frequently appearing memory

addresses, as Hashemi et al. [59] did, there is scope to focus on the pages that are critical

to application performance, which will significantly reduce the number of RNN models

and overall training time, thus resource consumption.

4.5 System Design of Kleio

We propose Kleio, a page scheduler for hybrid memory systems, that leverages the exist-

ing state-of-the-art data management solutions and optimizes application performance by
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Figure 4.4: Kleio is a hybrid memory page scheduler, that combines the current state-of-
the-art page placement methodology together with machine intelligence based management
of the page subset, whose timely placement in the appropriate memory component is crucial
for application performance.

delivering machine intelligence based placement decisions for a cleverly selected page sub-

set. Figure 4.4, summarizes Kleio’s internal functionality, which includes a page selection

process and a page scheduling policy, described as follows:

During the page selection process Kleio:

1. Identifies a subset of the application pages that are important for performance, through

its page selector component, described in detail later on.

2. Trains an individual Recurrent Neural Network (RNN) for as many of the important

pages in their given order as it is allowed by the available resources for training. Kleio

learns the patterns of per page hotness across periodic time intervals of the applica-

tion runtime. Kleio does inference on the trained models to produce the associated

RNN predictions, to be used during page scheduling.

3. For the rest of the pages, Kleio generates lightweight history-based predictions as

what is used in existing solutions.

During the page scheduling Kleio:
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1. Periodically monitors the page accesses and calculates the hotness of each page dur-

ing the current scheduling epoch.

2. Uses a hybrid policy to predict the page hotness for the next scheduling epoch. Kleio

uses the inferred RNN predictions for the pages selected for ML and history-based

ones for the rest of the pages.

3. It then sorts the pages in descending hotness order, moving hot pages to DRAM and

replacing cold ones, until DRAM capacity is full.

Page Selector Component

We next describe the page selector component of Kleio. Its design is driven by the fol-

lowing observations regarding the importance of correct page placement to application

performance:

• There is only a certain subset of pages that needs more clever data management, than

what the existing history-based solutions can provide. That subset is significantly

small for limited DRAM capacity.

• Pages that need machine intelligence based management, can be ordered with respect

to the performance impact of their placement into the appropriate memory compo-

nent. We define a benefit metric that enables the page ordering, prioritizing pages

with high access counts and number of misplacements by the History page sched-

uler.

• Intelligent management of the pages following the aforementioned ordering does not

correspond to linear performance improvement. In contrast, intelligent placement for

only (a small) part of them can bring most of the performance benefits we would get

by applying intelligent placement across all application pages.

We define a misplacement of a page by the History scheduler, when at the start of a schedul-

ing epoch, a page was supposed to be allocated in DRAM, but it was not, because of wrong
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hotness prediction. Figure 4.5 depicts the percentage of application pages, which are mis-

placed by the History page scheduler, at least during one scheduling epoch, across reducing

DRAM capacity. This signifies the set of pages that need more clever management. In com-

bination with the actual per application page count summarized in Table 4.1 and the limited

DRAM capacity, the number of such pages can be in the order of hundreds. This drastically

reduces the problem space of RNN training.

However, even by reducing the number of such pages, there still may not be enough

resources or time to train per page RNN models. Thus, there needs to be a priority or-

dering of these pages, so as to cleverly manage those that can give the biggest application

performance boost, when timely placed into DRAM. For this reason, we capture the im-

portance of a page in the benefit that its correct placement would provide to application

performance. The benefit increases with the hotness of a page, similarly to prioritizing fre-

quently accessed pages for DRAM allocations across the scheduling epochs. However, we

also need to take into account the number of misplacements-by-the-history-scheduler each

page received, as the timely placement of a page in DRAM together with its hotness, will

boost performance. To this extent, we define the following benefit factor for prioritizing

the pages in need of RNN training.

Benefit = Number of accesses × Number of misplacements

Next, we capture the range of application performance boost we would get, if we could

manage part of the aforementioned misplaced pages with the Oracle page scheduler and

the rest with the History page scheduler, since it already places hot pages in DRAM in

time. This will set the upper limit of the performance boost we can get with RNN train-

ing of the misplaced pages. Figure 4.6 captures this performance improvement. When the

Oracle scheduler manages 0% of the misplaced pages, it is equivalent to all pages being

managed by the History scheduler, thus is the lowest bound of performance. In contrast,

when the Oracle scheduler manages 100% of the misplaced pages, it is equivalent to the

Oracle managing all the application pages, since the rest of the pages were not misplaced
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by the History scheduler. That sets the upper bound of performance we can have on a

per application basis. We observe a non-linear relation between the set of pages and the

performance enhancement. This is due to the page ordering with respect to the defined ben-

efit factor, that is able to prioritize hot pages, whose timely DRAM allocation guarantees

significant performance improvement. For example, in the case where the curve shows a

distinct knee, the pages after the knee, received far less accesses, thus their timely DRAM

placement will bring trivial benefit to the DRAM hit rate.

Page Selection Pipeline. Kleio’s page selector component captures the above observations

and provides insight into the relation between the number of pages that need RNN training

together with a best case scenario of corresponding application performance improvement.

Figure 4.7 summarizes the work flow of the page selector component, its internal function-

ality, input parameters and generated output. Kleio utilizes models to estimate application

performance depending on the configuration of the hybrid memory (i.e., number of com-

ponents, capacity ratios, access speeds) by simulating the page scheduling process. First,

Kleio’s Page Selector generates an application runtime estimate when using history-based

predictions during page scheduling. In this way, Kleio captures the number of times each

page is misplaced (e.g., moved to slower memory even though the page was hot), due to
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mispredicting the page hotness when using purely historical information. Kleio couples this

information together with the page hotness into a benefit factor, that determines the page

priority for machine learning-based management. Then, following this page priority order,

Kleio runs the estimate model repeatedly to generate a performance curve when simulating

perfectly accurate (oracular) predictions for pages with high priority and history-based ones

for the remainder of the pages. Given a performance goal (e.g., 90% of all possible perfor-

mance improvements), Kleio’s Page Selector outputs the identifiers of the corresponding

pages in descending priority order. After this page selection process, Kleio will train per

page RNNs for the selected pages.

System Implementation Details

In the remainder of this Section, we describe further details about the implementation and

configuration of the Recurrrent Neural Networks used as part of Kleio’s system design.

Neural Network Layout. Figure 4.2 gives a visual representation of the RNN we deployed,

consisting of LSTM neurons. The network consists of two stacked RNN layers with 128

LSTM neurons each, followed by a Dense Layer. The history length is 16, thus the input

data series is split in sequences of length 16, on a rolling window fashion, while 70% of

them are used as a training dataset and 30% of them for validation. The neural network

tries to minimize the mean squared error (loss) between the predicted and actual values,

using the Adam [60] optimizer on a learning rate of 0.001. The model training stops, if

the loss for the validation dataset is not reduced for 20 consecutive training epochs. The

duration and accuracy of the trained models is reported later in this Section.

Neural Network Data Manipulation. As described earlier, the RNN input corresponds to

a sequence of per page access counts during consecutive scheduling epochs, while the

output is the predicted number of accesses the page will receive during the next epoch. The

predicted number will then be used by the page scheduler to determine the hotness order

across all pages. Thus, there is room for the prediction to be slightly different than the
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actual number of accesses, as long as it will not influence the hotness order of the page, and

therefore its placement decision, on the particular scheduling epoch.

Therefore, we normalize the input sequences between 0 and 1, since RNNs work better

in this case as observed by Hashemi et al. [59] and then denormalize the data for the

final prediction. Different from [59], there is no need for us to make predictions over

distinct integers, treating the prediction problem as classification. Our experiments with

the classification approach, highlighted the possibility of misprediction with a great margin

from the actual value and gave reasoning as to why Hashemi et al. [59] chose to consider

top-k predictions at a time. Although this approach works great with the prefetching logic,

where more data can be prefetched even if they do not end up being accessed, this is not

necessary for the purpose of our predictions.

It is important to observe that, even though the input data (memory access trace) is the

same between this work and [59], the prediction use case transforms the way they should

be manipulated for RNN training and the accepted level of prediction accuracy.

Code Implementation. We use the Keras [61] high level API to deploy the described RNN

layout, using the existing implementations for the LSTM neurons, the network layers con-

nectivity, the Adam optimizer and model training, applying any default hyper-parameter

values if not explicitly mentioned above. The backend RNN execution engine is Tensor-

flow [62].

4.6 Evaluation

Experimental Methodology

We first describe the specific methodology used to evaluate Kleio.

Applications. Table 4.1 summarizes the set of workloads we used to motivate and evalu-

ate Kleio, spanning across domains with representative computation kernels and stressing

different components of the system (e.g., memory, CPU, GPU). We included workloads
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Table 4.1: Workloads used for evaluation. Number of pages × 4 KiloBytes will be the
total application memory footprint. Scheduling epochs is the number of times that the page
scheduler was periodically invoked within the application runtime, so as to reposition pages
across the hybrid memory subsystem.

Application Suite Domain Pages (4 KB) Sched. Periods
Lulesh CORAL Hydrodynamics 847,252 206

XSBench CORAL Monte Carlo 136,098 856
blackscholes PARSEC Finance 8,033 302

bodytrack PARSEC Comp. Vision 13,259 389
canneal PARSEC Engineering 56,974 398
dedup PARSEC Storage 131,259 657

fluidanimate PARSEC Animation 54,286 333
raytrace PARSEC Visualization 22,890 347

swaptions PARSEC Finance 12,633 491
BackProp Rodinia Pattern 35,083 117

BFS Rodinia Graph 27,396 26
BPT Rodinia Filesystems 142,923 485

Kmeans Rodinia Data Mining 70,783 87
Knn Rodinia Data Classifier 84,691 118

Leukocyte Rodinia Medical 56,580 180
Cobra Windows Video Transcode 83,720 168

HybridEncoder Windows Video Transcode 73,787 178
Luxmark Windows Image Creation 53,491 108
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from the CORAL [63] suite, the PARSEC [64] suite utilizing the simlarge input sizes, and

Rodinia [65], with the default input data sizes. Finally, we also included few Windows

desktop applications. Concerning the memory footprint of these applications, Table 4.1

includes this information as a multiple of 4 KB pages, that gives a range of couple hundred

MBs. These memory footprint sizes, though small in the context of real systems, are sig-

nificant relative to the cycle-level memory simulation environment, and adequately capture

the use case where the data will span across multiple main memory components, due to

the limited capacity of available DRAM in future hybrid memory systems. Regarding the

application runtime, it is again summarized in Table 4.1, as a multiple of the scheduling

epoch intervals, when the page scheduler is periodically triggered throughout application

execution. Our applications serve a variety of short and long running executions. Due to the

difference in the trace collection methodology, for the CORAL workloads the scheduling

epoch interval is 1 second, whereas for the rest is 0.01 seconds.

Memory Access Trace Collection. For each application we collect detailed traces of the

data accesses that missed the last level of processor hardware caches and resulted in main

memory accesses. For the CORAL workloads we used the Instruction Based Sampling

(IBS) that is available on AMD’s processors. This mechanism samples every Nth micro-

operation, that goes through the processor’s pipeline, out of which we filter the loads and

stores. For the rest of the workloads, we collected unsampled traces for memory accesses

that miss the last level cache on a system with an AMD A10-5800K Accelerated Processing

Unit (APU) clocked at 3.8GHz and 16GB memory. The information included for each

individual access is a timestamp, the physical and virtual memory address, the CPU core

ID, the application thread ID, whether the access was a load or a store and a hit or miss.

For the purpose of our analysis, we extract the 4 KB virtual page ID, that corresponds to

the virtual memory address accessed and we group memory accesses into scheduling epoch

intervals according to the timestamp, as depicted in Figure 4.3.

Hybrid Memory System Simulation. We simulate a hybrid memory system that contains a
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Table 4.2: Technology parameters used in the simulated hybrid memory system, differen-
tiating for Reads (R) and Writes (W) and sequential versus random accesses.

Technology R/W BW (GB/s) Seq. & Rand. R/W Latency (ns)
DRAM 19.2/19.2 8/8 & 50/50
NVM 10.24/1.024 8/8 & 100/1000

fast memory component (i.e., DRAM) and one with lower access latency (i.e., NVM). Both

memory technologies serve as flat main memory, as they are part of a continuous physical

memory address space. Table 4.2 summarizes the technology parameters of the simulated

memory types. The capacity of the memory system is assumed to be the application’s

memory footprint. For example, when we refer to a DRAM/NVM capacity ratio of 1/16,

we mean that DRAM will have space to accommodate 1/16 of the application pages and

NVM will service the rest.

Apart from gathering the DRAM hit rate as an application performance metric, we also

use the analytical model used by Meswani et al. [13] to extrapolate the application runtime,

based on the number of accesses that are serviced from DRAM and NVM appropriately. In

the case of the CORAL workloads, the number of accesses is properly adjusted based on

the sampling rate. The model uses the Leading Loads method, which splits the application

runtime into the time to perform computations and the time to satisfy memory requests,

via the use of hardware performance counters. Regarding the time to service a memory

request, the method maps it to the time spent servicing the leading (first out of many) load

request that misses the last level hardware cache. This load time depends on the memory

technology that serviced the request (e.g., DRAM versus NVM), whose differences are

summarized in Table 4.2. This gives us a worst case performance estimate, since it does not

take into account actions that reduce latency, such as parallel computation or prefetching.

Also, we assume dedicated DMA engines that allow seamless page migration, which is

overlapped with the computation, as explored in [66, 67].

Hardware testbed for training ML models. We conduct experiments using an AMD ma-

chine with 512 GB memory and 64 Opteron™ 6370P CPU cores of 2 GHz each. CPUs
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have been used to accelerate RNN-based deep learning models [216077]. Kleio speeds up

the training by intelligently selecting to train the application pages that will bring actual

performance benefits. Instead, a more naive approach would rely on accelerators and rack-

scale size machines in order to accommodate RNNs for all pages, wasting resources for

training models whose predictions have trivial performance impact or can be achieved by

simple history-based policies.

Evaluation of Application Performance

First, we evaluate the accuracy of Kleio’s RNN training with respect to the correspond-

ing application performance improvements, which is what Kleio promises to deliver. As a

reminder, Kleio identifies the pages that are misplaced by the History page scheduler and

applies RNN training in order to get predictions of their per epoch access counts and deter-

mine the global page hotness order for prioritizing DRAM allocations. If the RNN predic-

tions are extremely accurate, then it would be equivalent to having an Oracle page scheduler

manage the misplaced pages. To this extent, Figure 4.8a depicts the performance that Kleio

can achieve when applying RNN training to 100 pages in the order defined by its page se-

lector component, for a given DRAM/NVM capacity ratio. We fix DRAM/NVM=1/32 for

the CORAL workloads and DRAM/NVM=1/8 for the rest, which is the capacity ratio for

which the clever management of even a small number of pages, can bring significant per-

formance improvements (Figure 4.6). Performance is normalized between 0%, when all

pages are managed by History page scheduler and 100%, when the selected pages are man-

aged by Oracle and the rest by History. In this way, we can understand the degree to which

the RNN predictions are sufficiently accurate, so as to provide all the possible performance

improvement.

We observe that in most cases, the RNN predictions are sufficiently accurate to bring

80% of the possible performance improvement, on average and more than 95% for half of

the applications that we considered. Unfortunately, there are cases such as bodytrack

and raytrace, where less than 50% of the possible speedup is achieved, in which case
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more pages need to be trained so as to further provide significant speedup.

Overall, we prove that the accuracy of the RNN predictions is such that it can deliver

application performance similar to what would be possible with oracular knowledge of the

access frequency. Kleio’s page selector is useful, so as to determine the number of pages

that is necessary to train in order to observe significant performance improvements.

Evaluation of Prediction Accuracy

We next present the actual prediction accuracy of the per page RNN training. Figure 4.8b

depicts the distribution of the Mean Absolute Error (MAE), in boxplot representation, be-

tween the cumulative per epoch page access counts and the actual values, across the trained

application pages. For example, mean MAE of 30, means that the RNN predicted 30 more

accesses on average per epoch per page. On the same graph, we treat the decisions of the

History page scheduler also as predictions and plot the corresponding MAE. The History

page scheduler predicts that on the next scheduling epoch a page will receive the same

access counts as to those of the current epoch.

As expected, the History prediction can be far from reality, as it is common for a page

to convert from being frequently accessed to not being accessed at all on two consecutive

epochs, thus the prediction MAE can be significantly high. In contrast, the RNN is able

to make better predictions via the efficient LSTM learning, although still they may seem

not as accurate enough. However, even if the per epoch access count prediction is not

extremely accurate, as long as it does not affect the correct global page hotness order and

actual page placement, there will be no application performance impact of the prediction.

This is highlighted in Figure 4.8a, where for example Luxmark has a mean MAE of 50,

though still achieves 85% of the possible performance improvements.

Figure 4.8c, further strengthens the above statement by showing the percentage reduc-

tion of page misplacements achieved by Kleio for the selected trained pages, compared to

the History page scheduler across all pages. Although, Kleio still misplaces the selected

pages on some scheduling epochs, the per page access count during those epochs is not
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big enough to drastically impact the DRAM hit rate. Thus, Kleio manages to reduce on

average 85% of the selected pages misplacements across the application lifetime.

Resource Utilization

RNN training goes on until there is no further reduction of the loss over the validation data

for a certain number of training epochs. The duration of the training is primarily affected

by the network layout itself, that is the hyperparameter values and the length together with

the number of the input sequences. Thus, the more training data the longer it takes to learn.

Since we perform training on a per application and per page granularity, the number of

input sequences is the number of scheduling epochs, divided by the history length hyper-

parameter. Looking back at Table 4.1, this number will be in the order of couple hundreds,

which enables fast training times.

More specifically, we report the following average metrics across pages and across

applications, for the given hardware testbed described earlier. Training lasts on average for

120 training epochs, that translates into a time duration of 2 hours per model, when all

models are trained at the same time, utilizing all system’s resources. As far as memory

utilization during training is concerned, the maximum observed per model was in the order

of tens of GBs. Finally, regarding the storage overheads of saving the models after training,

for the purpose of future inference and analysis, using the Hierarchical Data Format (.hdf5)

available from the Keras library, it was less than 0.5 MB per model. Regarding the resource

utilization for the purpose of inference, it was trivial and the duration instantaneous (3-4

seconds).

Putting all this information together, there is no doubt that the hardware resource re-

quirements of RNN training are significant, especially as far as memory consumption is

concerned. However, training times in the order of couple of hours are generally consid-

ered to be low, for machine intelligence purposes. As we summarize in Chapter 8, there is

a plethora of software and hardware solutions that promise to accelerate ML training times.

Regarding the use of CPUs for training, in particular, DeepCPU [68] is a library-level so-
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lution that improves the RNN performance on CPUs by an order of magnitude. Using such

solutions can drastically reduce the learning overheads of Kleio. Either way, the user may

be limited with respect to how many per page models can train, given the available system

resources.

Kleio has provisioned for the case of limited hardware resources through its page selector

component, that provides the user with information regarding which pages to prioritize for

RNN training and the corresponding expected application performance improvements.

Reaching our initial Goals.

1. Kleio promises to bridge the performance gap between the Oracle and History page

schedulers, delivering on average 80% of the theoretically possible performance

when managing selected pages, through the achieved RNN prediction accuracy.

2. Kleio delivers low training and inference times, via deploying RNN models for

cleverly selected application pages, whose timely placement in DRAM significantly

boosts performance. Kleio shows that not all pages are in need of intelligent data

management, drastically reducing the input problem space.

4.7 Chapter Summary

In this chapter, we describe Kleio, a page scheduler with machine intelligence for appli-

cations that execute over hybrid memory systems. In an effort to deliver a practical so-

lution, Kleio reveals that an approach that replaces resource management with a machine

intelligent component, like a reinforcement learning agent, will not be scalable and robust

to hardware configuration changes. Given the massive memory footprints of applications

executing over hybrid memories, Kleio identifies a small page subset, whose machine intel-

ligent management boosts application performance. Then, Kleio deploys Recurrent Neu-

ral Networks to learn page-level access patterns, while using lightweight existing history-

based predictions for majority of the application pages. In this way, Kleio bridges on av-
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erage 80% of the relative performance gap between existing and oracular solutions. While

Kleio shows great promise that a machine learning-based approach can be highly effec-

tive and practical, there are concerns that remain regarding the non trivial operational and

learning overheads associated with such a solution. The remainder of the thesis explores

ways to minimize such overheads and missed opportunities to further boost application

performance, that are complementary to the use of machine learning.
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CHAPTER 5

FINE-TUNING CRITICAL MANAGEMENT OPERATIONS WITH REUSE

INSIGHTS

So far this thesis contributes the system design choices that enable practical foundations

for the integration of machine learning in hybrid memory management, bridging the perfor-

mance gap left by current history-based methods. In this chapter we explore ways to further

boost application performance and system resource efficiency by identifying a missed op-

portunity in maximizing the benefits from hybrid memory due to empirical configurations

of the system’s operational frequency. To this end, we propose Cori1 [32], a system-level

tuning solution for hybrid memory management solutions that this thesis improves upon.

The chapter reveals insights regarding the relationship among the operational frequency

and the application data reuse that are then used to build a lightweight and highly effec-

tive tuning tool. The described improvements unlock new performance levels, that can be

further boosted with the use of machine learning-based management that this thesis con-

tributes.

5.1 Overview

Regarding current hybrid memory management solutions, while a significant body of re-

search focuses on optimizing the selection of which data to move, there is little insight

towards when that data should be moved. Focusing on the latter, Table 5.1 summarizes the

operational frequencies of related data tiering solutions, whose difference in time ranges

four orders of magnitude. These values are empirically tuned to meet the performance

requirements of the specific pool of applications evaluated for their respective systems.

1The name is inspired by the ancient Greek mythology, where Cori (short for Terpsichore) was the muse
of dance and daughter of Mnemosyne, the goddess of memory.
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Table 5.1: Frequency of data monitoring and movement across existing solutions mapped
to our simulation-based analogy.

Solution Period Duration Requests per Period
Thermostat [12] 10 sec 100,000

Nimble [14] 5 sec 50,000
Ingens [28] 2 sec 20,000
HMA [13] 1 sec 10,000

Hetero-OS [15], -Visor [20] 0.1 sec 1,000
Kleio [31] 0.01 sec 100

Unimem [9] MPI phase N/A

Empirical tuning of page scheduling frequency can miss significant performance improve-

ments by not testing certain frequency ranges in an effort to minimize tuning overhead. For

example, a common approach [13, 18] is to experiment with period durations that are an or-

der of magnitude apart, e.g., 0.01 sec, 0.1 sec and 1 sec, so as to identify in only three trials

which offers the highest DRAM hitrate while maintaining reasonable data movement over-

head. On the other hand, exploring all frequency choices leads to impractical tuning over-

heads. In addition, the periodic solutions in Table 5.1 fix their operational frequency at the

system-level, so that they do not have to repeat the empirical tuning for every application.

However, this can potentially leave a significant amount of unexploited performance for ap-

plications with data access behaviors and sizes that the empirical tuning did not consider.

Another approach is to completely rely on the application to explicitly control data alloca-

tion and movement, via use of specialized pragmas or malloc-like APIs. Such modified

applications then explicitly control how the underlying system-level solution maintains the

necessary state to dynamically manage data tiering across hybrid memory [6, 8, 9, 10].

Problem Statement. Impractical tuning overheads and lack of insight force existing data

tiering solutions to rely on empirical tuning of their operational frequency, or on application-

level modifications suitable for specific execution models and APIs. As a result, for general

scenarios where modifying the applications is not appropriate, there can be significant lev-

els of performance that existing data tiering solutions do not realize across applications,
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due to their empirically-tuned and fixed operational frequency.

Contributions. To address this, we propose Cori – a system-level solution for tuning the

operational periods in page schedulers, that maximizes the effectiveness of the schedulers

in terms of application performance and platform efficiency, and achieves that with low

tuning overheads. Cori operates in an application and runtime-agnostic manner, and relies

on observation-based insights to guide the frequency tuning process to a small number of

viable candidates. We demonstrate that Cori is effective, irrespective of the data access be-

havior and page scheduling effectiveness, and can be practically integrated into the existing

hybrid memory management software stack.

The specific contributions are the following:

• We demonstrate that current data tiering solutions can experience 10%-100% perfor-

mance loss due to sub-optimal choice of their operational frequencies (Section 5.2).

• We identify a relationship among observable application properties – their data reuse

– and the favorable scheduling periods (Section 5.3).

• We describe the design of Cori and its frequency tuning methodology, for a simulation-

based prototype and in real system settings. (Section 5.4). The implemented code

base is open sourced2.

• We evaluate Cori, demonstrating its ability to identify operational frequencies which

realize performance improvements within only 3% from the ideal frequency selec-

tion, on average, across applications and page scheduling variations. Cori achieves

this with 5× fewer number of tuning trials, compared to insight-less tuning ap-

proaches (Section 5.5).

• We validate Cori’s insights, effectiveness and practicality on a real hardware testbed

with DRAM and Intel’s Optane DC PMEM (Section 5.5).
2https://github.com/GTkernel/cori-sim.git
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5.2 Motivation

Performance Gap

Comparison with existing solutions aims to capture the application performance impact

caused only by the selection of when to move data, not which and how much data to move.

For this purpose we assume the page scheduling policies described in Chapter 3 and evalu-

ate upon the data movement frequencies of existing solutions, as summarized in Table 5.1.

Since these proposed values vary across orders of magnitude, we create corresponding

period durations, summarized in Table 5.1 that map to the hybrid memory simulation envi-

ronment described in Chapter 3.

Next, we capture the application performance gap created by using these proposed fre-

quencies as opposed to an optimal frequency across a wide range of data access patterns.

Figure 5.1 captures application runtime slowdown from the case of an optimal frequency

that provides best performance, together with the corresponding amount of data moved

as a percentage of the application’s memory footprint. The performance of our proposed

solution Cori is also included in the figure, but will be further analyzed in Section 5.5.

The proposed frequencies create a 10%-100% performance slowdown compared to the

performance achievable with a best-case frequency, on average, across applications and

page schedulers. This makes a case for the need for a more robust tuning approach than

the empirical one. Taking a closer look, we observe that no single frequency works best

across applications and page schedulers. In more detail, predictive vs. reactive page sched-

ulers experience the lowest slowdown, on average, for frequencies that are an order of

magnitude apart, that is a period duration of 1 second proposed by HMA vs. 10 seconds

by thermostat, respectively. Additionally, the frequency that works best on average

for a certain page scheduler may not provide best performance across all applications. For

example, the lowest slowdown for a reactive page scheduler provided by thermostat is

not the best choice for pennant, lud, hotspot and kmeans. In particular, it incurs
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Figure 5.1: Performance comparison of a predictive and reactive page scheduler across
operational frequencies of existing solutions and the proposed solution Cori, given a simu-
lated hybrid memory system with DRAM and PMEM at a 20%:80% capacity ratio.

an average 8% slowdown from the respective best proposed frequency, that is additional to

the slowdown from the best frequency itself.

Takeaways. This initial experiment validates our initial observations [69] and reveals that

frequencies proposed by existing solutions leave a significant performance gap of 10%-

100% across applications and page scheduler designs. No single proposed value works

best across all applications and page schedulers. Therefore, there is an opportunity to close

this performance gap with a more insightful tuning approach.

Tuning Overheads

Existing solutions choose to empirically tune their page scheduling frequency and fix it
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across applications, to avoid the non-trivial tuning overheads of fine-grained frequency ex-

ploration. Stated more formally, an empirical tuning approach has O(1) time complexity,

since it chooses upon a constant set of frequencies. The choice of the frequencies them-

selves is critical, since an insight-less selection can lead to the aforementioned performance

gap.

An exhaustive tuning approach has O(N) time complexity, because the number of pos-

sible frequencies grows linearly with the application runtime. For example, the possible

period durations for an application that generates N memory requests in total, are the win-

dows of any length between [1, N
2
], assuming that a page scheduler should run for at least

two periods of N
2

requests each. Similarly, if we consider the time domain instead of the

memory request domain, the number of possible period durations is such that is splits the

application runtime at multiples of a timestep, where a timestamp could be related to the

Linux scheduling time slice, for instance.

The need for some insight. The long runtime of applications that require massive hy-

brid memory systems makes an exhaustive tuning approach completely impractical. By

using a more insightful tuning method we can drastically reduce these overheads, and also

eliminate the performance gap caused by a poor choice of migration frequency made by

empirical selection approaches.

5.3 Data Reuse Insights

We perform the aforementioned exhaustive tuning approach to extract insights. We select

applications with a wide range of data access behavior. Figure 5.2 shows a visual represen-

tation of their memory access patterns, as analyzed by the collected traces. We observe the

strided array traversals of backprop and quicksilver vs. the distinctly shaped sparse

tensor traversals of cpd, the triangular multiplication in lud, and the irregular memory

accesses of pennant over a fixed number of repetitive cycles.

Page Reuse Distance. The top graphs in Figure 5.3 depict information on data reuse. In the
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context of these analyses, we use page reuse distance as a measure for page reuse, where

the page reuse distance is the number of memory accesses that are issued to other pages,

between two consecutive accesses to a particular page. There is a clear connection between

the page reuse distances and the access patterns in Figure 5.2. For example, for backprop

the reuse distance of 20,000 requests maps to the gap between the large access strides, and

it appears 15 times since there are 16 strides. In contrast, the decreasing appearances of

page reuse distances for lud and pennant correspond to the triangular array traversal

and random access behavior, respectively.

Relation of Performance and Data Reuse. The bottom graphs in Figure 5.3 capture

the application runtime slowdown from the case of infinite DRAM capacity and from the

case of optimal frequency selection, across all possible period durations for predictive and

reactive page schedulers. The x-axis is aligned with the histogram (top graph) and aims to

capture the relation between the page reuse distances and page scheduling period durations.

We observe that predictive page schedulers, which make a better selection of which

pages to move, provide best application performance for much shorter periods than reac-

tive ones. However, irrespective of the page scheduler’s effectiveness, very short periods

create a significant aggregate data monitoring and movement overhead, as also shown in

Figure 5.1. In addition, arbitrarily long periods do not allow the page scheduler to react

promptly to changes in the access pattern behavior, thus create insufficient data move-

ment to dynamically improve the data tiering. Moreover, the effectiveness of reactive page

schedulers suffers at periods whose length is shorter than the page reuse distances with sig-

nificant appearances, incurring an average of 50% additional performance slowdown com-

pared to predictive schedulers. For example, this is the case for backprop when periods

are shorter than 20,000 requests per period, which is the page reuse distance of its strided

access pattern. The scheduler’s effectiveness drops because its reactive design identifies as

hot pages the ones that correspond to a certain part of the access stride, then moves them to

the limited DRAM capacity, but they will not be accessed in the next period, when the rest
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Figure 5.2: Representative memory access traces. The vertical lines correspond to the fixed
period boundaries that provide best performance, as selected by Cori.

of the pages of the stride will be accessed. Such reactive page scheduling approaches are

more effective when they operate over larger windows of access history, enabled either by

longer periods or longer history of shorter periods. Regardless, the time window of access

history should be large enough to not ‘break’ the data reuse.

Lessons learned. This extensive application performance characterization shows a clear

relationship among the data reuse times and the page scheduling period durations which

provide best performance. Reactive page schedulers benefit from periods that don’t break

the data reuse, to make better page migration decisions. Both reactive and predictive sched-

ulers should avoid very short periods that reveal the data monitoring and movement costs,

as well as arbitrarily long periods that do not allow a prompt response to changes in the

data access pattern and create insufficient aggregate data movement.

5.4 System Design of Cori

Design Goals. The objectives of our proposed frequency tuning solution are as follows:

G1 Bridge the performance gap left by existing solutions that do not properly tune their

page scheduling frequency.
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platform with DRAM and PMEM at a 20% : 80% capacity ratio. The red dots correspond
to the performance of the candidate frequencies generated by Cori.
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G2 Drastically reduce the number of tuning trials needed to find the frequency that en-

ables desired performance.

G3 Build a generic tuning approach that works across applications and page schedulers.

G4 Enable practical system-level integration using readily available information on ap-

plication data access behavior, without explicit code-level modifications or specific

APIs.

To address these goals, we propose Cori, a method for tuning data movement fre-

quency in hybrid memory systems. Cori gleans data-movement requirements based on

application-specific data reuse trends to guide the frequency tuning process, and select a

frequency which delivers performance gains or increases in data movement efficiency (G1)

with a small number of tuning trials (G2). Cori extracts the necessary information from

execution profiles, and does not require any changes to applications or the memory man-

agement stack (G3). Experimental results from a real testbed with DRAM and Intel Optane

PMEM validate the simulation-bases evaluation of Cori, and demonstrate the feasibility of

its system-level integration (G4).

Cori Overview. Figure 5.4 illustrates the system design of Cori and its interactions with

the hybrid memory page scheduler, summarized as follows:

1. The Reuse Collector executes a single profile run of the application to collect infor-

mation on data reuse.

2. The Frequency Generator analyzes the data reuse profile and generates a range of

proposed data movement frequencies. To achieve this, it first calculates the dominant

reuse period as a weighted average of the observed reuses (2a). Then, it generates

a range of candidate frequencies at time intervals that are multiples of the dominant

reuse period (2b), and outputs the frequencies to the Tuner in decreasing order, from

higher to lower frequencies, thus shorter to longer periods.
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Figure 5.4: System components of Cori and its integration with the hybrid memory soft-
ware stack.

3. The Tuner makes a number of tuning trials with the candidate frequencies in the pro-

posed order. It configures the page scheduler to operate at each of the recommended

frequencies (3a). It then observes the application runtime and resource use and deter-

mines whether the application performance has reached best or desired levels (3b).

If not, the Tuner moves on to the next frequency in order, going back to step 3a.

Next, we describe in more detail these steps and system components.

Reuse Collector

The goal of the Reuse Collector component is to generate a histogram of data reuse similar

to the ones shown in Section 5.2. In the context of the simulation-based analysis we collect

memory access traces and have access to detailed information on data reuse in terms of

page reuse distances at the granularity of each individual memory access. This cannot be

generally achieved for arbitrary applications, therefore, we propose a practical system-level

alternative to collect similar information on data reuse.

Loop Durations. We make the intuitive realization that data reuse appears mostly within

loop operations during application execution. Therefore, information on the time duration

of loops can be a practical estimation to page reuse distance in the time domain. Figure 5.6a
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depicts the time duration of loops across applications including backprop and lud. We

observe a similar histogram shape to the ones generated via the memory access traces for

the page reuse distances in Figure 5.3: backprop has distinct loop durations that repeat

around 15 times, which corresponds to the 16 data access strides depicted in Figure 5.2, and

lud shows a gradual degradation in the loop durations due to the triangular array traversal

and decreasing reuse of the number of pages shown in the same figure. We validate that

the loop duration histograms of the remaining applications match what we observed via the

memory access trace collection.

Collection of Loop Durations. In the context of validating Cori on a native testbed in Sec-

tion 5.5, we instrumented the applications source code and individually timed the duration

of the primary for loops. In principle, however, such instrumentation can easily be per-

formed using compiler-level [70, 71] or binary instrumentation techniques [72, 73]. Cur-

rently, we do not present a complete Cori tool which integrates such techniques, rather we

focus on establishing the methodology that forms the basis of such a tool, and demonstrate

via manual instrumentation that the methodology is effective. We verify that we can obtain

accurate loop timings using a LLVM compiler pass, similar to what has been used as part

of the Beacons compiler framework [71], which automatically generates the instrumented

binary without any application source code modifications.

Frequency Generator

Dominant Reuse. The Frequency Generator analyzes the data reuse histogram provided

by the Reuse Collector, in order to identify the one that best represents the range of cap-

tured reuses. We refer to this as the dominant reuse. Dominant reuse (DR) is computed

as a weighted average of the observed data reuses (N different reuses) in the histogram,

as summarized in Equation 5.1. The weights are the number of appearances repeati of a

reuse reusei in the corresponding histogram. This will shift the average towards the data

reuse distances that repeat more times. Additionally, we introduce an extra weight (N − i)
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that favors shorter reuse distances, because this will allow us to generate a more calibrated

selection of candidate frequencies, that works irrespective of the page scheduler’s effec-

tiveness, as we evaluate in Section 5.5.

DR =

∑N
i=1(N − i)× repeati × reusei∑N

i=1(N − i)× repeati
(5.1)

CandidatePeriods = [DR, 2×DR, 3×DR, ...,
Runtime

2
] (5.2)

Output Candidate Frequencies. Based on DR, the Frequency Generator creates a sequence

of candidate data movement periods at time intervals that are multiples of DR, as shown

in Equation 5.2. The last possible candidate in the sequence is the one that splits in half

the overall application runtime that the Reuse Collector has previously observed. The can-

didate frequencies are derived by simply inverting the values of the candidate periods.

Figure 5.3 includes a visual representation of the candidate periods as red dots. Finally, the

Frequency Generator outputs to the Tuner the candidate frequencies in the specified order

from shorter to longer periods, thus higher to lower data movement frequencies. This pri-

ority ordering, together with the dominant reuse calculation, is essential to Cori’s success,

compared to other possible solutions, as we evaluate upon in Section 5.5.

Tuner

The Tuner uses the sequence of candidate frequencies to perform the actual tuning pro-

cedure. The Tuner starts its initial trial with the first frequency in order, sets it as the

operational page scheduling frequency and executes the application over the hybrid mem-

ory. If performance is within desired levels or the best one observed (after the first trial),

the Tuner chooses to stop or continue the tuning process. When the Tuner finds the fre-

quency that provides best performance after a number of trials, the selected frequency is

kept for any subsequent execution of the particular application on the given combination of
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platform configuration and page scheduler.

Discussion

Cori currently improves upon tuning approaches, such as the empirical ones, by observing

best performance across a number of tuning trials of actual application execution. The de-

cision of after how many trials the tuning stops is flexible. There can be a fixed number

of trials or tuning can stop after performance reaches desired levels or shows no significant

variation from the last trial. However, such an execution-based tuning methodology may

be impractical for long running applications, such as training machine learning models and

scientific simulations. Nonetheless, Cori only requires the collection of data reuse informa-

tion, that can be made readily available using compiler-assisted instrumention, laying the

grounds towards an online frequency tuning solution. Cori can be extended with system-

level performance metrics and combined with online access pattern detection solutions

used in prefetching [59, 74], or machine intelligent page schedulers [31], so as to adapt the

page migration frequency to dynamic changes in data reuse and access patterns. Finally,

the recommendations made by Cori depend on the calculation of the dominant reuse, and

are therefore sensitive to the granularity at which the data reuse information is collected

and aggregated. The evaluations presented later base the calculation on reuse information

captured at granularity of 1000s of data accesses (in the simulation framework) and of each

loop (on the real hardware testbed). This instrumentation granularity can be dynamically

adjusted to trade among the tuning overheads vs. the quality of the recommendations.

5.5 Evaluation

The goal of the evaluation is to demonstrate how Cori realizes its design goals. First, we

highlight the benefit of using Cori with respect to application performance improvements

and system resource efficiency. Second, we evaluate the tuning overheads of using Cori.

Finally, we validate the effectiveness and practicality of Cori on the native Intel Optane
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platform.

Benefit of Using Cori

Figure 5.1 includes the application performance and data moved when the page scheduling

frequency is tuned with Cori, compared to the frequencies proposed by existing solutions.

Regarding application performance, using the frequencies selected by Cori achieves on

average a 3% slowdown compared to when using the best possible frequency for each

of the applications. In comparison, the frequencies used by other techniques result in an

average 10%-100% slowdown from the ideal case. For cases where Cori does not provide

the best application performance, as in the case of quicksilver with a predictive page

scheduler, the performance with Cori is less than 3% away from the best observed one.

As discussed in Section 5.2, no other set of frequencies proposed by existing solutions

provides as good performance across all applications and page schedulers, as Cori.

In this experiment, the frequency tuning in Cori is performed to optimize application

performance, so it is not surprising that it does not provide uniformly lowest data move-

ment. However, Cori realizes the necessary data movements to achieve the provided appli-

cation performance levels. For instance, the increased data movement compared to some of

the predictive schedulers (e.g., 3× more compared to thermostat), are offset by the reduc-

tions in the slowdown compared to the best frequency case (5×). We highlight the actual

number of GBs moved for a native hybrid memory platform later in Section 5.5.

Cori meets the G1 design goal by bridging the performance gap left by existing solu-

tions and achieves only a 3% average slowdown from an optimal frequency selection across

applications and page schedulers.

Overhead of Using Cori

We evaluate the overheads of using Cori by comparing the number of tuning trials required

by Cori to find the best frequency vs. what is required to find that value using other tuning

methods. We also evaluate whether Cori’s overheads are justified, by comparing how close

Cori is to the performance of a system which operates at the best possible frequency for
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each of the applications, vs. how close would the other methods be if they use the same

number of trials as Cori.

Given the lack of a non-empirical tuning approach, we construct a baseline, which like

Cori, operates at the system-level, but is blind to any insights it might have regarding ap-

plication requirements. This baseline explores the O(N) problem space of all possible fre-

quencies by using a simple step function, with candidate periodic time intervals that differ

by a duration of timestep, as summarized in Equation 5.3, The corresponding frequencies

are derived by inverting the periodic time intervals.

Base Candidates = [timestep, 2× timestep, ...,
Runtime

2
] (5.3)

Next, we vary the priority ordering of the generated candidate frequencies. First, the

base-left baseline starts from low frequencies (large periods) and moves to the left

towards higher frequencies (short periods) in the sequence described in Equation 5.3. The

base-right baseline starts from high frequencies and moves towards the right to lower

ones, similar to Cori. Third, we also assume a base-random approach that randomly

explores values in the sequence.

Figure 5.5a shows the number of tuning trials required for best application performance.

Among the baseline variations none of them works best across all applications and page

schedulers. More specifically, while base-right is the baseline approach that requires

least trials for a predictive page scheduler across application, base-left works best for

reactive page schedulers. Thus, a baseline approach that explores frequencies in a certain

priority ordering needs further insights to identify best performance in a reasonable number

of tuning trials. Even though base-random is independent of such a priority ordering,

its unpredictable frequency selection results in worst-case average tuning overheads.

In contrast, the guided frequency selection performed by Cori, allows it to make a

recommendation in just two trials on average for predictive page schedulers. Across appli-
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cations and page schedulers Cori reduces the number of trials by 5×, from 25 on average

across baselines down to only 5 trials. The only corner case where Cori requires up to

20 trials is for applications with random access patterns like bfs and bptree where the

access pattern prediction capabilities of a reactive page scheduler are limited. This is the

reason why for such applications, when a more predictive page scheduler [31] is not avail-

able, the cache organization of the hybrid memory is shown to be more beneficial [46].

Cori meets the G2 design goal by reducing by 5× the number of tuning trials needed

to reach an average of only 3% performance slowdown, compared to baselines that ignore

insights about application requirements, and as low as 2 trials on average for predictive

page schedulers.

Figure 5.5b shows the performance that the baselines provide when executing for the

same number of tuning trials that Cori requires to find best performance. The values are

averaged across the page schedulers. On average, the baselines incur higher performance

slowdown because they require significantly more trials to reach best performance, as

shown in Figure 5.5a. Within the execution overhead of Cori, only the base-random

approach seems to be able to still choose frequencies that provide good performance,

but only for some of the applications; for others (e.g., quicksilver and pennant),

base-random is less effective even compared to some of the other baselines.

For completeness, in Figure 5.5c, we also show the best frequencies selected by Cori

for the two types of schedulers. We highlight that the best frequency that maximizes appli-

cation performance differs across schedulers and across applications, further justifying the

use of Cori.

Cori meets the G3 design goal since it provides maximum performance improvements

for minimum number of tuning trials across applications and page schedulers.

Optane DC PMEM Validation

We validate the simulation-based observations about Cori by providing results from a native

hybrid memory platform. These experiments also demonstrate the feasibility of using Cori
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hybrid memory system with DRAM and PMEM at 20%:80% capacity ratio.
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as a practical system-level solution for frequency tuning. The experiments are conduced on

an Intel Optane platform, configured with 20%:80% DRAM to PMEM capacity ratio, and

a reactive page scheduler kernel module that operates over a window of past access history,

both as described in Chapter 3. Then, we go through the steps of Cori as summarized in

Figure 5.4 and report our findings in Figure 5.6.

Recreating Cori’s steps. First, we gather information on data reuse. More specifically, we

collect the time duration of the loops across applications, as shown in Figure 5.6a, using the

suggested approach in Section 5.4. Second, we calculate the dominant reuse as described

in Equation 5.1 and generate the candidate period durations at multiples of the dominant

reuse, as shown in Figure 5.6b. While for backprop, kmeans, hotspot the domi-

nant reuse is around 1 sec, for lud it is much less, given the corresponding loop duration

histogram. We also include period durations that are less than the dominant reuse, to vali-

date whether performance indeed is not best for such periods that Cori does not include in

its sequence of candidates. Third, we replicate Cori’s tuning process by executing the ap-

plications for the selected period durations in increasing order and observe the runtime, its

slowdown from the ideal case of infinite DRAM and data moved, as shown in Figure 5.6c.

The final choice according to Cori is the first period duration in the experimentation order

that drastically reduces the amount of data moved and thus appropriately reduces the run-

time. Figure 5.5c inidicates in blue the final period choice and the number of tuning trials

it required.

Validation observations. First, we observe that period lengths that are shorter than the

dominant reuse (DR/4, DR/2), create tens of GBs of more data moved, consistently across

all applications. This confirms the insight presented in Section 5.2 that the operational pe-

riod should not be shorter than the data reuse pattern. Also, it validates Cori’s effectiveness

in calculating the dominant reuse and choosing it as the initial point of tuning. The perfor-

mance with much larger periods is not included in Figure 5.6c, since it can be substantially

worse, such as 50% of runtime slowdown for lud at 5 second periods, and Cori’s tuning
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ends at much shorter periods.

Second, regarding application performance and system resource efficiency, Cori selects

the period duration that reduces to their lowest levels both the data moved and the run-

time slowdown from the case of infinite DRAM capacity, across all applications. For some

applications these levels of runtime slowdown are less significant than others. For appli-

cations like kmeans and lud very short periods that force the reactive page scheduler

to create a burst of asynchronous data movements, are not enough to stress the Optane’s

bandwidth and proportionally reflect on their runtime. Regardless, Cori identifies the page

scheduling frequency that enables the best performance levels allowed by the available

DRAM capacity and minimizes data movement overheads. Additionally, the levels of run-

time slowdown observed in this experiment, are very similar to the ones captured in our

simulation (Figure 5.3), validating its correctness.

Finally, the selected periods themselves are different across applications and range be-

tween 1-3 seconds. Even though this doesn’t seem as a substantial difference, empirical

approaches may have ignored values in such proximity, however, for backprop the run-

time slowdown reduces by 50% when going from 1 second to 3 second periods, and for

hotspot by 30% when switching from 1 second to 2 second periods. This validates

the benefit from using Cori toward realizing significant application performance improve-

ments, within only 2-3 average tuning trials, minimizing the tuning overheads.

Cori meets the G4 design goal by allowing for a practical integration with existing

hybrid memory system-level managers, and can be realized without modification to appli-

cations and system-level components. Validation of Cori on the Intel Optane DC PMEM

platform, confirms the simulation-based motivational arguments and insights, and high-

lights the benefit of using Cori in return for minimal tuning overhead.
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5.6 Chapter Summary

This chapter presented Cori, a system-level solution for tuning the operational frequency of

data tiering solutions that periodically move data across flat hybrid memory components.

Cori reveals that related works do not properly configure their operational frequency rely-

ing on empirical tuning, thus failing to deliver up to 100% of performance improvements.

Cori synthesizes insights on data reuse information to better guide the process of select-

ing frequency candidates, reducing by, on average, 5× the number of tuning trials from

an insight-less exploration. This way, Cori delivers performance improvements within 3%

from the case of optimally chosen frequency. Cori is robust, and provides benefits across

application data access patterns and page migration policies. Such benefits are complemen-

tary to the use of machine learning and further boost its effect on application performance.
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CHAPTER 6

SCALING MANAGEMENT OPERATIONS WITH PATTERN CLUSTERING

The previous chapters describe solutions that enable machine learning-based predictions

(Kleio), and fine-tuned operation (Cori), and deliver significant performance improvements

over current hybrid memory management systems. The reminder of this thesis focuses on

how to reduce the operational overheads of machine learning-based hybrid memory man-

agers, like Kleio, and strengthen the foundations for their practical use as system-level

solutions. In this chapter, we identify that even though Kleio selects a small page subset for

machine learning-based management, the size of the subset can vary across workload sizes

and patterns, resulting in significant learning overheads. To this end, this thesis contributes

Coeus1, a page clustering mechanism that enables the management of more pages under a

single machine learning model, thus reduces the aggregate number of models and the asso-

ciated training costs. In this chapter, we reveal the limited effectiveness and practicality of

using well known data clustering methods. In contrast, we leverage the data reuse insights

described in the previous Chapter, to increase pattern similarity and facilitate lightweight

page grouping.

6.1 Overview

In Chapter 4 we presented Kleio, a hybrid memory page scheduler with machine intelli-

gence. Kleio lays the foundations for the practical use of machine learning by identifying

a small page subset (small with respect to the overall memory footprint of the application)

that benefits from ML-based management. However, the absolute number of the pages

managed with machine intelligence can vary substantially across workloads. It depends

on various parameters, such as the aggregate number of pages and type of access patterns.

1The name is inspired by ancient Greek mythology, where Coeus was the titan god of intelligence.
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Figure 6.1: Scaling machine learning models to learn patterns across a page cluster instead
of a single page.

Therefore, certain applications may need significantly more resources for training than oth-

ers. To realize a practical system-level integration of solutions based on machine learning

effectively across application classes and inputs, it is necessary to further reduce the re-

source requirements and overheads associated with machine learning.

The most intuitive approach in reducing the overheads of deploying per page models

is to create fewer models that correspond to more pages by clustering pages and training

a single model per page group, as depicted in Figure 6.1. Yet, this is not a trivial task,

as it introduces new design questions and challenges. For instance, which, how many and

with what criterion should pages be grouped in the same cluster? What is the optimal

number and composition of clusters for the purpose of training a single RNN per cluster

with high prediction accuracy and low training times? The use of unsupervised machine

learning clustering methods can potentially resolve some of these questions. However,

these come with substantial execution overheads and configuration constraints, such as

knowing a priori how many clusters to create. We ask then; Can we build a fast and robust

approach that allows machine learing models to be associated with a larger number of

pages – as what could be achieved with clustering – without the additional complexity that

use of unsupervised learning techniques would introduce?

Contributions. This part of the thesis proposes Coeus, a page grouping mechanism that fa-

cilitates the practical integration of machine learning in system-level hybrid memory man-
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agement. Coeus bypasses the complexities and overheads of running well-established data

clustering methods. Instead, Coeus leverages data reuse insights to analyze the training

data and to then instantly create efficient clusters of pages. The specific contributions are

the following:

• We demonstrate that the resource requirements for training a single machine learn-

ing model per page, for the page subset selected by Kleio, vary up to 9× across

applications with different memory footprints and data access patterns (Section 6.2).

• We explore widely used machine learning data clustering methods to group pages to-

gether, so as to train a single machine learning model per page cluster. We argue that

these methods introduce additional overheads and complexity to the already complex

hybrid memory management pipeline (Section 6.3).

• We leverage insights on data reuse times to group pages together at no additional

overhead, while ensuring efficient RNN deployments (Section 6.3).

• We describe the design of Coeus and how it integrates with existing machine in-

telligent hybrid memory management solutions, such as Kleio. (Section 6.4). The

implemented code base is open sourced2.

• We evaluate Coeus against Kleio and show that it reduces the associated learning

overheads by almost 3× and increases application performance by 3× (Section 6.5).

6.2 Motivation

Kleio’s original evaluation over 20 different workloads, given the substantial amount of re-

sources required and the available experimental setup, allowed for training RNNs for only

100 pages per workload, as summarized in Section 4.6. Figure 6.2 shows how application

performance increases (y-axis) the more RNNs are deployed (x-axis) compared to the ones

2https://github.com/GTkernel/coeus-sim
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Figure 6.2: Application performance improvements across larger number of per page
RNNs deployed from the ones allowed by the available rersources in Kleio’s evaluation
(1×).

used in Kleio’s evaluation. We observe that certain workloads, such as quicksilver re-

quire at least 9× more RNNs to be trained, to reach maximum performance improvements,

which are 120% higher than the one provided with Kleio’s evaluation. Similarly, the per-

formance of backprop improves by 80% and cpd by 20% with 4× more RNNs than

Kleio. The non-linear increase in performance of these workrloads is inherent to the page

priority ordering that Kleio follows, as mentioned above. Finally, workloads with more

random access behaviors, such as bptree and bfs, linearly improve their performance

by 20% for 9× more RNNs than Kleio.

The variability in the performance improvements across larger number of RNN train-

ings, is inherent to application-level characteristics regarding their data input sizes and

data access patterns. Figure 6.3 shows on the x-axis the size of the memory footprint

for the data input sizes configured in our experimental setup. The scale is relative to the

smallest memory footprint we observe across workloads, that is the one corresponding to

hotspot. This characteristic is one parameter contributing to the number of per page

RNNs needed to achieve maximum performance improvements, which is particularly high

for quicksilver, bptree and bfs that have larger number of pages compared to the

rest of the workloads.
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Figure 6.3: Workload characterization with respect to the relative size of their memory
footprint for the selected data inputs (x-axis). Percentage of page misplacements by history-
based page schedulers (y-axis).

Apart from the aggregate memory footprint, the other application-level characteristic

that contributes to the number of RNNs that need to be trained, is the complexity in the

access patterns. Applications with higher complexity in access behavior have higher need

for machine learning-based management, because history-based management fails to ef-

fectively capture more intricate patterns. Kleio’s Page Selector identifies such complex

patterns by observing which pages are frequently misplaced by simple history-based pre-

dictors. The y-axis of Figure 6.3 shows the percentage of such misplaced pages from the

overall workload’s memory footprint. We observe that workloads with more complex, yet

structured access patterns, such as quicksilver, have 70% of their memory footprint

be misplaced, thus mis-managed, by history page schedulers, thus would benefit from the

RNN training of this page subset. Similarly, in the case of bfs and bptree that exhibit

irregular and random accesses, they also require more than 60% of their footprint to be

trained with RNNs.

Takeaways. The resource requirements for machine learning-based hybrid memory man-

agement can vary significantly across workloads. This is inherent to the workload’s mem-

ory footprint and access patterns, as well as to the design choice of training a single RNN

model per application page out of a insight-fully selected page subset, whose size varies

across workloads.
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(a) Page access patterns are similar over very short page scheduling periods.

(b) Page access patterns become identical over larger page scheduling periods.

Figure 6.4: The memory access patterns, that machine intelligent page schedulers learn,
are the per page access counts across the scheduling periods.

6.3 Clustering Similar vs. Identical Patterns

The results in the previous section show that the deployment of a single machine learning

model per application page is not scalable with respect to resources required for training

across workload classes and inputs. To reduce the aggregate learning overheads and re-

source utilization it is necessary to increase the granularity of the address space managed

under a single model. Our approach is to train individual models at the granularity of a

page cluster, and learn the specific access patterns of the pages in the cluster.

Machine intelligent page schedulers, like Kleio, learn patterns across time, not space,

training a single RNN per page. These patterns correspond to the sequence of page ac-

cess counts (hotness) across the page scheduling periods. Figure 6.4a shows a heatmap

of the page hotness for two neighboring pages of the workload backprop. The hotness

across the two pages seems to be very similar, with few differences in the absolute access

counts for specific periods. Since their patterns are so similar, it is intuitive that these
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two pages should belong in the same page cluster and correspond to the same RNN de-

ployment. Therefore, we need a mechanism that identifies similarities across page access

patterns and creates such groups of pages. The challenge in this approach is to execute

the page clustering incurring trivial overheads. The machine intelligent hybrid memory

management already involves substantial overheads and complexity, which should not be

further exacerbated with an intricate clustering process.

Therefore, we first try to use unsupervised machine learning data clustering methods

that are widely used across domains. In particular, they are very effective in forecasting

time-series (patterns in time), that are grouped according to their similarity [75, 76, 77].

However, we make a case that it is particularly challenging to optimize upon the number of

clusters created, while the process introduces additional overheads and configuration con-

straints. Then, we show how to bypass such complexities and use data reuse insights to

instantly create large page groups of identical access patterns, which can be inferred using

a single input to a single machine learning model.

Clustering Similar Patterns

Overview of K-means. First, we explore widely used machine learning methods to group

together data that share similar characteristics. Common terminology refers to the input

data as observations or samples, that each have a set of features, i.e., characteristics. The

similarity between the observations is referred to as distance, which involves some al-

gebraic calculation of the difference between the values of the individual features across

observations, e.g., euclidean distance. One of the most commonly used clustering algo-

rithms is k-means, which partitions observations into a predefined number of k clusters.

The algorithm works by randomly selecting k observations as centroids and groups to-

gether observations with a small distance from these centroids. The algorithm repeats and

optimizes the centroid selection, so that the sum of squared distances from the centroid,

known as inertia, minimizes.
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Figure 6.5: Page cluster inertia (dissimilarity) across increasing number of clusters created
with k-means, for the page subset selected for machine learning. Larger number of clusters
include fewer pages that are more similar.

Number of clusters. K-means requires to define the number of clusters before execution.

Yet, setting this value is not always intuitive for a given dataset, whose characteristics we

are not aware of. According to a thorough survey of all clustering methods, finding the

optimal number of clusters and the similarity metric are the two biggest challenges and

constraints in clustering [78]. This is why other methods such as hierarchical clustering,

have higher time complexity, since they create a hierarchy of all possible number of clus-

ters. One way to find the optimal number of clusters k for k-means, is to run the algorithm

for a reasonable range of k values and select the one, after which clusters don’t change dras-

tically. In a more formal mathematical description, this is described as the elbow method

or otherwise known as finding the ‘knee of a curve’. In particular, for k-means the curve

corresponds to how the inertia, i.e., the sum of squared distances of observations to their

cluster’s centroid, decreases as we increase the number k of clusters. Lower inertia means

higher similarity within a cluster. Zero inertia corresponds to clusters of data samples with

identical feature values. A good selection of k number of clusters is the one where inertia

doesn’t drastically reduce, i.e., ‘shows a knee’, if we create an additional cluster.

Application of K-means. In the context of page clustering, the input observations are the

different application pages and the per page features are the page access counts across
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the scheduling periods, as depicted in Figure 6.4. This feature selection allows k-means

to cluster together pages that received similar number of accesses across periods. Prior

to clustering the features are normalized between 0 and 1, as it is a common practice in

machine learning.

Complexity in the Configuration of the Clustering. Figure 6.5 shows how the dissimilarity

of the pages in a cluster decreases, the more clusters we create, thus the fewer pages a

cluster contains. The lower the inertia the more similar are the pages within the cluster.

When inertia is zero the pages of the cluster are identical, meaning they receive exactly the

same access counts across scheduling periods. The clustered pages are the ones selected for

RNN training by the machine intelligent page scheduler. The selected page subset contains

pages whose patterns cannot be accurately predicted with history-based approaches, thus

need machine learning-based predictions.

In general, we observe that the inertia decreases very slowly the more clusters we create,

almost in a linear way. There is not a distinct number of clusters where the inertia curve

significantly dips, in other words there is no ‘knee’. Therefore, it is not obvious which

number of clusters is best to choose even after experimenting with all possible cases, let

alone defining it prior to k-means execution, as required. This behavior is inherent to the

patterns of the pages selected for machine learning. These patterns are highly dissimilar

and this is exactly why they need machine learning-based management. We also observe

that empirically selecting a number of clusters that could work well for one application,

may not be as effective for another. For example, creating 500 clusters is best for cpd, but

results in highly dissimilar clusters for bfs, quicksilver and bptree. Therefore, the

number of clusters needs to be tuned on an application basis.

Additional Complexity in the RNN deployment. Another design aspect of clustering based

on similarity, that is not straight-forward, is how to train a single RNN model across inputs

of different pages. There are two possible design choices. The RNN model can take as input

the access patterns of all pages. Therefore, now the input grows linearly to the number of
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pages in the cluster. This will increase the training time of a single RNN model, as it

has to manipulate bigger input, learn more patterns and possibly take longer to converge.

Arbitrary increase of the cluster size may lead to prohibitive training times, which is the

primary reason why machine intelligent page schedulers create models at the granularity

of the page. To avoid this increase, which contradicts the purpose of this work, the input to

the RNN model can be the access pattern of a single page of the cluster. This page should

correspond to the centroid of the cluster, which has highest similarity with the rest of pages

of the cluster. However, according to the size of the cluster and how similar pages are, there

may be the case that the RNN model that is trained on the centroid, does not make highly

accurate access patterns predictions for the rest of pages of the cluster. This can particularly

be the case since the clustering is applied across pages which have already been identified as

ones which need machine learning to aid with page scheduling, and thus are more likely to

have dissimilar patterns. Therefore, we ideally need a clustering mechanism that does not

increase the per model training times and does not compromise on the prediction accuracy.

Takeaways. The use of machine learning clustering methods for the purpose of page clus-

tering introduces new complexity in the already strenuous problem of hybrid memory man-

agement. The complexity comes from the fact that is not intuitive how many page clusters

to create, given how dissimilar the target pages are, and how to best configure the training

of a single RNN model for input of more than one page with minimal overheads. Ideally,

we seek a simple technique to completely bypass all such complexities, leveraging insights

and observations that will allow for instant creation of large clusters of pages that do not

require any changes to the way RNNs are deployed.

Clustering Identical Patterns

We next make the observation that it is trivial to calculate the number of page clusters

created with zero inertia, i.e., where pages are identical. This is the point where the curve

hits the x-axis in Figure 6.5 and corresponds to the case where each cluster contains data
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Figure 6.6: Number of pages with non-identical patterns as percentage of per application
pages across longer periods compared to Kleio’s (1×) period duration. Fewer pages means
fewer and larger clusters with identical pages.

samples whose features have exactly the same values. This can be done with a single

comparison of the per page access patterns to see if they already belong to the global set

of patterns. In this way, we can instantly create clusters of pages and completely remove

the complexity in the configuration of the clustering as described in the previous section.

In addition, the fact that patterns of a cluster are identical, also removes the complexity in

the RNN deployment. The input to the RNN now can be the access pattern of a single page

of the cluster, which does not require any increase in the training times. Since each page

of the cluster shares the exactly same pattern, this trivially preserves the same prediction

accuracy as when the model has been trained on the input of each page individually.

The challenge that still remains is that the number of clusters with identical pages varies

significantly across workloads and can be significantly large given how dissimilar pages

are, and the workload’s memory footprint and patterns. Is there a way to create fewer and

larger clusters of pages with identical patterns?

Looking back at Figure 6.4 we see how the page access patterns look in the context of

machine intelligent page scheduling. The difference between Figure 6.4a and Figure 6.4b

is the number of page scheduling periods. A page scheduling period determines not only

when page scheduling operations are performed, but also the granularity at which page
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access data (or data traces) can be used as inputs to an RNN model. This impacts the

length of the pattern and its absolute values. Longer periods create patterns that span a

smaller number of periods and have larger page hotness values, since more page accesses

are received at a longer time interval. When zooming out and observing page access counts

over larger periods, the access patterns of the same pages transform from very similar (

Figure 6.4a) to completely identical ( Figure 6.4b).

Observing patterns at the right granularity. Given these insights, observing patterns at a

more coarse-grain granularity, that is the duration of the page scheduling period, increases

the similarity of certain page access patterns to be completely identical. Figure 6.6 shows

how the number of page clusters with identical patterns decreases, as the page scheduling

periods become longer in time. The period duration selected by related works, such as 0.01

seconds in Kleio, is too fine-grained and creates dissimilarities in the patterns, as depicted

in Figure 6.4a. Periods that are 10×, 100× and 1000× longer than Kleio’s, create fewer and

larger page clusters with identical patterns for majority of the workloads evaluated. Related

memory management solutions [12, 14, 28, 13, 15] adopt such values of data monitoring

and page scheduling intervals, that span across orders of magnitude. The decrease in num-

ber of clusters with identical patterns is prominent for workloads that have certain structure

in their patterns, even if these are simple access strides, such as backprop, kmeans and

hotspot or more complex ones, such as cpd and quicksilver. For these workloads,

zooming far out at very long periods, creates fewer and larger clusters of identical patterns,

whose number corresponds to only 10% - 30% of the workload’s memory footprint. This

is not necessarily the case for applications with more irregular data access behavior. For

instance, the triangular matrix traversal of lud and high accesss randomness bfs result

in page access patterns that are dissimilar, no matter the length of period. In conclusion,

longer page scheduling periods enable the observation of the patterns of page access counts

across periods at a granularity that allows the creation of larger and fewer page clusters with

pages of identical patterns for applications with structured access patterns.
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Figure 6.7: Number of pages with non-identical patterns (a) and application performance
improvement (b) for history-based management over the period duration selected by Kleio
(0.01 sec) and the one (DomReuse) calculated by Cori.

Which is the right granularity? However, changes in the duration of the page schedul-

ing period have a direct impact on application performance, since it affects the timeliness

and frequency of data movements across the hybrid memory. Arbitrarily increasing the

length of the period may result in insufficient data movements that do not respond in time

to changes in the workload’s memory access behavior. We need to set the period duration

such that it is large enough to create few and large page clusters of identical patterns, with-

out compromising on performance. To this end, our own previous work builds a practical

system-level tuning solution – Cori [32] – that finds the page scheduling period duration

which maximizes application performance over hybrid memory systems. Cori uses readily

available information on page access behavior to extract the per page reuse times and syn-

chronizes the page scheduling periods with the average reuse times. More specifically, Cori

calculates the weighted average of the reuse times that are ‘dominant’ across pages, that

is the dominant reuse time. Experimental evaluation of Cori over simulation infrastructure

and validation with an actual hardware platform with DRAM and Intel Optane persistent
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memory shows that hybrid memory page schedulers which operate at a period duration that

matches the per workload’s dominant reuse time, provide maximum levels of application

performance.

Figure 6.7 shows the relation between the number of pages with non-identical patterns

and performance when we set the page scheduling period as the dominant reuse time, com-

pared to the 0.01 seconds that Kleio has chosen in its original configuration. Regarding

application performance (Figure 6.7(b)) we see that the choice of dominant reuse as pe-

riod provides almost 2× performance improvements, on average, across workloads. This

is for the case when a history-based scheduler is used, therefore we expect that a machine

intelligent scheduler will also benefit, as we will see in Section 6.5. At the same time, the

period selection results in 30% fewer pages with non-identical patterns, on average across

workloads, compared to Kleio’s period selection, as shown in Figure 6.7(a). This essen-

tially means 30% reduction in the total number of clusters that have pages with identical

patterns. The reduction can be as drastic as 60% for workloads like quicksilver, which

have structured yet complex access patterns. However, as previously mentioned it is not

as significant for workloads with irregular or random access patterns. In conclusion, using

the period duration proposed by Cori, with trivial calculations over readily available page

access information, allows the observation of the patterns at a granularity that facilitates the

creation of large page clusters with identical patterns, while also maximizing application

performance.

Takeaways. Observing page access patterns at a coarse-grain granularity increases their

similarity to being completely identical. Clustering pages with identical access patterns al-

lows us to bypass complexities and overheads of applying machine learning data clustering

methods. The use of insights on data reuse times allows the instant calculation of the page

scheduling period duration that enables the creation of fewer and larger page clusters with

identical patterns, while ensuring high application performance levels.
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6.4 System Design of Coeus

Design goals. The objectives of the proposed solution are as follows:

G1 Reduce the aggregate number of RNNs that need to be deployed to enable maximum

application performance improvements. In other words, manage more pages intel-

ligently with a certain number of RNNs, compared to current machine intelligent

solutions that deploy a single RNN per page of a specific page subset.

G2 Deliver higher application performance when training the same number of RNNs as

current machine intelligent solutions.

G3 Introduce minimal operation overhead in the machine intelligent hybrid memory

management process.

To address these goals, we propose Coeus, a page grouping mechanism for machine

intelligent page schedulers over hybrid memory systems. Coeus creates clusters of pages

with identical patterns of page access counts across the page scheduling periods, leveraging

data reuse insights to increase the pattern similarity. Then, Coeus identifies the patterns

for which RNNs should be trained. In this way, Coeus enables the machine intelligent

management of more pages (G1), by using a single RNN per pattern, thus page group.

In addition, Coeus drastically improves application performance (G2), not only due to

the intelligent management of more pages, but also due to the fine-tuned page scheduling

frequency, that current machine intelligent page schedulers, such as Kleio [31], had missed

to achieve. Finally, Coeus leverages the same input with such solutions and runs at a trivial

overhead (G3), since all of its actions take trivial time to complete.

Coeus Overview. Figure 6.8 illustrates the system design of Coeus and its interactions

with a machine intelligent page scheduler for hybrid memory systems.

1. The Pattern Analyzer takes as input the memory access trace and extracts a heatmap
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Figure 6.8: System design of Coeus and its interaction with a machine intelligent page
scheduler.

of per page access counts across page scheduling periods, calculating the dominant

page reuse distance and using it as the period duration (Step 1a). Then, it identifies

the page access patterns that are unique across pages, creating clusters of pages with

identical patterns (Step 1b).

2. The Pattern Selector runs Kleio’s Page Selector ‘as-is’ using the page access count

heatmap from the Pattern Analyzer (Step 2a). Then, the Pattern Selector chooses

the unique patterns that are shared across pages selected for machine learning-based

management (Step 2b). The final output are these unique patterns that are the input

for training a different RNN model per pattern, in parallel.

Next, we describe in more detail the internal functionality of the system components.

Pattern Analyzer. Figure 6.9a shows the pipeline of the Pattern Analyzer component of

Coeus. First, the Pattern Analyzer converts the memory access trace into a heatmap of page

access counts across page scheduling periods (Step 1a). To make this conversion the Pattern

Analyzer first sets the period duration to be the length of the application’s dominant page

reuse distance, as described in Section 6.3. This distance is calculated using information

that is already available in the memory access trace and the analytical formula proposed by

Cori [32]. Kleio extracts similar page access count heatmap, but arbitrarily sets the page

scheduling period duration at 0.01 seconds across workloads. Next, the Pattern Analyzer
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Figure 6.9: System components of Coeus.

isolates the sequences of page access counts across periods (page access patterns) that are

unique across pages. This process is equivalent to creating clusters of pages with sequences

that are completely identical, meaning that every access count across periods is exactly the

same for the pages of the cluster (Step 1b). Finally, the Pattern Analyzer outputs the set of

unique page access patterns.

Pattern Selector. Figure 6.9b shows the internal functionality of the Pattern Selector com-

ponent of Coeus. The input to this component is the heatmap of page access patterns and

the unique patterns that the Page Analyzer identified. The Pattern Selector runs Kleio’s

Page Selector component ‘as-is’, taking advantage of its clever selection of which pages
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to prioritize for RNN training. The output of Kleio’s Page Selector are two different page

subsets. One corresponds to pages that should be managed intelligently and the other to the

rest of the pages which are efficiently managed by lightweight history-based page sched-

ulers. At this point Kleio would proceed with training RNNs for as many pages as possible

out of the corresponding subset. In contrast, Coeus compares the patterns of the pages se-

lected for machine learning with the unique patterns provided by the Pattern Analyzer. In

this way, the Pattern Selector returns which patterns, not pages, should be prioritized for

RNN training, following the priority ordering of the corresponding pages.

Interaction with Page Scheduler. Coeus provides the unique page access patterns for

which a machine intelligent page scheduler should deploy RNNs for offline training and

online inference. In addition, Coeus provides the page scheduling period duration that will

improve upon the scheduler’s performance, as described in Section 6.3. During application

execution, upon every page scheduling period, the page scheduler will use the same RNN to

infer the access counts of all pages that share the same pattern, belonging to the same page

cluster, using as an identity matching the pattern itself. In this way, the page clustering

allows for higher number of pages to be managed intelligently compared to the number

of RNNs deployed. Coeus does not intervene in the page scheduling itself, that is the

selection of which pages to move. The page clustering of Coeus is not used to schedule

groups of pages, only to facilitate the accurate prediction of page access counts that the page

scheduler employs to decide which pages to periodically move across hybrid memory.

6.5 Evaluation

The goal of the evaluation is to demonstrate how Coeus realizes its design goals, as de-

scribed in Section 6.4. We highlight the application runtime performance and reduction

in machine learning overheads that Coeus enables. Second, we enumerate the execution

overheads of Coeus and argue that they have trivial impact on the ML-based page schedul-

ing overheads. The experimental evaluation is done over the hybrid memory simulation
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environment, performance estimates and applications described in Chapter 3.

We evaluate Coeus against Kleio, since it is designed to optimize upon the initial de-

sign of Kleio. However, for the evaluation of Coeus, we do not go through an actual

deployment of Recurrent Neural Networks, since we have evaluated the achieved predic-

tion accuracy levels in Section 4.6. Since Coeus inputs identical patterns to a single model,

it preserves the high prediction accuracy, low training and inference times per model as

evaluated in Kleio. Instead, we assume perfectly accurate access pattern predictions, via

a-priori knowledge of the memory access patterns through the collected traces.

Application Runtime

We first evaluate the application runtime and machine learning overheads, when using

Coeus to configure the deployment of a machine intelligent page scheduler, such as Kleio,

compared to standalone execution of Kleio. We also include a comparison with the case

when Kleio operates at very fine-tuned page scheduling periods (Kleio + OPT period),

compared to 0.01 seconds that was selected for its original evaluation. We have shown

in Section 6.3, how the selection of 0.01 second periods is sub-optimal even for purely

history-based page schedulers. This comparison will isolate the performance improve-

ments of Coeus that derive from the page scheduling frequency itself vs. the effects of

page clustering. Kleio with optimal period selection manages the same pages as in Kleio,

since there is no page clustering involved.

Page clustering effectiveness. Figure 6.10(a) shows how many more pages Coeus manages

intelligently via its page clustering mechanism, compared to Kleio as a baseline (1×).

On average, Coeus manages almost 3× more pages than Kleio, when training the same

number of machine learning models. Coeus works exceptionally well for workloads with

complex patterns, such as quicksilver, for which it manages almost 7× more pages

than Kleio, due to the use of a page scheduling frequency that enables the creation of

large page clusters with identical patterns. Similarly, Coeus manages 2× - 3× more pages
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for workloads with high regularity in access patterns, such as backprop, kmeans and

hotspot, helping observe these patterns at a granularity that facilitates their clustering.

Similarly, Coeus works well for certain applications with irregular access patterns, such

as bptree and pennant. These specific workloads have part of their memory footprint

accessed randomly and another part accessed fairly regularly. Coeus helps cluster together

the latter subset of pages. In contrast, the page clustering of identical patterns is not quite

possible for workloads with completely random accesses across all pages, such as bfs,

decreasing memory footprint, such as lud and sparse matrix operations, such as cpd.

In conclusion, Coeus accomplishes its design goal G1, reducing by almost 3× the ma-

chine learning models trained, thus the aggregate overheads and resource requirements for

their deployment. There are two reasons for this drastic reduction. First, Coeus’s sophisti-

cated selection of page scheduling frequency facilitates the creation of large page clusters

to be managed with a single machine learning model. Second, the clustering of identical

patterns as input to a single RNN model, does not increase the per model training times.

In this way, the reduction in the number of RNN models trained, reduces the aggregate

learning overheads.

Breakdown of performance gain. Figure 6.10(b) captures the application performance im-

provement of Coeus and Kleio with fine-tuned periods (Kleio + OPT period) compared

to the original configuration of Kleio (1×). On average, Coeus improves performance by

3×. There are two reasons for this significant performance improvement, that relate to

Coeus’s selection of page scheduling periodicity. The sophisticated period selelction en-

ables more effective page clustering, as well as better tuned operational frequency of the

page scheduler itself. The configuration of Kleio at an optimally tuned frequency (Kleio +

OPT period) captures the maximum extent of performance increase due to the operational

frequency itself. Its difference from Coeus isolates the effect of better page clustering alone,

on application performance. Breaking down the performance of Coeus, we observe that, on

average, 2× of the performance enhancement comes from the operational frequency itself
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Figure 6.10: Evaluation of standalone Kleio vs. using Coeus, for the same number of
RNNs, that is the required by Coeus to deliver best performance.

(Kleio + OPT period) and the rest 1× comes from the page clustering.

Regarding the contributions of the page clustering to application performance (differ-

ence in the bars of Coeus vs. Kleio + OPT period), we see that in certain cases, such as

kmeans, it improves performance by 3×. Similarly, for backprop, quicksilver and

bptree the isolated performance increase that corresponds to the page clustering ranges

from 1× - 2×. These performance improvements result from using RNNs for more pages,

and applying more efficient data tiering and data movement decisions to larger portion of

the application working set. However, the management of more pages intelligently, does

not always result in application performance improvements. This is the case for applica-

tions like hotspot and pennant whose active memory footprint fits in the available

DRAM capacity. Therefore, even though we can make more accurate access pattern pre-

dictions with the machine intelligent management of almost 2× more pages, these extra

pages do not need to migrate, thus it does not reflect on performance. Finally, for appli-

cations such as cpd, lud and bfs, where zero inertia page clustering is not so effective,

Coeus still provides performance improvements of up to 10% - 30%.
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Figure 6.11: Offline overheads of running Kleio vs. Coeus alongside Kleio.

Regarding the contributions of the operational frequency to application performance

(Kleio + OPT period), these are significant across all workloads. The fine-tuned page

scheduling frequency contributes, on average, 2× of the performance improvements of

Coeus, and is significant even in cases where Coeus clustering alone makes small con-

tributions to performance. This reveals an opportunity for Coeus to improve Kleio, by

fine-tuning the operational parameters of machine intelligent memory managers, to reduce

the management overheads and improve the performance impact.

In conclusion, Coeus accomplishes its design goal G2 delivering 3× higher application

performance from existing machine intelligent page schedulers. There are two reasons for

this drastic increase. First, the page clustering and intelligent management of more pages,

improves data tiering and data movement selection. Second, the insight-based selection of

page scheduling periods improves the operational frequency of the scheduler itself.

Overheads of Using Coeus

Next, we demonstrate the operational overheads of using Coeus prior to Kleio, compared

to the standalone execution of Kleio, as shown in Figure 6.11. Prior to workload execu-

tion, Kleio takes as input the workload’s memory access trace, converts it to a heatmap of
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per page access counts across scheduling periods. This operation is trivial and involves a

single analytical pass to the memory trace, thus has runtime linear to the total number of

memory accesses. Then, Kleio runs its Page Selector to identify which pages need machine

intelligent management and deploys a single RNN per selected page.

Coeus enriches Kleio’s offline pipeline with few more operations with trivial overhead.

First, Coeus extracts data reuse information with a single pass to the memory access trace,

to calculate the dominant reuse for setting the duration of the page scheduling periods.

Then, similarly to Kleio, Coeus converts the trace to a heatmap of page access counts

across periods. Next, Coeus groups pages into clusters with identical page access patterns.

This operation leverages data structures like sets, thus incurs runtime linear to the total

number of pages, which is even more trivial than the time to create the heatmap. Coeus

runs Kleio’s Page Selector component ‘as-is’, thus incurs the same overhead. Coeus then

selects which patterns to train RNNs for, with a simple comparison of the page clusters with

the pages returned by the Page Selector. Finally, Coeus trains on average 3× fewer RNNs

than Kleio, as evaluated previously, thus incurs only a third of the learning overheads.

In conclusion, Coeus comes with minimal operational overheads, realizing its design

goal G3. It also drastically reduces the learning overheads, overall reducing by almost 3×,

on average, the offline pipeline of hybrid memory management prior to workload execution.

6.6 Chapter Summary

In this chapter we presented a solution to reduce the learning overheads of machine intel-

ligent page schedulers for hybrid memory systems. In order to be practical and effective,

such memory schedulers focus the machine learning on a carefully selected page subset and

train per page models in parallel. Yet, the resource and time requirements for training these

models vary up to 9× across workload classes and input sizes. To reduce the aggregate

learning overheads it is necessary to increase the granularity of the application’s memory

address space for whose patterns single models are learned. Widely used data clustering
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methods, such as k-means, incur non-trivial configuration constraints and overheads, given

the high dissimilarity of pages selected for machine learning-based management. In re-

sponse, we build Coeus, a page grouping mechanism that enables machine intelligent page

schedulers to train, in parallel, different models per large page clusters. Coeus is extremely

lightweight and highly effective, compared to data clustering methods, because it lever-

ages data reuse insights to fix the granularity of page access patterns, transforming “alike”

patterns to completely “like” ones. As a result, Coeus reduces by almost 3× the learn-

ing overheads, by managing more application pages under a single model, thus decreasing

the aggregate number of models, without increasing the training time of the model itself.

Choosing the granularity at which page access patterns are clustered and analyzed, enables

Coeus to improve application performance by 3×, compared to the performance levels

enabled by the configuration of existing machine intelligent page schedulers.
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CHAPTER 7

REDUCING OPERATIONAL OVERHEADS WITH PATTERN VISUALIZATION

So far this thesis built mechanisms to maximize the performance and efficiency of hybrid

memory management by leveraging insights on data reuse distance, page-level access be-

haviors and pattern similarity across neighboring pages. These insights were primarily

derived by visualizing memory access behaviors and relations. Images can capture copi-

ous information that is much more cumbersome to extract through analysis, thus have the

potential to reduce system operational overheads. This chapter aims to explore the feasi-

bility of integrating computer vision methods over image-based mechanisms in the context

of hybrid memory management. As a use case, we explore the effectiveness of an image-

based approach for selecting pages for machine learning-based management, by building

Cronus1. This chapter reveals spatial and temporal correlations across pages, through

appropriate visualization of the memory access patterns. Kleio is not able to capture rela-

tions across pages, since it operates at the granularity of a page and learns per page access

patterns. We explore the integration of visualization in hybrid memory management and

propose an image-based page selection process, that drastically reduces Kleio’s operational

costs, while preserving the effectiveness of the page selection and achieved performance

levels.

7.1 Overview

In Chapter 4 we described Kleio, a machine intelligent page scheduler for hybrid memo-

ries. Kleio aims to improve application performance levels with machine learning-based

memory management, in return for reduced overheads associated with training and deploy-

1The name is inspired by ancient Greek mythology, where Cronus (Kronos) was the King of the Titans
and the god of time.
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ing the ML models. Thus, Kleio focuses on selecting a small page subset whose ML-based

management will boost application performance. The process of identifying such pages is

not trivial. Kleio deploys performance estimate models, customized for the configuration

of the hybrid memory platform, and executes those models repeatedly to produce runtime

estimate curves. Since Kleio’s design is centered around performance and focuses its op-

eration on a per page basis, it doesn’t capture temporal and spatial access characteristics

across pages.

Problem Statement. Our current approach in practically integrating machine learning in

hybrid memory management includes performance-based methods to select subset of the

pages for machine learning model training. Focusing on maximizing application perfor-

mance for the given configuration of the hybrid memory platform, our performance-based

page selection method incurs non trivial execution overheads. In this part of the thesis,

we explore the use of computer vision techniques, such as visualization and pattern recog-

nition, for the purpose of building a lightweight mechanism to select the page subset for

machine learning-based page scheduling over hybrid memory systems.

The specific contributions are:

• We visualize the pages selected for machine learning-based management by Kleio

and reveal spatial and temporal correlations (Section Section 7.2).

• We propose the idea of integrating image-based analysis as part of the page selection

process. We explore factors such as the image size, resolution, mapping pixels to

page access information. We leverage computer vision methods to detect and extract

areas of the images that include page access patterns. We couple all these into the

design of Cronus (Section 7.3).

• We evaluate Cronus against Kleio, with respect to the page selection overheads and

quality of the selections as they reflect on application performance through Kleio’s

ML-based management (Section 7.4).
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472, 467, 463, 471, 613, 464, 468, 593, 597, 601, 605, 476, 475, 589, 
466, 604, 488, 600, 484, 609, 483, 487, 461, 465, 469, 473, 612, 608, 
470, 596, 462, 479, 381, 616, 523, 592, 474, 480, 486, 477, 481, 485, 
595, 482, 614, 478, 611, 615, 603, 599, 602, 610, 598, 606, 607, 594, 
591, 590, 655, 380, 387, 516, 517, 379, 769, 315, 489, 377, 522, ...

Figure 7.1: Page IDs of cpd selected for machine learning by Kleio.

7.2 Visualization Insight

In an effort to reduce the page selection overheads, we first aim to better understand the

relations (spatial and temporal) of the pages selected for machine learning-based manage-

ment by Kleio, as summarized in Section 4.5. Figure 7.1 shows, for the cpdworkload, how

pages are prioritized for machine learning according to their benefit factor that combines

page hotness and misplacements by history-based page scheduling. We observe that pages

are not consecutive, not even in a specific range of spatially neighboring pages. Thus, the

exact page priority ordering is not sufficient to reveal any insights about the characteristics

of the selected pages.

Throughout this thesis the most successful way to derive insights was through visualiz-

ing certain behaviors. For example, for Cori visualizing how the page scheduling periods

‘break’ the page access patterns (Figure 5.2) and capturing the effect on performance, led

to the insight to ‘not break the data reuse’ (Section 5.3). For Coeus visualizing the page-

level access patterns for fine- vs. coarse-grained page scheduling frequency (Figure 6.4),

led to the insight of how similar patterns transform to identical ones (Section 6.3). Clearly,

a picture is worth a thousand words and visualization is a great way to reveal insights and

build robust solutions.

Therefore, we visualize the memory access patterns of the workloads in Table 3.1.

We plot the memory accesses as scattered points which correspond to the sequence of

memory requests (x-axis) to virtual page identifiers (y-axis). Figure 7.2 shows this visual

representation together with a coloring scheme that captures the page priority ordering.
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High Priority Low Priority

Figure 7.2: Visual representation of a workload’s page access sequence, colored according
to the page priority ordering for machine learning-based management.

Points with darker color correspond to pages with higher priority, and lighter color to those

with lower priority, as depicted in the horizontal colormap bar.

The images clearly reveal spatial and temporal correlations across the pages prioritized

for machine learning, that are not obvious when looking at the specific priority order, as in

Figure 7.1. Spatially neighboring pages that are part of distinct temporal access patterns

receive similar priority. This is due to the fact, that these groups of pages receive similar

levels and patterns of page hotness across runtime, thus are managed very similarly when

using history-based predictions. The misplacement metric, that Kleio considers, is particu-

larly visible in the case of cpd, where the page group at the top of the image receives low

priority even though it has relatively high page hotness. For the specific experimental setup

and hybrid memory configuration, that is described in Chapter 3, this page group ends up

benefiting from history-based page scheduling.

Takeaways. Visualizing the pages selected for machine learning-based management at

the granularity of the workload’s memory access patterns through time and space, reveals
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new insights on the characteristics that lead to their selection. Pages that are neighboring

in space and part of distinct access patterns in time receive similar levels of priority for

machine learning, since they have similar access behavior across the workload’s runtime.

7.3 System Design of Cronus

In this section we describe the system components of Cronus, an image-based pipeline for

selecting the pages for machine learning-based hybrid memory management. We discuss

the challenges of building such a system and the insights that lead into the system design

choices. Figure 7.3 depicts the internal functionality of Cronus and how it interacts with

ML-based hybrid memory managers, summarized in the following steps:

1. Image Creation. This step visualizes the raw data of a memory access trace, map-

ping pages (y-axis) and requests (x-axis) into pixels of an image.

2. Pattern Detection. This step identifies parts of the image that correspond to groups

of pages participating in access patterns across application runtime.

3. Page Selection. This step processes the image to extract the range of pages that cor-

respond to the previously detected pattern and prioritizes them for ML-based man-

agement given their overall hotness across application runtime. The selected pages

are then fed into the ML-based hybrid memory manager for per page training of ML

models.

Image Creation

As we have shown earlier in Section 7.2 plotting the virtual page access sequence from a

collected memory access trace, visualizes the page access patterns in a way that is com-

prehensible to the human eye. Thus, we can create a single black-and-white image out of

a sequence of page accesses across the application runtime. The choice of black color is
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Figure 7.3: System design of Cronus.

enough to capture the memory access trace information and uses less bytes for storage than

a colored RGB image. The resolution of the image is critical because it will determine the

extent to which memory access patterns are visibly comprehensible.

Image Resolution. The most intuitive approach is to map a single page access out of the

memory access trace to a single pixel of the image. However, this 1-1 mapping will cre-

ate images of massive size as there can be hundred thousands of pages on the y-axis and

accesses on the x-axis. Instead, the average image resolution across datasets used for com-

puter vision and machine learning, such as ImageNet [79], is 256x256 pixels. We explore

the creation of images with increasing resolution from 64x64 pixels up to 1024x1024 pixels

in exponential size increments, as shown in Figure 7.4 for the cpd workload. We observe

that small image resolution e.g., 64x64 and 128x128, is not enough to clearly depict the

patterns for the given size of the workload. Many pages map to a single image pixel, thus

their requests aggregate over few pixels and create very dense areas of black pixels. As a

result it is hard to distinguish which pages (y-axis) participate in the sparse tensor opera-

tions that the workload performs, as summarized in Table 3.1. In contrast, higher resolution

of 512x512 and 1024x1024 enables details of the patterns to be visible, such as the strided

accesses over parts of the memory. The middle range of resolution 256x256 is enough to
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(a) 64 x 64 pixels.

(b) 128 x 128 pixels.

(c) 256 x 256 pixels.

(d) 512 x 512 pixels.

(e) 1024 x 1024 pixels.

Figure 7.4: Effect of the image resolution to distinguish memory access patterns.
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visualize the overall pattern, but not further details.

The decision of which image resolution to use is not trivial. On the one hand, high res-

olution allows for clear visibility of the details of the type of memory access patterns, such

as accesses strided across memory, something that is valuable for the purpose of access pat-

tern classification [80, 81]. On the other hand, high resolution creates images with higher

storage and processing time overheads. This is the reason why image-based machine learn-

ing uses small resolution, such as less than 256x256 in ImageNet [79]. For the purpose of

designing the prototype of Cronus, a system that selects pages for ML-based management,

the middle range of image resolution (256x256) is high enough to capture the overall trends

in memory access patterns and extract the corresponding pages that participate in the pat-

tern. The details of the patterns will be derived from the raw data of the memory access

trace, that Kleio then uses to train per page recurrent neural networks for the selected pages.

Thus, Cronus uses 256x256 across workloads for their given sizes. Each pixel will repre-

sent pages per pixel= #pages/256 number of pages and accesses per pixel

= #accesses/256 accesses to these pages.

Pattern Detection

After visualizing the page accesses into images, the next step is to detect areas of the images

corresponding to patterns across the application runtime. The simplest way to detect such

patterns on an image is manually marking areas of the image that correspond to patterns

with bounding boxes via human observation. Of course a human-based observation is

subjective, thus it may lead to cases of sub-optimal page selection, whose effectiveness

we evaluate in Section 7.4. We next describe the methodology we use to determine the

positioning of the bounding boxes depending on the workload’s access patterns depicted

on the generated image.

We consider two cases, when there are patterns across time over page groups that over-

lap in space and page groups that are distinct. Figure 7.5a shows the memory access pat-

terns of backprop. Intuitively, we would mark the two set of strided patterns separately.
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Figure 7.5: Pattern detection methodology.

However, the corresponding pages (y-axis) overlap in space, thus for the purpose of build-

ing an image-based page selection pipeline, we can create a single bounding box that en-

compasses the full page range. Second, Figure 7.5b shows the patterns of the hotspot

workload where we can observe two distinct sets of strided patterns. In this case, we mark

two separate bounding boxes instead of one because the corresponding page ranges do not

overlap. In this way, we avoid including into the selection the horizontal white space be-

tweet the two patterns, that correspond to pages that were only initially accessed and should

not be selected for ML-based management. Following the above methodology, Figure 7.6

captures the detected patterns for the lud and cpd workloads. Regarding the implemen-

tation of the pattern detection step, we use functions from the OpenCV Computer Vision

Python-based library, to pop-up the image for user interaction and mark regions with the

mouse cursor to create the red bounding boxes.

Human-based pattern detection. The pattern detection step can be automated by training

ML classifier models over a dataset of images, created with the methodology described in
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(a) lud (b) cpd

Figure 7.6: Page access pattern visualization with 256x256 pixel resolution. The red
bounding boxes correspond to the manual pattern detection by the user.

the first step of the Cronus pipeline. Although an automated step is desirable for a system-

level component, there is great value behind human-based pattern detection. For the ML

classifier to be trained, the image dataset needs to be first annotated. The images need to

be associated with labels of the objects they contain, and these objects need to be marked.

Thus, the step of using human observation to label memory access patterns as objects of

the image is necessary to automate the pattern detection process. We share more thoughts

on this idea in Section 9.3, as future directions of this thesis.

Page Selection

After detecting the page access patterns and selecting the corresponding image regions,

thus pages, the last step is to extract the corresponding pages and create a priority ordering

of the pages to feed into Kleio’s page-level management. We perform a reverse mapping

of the pixels selected to the underlying page identifiers. The resolution of the image will

determine the effectiveness of this mapping, as evaluated in Section 7.4. After extracting

the range of selected pages, we go back to the raw memory access trace data and calculate

the overall hotness of the pages. Then, we order the pages in descending hotness. Different

from Kleio we will make no use of performance estimates to test the effectiveness of a

purely image-based page selection process, which we further evaluate in Section 7.4.
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7.4 Evaluation

In this section we evaluate the effectiveness of the page selection process that Cronus pro-

poses compared to the one designed for Kleio, the ML-based hybrid memory management

system that this thesis contributes, as described in Chapter 4. We compare the absolute page

priority and selection that the two systems generate, the resulting application performance

via the ML-based management, the time it takes to select the pages and the sensitivity of

Cronus to the resolution of the generated image per workload.

Page Selection

Figure 7.7 shows the priority ordering of the pages (y-axis) that Cronus generates based

on image-based analysis compared to Kleio’s performance-based selection. Overall, the

orderings between the two solutions are similar across applications. Since the visualization

approach selects page regions in bounding boxes, it completely ignores (yellow) pages with

low priority (light green) outside the regions. There are cases where Kleio will give low

priority to pages that Cronus will give a high one, such as for hotspot and the pages

in the top for cpd. This is due to the page misplacement metric that Kleio uses on top

of page hotness for its performance-based selection, which Cronus is not aware of since

it performs a purely image-based selection. Next, we describe the effect in application

performance due to the difference in the number and order of the selected pages.

Application Performance

Figure 7.8 shows the application performance improvements (y-axis) when managing pages

with ML following the priority ordering that Cronus vs. Kleio calculate via image-based

and performance-based analysis, respectively. The baseline case where zero pages are man-

aged with ML, corresponds to having a purely history-based page scheduling approach, as

described in Chapter 3. We observe that the page priority ordering that Cronus calculates,

results in application performance that is not as a high as Kleio, yet not significantly lower
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Figure 7.7: Page priority ordering for machine learning of Cronus vs. Kleio.

either. This is to be expected because Kleio as a solution is designed to optimize upon

performance, compared to Cronus that is purely image-based. For backprop the perfor-

mance curves of Kleio and Cronus are very close, since the corresponding page ordering

shown in Figure 7.7 is very similar. For lud and cpd performance differs less than 10%

across the curve, since the page priorities also have more distinct differences. There are

cases, as for the hotspot workload, where performance does not improve drastically,

due to the fact that there is enough DRAM capacity to accommodate the active working set

of the workload, for the configuration described in Chapter 3.

In conclusion, we show that an image-based page selection pipeline (Cronus) can still

deliver high levels of application performance, with less than 10% difference across work-

loads compared to an analytical selection that uses performance estimates. The effective-

ness derives from the insights we described in Section 7.2 regarding the spatial and tem-

poral correlations of pages selected for ML-based management by Kleio, that Cronus cap-

tures with image-based operations. Cronus design does not consider performance related

metrics, such as page misplacements, as Kleio does, yet there is no restriction in future
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priority calculated by Cronus vs. Kleio.
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Figure 7.9: Time to select pages between Cronus and Kleio.

integration of such metrics, as we discuss later in this section. Cronus focuses on capturing

the effectiveness of a purely image-based solution, and proves that it can deliver the desired

performance levels.

Selection Runtime

Figure 7.9 captures the runtime in seconds of running Cronus and Kleio’s Page Selector

component. We observe that Kleio has significant operational overheads, since it involves

the repeated execution of application performance estimate models, as we have described

in detail in Section 4.5. In contrast, Cronus runs for all applications in less than 10 seconds.

This includes the time it takes to analyze the memory access trace, the user to interact with

the image and detect patterns, and the time to process the image into the page priority

output. Overall, the visualization pipeline reduces the page selection time overheads of

Kleio by 75×, on average.

Sensitivity to Image Resolution

Figure 7.10 captures the sensitivity of Cronus to the resolution of the images it generates.

We focus on the cpd workload whose image representations across different resolutions

we have shown in Figure 7.4. In this experiment, we assume that in the pattern detection

step the user selects the same bounding box to mark the underlying pattern of sparce tensor

operations. The resolution impacts the mapping of pixels to pages, thus influences the page
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Figure 7.10: Sensitivity of Cronus to the image resolution.
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selection step. Figure 7.10a shows the page ordering that Cronus generates over images of

cpd with increasing resolution. Although the user aims to select the same region of the

image at each resolution, the absolute number of selected pages becomes less when the

resolution is higher, thus the selection more precise.

The effect on application performance of the image resolution is depicted in Figure 7.10b.

We observe that very low resolution, e.g., 64x64, results in slower increase in performance

than others. The rest of the resolutions deliver similar performance levels, since the size of

the workload is such that there is not much information lost via the page-to-pixel mapping.

Therefore, the choice of 256x256 pixels that Cronus makes for the specific set workloads

is robust against any sensitivity to the image resolution.

Takeaways

In conclusion, the evaluation of Cronus shows that purely image-based solutions that are

designed based on insights, can be effective and deliver levels of performance comparable

to solutions that use analytical models based on performance estimates, as Kleio’s page se-

lector does. Most importantly, they drastically reduce the associated operational overheads

and accelerate the time it takes to complete the selection process, by 75x on average.

7.5 Discussion

Next, we discuss some aspects of the design of Cronus that can further enhance its effec-

tiveness.

• Image resolution and hierarchy. The algorithm that our Python-based implemen-

tation uses to change the resolution of the image, results in resizing the image, as

shown in Figure 7.4. To reduce the resolution, the default algorithm essentially down

samples input data by visualizing some and excluding others. Similarly, increased

resolution results in larger images through the visualization of more input data into

the 2-D image representation. For the purpose of page selection, there is no need
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for high resolution, as we argued in Section 7.3. However, for the purpose of pat-

tern classification and detection, there are various re-sampling algorithms that can

provide high resolution and detail for a certain image size, by interpolating values

across data samples [82].

However, these algorithms have higher computation cost, thus will end up increasing

the image rendering times. Enabling some level of resolution hierarchy can be used to

amortize the processing times. One approach is using lower resolution for the whole

image and marking regions to ‘zoom in’ and enlarge them with higher resolution,

in a separate image, creating a hierarchy. For example, looking at the image of the

cpd workload in Figure 7.4, we could use 256x256 for the full image and create

a separate image with higher resolution that zooms into the pattern that capture the

sparse tensor traversal. There is great potential in exploring the trade-offs among the

number of created images, their size, the depth of the hierarchy and the associated

image processing times and storage overheads.

• Image metadata. One other aspect that is worth exploring is having any metadata

associated with the created images, especially when thinking about the general ap-

plicability of image-based resource management. For instance, the information that

can be associated with the images is the number of pages and requests, the size of

the pages, the level of data storage hierarchy that the patterns come from (e.g., last

level cache misses), any other particular information on the hardware platform and

process of collecting the raw data that are visualized, the workload’s name, domain

and execution phase. This can help in the image annotation and facilitate further

analysis based on the images.

• Automatic pattern detection. The current prototype of Cronus includes manual pat-

tern detection, a step that is necessary to create ML-based image classifiers that can

be trained to automatically recognize similar patterns. However, there can be analyt-
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ical ways to automate the pattern detection process. For example, application-level

information or compiler-level methods to associate memory regions with data objects

/ arrays are ways to identify regions of pages that will share access patterns across

time. In addition, one could use the methodology of data prefetching techniques that

capture differences in the memory addresses accessed across time to capture sequen-

tial, strided and other classes of patterns [80, 81]. There is great value in exploring

which option is more robust for pattern recognition and has the least operational

overheads and dependencies.

• Reducing the page selection overheads. There can be other ways to reduce Kleio’s

page selection overheads. For example, by sampling the memory access trace or run-

ning the performance models fewer times, can produce in less accurate version of the

performance estimate curve, that Kleio generates. These approaches will most prob-

ably reach performance levels in between the one shown in Figure 7.8, compared to

an image-based approach (Cronus) and a performance-based one (Kleio). However,

the goal of Cronus is to evaluate the effectiveness of a purely image-based approach,

focusing on the page selection as a use case, to lay the foundations for future use of

computer vision methods in system-level resource management.

• Enriching the image-based page selection. Cronus can reach higher performance

levels by associating the pages selected from the image with information on the hy-

brid memory platform where the application will execute. For example, information

on the capacity ratios, initial allocation policies, page migration order of execution

can help estimate some data movement actions through appropriate modeling and

can capture the page misplacement metric that Kleio uses to select pages along with

the overall page hotness. In this way, one can improve the quality of the page se-

lection process and the performance levels achieved, in return for increased runtime

overheads compared to a purely image-based approach.
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7.6 Chapter Summary

This chapter explores the effectiveness of using computer vision methods and image-based

decisions in the context of machine learning-based hybrid memory management, that this

thesis contributes. Leveraging the power of images to reveal insights and accelerate deci-

sions, we revisit the page selection process for machine intelligent management, proposed

in Kleio’s initial design (Section 4.5), aiming to drastically reduce the associated oper-

ational overheads. This chapter reveals insights on how the pages selected for machine

learning by Kleio correlate in space and time by visualizing the memory access patterns.

We build a system solution, Cronus, that is a lightweight image-based solution to detect

page-level patterns for machine learning. The quality of the selected pages and the achieved

performance levels are comparable to Kleio’s, while reducing by 75× the page selection

time compared to Kleio. Importantly, Cronus shows the great potential of using purely

image-based decisions and lays the design foundations for future use of visualization and

computer vision methods in memory management, such as image-based memory access

pattern classification, recognition and prediction.
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CHAPTER 8

RELATED WORK

This chapter summarizes recent advances in various aspects of hybrid memory manage-

ment, implemented across the software and hardware stack. Then, we reference sys-

tems that use machine learning for the purpose of resource management and highlight

approaches to reduce the associated learning overheads.

8.1 Software Solutions

In this Section, we summarize recent work specific to hybrid memory management whose

implementation spans across the layers of the software systems stack.

Application-level Solutions. Starting at the top of the software stack, inside applications

themselves, related works optimize the algorithmic design to perform more efficiently over

the underlying hardware. For instance, the k-means NUMA Optimized Routine (knor)

library [4] optimizes k-means for modern NUMA architectures and minimizes synchro-

nization barriers. Similarly, algorithm features, common numerical operations, and algo-

rithm structures can be used to direct data placement for conjugate gradient, fast Fourier

transform, and LU decomposition of a matrix [5]. In addition, application-level hints are

widely used by related works across the software stack to appropriately guide the focus of

the hybrid memory management into user-identified critical data structures and regions. To

this extent various solutions propose custom data allocation APIs, that require application

source code modifications, to improve initial and dynamic data placement of the marked

data regions. [6, 7, 9, 17, 11].

Middleware-level Solutions. Regarding contributions at the user library-level, Memkind

[8] is a user extensible heap manager that can be adopted by other middleware solutions

to improve performance over heterogeneous memories. Similarly, runtime solutions allow
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for easy detection of execution phases to properly align data monitoring and movement

time intervals. More specifically, Unimem [9] leverages the MPI communication phases

to launch data movements and Tahoe [10] aligns task-based execution with corresponding

data migrations. Moreover, various middleware-level solutions rely on application profiling

of data access behaviors, build performance and data movement cost models to optimize

data tiering [6, 7, 11]. Finally, compiler analyses and code generation methods have been

proposed to dynamically migrate pages and improve data locality [83].

Operating System-level Solutions. Lastly, operating system-level solutions rely on page

access information available on the kernel’s page tables, to identify frequently accessed

pages and to periodically migrate them. Certain solutions leverage existing NUMA-based

page migration support [12, 14, 15, 20, 28], or appropriately extend NUMA-based data

balancing policies [16, 53]. Recent analysis of NUMA-based approaches for systems with

emerging persistent memory technologies reveals unexpected performance in specific con-

figurations, such as when using huge pages [84]. Spanning across the software stack,

Memif [17] introduces a user interface, a user space library and kernel space service to

accelerate page migrations across hybrid memory.

Static Data Placement. The complete software-level solution space also includes opti-

mizations in the initial static data placement across hybrid memories. To this end, our own

prior work CoMerge [85] proposes a memory sharing placement policy that improves the

hybrid memory resource efficiency upon shared use. In addition, we have also built Mnemo

[55], a memory sizing and data tiering consulting tool, that permits quick exploration of

the cost-benefit trade-offs associated with different configurations of the hybrid memory

components used by key-value store workloads. Other related works include CHOPT [86],

which aims to be an optimal offline algorithm for data placement over multi-tiered hetero-

geneous systems. Finally, the effectiveness of various static data placement methods has

been evaluated against disaggregated memory systems with non volatile memories [87].
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8.2 Hardware Solutions

In this Section, we reference hybrid memory management solutions that are implemented

as or assisted by custom specialized hardware.

Hardware-assisted Solutions. Software-level solutions create significant associated over-

heads, which often are impractical for the decision time guarantees of resource manage-

ment solutions. To this extent, a significant body of the aforementioned software-level so-

lutions propose specialized hardware to reduce critical overheads. For instance, hardware-

assisted page hotness tracking with custom hardware elements is highly suggested by op-

erating system-level solutions [13, 12, 18, 19, 15, 20]. The availability of such hardware is

critical in providing similar performance levels between the different organization modes of

tiered memory, that is software-managed flat memory mode and hardware-managed cache

memory mode.

Hardware-based Solutions. Purely hardware-level solutions introduce custom counters

to monitor data accesses and enable threshold-based data migration triggers [88, 29]. In

addition, additional hardware buffers for data copies enable access to data that is under

migration, reducing associated stalls and improving application performance [29]. Custom

memory controller hardware is also proposed to enable support for page migrations in dis-

aggregated non-volatile memories [18]. In addition, Mempod [19] builds a clustered archi-

tecture that enables scalable migration support over multi-level memories, that outperforms

prior work which transparently manages hybrid memories configured in a combination of

cache and flat organization [89, 90].

8.3 Machine Learning-based Solutions

This thesis is the first to contribute a machine learning-based approach for the purpose

of hybrid memory management. Among the plethora of machine learning strategies, this

thesis investigates the applicability and practicality of using Recurrent Neural Networks
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versus Reinforcement Learning. Both methods have been proposed across various aspects

of memory and resource management, exposing various practicality limitations, which we

summarize in this Section.

Recurrent Neural Networks. The use of Recurrent Neural Networks (RNNs), in particu-

lar Long Short Term Memory (LSTM) models, has been shown to be effective for learning

memory access patterns for the purpose of data cache prefetching by Hashemi et al. [59],

though its integration is not yet practical according to the authors. Section 4.4 and Sec-

tion 4.5 describe in detail the design differences between this prior work and our proposed

use of RNNs. The major difference is the granularity at which they learn memory ac-

cess patterns and the achieved prediction accuracy levels. We propose to learn page-level

(Kleio contribution) and page cluster-level (Coeus contribution) access patterns, compared

to learning the sequence of most commonly observed clusters of memory address deltas.

Our approach enables the parallel and faster training of smaller RNN models that reach

high levels of prediction accuracy, while facilitating the use of lightweight non ML-based

predictions for majority of the application pages.

Most recent optimizations enhance the achieved LSTM prediction accuracy via building

hierarchical models [91] or compressed models [92, 93, 94], enabling online predictions

and creating the foundations for practical machine learing-based data prefetching. In addi-

tion, Recurrent Neural Networks have been used to learn and predict the lifetime of mem-

ory objects and reduce the memory fragmentation of huge pages on C++ server workloads

[95]. Similarly, a hierarchical LSTM-based approach is taken to learn the throughput of a

set of instructions, reaching higher prediction accuracy than state-of-the-art hand-written

tools currently used in compiler backends and static machine code analyzers [96]. Finally,

Recurrent Neural Networks are deployed in cloud environments to learn spatial and tem-

poral patterns that translate to QoS violations for the purpose of performance debugging

[97].

Reinforcement Learning. The semantics of Reinforcement Learning allow for its appli-
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cability across resource management problems, but as this thesis and others [98] highlight,

its practical use is not guaranteed. To this end, Reinforcement Learning has been proposed

for the purpose of garbage collection [99] and data prefetching [100]. Also, it has been

explored for job scheduling [101] in cluster environments and placement across heteroge-

neous compute hardware [102]. In addition, the authors of [103] build a deep reinforcement

learning (DRL) framework, named DRLPart, for solving the problem of coordinating the

partitioning of multiple resources in commodity servers. Also, reinforcement learning has

been explored for learning interconnection routing for adaptive network traffic optimization

[104]. Finally, ConfuciuX is an autonomous strategy to find optimized hardware resource

assignments for DNN Accelerators using Reinforcement Learning [105].

Other Machine Learning Methods. We also summarize few other machine learning

methods that have been recently proposed for the purpose of resource and data manage-

ment. Perceptron-based Prefetch Filtering [106] increases the coverage of cache prefetch-

ers without negatively impacting accuracy. Latent factor collaborative filtering is used to

find the configuration of cloud compute and storage resources that provides optimal cost-

to-performance trade-offs [45]. Also, the authors of [107] show how replacing the data

indexing part of the database management stack with machine learning-based components

can deliver significant performance benefits.

8.4 Reducing Machine Learning Overheads

This thesis contributes methodologies to reduce the significant time and resource overheads

associated with training Recurrent Neural Networks over the target memory footprints of

applications executing over hybrid memory systems. These are to integrate machine learn-

ing models with lightweight existing methods and leverage data clustering. In this Section,

we summarize other ways to reduce these overheads and accelerate learning across related

works and industry trends.

Reducing the Problem Space. First, we summarize the approaches to reduce the learning
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overheads that the machine-learning based memory management solutions we described

above take to reduce the overheads associated with training Recurrent Neural Networks.

First, machine learning-based cache prefetchers [59] treat learning the memory addresses

accessed as a classification problem. To reduce the number of unique classes / addresses,

Hashemi et al. cluster the memory address space in different groups and deploy a single

RNN per cluster. The number of clusters created is empirically chosen to be six, with no

further insight or sensitivity analysis to reason about the impact of the number of clusters.

In addition, the authors of other machine-learning based prefetchers [92] compress the clas-

sification vocabulary of the address space. More specifically, the authors convert the input

and output memory addresses into 16-bit binary format, reducing the parameter size, thus

improving upon training times without significant loss in prediction accuracy. Finally, an-

other method used to reduce training overheads is sampling, as used by the authors of [95]

who are able to produce accurate enough predictions even when applying a high sampling

rate to their input data. Yet, the effectiveness of sampling is inherent to the information

captured in the data. High sampling over a memory access trace may result in significant

distortion of the pattern in memory accesses.

Accelerating Machine Learning. More generically, a plethora of hardware accelerators

have been manufactured by industry vendors [108, 109, 110, 111, 112] or proposed by

researchers [113, 114, 115, 116] to optimize training and inference times of machine learn-

ing methods. Specific to Recurrent Neural Networks, whose use is proposed in this thesis,

there are efforts to accelerate their training and inference times across the software and

hardware stack. Starting from the algorithmic design of RNNs there is a continuous effort

to accelerate their inner units [117, 118, 119]. Then, moving to the library-level, DeepCPU

[68] improves the RNN performance on CPUs by an order of magnitude, while cuDNN

optimizes execution over GPUs of RNNs [120] and other deep learning methods [121].
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8.5 Image-based Solutions

Throughout this thesis we leverage insights initially observed by visualizing behaviors re-

garding memory access patterns and relations between performance and configuration pa-

rameters. The last part of this thesis explicitly targets visualization as a technique that can

aid in resource management, and presents image-based processing and computer vision

methods to facilitate the detection and extraction of page-level access patterns. Therefore,

we summarize related works that also leverage visualization-based insights and solutions

that actually integrate visuals and image-based pipelines, often coupled with machine learn-

ing, into their design.

Insights from Visualizing Behaviors. There is a plethora of visualization-based tools

to monitor and showcase metrics, behaviors and performance counters across computing

environments. Just to name a few, there is Amazon CloudWatch [122] and Grafana [123]

for cloud based platforms, Nagios [124] and LLView [125] for high performance computing

environments and Intel’s VTune [126] for native hardware servers. Observing behaviors

visually helps system administrators better configure the systems, manage the resources,

identify bottlenecks and fine tune the system operation. For example, regarding memory

management in particular, the authors of LLAMA [95], that was mentioned earlier in this

chapter, visualize the timeseries of server memory usage across time when using huge 2MB

vs. 4KB pages, to highlight the huge page fragmentation problem. In another example,

Kaleidoscope is a system that introduces VM state coloring to characterize and classify the

different types of memory states of virtual machines in a cloud datacenter, and to use this

information to enable better cloud micro-elasticity [127]. In conclusion, using visualization

and coloring techniques is a robust and intuitive way to gain insights, monitor and classify

behaviors to improve the system operation.

Image-based solutions. Yet, to the best of our knowledge the use of visualization inside

systems solutions is still very limited, despite the plethora of visualization-based tools.
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This is inherent to the fact that visualization often requires human interaction and observa-

tion, to determine the corresponding system-level actions. However, a significant body of

machine learning models are build for image classification and object detection. Coupling

together computer vision methods to process the image, can automate the pipeline of using

images inside system-level solutions. The most popular example is the case of autonomous

driving and self-driving cars, where a video frame from the car’s camera is processed to

produce a steering command [128]. In the financial domain, trading companies argue that

they are able to better predict stock market values by training classification models over

image representations of the time series data, instead of the raw numerical values [129].

In the bioinformatics domain, proteins are encoded into graphic representations, that are

then used to train image-based classifiers and neural networks to predict protein functions

enabling high throughput real time analysis [130, 131]. In the environmental sciences do-

main, timeseries data, that capture earthquake related seismic waves, are transformed into

visual representations of their frequencies, called spectograms. These spectograms are then

used to enable fast analysis for finding similarities across observed seismic waves and de-

tecting new eartquakes with similar behaviors [132]. In conclusion, there is great promise

in using visualization across scientific domains and this thesis aims to lay the grounds for

such image-based solutions in system-level resource management.
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CHAPTER 9

CONCLUSION

This dissertation contributes system-level mechanisms to enrich hybrid memory manage-

ment with machine intelligence. This chapter begins with concluding remarks and a sum-

mary of the thesis contributions. Then, we present the lessons learned throughout the pro-

cess of developing this thesis, that are valuable in general systems research and in particular

when designing solutions augmented with machine learning. Finally, the chapter concludes

with future directions and next steps that build upon and extend the contributions of this

thesis.

9.1 Summary

Application data sizes are ever exploding, while the data access patterns of emerging appli-

cation domains become more complex and irregural. Traditional memory hardware tech-

nologies fail to scale in the necessary capacities and speeds to accelerate modern analytics.

In response, new hardware technologies with diverse characteristics, such as data persis-

tence, are integrated in the memory subsystem to boost application performance and system

cost efficiency. Yet, existing system-level resource management policies and configurations

are not effective against this new heterogeneity in the memory hardware and application

data access behaviors. This thesis identifies a significant gap in performance (Section 2.2)

between current solutions and what could be achieved when optimally managing these

emerging hybrid memory platforms. To close this gap in performance, this thesis explores

the effectiveness and practicality of using machine learning methods in system-level hybrid

memory management. Figure 9.1 gives a visual representation of the system-level compo-

nents that thesis contributes and how they fit into the hybrid memory management software

stack.
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Figure 9.1: Summary of thesis contributions.

Chapter 4 presents the first contribution, Kleio, which makes the case that completely

replacing the hybrid memory manager with a machine intelligent component, such as a

reinforcement learning agent, is not scalable and robust to hardware configuration changes.

Given the massive memory footprints of applications executing over hybrid memories,

Kleio identifies a small page subset, whose machine intelligent management boosts appli-

cation performance. Then, Kleio deploys Recurrent Neural Networks to learn page-level

access patterns, while using lightweight existing history-based predictions for majority of

the application pages. In this way, Kleio bridges on average 80% of the relative perfor-

mance gap between existing and oracular solutions, while laying the grounds for practical

machine intelligent data management with manageable learning overheads.

The next contribution of this dissertation aims to further boost the performance and ef-

ficiency of system-level hybrid memory managers. Chapter 5 reveals that related works do

not properly configure their operational frequency relying on empirical tuning, thus failing

to deliver up to 100% of performance improvements. The second thesis contribution, Cori,

leverages insights on application data reuse to tune the duration of the periodic time inter-
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vals at which hybrid memory managers operate. Cori is lightweight and practical, reducing

by 5× the number of tuning trials compared to existing empirical or insight-less tuning

approaches. In this way, Cori delivers application performance levels only 3% away from

the ones feasible via optimal frequency tuning. Such improvements are complementary to

the use of machine learning and further boost its effect on application performance.

The third contribution aims to scale the operation of machine learning-based hybrid

memory management to cover a larger part of the application memory footprint, while re-

ducing the associated learning overheads. Chapter 6 presents Coeus, a system-level mech-

anism that groups together pages that share the same access behavior, enabling the training

of a single Recurrent Neural Network per page cluster. Coeus leverages the data reuse

insights revealed by Cori to fine-tune the granularity at which patterns are interpreted by

the page scheduler, increasing the pattern similarity across pages. As a result, Coeus re-

duces by almost 3× the associated learning overheads compared to Kleio. In addition,

Coeus achieves 3× higher application performance, by the combined effects of applying

machine learning to more pages and by performing management operations at a fine-tuned

granularity.

Finally, the last contribution of this thesis revisits the page selection process for ma-

chine intelligent management, proposed in Kleio’s initial design (Section 4.5), aiming to

drastically reduce the associated operational overheads. Chapter 7 shows how the pages se-

lected for machine learning by Kleio correlate in space and time by visualizing the memory

access patterns. This thesis proposes Cronus, a lightweight image-based solution to detect

page-level patterns for machine learning. The quality of the selected pages is comparable

to Kleio’s and delivers similar levels of application performance, while reducing by 75×

the page selection time compared to Kleio. Cronus lays the foundations for future use of

visualization and computer vision methods in memory management, such as image-based

memory access pattern classification, recognition and prediction.

In conclusion, this thesis sets the design foundations for practical and effective hybrid
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Figure 9.2: Lesson learned 1: Practical machine learning for system-level resource man-
agement should learn data access behaviors, not management actions.

memory management enriched with the necessary use of machine learning to boost applica-

tion performance and system resource efficiency. Most importantly, the proposed solutions

are based on insights that allow for lightweight and robust mechanisms that do not add to

complexity and overheads of machine intelligent management.

9.2 Lessons Learned

In the process of designing and building the contributions of this thesis, we developed

insights and learned valuable lessons that are applicable overall in systems research. Next,

we summarize our observations and experiences.

Learn the Behavior, Not the Action

This thesis adds machine intelligence into the system-level resource management of hy-

brid memories. Thus, the most fundamental design aspect was to decide which machine

learning method to use and at what part of the systems software stack to integrate it. At

first, we explored the applicability of Reinforcement Learning (RL). That meant replac-

ing the hybrid memory manager systems component with a reinforcement learning agent,
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that learns via taking actions, as depicted in Figure 9.2. The agent would select and move

pages across hybrid memory and learn whether this choice of page migrations was ben-

eficial by observing any potential performance improvement due to the new data tiering.

However, this type of learning, via observing the effect from the action (data movement),

makes the solution dependent on the specific hardware configuration of the hybrid memory

environment. If anything changes regarding the number of memory units, their capacity

and relative access speeds, in that case different actions may be more beneficial and the

RL agent should be re-trained. In addition, the action space in hybrid memory manage-

ment is exponential, since it involves deciding about the placement of every single page

for massive memory footprints. In conclusion, the use of machine learning methods that

replace systems components in resource management require re-training upon changes in

the hardware configuration, breaking the robustness of the system.

To avoid such constraints, we explored the use of machine learning as part of the hybrid

memory manager’s functionality, as depicted in Figure 9.2. A system-level hybrid mem-

ory manager periodically monitors page access behavior, projects future access patterns

and, according to these predictions, decides which pages to move across hybrid memory

following certain heuristics and policies. The most predominant and effective data tiering

policy across related works is to move frequently accessed (hot) pages to faster memory

technologies. That means that we already have robust policies to decide what action to

take. The part that needs extra intelligence is making more accurate predictions of future

page access patterns given the behaviors observed so far. This is why this thesis pro-

poses the use of Recurrent Neural Networks (RNNs) to learn memory access behaviors.

In addition, this design choice enables the use of machine learning models for complex

behaviors, and simpler and more lightweight prediction models for others. In this way,

the integration of machine learning can be practical and effective. In conclusion, the use

of machine learning methods that enrich current systems components in resource manage-

ment with the necessary amount of machine intelligence, allow for a practical, effective
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Figure 9.3: Lesson learned 2: Kleio learns memory access patterns at the granularity of a
page, to enable the mix of machine learning with lightweight management methods across
pages.

and configuration-independent solution.

It is all about the Right Granularity

This thesis reveals three situations where operating at the right granularity is critical for the

system’s practicality and performance. To begin with, regarding the machine intelligent

management of hybrid memories, Kleio trains machine learning models at the granularity

of a page. The observations that led to this design choice were the following. At first,

the most intuitive way to deploy recurrent neural networks was to use a single model per

application, taking as input the overall sequence of page accesses across runtime. In this

way the model would learn which page would be accessed next. We quickly realized that

given the massive memory footprint of the target applications, the model would take days

to train and properly tune the hyperparameters. In addition, we observed that the resulting

accuracy of the predictions was very low. Suprisingly, related works [59] that have trained

single RNN models for the purpose of data prefetching, would consider top-k predictions.

For the purpose of hybrid memory management this is not useful, since we wanted an

accurate prediction of which pages would be accessed next, so as to move the appropriate

pages across hybrid memory.

Therefore, we decided to design Kleio so that it learns patterns at the granularity of a

page, not the whole application’s memory footprint. Thus, the RNN models would learn
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Figure 9.4: Lesson learned 2: Cori tunes the granularity of periodic time intervals when
data is moved during hybrid memory management, to maximize application performance
and system resource efficiency.

how hot a particular page would be in the future, as depicted in Figure 9.3. This allows for

the parallel training of models and faster training since the input for the models is now much

smaller in size. Also, we were able to properly tune the hyperparameters of the models and

reach high levels of prediction accuracy. Operating at the granularity of a page also enabled

Kleio’s hybrid approach of managing a small page subset with machine learning and using

existing lightweight history-based predictions for majority of the pages. In conclusion, the

operational granularity of Kleio allows for practicality and effectiveness.

The second contribution of this thesis, Cori, also highlights the importance of sys-

tems operating at a proper granularity to deliver maximum application performance im-

provements. Cori reveals that setting of operational configuration parameters at arbitrary,

insight-less or empirical granularity, may significantly hurt the performance of a system.

Related works focus on improving performance through optimizing various design points,

such as which pages to move and at what granularity (huge pages vs. regular pages), but

ignore the effect of critical parameters such as when to move the pages. Cori explores the

effect on application performance from the relation of the per page reuse distance in time

with the duration of the periodic time intervals when data is moved during hybrid memory

management. Cori reveals insights, as depicted in Figure 9.4, and uses them to fine-tune the

frequency of data movements by page schedulers over hybrid memories. Most importantly,

Cori reveals our poor choice of frequency in our configuration of Kleio. At that time, we
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Figure 9.5: Lesson learned 2: Coeus tunes the granularity at which patterns are interpreted
by the machine learning-based hybrid memory manager.

did not realize how the extremely fine-grained operational frequency of Kleio allowed data

monitoring and movements costs to dominate.

Our third thesis contribution, Coeus, integrates Cori’s insights into the operation of

machine intelligent page scheduling and delivers significant application performance im-

provements. In addition, Coeus shows how observing page access behaviors at a more

coarse-grain granularity, like zooming out, increases their similarity, blurring out any mi-

nor differences. In the context of page access patterns, longer page scheduling periods

allow for sequences of page access counts across periods that are completely identical, as

depicted in Figure 9.5. Coeus aims to scale the machine learning-based management across

more pages, training recurrent neural networks at the granularity of a page cluster. Using

these observation on page access pattern similarity, Coeus automates the process of page

clustering and alleviates the need to employ machine learning data clustering methods.

Keep it Smart but Simple

This thesis explores the use of machine learning in hybrid memory management, aiming

to deliver a practical solution, which is not a trivial task. Kleio, goes through an intricate

process to identify which part of the application’s memory footprint benefits from machine

learning-based management. Even though the selected page subset is small compared to
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Figure 9.6: Lesson learned 3: Coeus clusters together pages that share the same page-level
access patterns, bypassing the complexity of configuring and overheads from integrating
unsupervised learning data clustering methods.

the application data scale, the learning overheads are still non negligible. This thesis con-

tributes solutions like Cori, Coeus and Cronus, whose functionality complements and aims

to boost the effects of machine learning-based management with Kleio. Therefore, we were

very careful to design these solutions to be lightweight and to not further complicate the

hybrid memory management process and introduce overheads that hinder their practical

use.

Yet, the use of machine learning methods in solving systems problems is particularly

popular, and it is interesting to show the extent of their effectiveness. We were also ini-

tially excited to see the effects of using unsupervised learning data clustering methods,

such as k-means, for the purpose of scaling the granularity of training RNN models per

page clusters, that Coeus explores. Quickly we realized that the integration of k-means

introduces additional overheads and extra configuration parameters for fine-tuning. Most

importantly, we came to the conclusion that it was not even necessary to use machine

learning for the purpose of page clustering. Often, observing a problem from a different

angle and at the right granularity enables simpler and more robust solutions. As depicted

in Figure 9.6, Coeus simply clusters together the pages that share the same sequence of

page access counts across periods of time, by leveraging Cori’s insights on fine-tuning the

period duration. The use of machine learning in system-level solutions calls for practical,
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Figure 9.7: Lesson learned 4: Cronus accelerates the time to select pages for machine
learning via an image-based approach.

judicious, carefully thought-out methods, applied only when necessary to avoid their non

trivial overheads and configuration constraints.

A Picture is Worth 1000 Words

All of the thesis contributions are either enriched or based on insights that derived from

visualizing the memory access patterns of applications. In systems research we often try

to derive behaviors by observing their effect on performance or capturing meta-metrics,

such as page hotness. Instead, this thesis highlights that directly visualizing behaviors is

most beneficial to develop insight-based systems techniques. By visualizing the page-level

access patterns this thesis produced the following insights.

First, Cori reveals the relation between data reuse and duration of page scheduling peri-

ods. This insight originated from visualizing the period lengths as vertical lines on memory

access patterns, as shown in Figure 5.2. Observing how the vertical lines ‘break’ the strided

and structured access patterns, while comparing the achieved performance levels, was key

to unlock the data reuse insights. Second, Coeus reveals the effect on the patterns of page

hotness when varying the duration of the page scheduling periods, thus the relative valua

of page acess hotness per period. Visualizing these patterns, as shown in Figure 6.4, across

long and short periods unlocked the insight that patterns transition from similar to being
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completely identical after certain lengths. Third, Cronus visualizes the page priority that

Kleio calculates for machine learning-based management, as shown in Figure 7.2. In this

way, it unlocks the insight that the pages selected for machine learning are page clusters

that are part of distinct access patterns across runtime.

Finally, this thesis explores the potential of having a purely image-based system com-

ponent and make use of computer vision methods. The thesis contribution Cronus shows

how an image-based approach, as depicted in Figure 9.7, can accelerate the time it takes to

select the pages for machine learning-based management by Kleio. Cronus achieves per-

formance levels comparable with the analytical selection that Kleio originally makes and

shows great promise for further use of image-based components in system-level resource

management. In conclusion, this thesis shows how insightful the use of visualization can

be and how there is great benefit in using image-based approaches to speed up system

operations. In this way, we believe that an image is worth 1000 LoC (lines of code).

9.3 Future Directions

In this section, we propose various directions and ideas that someone can use to build upon,

extend and enrich the contributions of this thesis.

Relative Aspects of Hybrid Memory Management

This thesis contributes system-level mechanisms that enable the practical integration of

machine learning in hybrid memory management. These contributions focus on improving

the selection and fine-tuning the frequency of dynamic page migrations, in a practical and

insightful way. Next, we describe some other aspects of hybrid memory management that

can further enrich and complement this thesis.

Page size. This thesis proposes the use of machine learning methods to learn memory

access patterns at the granularity of a page, assuming a 4 KB page size that is predomi-

nantly used across systems. However, there are many benefits from using huge pages, e.g.,
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2 MB page size, that emerging memory platforms use [1, 84]. Given the massive memory

footprints of emerging applications and workloads, learning patterns at the granularity of

a huge page would reduce the associated learning overheads, by reducing the aggregate

number of ML models. Essentially, this is what we achieve with the Coeus contribution

compared to Kleio’s original design. Coeus automatically clusters together pages that share

the exact same sequence of page access patterns across periods of time. These are pages

that are neighboring in space, as shown in Figure 9.5. In this way, Coeus affects the size

of the pages managed with machine intelligence, but keeps the granularity of monitoring

and moving pages at 4 KB. Regarding the general management of regular (4 KB) vs. huge

pages (2 MB), systems like Ingens [28] and LLAMA [95] resolve fragmentation issues that

may arise and systems like Thermostat [12] and Nimble [14] enable transparent huge page

management. The operation of these systems is complementary to the systems proposed in

this thesis and all together contribute to effective hybrid memory management.

Energy efficiency. In hybrid memory management the dynamic data movements that are

triggered to improve application performance through data tiering, directly affect the en-

ergy efficiency of the system since moving data requires time and resources. The Cori

contribution of this thesis fine-tunes the frequency of page migrations across hybrid mem-

ory, by offseting the cost of moving the data with the benefit from achieving data tiering

that improves application performance. As a tuning solution, Cori allows the user to se-

lect the frequency which satisfies their performance and efficiency levels. Thus, Cori can

provide the frequency that maximizes the system’s energy efficiency via minimizing the

aggregate data movements.

Data object information. Information about application-level data objects / arrays / vari-

ables has been used across hybrid memory management solutions to guide data tiering

decisions via custom data allocation APIs [6, 7, 9, 17, 11] or compiler-level guidance [83].

These solutions can mark memory regions and keep track of the corresponding application-

level data objects. Such information can be beneficial to better guide the page selection for
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machine learning-based management. The contributions of this thesis are entirely at the

system-level, where there is no information about how pages associate to the application

data. As future directions of this thesis, it is interesting to see how application-level data

object information can aid in improving the following aspects. First, will machine learning-

based management benefit from automatically clustering the pages that belong to the same

data object? Can this approach help reduce the ML related overheads, while reaching high

prediction accuracy that is comparable to the one provided by Kleio and Coeus? Second,

can we use application-level insights to decide which data objects / pages to manage with

machine intelligence? Is it the case that application domain experts can have much bet-

ter understanding of the complexity of the data access patterns, compared to what can be

derived at they system-level? How does an application-level page selection compares to

the system-level (Kleio) and image-based (Cronus) approach? In conlusion, there is great

potential into enriching the contributions of this thesis with application-level information.

Hardware technologies for hybrid memory. The proposed approach of this thesis to

apply machine intelligence for learning memory access patterns, instead of hybrid memory

management actions (Section 9.2) makes the design robust across configurations of the

underlying hardware. Since these are system-level contributions, they can work against any

other mix of technologies such as DRAM, persistent memory (PMEM), high bandwidth

memory (HBM) and MRAM, when they organized in flat mode, as described in Section 2.1.

The systems that this thesis builds are evaluated against hybrid memory platforms with

DRAM and PMEM, as is the recently released Intel’s Optane persistent memory platform

[1] that we use for validation. In the context of this thesis, persistent memory is treated as

non volatile memory used to scale the overall systems memory capacity.

Building upon this thesis, it is worth exploring the effect of leveraging persistent mem-

ory in machine learning-based hybrid memory management. One use case can be to use

persistent memory for storing trained ML models, that can be quickly retrieved for infer-

ence or re-training, compared to retrieving them from storage. Similarly, extending the
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design to use persistent data structures within machine learning methods. Also, one can

explore other aspects of persistent memory such as reliability, write endurance and ampli-

fication, in the context of machine learning-based hybrid memory management.

Regarding the future of hybrid memory, disaggregated memory platforms of large scale

will prevail in the exascale era of compute with fast speed interconnects, such as CXL, as

described in Section 2.1. The contributions of this thesis can be enriched with comple-

mentary solutions that provide additional support for data movement over disaggregated

platforms [38, 87]. In such platforms the sweet spot of amortizing the data movement

cost will shift, thus tuning solutions like Cori are essential. Also, it will be interesting to

compare the page subset that Kleio selects to maximize performance via ML-based man-

agement in single node vs. disaggregated platforms. Can an image-based page selection

process, like Cronus, be effective across both platforms? What additional information on

the underlying hardware configuration is necessary to capture?

In conlusion, there is great value into further exploring the effect of hybrid memory

hardware technologies and configurations in ML-based management. This thesis con-

tributes a design that is robust and can be further enriched to support operation over disag-

gregated platforms, and leverage technology characteristics such as data persistence when

using PMEM.

Online Adaptive Machine Learning-based Management

The contributions of this thesis lay the grounds for the practical integration of machine

intelligence in system-level hybrid memory management. The thesis proposes an insight-

based and sophisticated design of how machine learning can be used to enrich existing

solutions and maximize application performance and system resource efficiency. We ad-

dress fundamental questions, such as which machine learning method to use, what exactly

to learn and predict, which part of the systems software stack to extend with intelligence?

All of that while keeping in mind the exploded data sizes of target applications, that hinder

the insight-less use of machine learning over all application data. The thesis builds robust
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Figure 9.8: Design challenges of online adaptive machine learning-based resource man-
agement at the system-level.

foundations for the practical use of machine learning. In addition, the proposed design is

not dependent on the underlying hardware configuration, since it uses machine learning to

learn the behavior and not the action, as described in Section 9.2. Focusing on exploring

the most lightweight design that delivers high levels of prediction accuracy, Kleio performs

the page selection, the ML training and inference during an offline profiling step, prior to

the actual workload execution.

The immediate next steps are to focus on enabling online adaptive training and infer-

ence of the machine learning models. Figure 9.8 shows a design draft of such a system that

continuously learns. There are many design points that require exploration and insight, as

they can introduce interesting trade-offs, which we summarize as follows:

• Pattern detection. This will be a critical system component that analyzes the data ac-

cess behaviors, identifies new or already seen patterns, and makes a decision whether

to do inference on a existing pre-trained model, re-train an existing model or build

and train a completely new model.

• Library of trained ML models. Making the decision between online inference or

training requires the bookkeeping of a library of ML models. Where do these models

reside? In memory or in storage? Is there a hierarchical storage model?

• Pattern-to-Model mapping. There needs to be a way to identify and match the

existing models to an observed pattern / behavior. What is the identity function, how
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to ensure uniqueness? Kleio simplifies this process and maps a single page to a single

model that is identified by the virtual page address. How to extend this mapping to

cases where randomization of the address space happens, or the same application

executes over different inputs, thus memory footprints?

• Operation while online training. While the system does online training and in-

ference, how does it ensure smooth operation and uninterrupted resource manage-

ment? How frequently is a decision made to do online training, what triggers such

a decision? Kleio’s hybrid approach enables the use of lightweight history-based

predictions as a fallback to the machine learning-based ones, while training is done.

Other solutions perform online training periodically [91], training during one period

and using the inferred predictions during the next. Is this design robust, or it reveals

sensitivity to the quality of the predictions and the accuracy reached?

• Application runtime. Long running applications are a better match for online man-

agement compared to short ones, since they allow for enough time to do online train-

ing and inference during the workload’s execution. How can we enrich the system

with information on application runtime? Do we make use of explicit information or

solutions that leverage machine learning to predict runtimes and resource use [133]

and object allocation lifetimes [95]? Or should the resource management system

be completely agnostic to application-level characteristics and focuses purely on the

underlying access patterns that it observes?

• Accelerating ML. Accelerating the runtime of online training and inference are crit-

ical in amortizing the associated costs. It is critical to use emerging hardware tech-

nologies or other software-based methods, as described in Section 8.4, to enable fast

training and inference times, while applications are running. It is also important

to ensure that the operation of the resource management system is not affected by

changes in the underlying hardware that is used, as this thesis contributes with the
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design of Kleio.

In conclusion, this thesis sets the design foundations for online adaptive machine learning-

based hybrid memory management. We described our thoughts on how the contributions

of this thesis can be extended to online operation and captured the set of challenges that

need to be addressed for a robust design.

Coupling Machine Learning-based Management with Computer Vision Methods

The last contribution of the thesis makes a case for leveraging visualization to build image-

based components for machine learning-based system-level resource management. Taking

it a step further, we aim to explore the use of images for the purpose of memory access

pattern classification, recognition and prediction. This ties together with the proliferation

of machine learning models trained over image input datasets, such as ImageNet [79] and

CIFAR-10 [134]. Across scientific domains there is a plethora of machine learning and

computer vision methods coupled together to classify and detect objects, as summarized in

Section 8.5.

Similarly, we aim to build a dataset of annotated images, where the objects in the im-

age are categories of memory access patterns across application domains and sizes. The

creation of such a dataset requires human based annotation with appropriate labels and

metadata depending on the class of the patterns. How can we consistently categorize pat-

terns, so as to enable public contributions from the community? There are various classes

proposed across works particularly for the context of data prefetcing [80, 81]. What meta-

data is necessary to keep to facilitate the mapping of image pixels to memory accesses?

Also, the image resolution should be properly set to minimize information loss. Should a

hierarchical approach be followed that allows ‘zoomin in’ to areas of the image? This thesis

lays the foundation for the creation of such a dataset, through the suggested visualization

methodology and pattern extraction in Chapter 7. Such a dataset will then enable the use

of machine learning models to classify and detect and computer vision techniques to ex-
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classification and prediction as part of system-level resource management.

tract such patterns in unseen images. In addition, it will be extremely beneficial to better

understand data access behaviors across application domains with contributions from the

research community and industry.

Finally, having an image dataset of memory access behaviors can further enrich the ma-

chine learning-based system-level resource management with image-based components, as

depicted in Figure 9.9. For example, images can now be used to identify patterns, map

patterns to machine learning models and trigger any necessary re-training or new model

creations, as we described earlier in the section. Moreover, convolutional neural networks

coupled together with recurrent neural networks can be used to learn and predict memory

access patterns across times based on their image representations. Such machine learning

models have been shown to reach higher prediction accuracy than using recurrent neural

networks over numerical data [129]. How does an image-based pattern prediction compare

against the design proposed in this thesis? What part of the memory footprint corresponds

to an image, how many models are trained per application? These are interesting compari-

son points and there is great potential in improving upon the contributions of this thesis.

In conclusion, this thesis opens up a new research direction that couples machine learn-

ing with computer vision for the purpose of resource management. It is exciting to evaluate

the extent and the context where such image-based machine learning models will be more
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effective, reach higher levels of performance and reduce learning overheads, compared to

training machine learning models over numerical data with features that capture data access

behaviors analytically.

Extending the Machine Learning-based Management Across the Data Storage Hier-

archy

The contributions of this thesis improve upon current solutions in systems with heteroge-

neous memory hardware by adding machine intelligence. However, there is potential for

the proposed approach of integrating machine learning methods to be extended to the man-

agement of storage technologies. Our key design point that we propose is to use machine

learning to enrich existing lightweight and practical solutions with the necessary machine

intelligence and learn behaviors, rather than actions, as described in Section 9.2. This

approach can be applied for managing data stored across memory-only hardware, storage-

only hardware, across memory and storage, as well as when considering data offloads to

GPUs and accelerators [135]. However, the data access patterns will slightly differ across

layers, since each layer filters the amount and type of data that reach the lower levels of

the storage layers, as depicted in Figure 9.10. Leveraging the similarity of these images

presents an opportunity to expand an image-based resource management approach across
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emerging computing platforms with extreme heterogeneity [41], such as layers of hier-

archical heterogeneous memory and storage, accelerators and accelerator-near memories,

and emerging disaggregated platforms.

Final Remarks. This thesis is written at a time where there is a lot of excitement in the

research community as well as interest from industry to use machine learning for system-

level resource management. We contribute initial steps and design foundations on how to

practically use machine learning, while the full integration of machine learning requires

a lot more work, as described in the future directions of this thesis. We hope that the

lessons learned will inspire and will be of general use to researchers and students that will

pursue these topics, particularly since most of the software system solutions that this thesis

develops are open sourced for community exploration and contributions.
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