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SUMMARY 

High frequency ultrasound imaging is utilized in a broad range of applications from 

intravascular imaging to small animal imaging for preclinical studies. Capacitive 

micromachined ultrasonic transducers (CMUTs) possess multiple preferable 

characteristics for high frequency imaging systems, such as simpler fabrication methods, 

simpler integration to electronics, and greater variety of array geometries. Adequate 

performance and optimization of CMUT based systems require a comprehensive analysis 

of multiple design parameters. This research utilizes a nonlinear lumped model, capable of 

simulating the pressure output, electrical input-output, and echo response to a planar 

reflector of CMUT arrays with arbitrary membrane shape and array geometry, to determine 

the performance limitations of high frequency CMUT arrays and the effect of different 

design parameters on its performance. Receiver performance is analyzed through 

parameters extracted from simulations, namely, thermal mechanical current noise, plane 

wave pressure sensitivity, and pressure noise spectrum. Transmitter performance is 

analyzed through pressure output simulation, and the overall performance is analyzed 

through the simulated pulse-echo response from a perfect planar reflector and the thermal 

mechanical current noise limited SNR. It is observed that the frequency response is 

dominated by two vibroacoustic limiting mechanisms: Bragg’s scattering, determined by 

array lateral dimensions, and crosstalk actuated fundamental and antisymmetric array 

modes, determined by individual membrane dynamics. Based on the limiting mechanism 

frequencies, a simplified design methodology is developed and used to design two CMUT 

array sets covering 1-80MHz frequency range. These CMUT arrays are fabricated and their 
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limiting mechanisms are experimentally verified through pressure and admittance 

measurement and simulation comparison. CMUT arrays for guidewire IVUS application 

are implemented and successfully interfaced with ASICs to demonstrate imaging at 

40MHz. Considering that CMUT array performance is also susceptible to the electrical 

termination conditions, the simulation model is utilized to investigate the effect of different 

impedance matching scenarios. Receiver performance of the integrated CMUT array and 

termination circuitry is analyzed through the system’s SNR and acoustic reflectivity. 
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CHAPTER 1. BACKGROUND AND MOTIVATION 

1.1. High Frequency Ultrasound Imaging 

 Beginning with the first transcranial image developed by Dr. Karl Dussik in 1942, 

ultrasound imaging has emerged into a staple in medical diagnostics [1]. The prevalence 

of ultrasound imaging in medicine can be attributed to multiple reasons. Ultrasound 

imaging systems are comparatively low cost, efficient and safe. In addition to these aspects, 

ultrasound imaging systems can utilize characteristics that cannot be supported by other 

imaging modalities. One such characteristic is related to the feasible resolution of the 

image. Other conventional imaging modalities, such as computed tomography (CT) and 

magnetic resonance imaging (MRI), have a constant spatial resolution in the order of 

millimeters, whereas ultrasound imaging has a spatially variant resolution. This enables 

ultrasound imaging with microscopic spatial resolution. 

The resolution of an ultrasound imaging system is dependent on the size of the active 

aperture of the transducer, the center frequency (𝑓𝑓𝑐𝑐𝑎𝑎𝑛𝑛𝑐𝑐𝑎𝑎𝑎𝑎) and bandwidth (𝐵𝐵𝐵𝐵). The axial 

spatial resolution, which determines the ability to resolve discrete structures along the beam 

axis, is determined by the spatial pulse length (𝑃𝑃𝑃𝑃𝐿𝐿). The 𝑃𝑃𝑃𝑃𝐿𝐿 of a transducer defines the 

space occupied by the pulse, and is inversely proportional to 𝑓𝑓𝑐𝑐𝑎𝑎𝑛𝑛𝑐𝑐𝑎𝑎𝑎𝑎 and 𝐵𝐵𝐵𝐵, as seen in 

Figure 1.1. As a result, axial resolution improves with higher 𝑓𝑓𝑐𝑐𝑎𝑎𝑛𝑛𝑐𝑐𝑎𝑎𝑎𝑎 and 𝐵𝐵𝐵𝐵. The lateral 

spatial resolution, which determines the ability to resolve discrete structures perpendicular 

to the beam axis, is determined by the beam width at the focal length. The beam width of 

a transducer is directly proportional to the focal length (𝑓𝑓) and wavelength (𝜆𝜆), and 
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inversely proportional to the aperture size (𝑃𝑃), as seen in Figure 1.1. Resultantly, lateral 

resolution improves with higher 𝑓𝑓𝑐𝑐𝑎𝑎𝑛𝑛𝑐𝑐𝑎𝑎𝑎𝑎 and 𝑃𝑃, and lower 𝑓𝑓. 

a)  

b)  

Figure 1.1: Illustration of (a) axial and (b) lateral resolution. 

An additional factor affecting the resolution is acoustic attenuation. Acoustic 

attenuation manifests itself as exponential decay in amplitude, which can be formulated as:  
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 𝑃𝑃(𝑥𝑥 + Δ𝑥𝑥) = 𝑃𝑃(𝑥𝑥)𝑓𝑓−𝛼𝛼(𝜔𝜔)Δ𝑥𝑥  (1.1) 

 𝛼𝛼(𝜔𝜔) = 𝛼𝛼0𝜔𝜔𝜂𝜂 (1.2) 

where 𝜔𝜔 is the angular frequency, 𝑃𝑃 is the pressure, Δ𝑥𝑥 the wave propagation distance, 

𝛼𝛼(𝜔𝜔) the attenuation coefficient, 𝛼𝛼0 and frequency dependent 𝜂𝜂 are real non-negative 

material properties. The frequency dependent attenuation of pressure waves limits the 

amount of energy that can be propagated and lowers the center frequency of the signals, 

effectively limiting penetration and reducing resolution. As the amount of attenuation 

increases with 𝑓𝑓𝑐𝑐𝑎𝑎𝑛𝑛𝑐𝑐𝑎𝑎𝑎𝑎, there exists a tradeoff between depth of field and resolution. 

Therefore, microscopic resolution with ultrasound imaging is feasible for small depth of 

field with high 𝑓𝑓𝑐𝑐𝑎𝑎𝑛𝑛𝑐𝑐𝑎𝑎𝑎𝑎. Correspondingly, the term “High Frequency Ultrasound Imaging” 

is used for such imaging processes. 

1.1.1. High Frequency Ultrasound Applications 

 There are a number of clinical problems that require microscopic resolution and 

have a small depth of field. Ophthalmology and dermatology both require imaging of thin 

tissue layers, in which the structures of critical importance are relatively small and located 

in a few millimeters depth. The microscopic resolution supplied by high frequency 

ultrasound devices make them ideal for imaging anterior and posterior tissues of the eye in 

ophthalmology [2-4] and skin layers and tumors in dermatology [5-7].  

A common disease that requires high resolution in small depth of field is 

atherosclerosis, in which the inside of an artery narrows due to plaque build-up. Rupturing 
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of these plaques may lead to total blockage of blood flow, resulting in a heart attack. High 

frequency ultrasound devices integrated to catheter probes enable atherosclerotic plaque 

characterization and guidance of stents for coronary intervention through intravascular 

ultrasound (IVUS) imaging [8-10], with commercial devices operating in frequencies 

above 30 MHz available. IVUS imaging systems can be further enhanced by integration of 

intravascular photoacoustic (IVPA) imaging systems [11-13], in which a low energy short 

laser pulse is emitted and the photoacoustic waves generated by the tissue is received. 

IVPA imaging is especially useful in determining the chemical composition of the tissue, 

allowing more acute characterization [14].  

Another application that require similar resolution and depth of field is small animal 

imaging. Small animal models are an integral part of studying human diseases, such as 

cancer and cardiovascular disorders, along with pharmaceutical agent testing. In 

comparison to postmortem analysis, noninvasive imaging methods enable longitudinal 

analysis on the animal in an elegant and cost effective manner [15]. High frequency 

ultrasound devices allow high resolution in vivo imaging which can be further coupled with 

Doppler ultrasonography and subharmonic imaging, with commercial probes operating up 

to 70 MHz available [16-18].  

1.1.2. Array vs Single Element Imaging 

Medical ultrasonic imaging can be carried out in several modes. A single transducer 

can be used to obtain a 1-D analysis of the echoes generated from the discontinuities along 

the beam axis, defined as amplitude mode (A-mode) imaging. A-mode imaging procedure 

can then be repeated on an axis perpendicular to the beam axis to obtain a 2D analysis of a 



 5 

plane through the body, defined as brightness mode (B-mode) imaging. Similarly, if the A-

mode imaging procedure is repeated across a plane perpendicular to the beam axis, 3D B-

mode images can be constructed. A section of the 3D B-Mode image can be then extracted 

to obtain a 2D analysis of a plane perpendicular to the 2D B-mode image, defined as C-

mode image. If the previous imaging procedures are done in quick succession, the 

movement of the reflections can be analyzed, forming motion mode (M-mode) imaging.    

The most common form of ultrasound imaging is the B-Mode imaging. B-mode 

images can be obtained by either mechanically scanning a single ultrasonic element, or by 

electronically scanning ultrasonic elements arranged in an array that is fixed in space. By 

eliminating the mechanical motion, array based systems can supply increased frame rate, 

reliability, and resolution. In addition to these benefits, array-based systems allow imaging 

methods unattainable with a single element system. Array-based systems are capable of 

dynamic focusing, which allows ultrasound beams to be electronically focused at different 

depths by controlling the strength and delay of the transmitted pressure pulse from each 

element of an array. Similarly, electronic control of each element allows focusing the beam 

at different angels, i.e. electronic beam steering. The ultrasonic beam can also be altered 

through aperture apodization, in which the active aperture of the array is changed by 

adjusting the number of active elements. These additional imaging methods allow array-

based systems to supply increased signal-to-noise ratio (SNR), better lateral and axial 

resolution, and nearly perfect focusing throughout the scan depth, making them desirable 

for high frequency ultrasound imaging [19]. 
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1.1.3. High Frequency Imaging and Array Requirements 

Regarding the functionality and design of high frequency imaging systems, the two 

most important characteristics are depth of field and resolution. High frequency ultrasound 

imaging applications typically require a system that can differentiate between features in 

the order of 10-100 microns at a depth of couple millimeters. In ultrasonic imaging, 

reflections can only be generated if the acoustical wavelength of the pressure pulse is 

smaller than the feature. Therefore, to image features smaller than 100 µm, a center 

frequency higher than 30 MHz is required. Resolution of the imaging system improves as 

the operation frequency band is increased, but due to the increased attenuation, depth of 

field decreases. Therefore, any increase in operation frequency band has to be accompanied 

by improvement in transmitter (Tx) and/or receiver (Rx) characteristics of the system to 

ensure that SNR of echo signals generated at the desired depth of field is kept above the 

minimum required value. Obtaining sufficient depth of field can be especially difficult for 

applications that require small transducer area, such as IVUS imaging.  

Additional consideration is required for array-based high frequency imaging 

systems. Array-based systems require the total transducer area to be populated by multiple 

elements at a certain pitch. The pitch between two array elements is determined by the 

operation frequency and must be smaller than half of the ultrasound wavelength to avoid 

grating lobes. The required pitch value for high frequency ultrasonic imaging arrays is 

therefore quite small, e.g. 25 µm for 30 MHz and 18.75 µm for 40 MHz operation. The 

small element size makes fabrication of such arrays difficult, and leads to a decrease in the 

Tx and Rx characteristics, reducing the obtainable depth of field. Furthermore, the presence 
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of multiple elements increases cross-coupling between resulting in a decrease in the 

operation frequency band.  

1.2. Piezoelectric vs CMUT High Frequency Arrays 

Multiple transducer types and transduction methods have been used to convert the 

acoustic pressure waves to electrical signals in ultrasonic imaging arrays. Considering high 

frequency imaging arrays, the two main transducer types that have been utilized are: bulk 

piezoelectric transducers and capacitive micromachined ultrasonic transducers (CMUTs). 

These two transducers differ from each other in multiple aspects, including transduction 

method, fabrication requirements, and system integration compatibility. 

1.2.1. Transducer Operation Comparison 

Bulk piezoelectric and CMUT devices have the same operation modus in medical 

ultrasonic imaging. Essentially, acoustic pressure waves cause the transducer to deform 

mechanically, which is then translated into electrical signals, and vice versa. The defining 

difference between the two devices is the transduction method between mechanical 

deformation and electrical signals. This difference in transduction methods is coupled with 

the acoustic domain, resulting in transducer operations with very different advantages and 

limitations.  

Bulk piezoelectric devices utilize the piezoelectric effect as their transduction 

method. Piezoelectric effect is the ability to generate an electrical charge in response to 

applied mechanical stress observed in crystalline materials with no inversion symmetry. 

Each element in a bulk piezoelectric device is composed of a piezoelectric material 



 8 

sandwiched between two electrodes, which is generally accompanied by matching layers. 

During device operation, acoustic pressure waves generate compression and tension on the 

piezoelectric material, resulting in an electric potential signal across the electrodes. An 

illustration of the transducer operation of bulk piezoelectric devices can be seen in Figure 

1.2.  

 

Figure 1.2: Bulk piezoelectric transducer operation. 

CMUT devices operate using electrostatic transduction. Each element in a CMUT 

device is composed of multiple cells connected in parallel. These cells are comprised of a 

flexible top plate, a fixed bottom plate and a shallow vacuum gap in between these two 

plates. The plates are made electrically conductive by electrodes embedded within them, 

forming a variable capacitor with the vacuum gap. In CMUT device operation, acoustic 

pressure waves deform the flexible top plate, changing the vacuum gap height which result 

in a change in the capacitance of the element. By applying a direct current (DC) bias across 

the electrodes, the change in capacitance is converted into a change in charge, resulting in 

an electric current signal. An illustration of the transducer operation of CMUT devices can 

be seen in Figure 1.3. 



 9 

 

Figure 1.3: CMUT transducer operation. 

The overall transduction effectiveness of an ultrasonic device is governed by two 

principal factors: the electromechanical coupling factor and the acoustic impedance 

mismatch. The electromechanical coupling factor defines how much of an input electrical 

energy is converted into mechanical energy, and the acoustic impedance mismatch defines 

how much of the mechanical energy of the transducer is transferred into the medium. An 

ideal ultrasonic device would demonstrate high electromechanical coupling factor and low 

acoustic mismatch, ensuring sufficient transduction between the three domains. 

Electromechanical transduction is determined by piezoelectric equations in 

piezoelectric devices, resulting in an electromechanical coupling factor (𝑘𝑘𝑇𝑇) dependent on 

the operating vibration mode and piezoelectric material constants, primarily the 

piezoelectric constant [20]. As a result, 𝑘𝑘𝑇𝑇 of bulk piezoelectric devices is limited by the 

material properties, with most devices demonstrating 𝑘𝑘𝑇𝑇
2 below 50%. However, as 

electromechanical transduction is determined by change in charge in CMUT devices, 𝑘𝑘𝑇𝑇 is 

dependent on the capacitance and the voltage across the electrodes and is not limited by its 

material properties. 𝑘𝑘𝑇𝑇
2 of a CMUT devices increases with the applied DC bias. However, 
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after a certain bias point, defined as collapse voltage, electrostatic forces on the CMUT cell 

cannot be balanced by the mechanical forces, resulting in the collapse of the top plate onto 

the bottom plate. As a result, standard CMUT operation is limited by the collapse voltage, 

with 𝑘𝑘𝑇𝑇
2 approaching 100% as the CMUT approaches collapse. However, CMUT 

operation past the collapse voltage, defined as collapse mode operation, is still possible 

[21-23]. In a CMUT cell in collapsed state, the top plate is only partially in contact with 

the bottom plate in its center, allowing electromechanical transduction from the edges. 

Operation in collapse mode can provide improvement in efficiency and bandwidth [24], 

but results in a large shift to higher operation frequency.  This is especially relevant when 

the lateral dimensions of high frequency phased array elements are considered which need 

to be close to the half wavelength of operation frequency. Arrays operating in collapse-

mode generally require larger membrane dimensions than arrays operating in conventional 

mode [25, 26]. Consequently, the membrane dimensions operated in collapse-mode in 

literature are generally above 25 µm, half wavelength at 30 MHz [27]. The constraint on 

membrane dimensions coupled with the thin membrane requirements may lead to 

prohibitively large voltages and reliability issues in collapsed mode.  

Similar to electromechanical coupling factor, the acoustic impedance mismatch of 

a bulk piezoelectric devices is determined by its material properties, specifically its 

acoustic impedance. Most piezoelectric materials have significantly higher acoustic 

impedance than the medium, and therefore require additional acoustic passive materials as 

matching layers to increase the transmission efficiency. Ferroelectric lead zirconate titanate 

(PZT), currently the most commonly used piezoelectric ceramic in biomedical imaging has 

an acoustic impedance of ~35 MRayl which is approximately 23 times higher than the 
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acoustic impedance of tissue (~1.5 MRayl) [28]. Various piezoelectric materials with lower 

acoustic impedance have been developed to overcome the issue of the large acoustic 

mismatch. Polyvinylidene difluoride (PVDF), a commonly used piezo-polymer, has 

significantly lower acoustic impedance than PZT (~3.5 MRayl) but suffers from lower 

electromechanical coupling factor (~0.2) [28]. On the other hand, acoustic impedance 

mismatch is not an issue for CMUT device operation. Unlike bulk piezoelectric devices, 

acoustic waves are not generated within the transducer material, but rather via the 

continuity of motion between the flexible top plate and the fluid medium. As a result, 

CMUT devices have an acoustic impedance naturally matched to the medium and do not 

require additional matching layers to increase the transmission efficiency.  

A frequency based analysis of the energy transmitted to the medium from the 

transducers can be carried out by approximating the transducers as mass-spring-damper 

systems. In its most elementary form, the mechanical domain of the transducer is modeled 

as mass-spring resonators and the acoustic domain is modeled as a mass and damper. Bulk 

piezoelectric transducers form a system of a single mass-spring-damper, in which the 

vibration is dominated by the density and mechanical stiffness of the piezoelectric material. 

This results in a narrowband operation frequency range around the resonance frequency of 

the transducer. The frequency range can be broadened by adding matching layers, which 

exhibits itself as increase in the damping of the system. In comparison, CMUTs form a 

system composed of a multitude of single mass-spring-dampers of very low mass, in which 

vibration is dominated by the mechanical stiffness of CMUT membrane and the mass of 

displaced fluid. As a result, CMUTs display a mechanical impedance naturally matched 

with the medium and an operation range not limited by the membrane resonance frequency. 
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This enables a broader design and fabrication space for CMUTs than bulk piezoelectric 

devices, especially for high frequency operation. 

1.2.2. Array Fabrication Comparison 

1.1.1.1 Piezoelectric Array Fabrication 

Piezoelectric transducer elements are most commonly fabricated through dice-and-

fill method, in which a bulk piezoelectric material undergoes a series of perpendicular 

parallel cuts using a mechanical dicing saw. The diced sample is then backfilled with a 

polymer and thinned down by polishing [29]. An illustration of the dice-and-fill method 

can be seen in Figure 1.4. This method allows simple and low-cost fabrication, but is 

limited in the size and geometry of the transducer elements that can be produced. Bulk 

piezoelectric devices operate in thickness mode, resulting in a resonance frequency 

inversely proportional to the material thickness. As a result, for high frequency operation 

the piezoelectric material must be thinned down to thickness values below 50 µm. The 

increased brittleness of the material at such thicknesses and the small pitch required for 

high frequency array operation, make mechanical dicing of the piezoelectric material a 

technical challenge. Piezoelectric arrays that overcome this limitation employ different 

fabrication methods such as deep reactive ion etching (DRIE) [30-32], partial dicing [33], 

laser micromachining [34], and kerfless arrays [35].  
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Figure 1.4: Bulk piezoelectric device fabrication using the dice-and-fill technique [29]. 

1.1.1.2 CMUT Array Fabrication 

In comparison, CMUTs are fabricated using microfabrication techniques from the 

semiconductor industry, which allow for high yield batch fabrication of features of several 

micron size. As a result, CMUT fabrication technology can produce arrays with variable 

array geometries and small pitch sizes with relative ease. The two most commonly used 

CMUT fabrication techniques are wafer-bonding and sacrificial release.  

The wafer bonding technique utilizes a combination of surface micromachining and 

silicon on insulator (SOI) technologies to fabricate the CMUTs. A sample fabrication 

process flow can be seen in Figure 1.5 [36]. Thermal oxidation is carried out on a heavily 

doped, low resistance Si wafer to define the CMUT gap height. The lateral geometry of the 

gap is defined lithographically, and the oxide is etched down to the Si. After the growth of 

a second oxidation layer to define the isolation, an SOI wafer is directly bonded onto the 
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wafer followed by an additional thermal oxidation step to increase the strength of bonding 

between the two wafers. The handle and buried oxide (BOX) of the SOI is then removed 

through mechanical grinding and etching, forming the CMUT top plates composed of the 

Si device layer. Contact to the bottom electrode is obtained by etching the oxide is etched 

down to the Si layer, followed by metallization via sputtering. The electrodes are then 

defined and isolated by lithography and etching through the Si plate. The gap thicknesses 

of the CMUT cells fabricated using wafer bonding can be controlled reasonably well within 

~100nm, with further reduction possible through LOCOS (local oxidation of silicon) 

process [37].  

 

Figure 1.5: Process flow for a wafer-bonded CMUT. (a) Starting prime wafer. (b) 
Thermal oxidation. (c) Etch to form cavity. (d) Thermal oxidation. (e) Silicon on 

insulator (SOI) wafer bonding. (f) SOI handle. (g) Removing buried oxide. (h) Sputtering 
metallization. (i) Metal pattern and device isolation. [36] 

As the wafer bonding technique does not require sacrificial layers, issues that might 

arise from wet etching of the sacrificial layer, such as chemical selectivity and stiction, are 
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avoided. Lack of sacrificial layers also allow greater flexibility in membrane geometry 

design. Utilization of SOI wafers and thermal oxide in fabrication enable CMUT cells of 

good membrane thickness uniformity and lower residual stress, but significantly increases 

the cost and required process temperatures. Moreover, the wafer bonding step of the 

fabrication process is very sensitive to cleanliness and surface roughness of the bonded 

wafers, which can result in low fabrication yield.  

The sacrificial layer technique utilizes surface micromachining processes to create a 

sacrificial layer which is then etched to create the vacuum gap. A sample fabrication 

process flow can be seen in Figure 1.6 [36]. A silicon nitride insulator layer is deposited 

on the wafer, followed by a sacrificial polysilicon layer. The sacrificial layer is patterned 

to define the individual CMUT cells. A second sacrificial layer is deposited to allow access 

to the etchant during sacrificial etch. The top plate is formed by silicon nitride deposition. 

Etch holes are patterned on the top plate and a potassium hydroxide wet etch is used to 

remove the sacrificial polysilicon. The resultant gap is vented to atmosphere and sealed 

using low pressure chemical vapor deposition (LPCVD) of silicon nitride. As the LPCVD 

is performed at very low pressure, the gap is effectively in vacuum after the sealing process. 

Aluminum is then deposited and patterned to form the electrodes and interconnects. The 

materials that can be utilized in sacrificial release technique are not limited by the ones 

described in the sample fabrication process flow, but special concern should be given to 

chemical selectivity between device and sacrificial layers. 
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Figure 1.6: Process flow for CMUT fabrication with sacrificial release. (a) Sacrificial 
polysilicon deposition and patterning on silicon nitride deposited wafer. (b) Sacrificial 
polysilicon deposition for etch channels into the cells. (c) Silicon nitride top plate layer 
deposition and patterning. (d) Sacrificial polysilicon layer etching. (e) Silicon nitride 

deposition to seal the cells. (f) Aluminum deposition and patterning for electrodes and 
interconnects. [36] 

The sacrificial layer technique utilizes relatively simple and reliable surface 

micromachining processes, eliminating the need for expensive SOI wafers and the precise 

and extremely clean surface conditions required during the wafer bonding step. A complete 

fabrication flow can be designed below the complementary metal–oxide–semiconductor 

(CMOS) substrate maximum processing temperature of 400ºC [38], allowing postprocess 

CMOS integration. However, deposition conditions of the device layers can cause intrinsic 

stress in the membrane resulting in the deformation of the membrane, and wet etching of 

the sacrificial layer can cause stiction, in which the capillary forces of the liquid prevent 

the total release of the membrane. These fabrication issues and the need for sacrificial etch 

holes limit the membrane geometry and gap thicknesses that can be fabricated through 

sacrificial layer technique. 
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1.2.3. Electronics Integration Comparison  

The transducer needs to be complemented with front-end electronics to translate the 

received echoes into a digital image in ultrasonic imaging systems. The front-end 

electronics can be connected to the transducer array via cables or positioned in the 

ultrasound probe as active electronics. There are several advantages in utilizing active 

front-end electronics. Active electronics reduce the parasitic circuit elements that arise 

from the long cables, specifically the parasitic capacitance, improving the bandwidth and 

SNR of the system. Active electronics are also required to reduce the number of transducer 

channels to the number of channels in the imaging system in cases where the number of 

array elements are high. 

Connection cables do not generate considerable loss in bulk piezoelectric devices 

due to their low electrical input impedance. Therefore, active electronics integration has 

been focused on devices with large number of transducer elements. Fabrication of 

piezoelectric materials with high electromechanical factor require temperatures exceeding 

the CMOS processing temperature. Therefore, the transducer and CMOS chips are 

fabricated separately and then electrically connected using multi-chip integration. Wire 

bonding can be used if the number of individual connections is low, whereas flip-chip 

bonding is required for large number of connections. Flip-chip bonding has been used to 

successfully fabricate CMOS integrated bulk piezoelectric devices for intracardiac 

echocardiography (ICE) [39] and transesophageal [40] echocardiography. However, as 

seen from the cross section of the device in Figure 1.7, the requirement of matching layers 

complicates the multi-chip integration and makes fabrication difficult.  
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Figure 1.7: Cross section of CMOS integrated bulk piezoelectric ICE device [39]. 

Unlike bulk piezoelectric devices, CMUT arrays demonstrate high electrical input 

impedance and are therefore more sensitive to the parasitic elements of the long connection 

cables. As a result, active electronics are crucial to obtain adequate SNR. Similar to 

piezoelectric devices, multi-chip integration can be utilized to electrically connect CMUT 

transducers and CMOS chips. As multi-chip integration uses separately fabricated, the 

CMUT fabrication processes are not limited by temperature or CMOS-compatibility, 

allowing more flexibility in CMUT design. Flip-chip bonding have been utilized to 

integrate CMUT arrays with electronics for a variety of applications, such as volumetric 

imaging [41-45], ICE [46], high intensity focused ultrasound (HIFU) [47], photoacoustic 

imaging [48]. Although the lack of matching layers makes flip-chip bonding simpler for 

CMUT arrays, the process still requires additional fabrication steps to connect the 

electrodes to the bottom side of the wafer, as seen in the cross section of the integrated 
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system in Figure 1.8. Moreover, for high frequency CMUT arrays the minimum solder 

bump pitch (~20 µm) limits the element pitch that can be used.  

a) b)  

c) d)  

Figure 1.8: Flip-chip bonded volumetric CMUT array. a) Top view of individual element. 
b) Close-up to CMUT cells. c) Cross section of flip-chip bonded device. d) Close-up of 

the through wafer via. [36] 

Compatibility of micromachining processes with CMOS processes enable 

monolithic integration of CMUT arrays with electronics. In monolithic integration, 

fabricated CMOS wafers are planarized using low temperature deposition and chemical-

mechanical polishing (CMP) and followed by CMUT fabrication with sacrificial layer 

technique. The main drawback of this method is the imperfect surface topography after 

planarization and temperature limitation of the total fabrication processes required for 

CMOS compatibility. Monolithic integration supplies compact integration minimizing 



 20 

parasitic elements associated with the connections while removing the additional 

fabrication steps required in flip-chip bonding, as seen in Figure 1.9. The minimization of 

the interconnect area is especially crucial for high frequency arrays that require small 

element pitch. Monolithic integration have been utilized to successfully fabricate CMUT 

arrays integrated with electronics for ICE [49, 50], and IVUS [51-53].  

a)  

b)  

Figure 1.9: a) Micrograph of CMOS circuitry before (left) and after (right) monolithic 
integration of CMUT arrays [50]. b) Cross sectional schematic of the interconnections 

between monolithically integrated CMUT and CMOS [53]. 
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1.3. High Frequency CMUT Arrays in Literature 

Considering the operation and fabrication advantages CMUTs exhibit, CMUT arrays 

are particularly promising for high frequency ultrasound imaging systems. As a result, high 

frequency CMUT transducer arrays has been substantially demonstrated in literature, with 

operation frequencies ranging from 20 MHz up to 50 MHz [54]. The fabricated arrays 

possessed diverse membrane geometries, from 20 µm squares [55] to circles of varying 

diameters [27, 56-58]. Similarly, these arrays possessed diverse array geometries, with 

element pitches  smaller or in the order of the ultrasound wavelength, ranging from 25 µm 

[55] to 65 µm [57]. The high frequency CMUT transducer arrays in literature exhibited a 

large variation of -6 dB fractional bandwidth (𝐹𝐹𝐵𝐵𝐵𝐵) ranging between 28% [55] up to 100% 

[57]. However, the high 𝐹𝐹𝐵𝐵𝐵𝐵 measurements are performed in highly attenuating media 

which can skew the results [54]. It is clear from these results high frequency CMUT 

transducer array performance depends on membrane and array geometry and applied DC 

bias among others. However, a thorough analysis of the array behavior and performance 

limitations is absent.  

1.4. Objectives of This Work 

The aim of this research is to determine and verify the performance limitations of 

high frequency CMUT arrays and develop a design methodology for specific operation 

requirements. This primary goal is divided into three research objectives. First an analysis 

framework that can examine the receiver and transmitter performance in a compact manner 

is developed. The effect of different design parameters is analyzed with particular focus on 

the frequency response and the SNR. Second, using the results obtained, a design 
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methodology for specific frequency band and SNR is determined. The design methodology 

is expanded further to encompass a broader frequency range and other applications. Third, 

the design methodology is used to design and fabricate two CMUT array sets of different 

operation frequency and characteristics. The specifications of array performance are 

verified through hydrophone and admittance measurement and simulation comparison. 

With the results in mind, a high frequency 1D CMUT array for IVUS imaging is fabricated 

and integrated to electronics, forming an imaging system. Performance of the ultrasonic 

imaging system is analyzed through pressure output, pitch-catch, and pulse-echo 

measurements. Finally, considering that CMUT array performance is also susceptible to 

the electrical termination conditions, the effect of different impedance matching scenarios 

is investigated. 
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CHAPTER 2. CMUT MODELING AND ANALYSIS 

FRAMEWORK 

CMUT design space includes, but is not limited to, bulk membrane material, 

membrane geometry, the vacuum gap thickness, array configuration, and electrical 

termination. A thorough analysis of the multiple design parameters of this expansive design 

space requires modeling a wide variety of CMUT array geometries. Ideally modeling and 

simulation capabilities need to be robust in membrane and array geometry, as well as small 

signal and large signal operation, all the while being computationally efficient. The 

modeling capabilities then need to be complemented with analysis methodology based on 

figures of merit pertinent to the CMUT array operation. 

In this chapter different CMUT modeling approaches and their capabilities are 

reviewed, with detailed explanation of the nonlinear lumped model utilized in this research. 

Figures of merit of interest are determined and compiled into three different analysis 

methodologies focusing on receiver, pulse-echo and transmitter performance. The analysis 

methodologies are used to analyze the performance of a case study of guidewire IVUS 

imaging system. 

2.1. CMUT Modeling 

2.1.1. Parallel Plate Modeling  

The simplest representation of a CMUT dynamics is a lumped parallel plate 

capacitor and a piston radiator to the first order, as seen in Figure 2.1. The parallel plate 

capacitor’s mechanics can be modeled as a mass-spring-damper system of spring constant 
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𝑘𝑘𝑝𝑝, mass constant 𝐼𝐼𝑝𝑝, and damping constant 𝑟𝑟𝑝𝑝, and the piston radiator’s acoustic 

impedance as a mass-damper system of mass constant 𝐼𝐼𝑚𝑚, and damping constant 𝑟𝑟𝑚𝑚.  

 

Figure 2.1: Parallel plate mass-spring-damper CMUT model. [36]  

Considering static operation, applying a DC bias 𝑉𝑉𝐷𝐷𝐷𝐷 creates an electrostatic force 

𝐹𝐹𝑎𝑎𝑎𝑎 which is counterbalanced by the mechanical spring restoring force 𝐹𝐹𝑎𝑎, resulting in an 

equilibrium displacement 𝑥𝑥. Considering CMUT cells with an initial vacuum gap of 𝑔𝑔0 and 

an isolation layer of thickness 𝑡𝑡𝑛𝑛𝑎𝑎𝑐𝑐 and relative permittivity of 𝜀𝜀𝑎𝑎, the capacitance of the 

parallel plate capacitor, and the forces at equilibrium can be written as:  
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 𝐶𝐶(𝑥𝑥) =
𝐴𝐴𝜀𝜀0

𝑔𝑔𝑎𝑎𝑓𝑓𝑓𝑓 − 𝑥𝑥
 (2.1) 

 
𝐹𝐹𝑎𝑎𝑎𝑎 =

𝑑𝑑(𝐶𝐶(𝑥𝑥)𝑉𝑉𝐷𝐷𝐷𝐷2)
𝑑𝑑𝑥𝑥

= −
𝐴𝐴𝜀𝜀0𝑉𝑉𝐷𝐷𝐷𝐷2

2(𝑔𝑔𝑎𝑎𝑓𝑓𝑓𝑓 − 𝑥𝑥)2
 

(2.2) 

 𝐹𝐹𝑎𝑎 = 𝑘𝑘𝑝𝑝𝑥𝑥 (2.3) 

where 𝐴𝐴 is the area covered by the electrodes, 𝜀𝜀0 is the permittivity of the vacuum, and 

𝑔𝑔𝑎𝑎𝑓𝑓𝑓𝑓 is the effective gap of the CMUT 𝑔𝑔𝑎𝑎𝑓𝑓𝑓𝑓, which is defined as 𝑔𝑔𝑎𝑎𝑓𝑓𝑓𝑓=𝑔𝑔0 + 𝑡𝑡𝑛𝑛𝑎𝑎𝑐𝑐/𝜀𝜀𝑎𝑎. As 

mentioned in Chapter 1, above a bias point, 𝑉𝑉𝐷𝐷𝐷𝐷 = 𝑉𝑉𝑐𝑐𝑐𝑐𝑐𝑐, 𝐹𝐹𝑎𝑎𝑎𝑎 cannot be balanced by 𝐹𝐹𝑎𝑎, 

resulting in the collapse of the flexible plate onto the rigid plate. From the force balance of 

𝐹𝐹𝑎𝑎𝑎𝑎 and 𝐹𝐹𝑎𝑎, the collapse voltage 𝑉𝑉𝑐𝑐𝑐𝑐𝑐𝑐 and maximum achievable displacement 𝑥𝑥𝑐𝑐𝑐𝑐𝑐𝑐 can be 

calculated as: 

 
𝑉𝑉𝑐𝑐𝑐𝑐𝑐𝑐 = �

8𝑘𝑘𝑝𝑝𝑔𝑔𝑎𝑎𝑓𝑓𝑓𝑓3

27𝜀𝜀0𝐴𝐴
 

(2.4) 

 𝑥𝑥𝑐𝑐𝑐𝑐𝑐𝑐 =
𝑔𝑔𝑎𝑎𝑓𝑓𝑓𝑓

3
 (2.5) 

The dynamic analysis of the CMUT can be carried out through the governing 

differential equations of the mass-spring-damper systems given as: 
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𝐼𝐼𝑝𝑝
𝑑𝑑2𝑥𝑥
𝑑𝑑𝑡𝑡2

+ 𝑟𝑟𝑝𝑝
𝑑𝑑𝑥𝑥
𝑑𝑑𝑡𝑡

+ 𝑘𝑘𝑝𝑝𝑥𝑥 = 𝐹𝐹𝑎𝑎𝑎𝑎 − 𝐹𝐹𝐿𝐿 − 𝑝𝑝𝑎𝑎𝑐𝑐𝑚𝑚𝐴𝐴 
(2.6) 

𝐼𝐼𝑚𝑚
𝑑𝑑2𝑥𝑥
𝑑𝑑𝑡𝑡2

+ 𝑟𝑟𝑚𝑚
𝑑𝑑𝑥𝑥
𝑑𝑑𝑡𝑡

= 𝐹𝐹𝐿𝐿 
(2.7) 

where 𝑝𝑝𝑎𝑎𝑐𝑐𝑚𝑚 is atmospheric pressure, and 𝐹𝐹𝐿𝐿 is the acoustic loading force on the piston. The 

constants 𝐼𝐼𝑚𝑚 and 𝑟𝑟𝑚𝑚 are defined by the radiation impedance 𝑍𝑍𝑎𝑎 of the piston. If the CMUT 

cell is significantly large in comparison to wavelength, the plane wave impedance 𝑍𝑍0 =

𝜌𝜌0𝑐𝑐0, where 𝜌𝜌0 is the density and 𝑐𝑐0 is the speed of sound of the medium, can be used, 

resulting in 𝐼𝐼𝑚𝑚 = 0 and 𝑟𝑟𝑚𝑚 = 𝑍𝑍0𝐴𝐴. However, CMUT cells are generally too small for 

plane wave impedance assumption, resulting in frequency dependent constants of 𝐼𝐼𝑚𝑚 =

𝐼𝐼𝐼𝐼{𝑍𝑍𝑎𝑎}𝐴𝐴/𝜔𝜔 and 𝑟𝑟𝑚𝑚 = 𝑅𝑅𝑓𝑓{𝑍𝑍𝑎𝑎}𝐴𝐴.  

2.1.2. Small Signal Analysis 

As 𝐹𝐹𝑎𝑎𝑎𝑎 is nonlinear, the system of equations obtained from parallel plate modeling 

are difficult to solve. The nonlinear differential equations can be linearized around an 

operating point if the time dependent alternating current voltage 𝑉𝑉𝐴𝐴𝐷𝐷 ≪ 𝑉𝑉𝐷𝐷𝐷𝐷 and the time 

dependent displacement 𝑥𝑥𝐴𝐴𝐷𝐷 ≪ 𝑥𝑥𝐷𝐷𝐷𝐷, where 𝑥𝑥𝐷𝐷𝐷𝐷 is the operating point displacement 

corresponding to 𝑉𝑉𝐷𝐷𝐷𝐷 [59]. By applying Taylor series expansion to the equations around 

𝑉𝑉𝐷𝐷𝐷𝐷 and 𝑥𝑥𝐷𝐷𝐷𝐷 and dropping the second harmonic terms, the system of equations is simplified 

to:  
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�𝐼𝐼𝑝𝑝 + 𝐼𝐼𝑚𝑚�
𝑑𝑑2𝑥𝑥𝐴𝐴𝐷𝐷
𝑑𝑑𝑡𝑡2

+ 𝑟𝑟𝑚𝑚
𝑑𝑑𝑥𝑥𝐴𝐴𝐷𝐷
𝑑𝑑𝑡𝑡

+ �𝑘𝑘𝑝𝑝 −
𝐴𝐴𝜀𝜀0𝑉𝑉𝐷𝐷𝐷𝐷2

�𝑔𝑔𝑎𝑎𝑓𝑓𝑓𝑓 − 𝑥𝑥𝐷𝐷𝐷𝐷�
2� 𝑥𝑥𝐴𝐴𝐷𝐷

= −
𝐴𝐴𝜀𝜀0𝑉𝑉𝐷𝐷𝐷𝐷𝑉𝑉𝐴𝐴𝐷𝐷(𝑡𝑡)

�𝑔𝑔𝑎𝑎𝑓𝑓𝑓𝑓 − 𝑥𝑥𝐷𝐷𝐷𝐷�
2 

(2.8) 

It can be observed that as the applied 𝑉𝑉𝐷𝐷𝐷𝐷 increases, the systems effective spring constant 

decreases. This reduction is due to the spring softening effect and results in a decrease in 

the resonance frequency of the transducer. 

The linearized equation can be analogously described by the Mason equivalent 

circuit seen in Figure 2.3 [60]. In the figure, 𝑍𝑍𝑎𝑎𝑒𝑒 is the total electrical input impedance of 

the CMUT device, 𝑍𝑍𝑚𝑚 is the mechanical impedance of the mass-spring-damper system, 𝐶𝐶𝑝𝑝 

is the parasitic capacitance, 𝐶𝐶0 is the parallel plate capacitance at the operating point for 

𝑉𝑉𝐷𝐷𝐷𝐷, and 𝜑𝜑 is the transformer ratio between the applied voltage and 𝐹𝐹𝑎𝑎𝑎𝑎 such that: 

𝜑𝜑 =
𝐴𝐴𝜀𝜀0𝑉𝑉𝐷𝐷𝐷𝐷

�𝑔𝑔𝑎𝑎𝑓𝑓𝑓𝑓 − 𝑥𝑥𝐷𝐷𝐷𝐷�
2 (2.9) 

From the equivalent circuit it can be directly observed that a higher transformer ratio 𝜑𝜑 

would result in better electromechanical transduction. As a result, as 𝑉𝑉𝐷𝐷𝐷𝐷 is increased, the 

electromechanical coupling factor 𝑘𝑘𝑇𝑇 is increased.  
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Figure 2.2: Mason equivalent circuit for linearized parallel plate CMUT. 

Small signal operation assumption also allows direct calculation of 𝑘𝑘𝑇𝑇 [61]. Using 

the operating point capacitance 𝐶𝐶0, and the slope of the charge voltage curve, defined as 

free capacitance 𝐶𝐶𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎, the transducer’s 𝑘𝑘𝑇𝑇
2 can be calculated as: 

 
𝐶𝐶0 =

𝑄𝑄(𝑥𝑥)
𝑉𝑉

�
𝑥𝑥𝐷𝐷𝐷𝐷,𝑉𝑉𝐷𝐷𝐷𝐷

= 𝐶𝐶(𝑥𝑥)|𝑥𝑥𝐷𝐷𝐷𝐷,𝑉𝑉𝐷𝐷𝐷𝐷 (2.10) 

 
𝐶𝐶𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎 =

𝑑𝑑𝑄𝑄(𝑥𝑥)
𝑑𝑑𝑉𝑉

�
𝑥𝑥𝐷𝐷𝐷𝐷,𝑉𝑉𝐷𝐷𝐷𝐷

=
𝑑𝑑𝑉𝑉𝐶𝐶0
𝑑𝑑𝑉𝑉

�
𝑥𝑥𝐷𝐷𝐷𝐷,𝑉𝑉𝐷𝐷𝐷𝐷

 (2.11) 

 𝑘𝑘𝑇𝑇
2 = 1 −

𝐶𝐶0
𝐶𝐶𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎

 (2.12) 

As mentioned in Chapter 1, 𝑘𝑘𝑇𝑇
2 increases with 𝑉𝑉𝐷𝐷𝐷𝐷, approaching 100% at values close to  

𝑉𝑉𝑐𝑐𝑐𝑐𝑐𝑐. The effect of 𝑉𝑉𝐷𝐷𝐷𝐷 on the 𝑘𝑘𝑇𝑇
2 of a CMUT can be seen in Figure 2.3.  
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Figure 2.3: Calculated and measured electromechanical coupling factor of a CMUT as a 
function of 𝑉𝑉𝐷𝐷𝐷𝐷 normalized to 𝑉𝑉𝑐𝑐𝑐𝑐𝑐𝑐 [61]. 

2.1.3. Finite Element Modeling  

The described parallel plate model assumes that only the first vibration mode of the 

membrane is excited with electrical excitation. Therefore, higher order modes and other 

nonlinearities, such as stress stiffening and charge distribution variation for large 

deformations, are neglected. Finite element analysis (FEA) is ideal in capturing all 

underlying physics in multi-physics systems such as CMUTs. In finite element method 

(FEM), the CMUT operation is described as partial differential equations and boundary 

conditions. The simulation domain is divided into multiple small elements, called finite 

elements, over which simple equations are used to approximate the original complex partial 

differential equations. The set of simple equations of the finite elements are then assembled 

into a larger system to model the entire domain. The true solution is obtained by minimizing 

the error using calculus of variations. FEA is especially beneficial for analysis of complex 
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CMUT shapes and arbitrary configurations. However, the need to mesh the fluid medium 

significantly increases the number of nodes resulting in computationally expensive 

simulations. 

2.1.4. Nonlinear Lumped Large Signal CMUT Model 

To overcome the limitations observed in both parallel plate and finite element 

modeling, a nonlinear lumped large signal CMUT model has been developed by Satir [62]. 

The developed model is comprised of three main sections visualized as blocks in Figure 

2.4. Block A calculates the electrostatic force on each electrode and accounts for the 

nonlinearity observed in large-signal CMUT modeling. Block B evaluates the 

vibroacoustic behavior of the CMUT array as a linear multiple-input multiple-output 

(MIMO) system incorporating forces on the electrodes to average displacements. It should 

be noted that Block B only considers the effect of fluid-solid interface waves and does not 

include mechanical coupling between CMUT membranes through the substrate, such as 

Lamb waves in the silicon wafer. These two blocks together define the electromechanical 

behavior of the CMUT array. Block C is a multiple-input single-output system that 

evaluates pressure at the desired point in the immersion fluid from the forces acting on the 

electrode patches. The effect of flat reflectors can be incorporated into the model by 

modifying Green’s function utilized in blocks B and C. The analysis can be expanded by 

considering the CMUT array as a linear time varying capacitor in the electrical domain. 

This forms a two-port network with four degrees of freedom for each element: input 

electrical current 𝐼𝐼𝑛𝑛, applied electrical voltage 𝑉𝑉𝑛𝑛, mean membrane velocity 𝑣𝑣𝑛𝑛, and external 

acoustic force 𝐹𝐹𝑛𝑛, enabling the extraction of small signal equivalent circuit parameters, as 

well as integration of transmit/receive electronics.  
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Figure 2.4: Block diagram of model developed by Satir and Degertekin [63]. 

2.1.4.1 Transmit Mode 

For transmit mode analysis, modeling of the CMUT array’s vibroacoustic response 

to an input electrical signal and the resultant pressure output is required. Boundary element 

model (BEM) is utilized to derive the vibroacoustic behavior in CMUT arrays. Utilization 

of BEM only requires 2D meshing of the CMUT array’s vibrating surface area, reducing 

the computational load significantly as compared to 3D FEA. Meshing should be carried 

out such that every node can be considered as a baffled acoustic point source with uniform 

radiation pattern in the frequency range of interest. An example of a discretized transducer 

surface with a total of 𝑁𝑁 nodes each with an associated 𝑑𝑑𝑥𝑥 × 𝑑𝑑𝑦𝑦 nodal area can be seen in 

Figure 2.5.  
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Figure 2.5: A CMUT membrane meshed into 5×5 matrix of nodes, 𝑁𝑁=25, with 
corresponding areas 𝑑𝑑𝑥𝑥 × 𝑑𝑑𝑦𝑦 [64]. 

Vibroacoustic behavior of the meshed system is defined by the surface area 

normalized force balance equation: 

𝑝𝑝𝑎𝑎𝑥𝑥𝑐𝑐 = 𝐼𝐼�̈�𝑢 + 𝑘𝑘𝑢𝑢 + 𝑝𝑝𝑓𝑓𝑐𝑐𝑓𝑓𝑛𝑛𝑓𝑓 (2.13) 

where 𝑝𝑝𝑎𝑎𝑥𝑥𝑐𝑐 is the externally applied pressure vector, electrostatic pressure for transmit 

mode, 𝑝𝑝𝑓𝑓𝑐𝑐𝑓𝑓𝑛𝑛𝑓𝑓 is the fluid loading pressure vector, 𝐼𝐼 is the mass matrix, 𝑘𝑘 is the stiffness 

matrix, and 𝑢𝑢 is the displacement vector. Considering harmonic excitation at frequency 𝜔𝜔, 

the nodal response of the array can be described in the frequency domain as:  
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𝒖𝒖(𝜔𝜔) = 𝑮𝑮−𝟏𝟏(𝜔𝜔)𝒑𝒑𝒂𝒂𝒑𝒑𝒑𝒑 (2.14) 

𝑮𝑮(𝜔𝜔) = 𝑲𝑲− 𝜔𝜔2𝑴𝑴 + 𝑗𝑗𝜔𝜔𝒁𝒁𝒓𝒓(𝜔𝜔) (2.15) 

where 𝒑𝒑𝒂𝒂𝒑𝒑𝒑𝒑 is the nodal external pressure vector, 𝒖𝒖(𝜔𝜔) is the nodal displacement vector, 

𝑮𝑮(𝜔𝜔) is the force balance matrix, which is calculated through the stiffness matrix 𝑲𝑲, mass 

matrix 𝑴𝑴, and mutual impedance matrix 𝒁𝒁𝒓𝒓(𝜔𝜔).  

The stiffness matrix 𝑲𝑲 describes how nodal normal forces influence the 

displacement across the total membrane surface. For membranes of lateral dimensions 

much larger than the thickness under quasistatic operation, the stiffness can be 

approximated by Kirchhoff-Love thin plate equations. However, if membranes cannot be 

approximated as thin plates, either due to high aspect ratio, non-uniform cross section, or 

differing boundary conditions, static FEA can be utilized to obtain an equivalent 𝑲𝑲. The 

nodal locations of the BEM mesh are implemented onto FEA, in which a uniform pressure 

of 1 Pa is applied to the finite area centered on each node, and the resulting displacement 

for each nodal location is calculated. This analysis is carried out for each node, forming 𝑁𝑁 

number of displacement vectors of 𝑁𝑁 length. The equivalent stiffness matrix 𝑲𝑲 can then be 

obtained by concatenating these vectors and taking the resultant matrix’s inverse. This 

approach enables removal of thin plate approximations, application of realistic edge 

boundary conditions, and evaluation of membrane geometries of arbitrary shape and cross 

section [64]. 
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The mass matrix 𝑴𝑴 describes the inertia of each nodal area. For an array with 

arbitrary membrane geometries, the mass matrix is a diagonal 𝑁𝑁 × 𝑁𝑁 matrix with each term 

dependent on the local density and membrane thickness of each node.  

The mutual impedance matrix 𝒁𝒁𝒓𝒓(𝜔𝜔) describes the fluid coupling of nodal 

displacements through acoustic propagation. Assuming each node as a baffled point 

radiator in semi-infinite fluid, Green’s function can be utilized to calculate the fluid 

loading. Fluid loading of node 𝑞𝑞 due to the displacement of node 𝑝𝑝 can be expressed as 

𝑗𝑗𝜔𝜔𝑍𝑍𝑎𝑎
𝑝𝑝𝑒𝑒(𝜔𝜔)𝑢𝑢𝑝𝑝, where: 

𝑍𝑍𝑎𝑎
𝑝𝑝𝑒𝑒(𝜔𝜔) =

𝑗𝑗𝜌𝜌0𝜔𝜔𝑃𝑃
2𝜋𝜋

𝑓𝑓−𝑗𝑗𝑎𝑎𝑝𝑝𝑝𝑝𝑘𝑘

𝑟𝑟𝑝𝑝𝑒𝑒
10−𝛼𝛼(𝜔𝜔)𝑎𝑎𝑝𝑝𝑝𝑝/20 (2.16) 

in which 𝑘𝑘 is the wave number, 𝜌𝜌0 is the fluid density, 𝑃𝑃 is the nodal area 𝑑𝑑𝑥𝑥 × 𝑑𝑑𝑦𝑦, 𝛼𝛼(𝜔𝜔) 

is the attenuation coefficient of the fluid as a function of frequency in decibels per meter, 

and 𝑟𝑟𝑝𝑝𝑒𝑒 is the distance between node 𝑞𝑞 and node 𝑝𝑝. For the diagonal elements of 𝒁𝒁𝒓𝒓(𝜔𝜔) 

where 𝑟𝑟𝑝𝑝𝑝𝑝 = 0, fluid loading of an infinitesimally small circular piston with an effective 

radius of 𝑎𝑎𝑎𝑎𝑓𝑓𝑓𝑓 = �𝑃𝑃/𝜋𝜋 is utilized to obtain: 

𝑍𝑍𝑎𝑎
𝑝𝑝𝑝𝑝(𝜔𝜔) = 𝜌𝜌0𝑐𝑐0 �

1
2

(𝑘𝑘𝑎𝑎𝑎𝑎𝑓𝑓𝑓𝑓)2 + 𝑗𝑗
8
3

(𝑘𝑘𝑎𝑎𝑎𝑎𝑓𝑓𝑓𝑓)� (2.17) 

where 𝑐𝑐0 is the speed of sound of the fluid. As the Green’s function accounts for the 

radiation boundary conditions of the acoustic domain, no meshing of the fluid is required.  
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With all its terms calculated the force balance matrix 𝑮𝑮(𝜔𝜔) can be formed and the 

nodal displacements can be solved for a harmonic load 𝑝𝑝𝑎𝑎𝑝𝑝𝑝𝑝𝑓𝑓𝑗𝑗𝜔𝜔𝑐𝑐. To translate the 

vibroacoustic behavior of the CMUT array to time domain, the frequency dependent force 

balance matrix is converted into the MIMO finite impulse response (FIR) filter block B in 

Figure 2.4. The incorporate the electrostatic loading on the nodes the SIMULINK model 

shown in Figure 2.6 is utilized, in which the electrical drive signal vector 𝑽𝑽(𝑡𝑡) is the input, 

and the electrostatic force vector 𝑭𝑭(𝑡𝑡) is the output. To avoid neglecting the effect of higher 

order modes and non-uniform charge distribution in large displacement operation, each 

nodal area can be modeled as a separate parallel plate device that is mechanically coupled 

to other nodes. However, such a system would result in a large system of equations. Instead, 

the membrane electrode is divided into patches with coupled dynamics, of which the 

position and shape are chosen through modal analysis of the membrane. For thin symmetric 

membranes, electrode patches chosen to capture the first and second symmetric modes, 

with the second symmetric mode corresponding to the sixth vibration mode of the CMUT 

membrane results in an accurate prediction of nonlinear behavior in full swing [64]. The 

relationship between the average gap under an electrode patch and the total electrostatic 

force is determined from static analysis of the membrane. Assuming non-collapsed 

operation, the total electrostatic force on the patch corresponding to its average 

displacement is calculated considering the deflection profile of the membrane and patch. 
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Figure 2.6: SIMULINK block diagram with input vector of voltage signals applied to 
array electrode patches and output force vector [64]. 

The pressure at an arbitrary point in the immersion fluid can be obtained from the 

calculated forces on the electrode patches. Using the baffled point radiator model, a 

frequency dependent pressure transfer function matrix can be formed between nodal 

displacements and pressure at the point of interest. Similar to the force balance matrix, this 

matrix is lumped for each patch and using the superposition principle, contribution of each 

excited electrode is summed to obtain the total pressure, forming a multiple-input single-

output (MISO) system. 

As comparison, the output pressure fields obtained with the models developed by 

Boulme et al [65] and Satir are plotted in Figure 2.7. The model developed by Boulme et 

al utilizes BEM with normal mode theory to form an admittance matrix between input 

voltage and mean velocities, with infinite periodic boundary conditions in the elevation 

direction. Modal decomposition of this admittance matrix is then carried out to determine 

the modes of the array that determine the frequency response. This model was capable of 

analyzing the CMUT response in a large frequency range, but the infinite periodic 
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boundary assumption could not handle realistic limited size effects and essentially this 

approach was limited to a single CMUT element of an imaging array with an “array” of 

membranes. In the figure, it can be clearly seen that the model developed by Satir can 

characterize effects on the frequency response that is ultimately ignored by the other model. 

a) b)  

Figure 2.7: Comparison of pressure field simulated with models developed by (a) Boulme 
et al [65] and Satir [62]. 

2.1.4.2 Receive Mode 

For receiver mode analysis, modeling of the CMUT array’s vibroacoustic response 

to an input pressure field and the resultant electrical output is required. Considering the 

force balance equation, incident pressure field 𝑝𝑝𝑛𝑛𝑛𝑛 could be integrated to the externally 

applied pressure vector 𝑝𝑝𝑎𝑎𝑥𝑥𝑐𝑐 as: 

𝑝𝑝𝑎𝑎𝑥𝑥𝑐𝑐 = 𝑝𝑝𝐸𝐸𝐷𝐷 + 2𝑝𝑝𝑛𝑛𝑛𝑛 (2.18) 

where 𝑝𝑝𝐸𝐸𝐷𝐷 is the electrostatic pressure vector as calculated in transmit mode analysis. As a 

result, incident pressure can be directly added into the SIMULINK model as an input vector 

𝑭𝑭𝒊𝒊𝒊𝒊(𝑡𝑡) for each electrode patch. Considering the CMUT array as a linear time varying 
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capacitor, the electrical output of the CMUT array can be obtained as an output current 𝑓𝑓(𝑡𝑡) 

as: 

𝑓𝑓(𝑡𝑡) =
𝑑𝑑𝑄𝑄(𝑡𝑡)
𝑑𝑑𝑡𝑡

=
𝑑𝑑(𝑉𝑉(𝑡𝑡)𝐶𝐶(𝑡𝑡))

𝑑𝑑𝑡𝑡
 

(2.19) 

where 𝑉𝑉(𝑡𝑡) and 𝐶𝐶(𝑡𝑡) are the instantaneous voltage and capacitance of the CMUT element. 

𝐶𝐶(𝑡𝑡) is dependent on the average electrode patch displacement calculated in the 

SIMULINK model, and 𝑉𝑉(𝑡𝑡) is dependent on the integrated electronics impedance. For 

short circuit termination, 𝑉𝑉(𝑡𝑡) becomes simply the voltage input of the CMUT element. 

2.1.4.3 Pulse-Echo Mode 

 

Figure 2.8: Pulse-echo operation. 

Ultrasonic imaging is established on pulse-echo mode operation. As such, 

ultrasonic transducers are commonly characterized with pulse-echo experiments. During 
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pulse-echo experiments, the CMUT array operates as both a transmitter and a receiver, 

generating the pressure pulse and receiving the echo generated by a hard wall, such as a 

metal block, or a soft wall, such as the fluid-air, as seen in Figure 2.8. For pulse-echo mode 

analysis, the reflector needs to be incorporated into the CMUT array’s vibroacoustic 

response. Assuming a flat reflector, method of images can be utilized to obtain the modified 

fluid loading component of the force balance equation, as seen in Figure 2.9 [66]. Using 

the modified fluid loading component to form Block B and Block C in the SIMULINK 

model, pulse-echo mode operation can be simulated for hard and soft walls of variable 

angles. Moreover, by investigating the time domain pressure fields propagating back and 

forth between the array and hard wall, acoustic reflectivity of the CMUT array can be 

evaluated. 

 

Figure 2.9: Geometry used for derivation of the modified fluid loading component of 

force balance equation via method of images [66]. 
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2.1.4.4 Integration of Electronics 

 

Figure 2.10: Electrical circuit for receive operation employing the CMUT as a variable 
capacitor [66]. 

As described in receive mode analysis, the electrical output of the CMUT array can 

be obtained as an output current dependent on the integrated electronics impedance. 

Considering receive operation, the integrated CMUT array and active electronics form a 

circuit as shown in Figure 2.10, where 𝑉𝑉𝐷𝐷𝐷𝐷 is the applied bias voltage, 𝐶𝐶(𝑡𝑡) is the CMUT 

array capacitance, 𝑓𝑓(𝑡𝑡) is the output current, 𝑍𝑍𝑅𝑅 is the receiver electronics impedance, and 

𝐶𝐶𝑃𝑃 is the parasitic capacitance. Assuming the receiver circuitry is linear in the operation 

frequency range, the instantaneous voltage on the CMUT array 𝑉𝑉(𝑡𝑡) is calculated as: 

𝑉𝑉(𝑡𝑡) = 𝑉𝑉𝐷𝐷𝐷𝐷 − 𝑓𝑓(𝑡𝑡) ∗ {𝑍𝑍𝑅𝑅||𝐶𝐶𝑃𝑃} (2.20) 

The effect of the receiver electronics on the instantaneous voltage of the CMUT can be 

incorporated into the SIMULINK model as an additional loop, as seen in Figure 2.11. 
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Figure 2.11: SIMULINK model with integrated receiver electronics [66]. 

Similar to receiver electronics, transmitter electronics can also be incorporated to 

the SIMULINK model as a loop. With the addition of a transmit/receive mode switch 

block, a complete system SIMULINK model can be formed, as seen in Figure 2.12, 

allowing for pulse-echo mode simulation of a complete integrated system.   

 

Figure 2.12: SIMULINK model with integrated transmitter and receiver electronics [66]. 
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2.2. Analysis Methodology 

Considering the applications of high frequency ultrasound imaging, a comprehensive 

analysis of CMUT arrays’ performance would require focusing on both the receiver and 

transmitter characteristics. Previous analyses of CMUT array performance have focused 

solely the transmitter characteristics [65, 67]. Although CMUT arrays are capable of 

operating in transmit-receive mode, they are also favorable for applications that do not 

require CMUTs operating as transmitters such as photoacoustic imaging [68] and passive 

acoustic imaging [69, 70]. Therefore, separate analysis methodologies focusing on 

receiver, transmitter, and pulse-echo performance have been developed. 

2.2.1. Receiver Analysis Methodology 

For most conventional applications, CMUT arrays in receive mode are subject to 

small acoustic pressure waves, allowing the use of the small signal Mason equivalent 

circuit. The two-port network formed by the model enables extraction of multiple 

parameters from the equivalent circuit, including the CMUT element’s electrical input 

impedance, thermal mechanical current noise, and pressure sensitivity. These parameters 

can be further combined to obtain the minimum detectable pressure wave amplitude of a 

CMUT element integrated with receiver electronics.  

2.2.1.1 Impedance Calculation 

Considering short circuit termination, the electrical impedance of a CMUT element 

𝑍𝑍𝐷𝐷𝑇𝑇𝐶𝐶𝑇𝑇 at a specific frequency 𝜔𝜔 is simply the ratio between the input voltage 𝑉𝑉 and output 

current 𝑓𝑓 when no acoustic force is present, written as: 
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𝑍𝑍𝐷𝐷𝑇𝑇𝐶𝐶𝑇𝑇(𝜔𝜔) =
𝑉𝑉(𝜔𝜔)
𝑓𝑓(𝜔𝜔)

 (2.21) 

From transient simulation, the electrical impedance across the full frequency range can be 

calculated by modeling the output current of the CMUT element to an impulse input 

voltage. However, a small signal impulse input voltage cannot provide sufficient energy 

into the system for feasible analysis. As we are interested in only the impedance in the 

CMUT operation frequency, a more efficient method of calculation would be applying the 

input voltage as a Gaussian pulse with a frequency range similar to the CMUT operation 

frequency and modeling the resultant output current, as shown in Figure 2.13.  

 

Figure 2.13: Impedance calculation through transient simulation. 

2.2.1.2 Thermal Mechanical Noise 

The calculated impedance can be utilized to obtain the thermal mechanical current 

noise of the CMUT array element [71]. Brownian motion, which is generated by the 
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random vibration of microscopic particles due to collisions with the atoms and molecules 

in the surrounding material, is considered as the source mechanism of thermal mechanical 

noise. These thermal vibrations generate a fluctuation force associated with the damper in 

the system with a spectral density of: 

𝐹𝐹𝑇𝑇𝑇𝑇 𝑛𝑛𝑐𝑐𝑛𝑛𝑎𝑎𝑎𝑎
2������������� = 4𝑘𝑘𝑇𝑇𝑅𝑅𝑚𝑚𝑎𝑎𝑐𝑐ℎ (2.22) 

where 𝐹𝐹𝑇𝑇𝑇𝑇 𝑛𝑛𝑐𝑐𝑛𝑛𝑎𝑎𝑎𝑎 is the noise force, 𝑘𝑘 is the Boltzmann’s constant (1.38x10-23 J/K), 𝑇𝑇 is the 

temperature of the environment, and 𝑅𝑅𝑚𝑚𝑎𝑎𝑐𝑐ℎ is the mechanical resistance. For a CMUT 

element of electrical impedance 𝑍𝑍𝐷𝐷𝑇𝑇𝐶𝐶𝑇𝑇, this term transfers to the electrical domain as: 

𝚤𝚤𝑇𝑇𝑇𝑇 𝑛𝑛𝑐𝑐𝑛𝑛𝑎𝑎𝑎𝑎
2������������ = 4𝑘𝑘𝑇𝑇𝑅𝑅𝑓𝑓(𝑌𝑌𝐷𝐷𝑇𝑇𝐶𝐶𝑇𝑇) = 4𝑘𝑘𝑇𝑇𝑅𝑅𝑓𝑓(

1
𝑍𝑍𝐷𝐷𝑇𝑇𝐶𝐶𝑇𝑇

) (2.23) 

where 𝑓𝑓𝑇𝑇𝑇𝑇 𝑛𝑛𝑐𝑐𝑛𝑛𝑎𝑎𝑎𝑎 is the current noise, 𝑌𝑌𝐷𝐷𝑇𝑇𝐶𝐶𝑇𝑇 is the electrical admittance of the CMUT 

element, and 𝑅𝑅𝑓𝑓 denotes the real part of the complex admittance. 

2.2.1.3 Plane Wave Pressure Sensitivity 

Considering short circuit termination, the pressure sensitivity of a CMUT element 

to a plane wave, 𝑃𝑃𝑃𝑃, at a specific frequency 𝜔𝜔 is simply the ratio between the input pressure 

𝑝𝑝 and output current 𝑓𝑓 when input voltage is constant, written as: 
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𝑃𝑃𝑃𝑃(𝜔𝜔) = 𝑀𝑀𝑎𝑎𝑔𝑔�
𝑓𝑓(𝜔𝜔)
𝑝𝑝(𝜔𝜔)� (2.24) 

where 𝑀𝑀𝑎𝑎𝑔𝑔 denotes the magnitude of complex ratio. Similar to impedance calculation, 

frequency dependent 𝑃𝑃𝑃𝑃 can be extracted from transient simulation by modeling the output 

current in response to an applied Gaussian force pulse. The same transient simulation can 

be also utilized to calculate the transformer ratio 𝜑𝜑 by calculating by dividing the output 

current 𝑓𝑓 to its analog equivalent velocity 𝑣𝑣 as: 

𝜑𝜑 =
𝑓𝑓
𝑣𝑣

 (2.25) 

2.2.1.4 Pressure Noise Spectrum 

For an ultrasonic receiver, the noise level determines the minimum signal strength 

that can be distinguished to form an image. Using the Mason equivalent circuit, the CMUT 

element electrical noise level can be translated into the acoustic domain as the pressure 

noise spectrum. The pressure noise spectrum is the most important measure of receiver 

performance, as it directly defines the minimum detectable pressure amplitude by the 

CMUT element. Pressure noise spectrum of a baffled piston can be obtained from its 

radiation impedance [72], enabling comparison the CMUT element receiver performance 

with an ideal case. For low noise receiver circuitry, the receiver electronics impedance is 

much lower than the CMUT element impedance, and can be approximated as a short circuit 

termination. As a result, the noise level of the imaging system can be assumed to the CMUT 

element’s thermal mechanical noise [52, 73]. The thermal mechanical noise and plane 
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wave pressure sensitivity can then be used the pressure noise spectrum 𝑝𝑝𝑛𝑛𝑐𝑐𝑛𝑛𝑎𝑎𝑎𝑎 for plane 

waves as: 

𝑝𝑝𝑛𝑛𝑐𝑐𝑛𝑛𝑎𝑎𝑎𝑎2��������� = 𝚤𝚤𝑇𝑇𝑇𝑇 𝑛𝑛𝑐𝑐𝑛𝑛𝑎𝑎𝑎𝑎
2������������/𝑃𝑃𝑃𝑃2 (2.26) 

2.2.2. Transmitter Analysis Methodology 

For most conventional applications, the CMUT array is operated as the transmitter 

to generate the echoes received by the CMUT element. In transmitter mode, an electrical 

pulse is applied to actuate the CMUT membranes, generating a pressure pulse proportional 

to the displacement of the CMUT membrane. To obtain the highest contrast ultrasonic 

image possible, the echo signal, and therefore the pressure output of the CMUT needs to 

be maximized. As a result, to analyze the full potential of the CMUT element as a 

transmitter, large signal analysis needs to be utilized. As high frequency operation is 

especially susceptible to acoustic attenuation, acoustic attenuation of the generated 

pressure wave cannot be ignored during modeling.  

The nonlinear lumped model allows modeling of pressure output to any transient 

input pulse arbitrary points in the immersion fluid. This allows optimization of drive 

signals of the CMUT element along with determining the depth of field and resolution of 

the ultrasonic system. By modeling the pressure output to an input pulse at multiple points, 

the beam pattern of the CMUT element and hence the angular range of the ultrasound 

image can be calculated. For phased array operation modeling, the input pulse of each 

CMUT element can be set independently, allowing accurate simulation of electronic beam 

steering.  
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2.2.3. Pulse-Echo Analysis Methodology 

Apart from the resolution and depth of field, the most important measure of 

ultrasonic imaging system is the SNR. Higher SNR of an imaging system would translate 

to higher contrast and greater dynamic range in the ultrasound image, making it easier to 

distinguish between parts of the tissue. Using pulse-echo mode modeling, the signal can be 

set as the output current generated the echo from a perfect planar reflector at a set distance 

and the noise level can be set as the thermal mechanical current noise of the CMUT 

element, as mentioned in the receiver analysis methodology. However, pulse-echo mode 

modeling is not limited to short circuit termination and different receiver electronics can 

be integrated by modifying the SIMULINK model. As a result, SNR calculation can be 

carried out for different CMUT element termination and realistic imaging systems. Pulse-

echo mode modeling is capable of simulating the time domain pressure fields propagating 

back and forth between the CMUT array and the reflector. Through analysis of the multiple 

echoes, the reflectivity of the integrated CMUT, as in how much of a received pressure 

wave is reflected, can be evaluated. 

2.3. Case Study: Guidewire IVUS Array 

The motivating application for the case study is guidewire based IVUS imaging. 

As an important high frequency ultrasound application, IVUS provides critical diagnostic 

information regarding the arterial lumen size and plaque buildup. Despite its clinical value, 

IVUS is only used in ~20% of cardiovascular interventions [74]. One of the main reasons 

of the limited usage of IVUS is the dimensions of current IVUS catheters.  Current IVUS 

catheters have a diameter of 2-4 Fr [75] and therefore cannot be used in narrow and severely 
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occluded arteries. In contrast, the guidewire used as the first step of IVUS procedures has 

a 0.014” diameter. Developing a guidewire with IVUS imaging capabilities would 

overcome the size limitation. Moreover, such a device would remove the need of separate 

IVUS catheter and guidewire, reducing the total examination time significantly.  

2.3.1. Guidewire IVUS System 

 

Figure 2.14: Conceptual schematic of the guidewire IVUS system. 

The proposed guidewire IVUS is shown in Figure 2.14. Four 1D phased arrays are 

located in a small rigid capsule of the same size of commercial integrated pressure sensors 

for fractional flow reserve (FFR) measurements [55]. Full cross-sectional images of the 

artery are formed by joining 90° sector images obtained from the four 1D phased arrays as 

shown in Figure 2.15. To be able to integrate onto a 0.014” guidewire, each array needs to 

be ~300um in width. As a result, to achieve similar lateral resolution to that of a 20 MHz, 

3.5F IVUS array, an operation frequency around 40 MHz is required. Due to the high 

impedance of CMUT array elements, and the limited area available, the guidewire IVUS 

system requires close integration to electronics to reduce the parasitic elements and cable 

count. Therefore, monolithic integration with CMUT-on-CMOS technology is considered 

as the fabrication method. As a result, the CMUT material properties are determined by 
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available low temperature fabrication processes and the available voltage on the CMUT 

arrays is determined by the integrated CMOS chip. 

 

Figure 2.15: Schematic of full cross section image formation from four sectors obtained 
from the four 1D CMUT arrays [55]. 

2.3.2. Design Constraints 

Analysis of 1D phased arrays operating in water with a 𝑓𝑓𝑐𝑐𝑎𝑎𝑛𝑛𝑐𝑐𝑎𝑎𝑎𝑎 of 40 MHz is chosen 

for the case study. Total array size is chosen to be 300x500 µm2 and the maximum element 

pitch (𝑑𝑑𝑎𝑎𝑐𝑐) is chosen to be 33% larger than the half wavelength of the operation frequency, 

resulting in a maximum pitch of 25 µm and a minimum of 12 elements. Each element is 

populated with square membranes comprised of plasma enhanced chemical vapor 

deposition (PECVD) silicon nitride (Young’s modulus (𝐸𝐸) =110 GPa and density (𝜌𝜌) 

=2040 kg/m3) of varying lateral dimensions (𝑎𝑎), elevation (𝑑𝑑𝑥𝑥) and azimuthal (𝑑𝑑𝑦𝑦) 

membrane pitches, membrane thicknesses (ℎ), and gap thicknesses (𝑔𝑔), as seen in Figure 
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2.16. The stress in the nitride membrane is not considered. The electrode coverage of the 

membranes is kept constant at 56%, and the isolation material is chosen as HfO2 (relative 

permittivity = 15) of a thickness (𝑡𝑡𝑛𝑛𝑎𝑎𝑐𝑐) so that the electric field under operation is at 75% 

of the breakdown field strength [76]. 

 

Figure 2.16: 2D representation of CMUT array. Cross section of a single membrane is 
seen in the inset. 

Initial analysis is carried out on array geometries with varying lateral dimensions 

and constant fill factor (𝐹𝐹𝐹𝐹). Three high frequency 1D CMUT arrays are populated with 

membranes of three different lateral dimensions: 10, 15, and 20 µm. The elevation (𝑑𝑑𝑥𝑥) 

and azimuthal (𝑑𝑑𝑦𝑦) membrane pitch are kept at the same value (𝑑𝑑) and adjusted to obtain 

64% 𝐹𝐹𝐹𝐹. The membrane thickness (ℎ) is adjusted to obtain the desired 𝑓𝑓𝑐𝑐𝑎𝑎𝑛𝑛𝑐𝑐𝑎𝑎𝑎𝑎 of 40 MHz. 

The analysis is then extended to different 𝐹𝐹𝐹𝐹 by modifying the 𝑑𝑑𝑥𝑥 of the 10 µm array while 

keeping the same membrane geometry and 𝑑𝑑𝑦𝑦. A comparison of the array geometries of 

64% 𝐹𝐹𝐹𝐹 can be seen in Table 2.1.  
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Table 2.1. Analyzed CMUT membrane geometries. 

50x50 µm2 section 𝒂𝒂 [µm] 𝒅𝒅 [µm] 𝒅𝒅𝒆𝒆𝒆𝒆 [µm] # of Elements 𝒉𝒉 [µm] 

 

10 12.5 25 12 0.6 

 

15 18.75 18.75 16 1.2 

 

20 25 25 12 2.2 

2.3.3. Receiver Analysis: Guidewire IVUS Array 

2.3.3.1 Effect of DC Bias and Gap Thickness 

Preliminary receiver performance analysis is carried out to analyze the effect of 𝑉𝑉𝐷𝐷𝐷𝐷 

as percentage of 𝑉𝑉𝑐𝑐𝑐𝑐𝑐𝑐 and gap thickness. The array geometry populated with 20 µm square 

membranes is considered as the basis. 𝑉𝑉𝐷𝐷𝐷𝐷 is swept from 50% to 90% 𝑉𝑉𝑐𝑐𝑐𝑐𝑐𝑐 for an array with 

g=45 nm and the gap thickness is swept from 25 nm to 65 nm while the 𝑉𝑉𝐷𝐷𝐷𝐷 is kept at 90% 

collapse. Comparison of the extracted thermal mechanical current noise (𝐼𝐼𝑛𝑛𝑐𝑐𝑛𝑛𝑎𝑎𝑎𝑎), plane 

wave pressure sensitivity (𝑃𝑃𝑃𝑃) and pressure noise spectrum (𝑝𝑝𝑚𝑚𝑛𝑛𝑛𝑛) of a single element of 
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the array can be seen in Figure 2.17 and Figure 2.18. As the ideal case, 𝑝𝑝𝑚𝑚𝑛𝑛𝑛𝑛 of a baffled 

rectangular piston with the same geometry as the CMUT array element is considered. 

a)  

b)  

c)  

Figure 2.17: 𝑉𝑉𝐷𝐷𝐷𝐷 effect as percentage of 𝑉𝑉𝑐𝑐𝑐𝑐𝑐𝑐 on current noise (𝐼𝐼𝑛𝑛𝑐𝑐𝑛𝑛𝑎𝑎𝑎𝑎), pressure sensitivity 
(𝑃𝑃𝑃𝑃) and pressure noise spectrum (𝑝𝑝𝑚𝑚𝑛𝑛𝑛𝑛) of 20 µm membrane array elements. 
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a)  

b)  

c)  

Figure 2.18: Gap thickness (𝑔𝑔) effect on current noise (𝐼𝐼𝑛𝑛𝑐𝑐𝑛𝑛𝑎𝑎𝑎𝑎), pressure sensitivity (𝑃𝑃𝑃𝑃) 
and pressure noise spectrum (𝑝𝑝𝑚𝑚𝑛𝑛𝑛𝑛) of 20 µm membrane array elements. 

As expected, both 𝑃𝑃𝑃𝑃 and 𝐼𝐼𝑛𝑛𝑐𝑐𝑛𝑛𝑎𝑎𝑎𝑎 increase as the 𝑉𝑉𝐷𝐷𝐷𝐷 is increased, with the effect of 

spring softening visible across the frequency spectrum. The same trend is observed as the 

gap thickness is decreased. Analyzing 𝑝𝑝𝑚𝑚𝑛𝑛𝑛𝑛 of both cases reveal that the increase in 𝑃𝑃𝑃𝑃 is 

20 30 40 50 60 70
-260

-255

-250

-245

-240

-235

-230

20 30 40 50 60 70
-200

-195

-190

-185

-180

-175

-170

20 30 40 50 60 70
0

1

2

3

4

5

6



 54 

mostly nulled by the increase of 𝐼𝐼𝑛𝑛𝑐𝑐𝑛𝑛𝑎𝑎𝑎𝑎 for both parameters. The effect of spring softening 

is visible in 𝑝𝑝𝑚𝑚𝑛𝑛𝑛𝑛, but is limited with respect to the overall receiver performance. From 

these results, it can be deduced that the gap thickness and to a lesser extent the 𝑉𝑉𝐷𝐷𝐷𝐷 have 

limited effect on the receiver performance of thermal mechanical current noise limited 

CMUT array element. As a result, the receiver performance is dictated by the membrane 

and array geometry, simplifying the design process. 

2.3.3.2 Effect of Lateral Dimensions 

Receiver performance analysis is extended to the three array geometries of different 

lateral dimensions. The receiver characteristic parameters are extracted for 𝑉𝑉𝐷𝐷𝐷𝐷 of 60 Volts, 

determined by the drain-to-source voltage (𝑉𝑉𝐷𝐷𝐷𝐷) of high voltage laterally-diffused metal-

oxide-semiconductor (LDMOS) chips, with gap thickness adjusted for operation at 90% 

𝑉𝑉𝑐𝑐𝑐𝑐𝑐𝑐, resulting in 𝑔𝑔=72, 60, and 45 nm for 10, 15, and 20 µm membranes respectively. 

Since there are important differences between single element (SE) and imaging array 

element (AE) receiver characteristics, these cases are analyzed separately. The calculated 

𝐼𝐼𝑛𝑛𝑐𝑐𝑛𝑛𝑎𝑎𝑎𝑎 and 𝑃𝑃𝑃𝑃 spectra for the CMUT membranes of Table 2.1 are plotted in Figure 2.19, 

with the salient features of the receiver performance dependent on lateral dimensions 

pointed out on the 𝐼𝐼𝑛𝑛𝑐𝑐𝑛𝑛𝑎𝑎𝑎𝑎 spectra. In the frequency range above the center frequency, three 

different cut-off frequencies are observed for each geometry (reference dips 1, 2, and 3) 

for both single and array elements. These cut-off frequencies are due to the Bragg’s 

resonance (𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵) of the elements. Bragg’s resonance arises as a result of scattering 

caused by the periodic discontinuity of acoustic propagation between membranes. 

Destructive interference of the scattered waves forms a band gap at the frequency 𝑐𝑐0/𝑑𝑑, 
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where 𝑐𝑐0 is the speed of sound of the medium [77]. This resonance acts as a limiting factor 

to the frequency response of the CMUTs, both in single element and imaging array 

element, with smaller pitches resulting in higher limits.  

In the frequency range below the center frequency, local sharp peaks and dips are 

observed especially for the imaging array elements (reference peaks 4, 5, and 6). These 

extrema are caused by the crosstalk between elements of the imaging array. Crosstalk 

excites subsonic and supersonic array modes in a frequency region around the first 

vibration mode resonance of the fluid loaded single membrane, resulting in multiple 

resonant peaks and dips and effectively forming a lower frequency limit [78, 79]. Crosstalk 

in the imaging array can also actuate higher vibration modes of single membranes 

(specifically the degenerate 2nd and 3rd modes which are the 1st asymmetrical modes of the 

square membranes shown as inset in Figure 2.19 (a)), resulting in additional resonant peaks 

and dips around the frequency range of these vibration modes. The location of these peaks 

relative to the Bragg resonance depends on the thickness of the membrane. For example, 

these “array excited” asymmetric vibration modes manifest themselves as a peak in the 

imaging array element populated with 10 µm membranes (reference peak 7). For the 

imaging array element with 15 µm membranes, these modes overlap with the Bragg’s 

resonance cut-off frequency, hence they are suppressed. Finally, for the imaging array 

element with 20 µm membranes, these resonances are above 125 MHz and hence they do 

not impact the response in the bandwidth shown in Figure 2.19. Note that these modes are 

“array excited” and require large number of membranes in the lateral dimension and phased 

excitation of the array element. Their effects are not pronounced in single element CMUTs 
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considered here as these elements are only one or two membranes wide, and also when the 

whole imaging array is excited in phase.  

a)  

b)  

Figure 2.19: a) Current noise (𝐼𝐼𝑛𝑛𝑐𝑐𝑛𝑛𝑎𝑎𝑎𝑎) and b) pressure sensitivity (𝑃𝑃𝑃𝑃) spectra of SEs 
(dashed line) and imaging AEs (solid line) of different membrane geometries. 
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Overall, one observes a spurious resonance free range of frequencies between the 

first mode of the single CMUT membrane on the lower end and either Bragg or a higher 

order membrane mode resonance on the higher end [65, 80]. The effect of Bragg’s 

resonance and crosstalk is also observed in pressure sensitivity. However, crosstalk is less 

prominent in pressure sensitivity, as that parameter is dominated by the in-phase excitation 

response of all membranes to a normally incident plane wave [81], whereas Bragg’s 

scattering is more prominent with the effect of higher order Bragg’s resonances visible in 

15 µm and 20 µm membrane geometry. 

The pressure noise spectrum of single elements and imaging array elements, along 

with the pressure noise spectrum of the ideal piston of the two element sizes are presented 

in Figure 2.20. It can be seen that utilizing membranes with smaller lateral dimensions 

approaches the receiver performance to that of the ideal piston, improving both sensitivity 

and bandwidth. Bragg’s resonance manifests itself as an edge for single elements and a 

peak for imaging array elements. Crosstalk from neighboring elements increases the 

current noise and decreases sensitivity around the frequency region of single membrane 

resonance, resulting in several local maxima in pressure noise spectrum [79]. Similarly, in 

the array with 10 µm membrane geometry, the effect of crosstalk induced higher order 

membrane modes manifest themselves as another peak. These features are highlighted 

using the same numbering scheme of Figure 2.19 (a) for clarity.  

Overall, compared to single element CMUTs, imaging array CMUTs have lower 

minimum detectable pressure in the spurious free frequency range, due to higher pressure 

sensitivity to incident plane waves. This increase is a result of the effective boundary 

conditions differing from an infinite baffle since imaging array elements are surrounded by 
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moving membranes. In addition, CMUTs with smaller membranes exhibit a pressure noise 

spectrum closer to the ideal piston over a broad frequency range (35-85 MHz for 10 µm 

membrane geometry). 

 

Figure 2.20: Pressure noise spectrum (𝑝𝑝𝑚𝑚𝑛𝑛𝑛𝑛) of single elements (SE) and array elements 
(AE) with different membrane geometries. 

2.3.4. Pulse-Echo Analysis: Guidewire IVUS Array 

2.3.4.1 Effect of Lateral Dimensions 

A transmit/receive performance analysis of CMUT imaging arrays is carried out by 

analyzing the pulse-echo response of imaging array elements of the previous geometries 

under unipolar pulsing. The performance is quantified using thermal mechanical noise 

limited pulse-echo SNR as a basis. 
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For best receiver sensitivity, the CMUT elements are biased close to collapse during 

transmit. Considering this limitation, two transmit pulsing methods are feasible for pulse-

echo analysis: unipolar and bipolar pulsing. In unipolar pulsing, 𝑉𝑉𝐷𝐷𝐷𝐷 of the CMUT element 

is decreased to zero for the length of the pulse width, whereas in bipolar pulsing, 𝑉𝑉𝐷𝐷𝐷𝐷 is 

first increased to a certain value and then decreased to zero for the length of the pulse width. 

As a result, bipolar pulsing can utilize the gap thickness more efficiently. It has been shown 

that bipolar pulsing can enable an increase of 6 dB SNR compared to unipolar pulsing [82]. 

However, bipolar pulsing requires more complex electronics and a larger chip area for each 

element. Therefore, unipolar pulsing is considered in the pulse-echo analysis. 

The maximum transmitted pressure output of a CMUT element operated in the non-

collapsed mode is proportional to the gap thickness. Considering that the thermal 

mechanical current noise limited receiver performance of a CMUT array is independent of 

the gap thickness as demonstrated in the receiver analysis, the gap thickness must be 

maximized for optimum performance. The limiting factor therefore becomes the maximum 

available 𝑉𝑉𝐷𝐷𝐷𝐷 defined by the electronics integrated to the CMUT element. 60 V is chosen 

as the voltage limit for the initial analysis in which the gap thickness is adjusted for 

operation at 90% collapse voltage, followed by additional analysis on the effect of 

operation voltage. 

The pulse-echo analysis is carried out with single unipolar pulse of 10 ns width, 

corresponding to 1/(2.5 ∙ 𝑓𝑓𝑐𝑐𝑎𝑎𝑛𝑛𝑐𝑐𝑎𝑎𝑎𝑎)  for a 40 MHz transducer which maximized the pulse-

echo signal. The current signal due to the echo from a plane reflector positioned 5 mm from 

the CMUT array is analyzed (denoted as reflection current) to ensure far field operation. 

Comparison of the obtained reflection currents can be seen in Figure 2.21. Similar to the 
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receiver analysis, an increase in bandwidth is observed when smaller membranes are 

utilized. It is also observed that the signal levels are higher for wider array elements (25 

µm width for 10 µm and 20 µm membrane elements, 18.75 µm width for 15 µm membrane 

elements). The noise value for SNR calculation is obtained by integrating the thermal 

mechanical noise over 20-60 MHz frequency range, assuming a 100% fractional bandwidth 

around 40 MHz for the receive system. SNR is then calculated as the ratio between the 

peak to peak value of the reflection current and root mean square noise. The SNR results 

for the three different designs can be found in Table 2.2. Analyzing the results, it is 

observed that utilizing larger elements improves the overall SNR, and utilizing smaller 

membranes improve both the overall SNR and the -6 dB fractional bandwidth. 

Table 2.2. Characteristic of reflection currents and pulse-echo SNR of different 
membrane geometries in water  

Membrane Width [µm] 𝒇𝒇𝒄𝒄𝒆𝒆𝒊𝒊𝒄𝒄𝒆𝒆𝒓𝒓 [MHz] 𝑭𝑭𝑭𝑭𝑭𝑭 [%] Pulse-echo SNR [dB] 

10 43.4 69 72.0 

15 41.6 41 67.8 

20 43.7 23 70.2 
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Figure 2.21: Membrane geometry effect on the reflection current of imaging AEs. 

2.3.4.2 Operation in Blood 

Since the assumed application of the arrays is in intravascular imaging, the 

performance of the different array geometries in blood is also analyzed. In comparison to 

water, blood has similar density and speed of sound, but significantly higher attenuation 

[83]. As a result, operating in blood does not alter the receiver performance significantly, 

but reduces the center frequency and SNR of the pulse-echo response. As the effect of 

attenuation increases with frequency, the center frequency shift is greater for arrays with 

higher fractional bandwidth. The characteristics of the reflection currents of the same setup 

operating in blood and the obtained pulse-echo SNR values can be found in Table 2.3. In 

all array geometries, operating in blood reduces the center frequency but increases the -6 

dB bandwidth, which is in line with large fractional bandwidths observed in the literature 

when measurements are conducted in oil. In each case, the array element provides SNR 
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value above 50 dB. Assuming tissue walls to be weak reflectors of -40 dB, it can be 

deduced that each array has the capability of imaging a tissue wall at 5 mm distance in 

blood. 

Table 2.3. Characteristic of reflection currents and pulse-echo SNR of different 
membrane geometries in blood  

Membrane Width [µm] 𝒇𝒇𝒄𝒄𝒆𝒆𝒊𝒊𝒄𝒄𝒆𝒆𝒓𝒓 [MHz] 𝑭𝑭𝑭𝑭𝑭𝑭 [%] Pulse-echo SNR [dB] 

10 33.3 82 57.3 

15 36.4 55 53.8 

20 40.7 33 55.1 

2.3.4.3 Effect of Operation Voltage  

The pulse-echo analysis is extended to analyze the effect of operation voltage. 

Unipolar pulsing at 40, 60 and 80 V DC bias is carried out. The gap thickness and HfO2 

isolation thickness are adjusted to obtain 90% 𝑉𝑉𝑐𝑐𝑐𝑐𝑐𝑐 and 75% of the breakdown field at each 

operation voltage. Larger 𝑉𝑉𝐷𝐷𝐷𝐷 enable utilization of larger gap thicknesses, resulting in 

larger pressure output and lower 𝐼𝐼𝑛𝑛𝑐𝑐𝑛𝑛𝑎𝑎𝑎𝑎. A comparison of the obtained reflection currents 

and the thermal mechanical 𝐼𝐼𝑛𝑛𝑐𝑐𝑛𝑛𝑎𝑎𝑎𝑎 at the different operation voltages of the array geometry 

populated with 20 µm square membranes can be seen in Figure 2.22. The characteristics 

of the reflection currents and the resulting pulse-echo SNR values can be found in Table 

2.4, Table 2.5, and Table 2.6. The results clearly demonstrate that increasing the operation 

voltage increases the SNR without affecting the frequency response of the array. From 

these results, it can be inferred that maximum available voltage must be utilized for best 
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pulse-echo response. The 𝑉𝑉𝐷𝐷𝐷𝐷 of the CMUT array should be maximized with respect to the 

pulsing method and electronics. The gap thickness should then be maximized accordingly. 

As the receiver performance is relatively independent of the gap thickness, available DC 

bias can be chosen as the main determinant of this design parameter.  

 

Figure 2.22: Membrane geometry effect on the reflection current of imaging AEs. 

Table 2.4. Characteristics of reflection currents and pulse-echo SNR of 10 µm membrane 
geometry under different operation voltages 

𝒂𝒂 [µm] 𝑽𝑽𝑫𝑫𝑫𝑫 [V] 𝒈𝒈 [nm] 𝒄𝒄𝒊𝒊𝒊𝒊𝒊𝒊 [nm] 
𝒇𝒇𝒄𝒄𝒆𝒆𝒊𝒊𝒄𝒄𝒆𝒆𝒓𝒓 

[MHz] 

𝑭𝑭𝑭𝑭𝑭𝑭 

[%] 

Pulse-echo  

SNR [dB] 

10 

40 55 135 43.1 70 69.9 

60 72 200 43.4 69 72.0 

80 85.5 265 43.4 69 73.6 
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Table 2.5. Characteristics of reflection currents and pulse-echo SNR of 15 µm membrane 
geometry under different operation voltages 

𝒂𝒂 [µm] 𝑽𝑽𝑫𝑫𝑫𝑫 [V] 𝒈𝒈 [nm] 𝒄𝒄𝒊𝒊𝒊𝒊𝒊𝒊 [nm] 
𝒇𝒇𝒄𝒄𝒆𝒆𝒊𝒊𝒄𝒄𝒆𝒆𝒓𝒓 

[MHz] 

𝑭𝑭𝑭𝑭𝑭𝑭 

[%] 

Pulse-echo  

SNR [dB] 

15 

40 46 135 41.0 43 65.4 

60 60 200 41.6 41 67.8 

80 71 265 41.5 41 69.3 

Table 2.6. Characteristics of reflection currents and pulse-echo SNR of 20 µm membrane 
geometry under different operation voltages 

𝒂𝒂 [µm] 𝑽𝑽𝑫𝑫𝑫𝑫 [V] 𝒈𝒈 [nm] 𝒄𝒄𝒊𝒊𝒊𝒊𝒊𝒊 [nm] 
𝒇𝒇𝒄𝒄𝒆𝒆𝒊𝒊𝒄𝒄𝒆𝒆𝒓𝒓 

[MHz] 

𝑭𝑭𝑭𝑭𝑭𝑭 

[%] 

Pulse-echo  

SNR [dB] 

20 

40 35.5 135 43.7 24 67.8 

60 45 200 43.7 23 70.2 

80 53.5 265 43.9 23 71.8 

2.3.5. Transmitter Analysis: Guidewire IVUS Array 

2.3.5.1 Directivity  

The directivity of each imaging array element is examined through their transmit 

pressure beam patterns. Normalized beam patterns are shown in Figure 2.23. It is observed 

that the 25 µm wide element comprised of 10 µm membranes exhibits the lowest -3 dB 

span at +/-31.5°, indicating a larger equivalent rectangular element width (19 µm) as 
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compared to the 25 µm wide element comprised of 20 µm membranes, with an equivalent 

rectangular element width of 14 µm, and 18.75 µm wide element comprised of 15 µm 

membranes which exhibit -3dB spans of +/-54.9° and +/-50.6°. However, the 10 µm 

geometry would provide a similar SNR over the +/-45° range due its higher absolute SNR 

(Table 2.2). Overall, all three arrays would have radiation patterns suitable for phased array 

imaging. 

 

Figure 2.23: Beam pattern of array elements with different membrane geometries 

2.3.5.2 Beam Focusing and Steering  

The phased array geometry utilized in the analyzed CMUT array geometries enable 

electronic beam steering. By exciting each element in a specific time sequence, the 

transmitted pressure wave can be focused to a point on an azimuthal angle. Comparison of 

the pressure output of the arrays with single element actuation, and beam focusing to 5 mm 

distance for 0º and 30º can be seen in Figure 2.24. For constant aperture size, such as the 

case of the analyzed geometries, steering is improved with higher number of elements and 

smaller element pitch. This is visible at 30º focusing of the arrays, in which the 16 element 

15 µm array demonstrates the minimization of grating lobes. The 12 element 10 µm and 
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20 µm arrays both demonstrate grating lobes around -30º. However, due to their larger 

equivalent element width, 10 µm arrays generate narrower beams and less energy loss to 

other angles. As a result, for a set element size utilization of smaller membranes result in 

better beam steering. 

a)

b)

c)  

Figure 2.24: Comparison of single element actuation and beam focused pressure output 
for a) 10, b) 15, and c) 20 µm arrays 

2.3.5.3 Angular Frequency Response  

Imaging array elements radiate acoustic energy predominantly in the forward 

direction from the array plane. However, the constructive and destructive interference 

patterns generated by the bulk and evanescent waves traveling near the CMUT array 
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surface affect the angular frequency response of the radiated pressure at different angles. 

As a result, CMUT arrays can demonstrate a wide radiation angle at frequency ranges other 

than their operation frequency, enabling ultrasonic imaging beyond their beam pattern [84]. 

The frequency response of each array’s far field pressure output from 0º to 90º are 

analyzed. The CMUT elements are actuated with a single unipolar pulse of 5 ns width to 

approximate impulse response. The normalized angular frequency response of each CMUT 

array can be seen in Figure 2.25. All arrays display narrower frequency bandwidth as the 

angle is increased. One main reason of this narrowing is the continuous decrease of the 

upper frequency limit, namely the Bragg’s resonance. As mentioned in the receiver 

analysis, Bragg’s resonance occurs at 𝑐𝑐0/𝑑𝑑 at 0º. However, the Bragg’s resonance observed 

in the transmitted pressure output is a function of the angle 𝜃𝜃 and can be written as: 

𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 =
𝑐𝑐0

𝑑𝑑(1 + sin (𝜃𝜃))
 (2.27) 

As a result, the upper frequency limit at 90º is half of the limit at 0º. The decrease of 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 

is especially visible in the arrays of 15 µm and 20 µm membranes where elements are 

composed of a single row of membranes, where in the array of 10 µm membranes, the 

angular effect of its asymmetric vibration mode around 90 MHz is stronger for angles 

below 30º. From the figure, it can be deduced that even though the 20 µm array has the 

highest -3dB span, the resolution will be significantly reduced at higher angles. 
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Figure 2.25: Narrowing of pressure output bandwidth with increasing angle. The angle 
dependent 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 is plotted as dashed line 

2.3.6. Fill Factor Analysis: Guidewire IVUS Array 

The previous analysis has demonstrated that utilizing smaller membranes improve 

the frequency response and SNR when the fill factor is kept constant. Further analysis 

considering the fill factor is carried out with the same process since this is a factor easily 

controlled during CMUT fabrication. Three 1D CMUT arrays comprised of 10 µm 

membranes with different fill factors are investigated. The azimuthal pitch (𝑑𝑑𝑦𝑦) is kept 

constant while the elevation pitch (𝑑𝑑𝑥𝑥) is swept to obtain fill factors of 64, 73 and 80 %. A 

comparison of the array geometries can be seen in Table 2.7.   

As in the previous analysis, the receiver characteristic parameters of single 

elements and array elements are extracted at a DC bias of 60 V and 90% collapse voltage 

operation. Unipolar pulsing method with 60 V pulse voltage and thermal mechanical noise 

limited SNR of reflection current is chosen for the pulse-echo analysis. Noise is integrated 

between 20 and 60 MHz and reflection current of a perfect reflector at 5 mm distance is 

simulated. 
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Table 2.7. Analyzed CMUT membrane geometries  

50x50 µm2 

section 
𝒂𝒂 [µm] 𝒅𝒅𝒙𝒙 [µm] 𝒅𝒅𝒚𝒚 [µm] 𝒅𝒅𝒆𝒆𝒆𝒆 [µm] 𝑭𝑭𝑭𝑭 [%] 

 

10 

12.5 

12.5 25 

64 

 

11 73 

 

10 80 

2.3.6.1 Receiver Analysis  

The calculated plane wave pressure sensitivity of the elements is shown in Figure 

2.26. When 𝑑𝑑𝑥𝑥 and 𝑑𝑑𝑦𝑦 of these arrays are different, two different Bragg’s resonances 

appear as two different cut-off frequencies (reference dips 1, 2, and 3). The two Bragg’s 

resonances together determine the upper frequency limit, with the element geometry 

supporting the smallest 𝑑𝑑𝑥𝑥 displaying the largest bandwidth. As the single membrane 

resonance frequency is identical, the behavior for frequencies below the center frequency 

is similar, with the lower frequency limit located around the single membrane resonance 

(reference dip 4). The fill factor mainly affects the frequency span above the center 
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frequency resulting in higher bandwidth and center frequency with higher fill factors. The 

same trend is also observed in thermal mechanical current noise and pressure noise 

spectrum. Therefore, the improvement of bandwidth due to increased fill factor is mainly 

due to higher effective Bragg resonance. 

 

Figure 2.26: Receiver characteristics of single elements (SE) and array elements (AE) of 
different fill factors (𝐹𝐹𝐹𝐹) 

2.3.6.2 Pulse-Echo Analysis  

The reflection currents of the imaging array elements for 10ns pulse width can be 

seen in Figure 2.27. Similar to the receiver analysis, increase in bandwidth and center 

frequency is observed with higher fill factor. Moreover, this increase is accompanied with 

increased signal strength since the active area also increases. The characteristics of the 

reflection currents and the obtained pulse-echo SNR values of all 10 µm arrays of different 

𝐹𝐹𝐹𝐹 can be found in Table 2.8. 
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Figure 2.27: Fill factor (𝐹𝐹𝐹𝐹) effect on reflection current of 10 µm membrane array 
elements 

Table 2.8. Characteristic of reflection currents and pulse-echo SNR of 10 µm arrays of 
constant element pitch and varying 𝐹𝐹𝐹𝐹  

Fill Factor [%] 𝒇𝒇𝒄𝒄𝒆𝒆𝒊𝒊𝒄𝒄𝒆𝒆𝒓𝒓 [MHz] 𝑭𝑭𝑭𝑭𝑭𝑭 [%] Pulse-echo SNR [dB] 

64 43.4 69 72.0 

73 44.0 74 72.5 

80 44.4 78 72.9 

 

A similar analysis, in which the elevation pitch (𝑑𝑑𝑥𝑥) is kept constant while the 

azimuthal pitch (𝑑𝑑𝑦𝑦) is varied, yields similar results. An increase in fill factor results in an 

increase in bandwidth. However, as the element pitch (𝑑𝑑𝑎𝑎𝑐𝑐) is defined by the azimuthal 

pitch (𝑑𝑑𝑦𝑦), increasing the fill factor results in smaller element size, which in turn decreases 
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the SNR values. Nevertheless, signal strength per area increase, and an increase in fill 

factor is accompanied by an increase in area normalized SNR. The characteristics of the 

reflection currents and the obtained pulse-echo SNR values of all 10 µm arrays of different 

𝐹𝐹𝐹𝐹 can be found in Table 2.9. 

Table 2.9. Characteristic of reflection currents and pulse-echo SNR of 10 µm arrays of 
varying element pitch and varying 𝐹𝐹𝐹𝐹  

𝒅𝒅𝒙𝒙 [µm] 𝒅𝒅𝒚𝒚 [µm] 𝒅𝒅𝒆𝒆𝒆𝒆 [µm] 𝑭𝑭𝑭𝑭 [%] 𝒇𝒇𝒄𝒄𝒆𝒆𝒊𝒊𝒄𝒄𝒆𝒆𝒓𝒓 [MHz] 𝑭𝑭𝑭𝑭𝑭𝑭 [%] 
Pulse-echo 

SNR [dB] 

12.5 12.5 25 64 43.4 69 72.0 

12.5 11 22 73 44.6 72 70.8 

11 11 22 83 45.0 79 71.2 

12.5 10 20 80 45.4 73 69.8 

10 10 20 100 46.8 81 70.4 

2.4. Conclusion 

The receiver performance and pulse-echo analysis demonstrated that high 𝐹𝐹𝐵𝐵𝐵𝐵 

operation with high SNR is feasible for high-frequency CMUT arrays with large FFs and 

small membrane dimensions. The analysis determined two limiting factors that dominate 

the frequency response of high-frequency CMUT arrays: Bragg’s resonance (𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵) as 

the upper frequency limit and the single membrane resonance (𝑓𝑓𝑎𝑎𝑛𝑛𝑛𝑛𝐵𝐵𝑐𝑐𝑎𝑎) as the lower 

frequency limit. Therefore, for large operation bandwidth, these two limits need to be 
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sufficiently separated. A design process linking these limiting factors to the CMUT array 

geometry and performance characteristics is presented in Chapter 3. 
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CHAPTER 3. FREQUENCY RESPONSE LIMITING 

MECHANISMS AND DESIGN PROCESS 

The comprehensive analysis of the multiple design parameters and their effect on 

performance conducted in Chapter 2 makes it possible to prioritize these parameters for a 

design process. Design process of CMUT arrays need to be simple and efficient to be able 

to navigate the large design space in a timely manner. One method of simplification is to 

condense the large number of design parameters into a lower number of acoustic 

parameters, in which optimization is carried out. Such a simplified design process has been 

developed by Boulme et al [65]. Boulme et al utilized normal mode theory to obtain 

eigenmodes of 1D CMUT array element’s radiation matrix. The modes and their role in 

the performance of the CMUT array element is analyzed and a fundamental mode is 

determined as the limiting factor that dominates the frequency response of the CMUT array 

element. The fundamental mode is then utilized to develop a design process that links the 

CMUT array geometry to the frequency response and optimizes the element response in 

terms of bandwidth or sensitivity. 

In this chapter, a similar approach to Boulme et al is utilized to develop a simplified 

design process for high frequency 1D CMUT arrays to obtain a desired pulse-echo 

frequency response and associated maximum SNR. The design process considers thermal 

mechanical current noise limited operation, i.e., the integrated transmit/receive electronics 

generates less or equivalent noise as compared to the CMUT imaging array element. First, 

the vibroacoustic frequency limiting factors observed in Chapter 2 are summarized. The 

frequencies of these limiting mechanisms are established as the key design parameters and 
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their relationship with the design parameters and CMUT performance are analyzed. Then, 

an algorithm is proposed to determine the lateral dimensions and membrane thickness for 

a desired 𝑓𝑓𝑐𝑐𝑎𝑎𝑛𝑛𝑐𝑐𝑎𝑎𝑎𝑎 and 𝐹𝐹𝐵𝐵𝐵𝐵. A design example is provided, and the limitations of the design 

process is discussed. The design process is then extended to a broader frequency range and 

utilized to design CMUT arrays for a case study of low frequency receiver imaging devices 

for passive acoustic imaging. 

3.1. Frequency Limiting Factors 

The vibroacoustic frequency response of CMUT arrays is governed by multiple 

mechanisms, including dynamics of the membranes, acoustic interactions between the 

substrate and membranes, acoustic interactions between neighboring membranes as well 

as the DC bias and electrical termination. Considering the membrane and array geometry, 

the main frequency limiting interactions can be categorized into two phenomena: Bragg’s 

scattering and crosstalk induced array modes [63, 85]. 

3.1.1. Bragg Scattering 

Bragg’s scattering occurs when a wave is propagating in a medium containing 

multiple periodic discontinuities. Destructive interference of the multiple reflections 

generated by these discontinuities form frequency band gaps with cut-off frequencies 

dependent on the medium and periodicity. Multiple membranes are positioned in periodic 

manner to form the elements of CMUT arrays, resulting in a limiting factor at the Bragg’s 

resonance frequency (𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵) of 𝑐𝑐0/𝑑𝑑𝑝𝑝, where 𝑐𝑐0 is the speed of sound of the medium and 

𝑑𝑑𝑝𝑝 is the periodic spacing [63]. The periodic spacing 𝑑𝑑𝑝𝑝 in question is not necessarily the 

spacing between membranes, but the spacing in the array in which periodicity is observed 
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the strongest. For instance, considering arrays with a set minimum distance 𝑑𝑑 between 

membranes, Bragg’s resonance will occur at 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 = 𝑐𝑐0/𝑑𝑑 for square lattice arrays, and 

at 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 = 𝑐𝑐0/(√3
2
𝑑𝑑) for a hexagonal lattice arrays.  

3.1.2. Crosstalk Induced Array Modes 

Crosstalk induced CMUT array modes are mainly generated by dispersive guided 

modes propagated through the fluid-solid interface [78, 80, 85-87]. These array modes 

form in CMUT geometries with membrane spacing below half wavelength at frequencies 

in the vicinity of individual vibration modes [79]. The destructive interference strength of 

the array modes depends on the aperture size of the CMUT element [88] and the vibration 

mode that has been excited. When the receiver and far-field behavior of the CMUT 

elements are considered, the effect of asymmetric vibration modes average out, and the 

effect of symmetric vibration modes dominates the frequency response. This averaging 

effect is also visible in the frequency response of individual membranes, in which the first 

symmetric vibration mode is excited around the resonance frequency (𝑓𝑓𝑎𝑎𝑛𝑛𝑛𝑛𝐵𝐵𝑐𝑐𝑎𝑎), and the 

second symmetric vibration mode is excited around the antiresonance frequency (𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎). 

As a result, the crosstalk induced frequency limit values of an array can be obtained from 

individual membrane simulation. 

3.2. Operation Frequency Band 

The frequency limits established by these two phenomena can be used to estimate 

the operation frequency band of the CMUT element. For CMUT array geometries of 

adequately thin membranes and high 𝐹𝐹𝐹𝐹, the operation band’s lower limit appears in the 
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vicinity of 𝑓𝑓𝑎𝑎𝑛𝑛𝑛𝑛𝐵𝐵𝑐𝑐𝑎𝑎, and the upper limit appears in the vicinity of either 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 or 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵, 

depending on which limit demonstrates a lower value. To illustrate the relationship 

between these three limiting frequencies, a case study of CMUT arrays populated with 

square PECVD silicon nitride (Young’s modulus (𝐸𝐸) = 110 GPa and density (𝜌𝜌) = 2040 

kg/m3) membranes of 15 µm width and varying thickness is chosen. Considering water as 

the immersion fluid, frequency response of individual membranes and 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 values of 

square lattice arrays for different 𝐹𝐹𝐹𝐹 are calculated to obtain the operation band estimation. 

Comparison with actual array response is carried out through the far field pressure output 

of CMUT arrays of 70% 𝐹𝐹𝐹𝐹 and 250 µm x 250 µm area. The gap of the CMUT membranes 

is adjusted to obtain 90% collapse voltage operation at 60 V bias. Unipolar pulsing is 

applied with the pulse width adjusted to coincide with the upper frequency limit and the 

resulting pressure output at 1 cm distance is calculated.  

Two sample results are presented in Figure 3.1. For the CMUT array with 600nm 

thick membrane, the frequency response, shown in light green and limited by the -3dB 

point on the low end and the first major dip in the high end, is clearly dominated by the 

single membrane dynamics, as 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 is larger than 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎. When the membrane thickness 

is increased to 800 nm, the relationship between 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 and 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 is reversed, and Bragg’s 

scattering determines the higher limit. The -3 dB frequency band of the pressure output is 

denoted as dark green shading and shown in detail in the right side of the graphs. The 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 

limited array demonstrates lower 𝑓𝑓𝑐𝑐𝑎𝑎𝑛𝑛𝑐𝑐𝑎𝑎𝑎𝑎 and larger absolute bandwidth (𝐵𝐵𝐵𝐵) than the 

𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 limited array, resulting in a higher 𝐹𝐹𝐵𝐵𝐵𝐵. 
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Figure 3.1: Normalized frequency response comparison of individual membranes and 
arrays of 600 and 800 nm thickness. Zoomed in sections of the pressure output -3 dB 

frequency span are visible on the right. The light shaded area illustrates operation band 
estimation and the dark shaded area illustrates -3dB frequency band of the pressure 

output.  

3.2.1. Impact of Membrane Thickness 

The analysis is expanded upon in Figure 3.2, where the operation band estimation 

of a larger range of arrays is plotted as a function of membrane thickness. The operation 

band estimation for 70% 𝐹𝐹𝐹𝐹 arrays is denoted as the light shaded area, and the -3 dB 

frequency band of the pressure output is denoted as the dark shaded area. From the figure, 

it is observed that as thickness increases, 𝑓𝑓𝑎𝑎𝑛𝑛𝑛𝑛𝐵𝐵𝑐𝑐𝑎𝑎 and 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 increase in a manner that expands 

the operation bandwidth, whereas 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 remains constant. As a result, at a certain 

thickness value, specifically 700 nm in this case study, the upper limiting frequency shifts 

from 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 to 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵, leading to a reduced frequency operation band. The -3dB frequency 



 79 

band of arrays follow a similar trend as the operation band estimation, with the maximum 

absolute bandwidth occurring when 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 and 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 have similar values. The -3dB 

frequency band characteristics of the arrays can be seen in Figure 3.3. 𝑓𝑓𝑐𝑐𝑎𝑎𝑛𝑛𝑐𝑐𝑎𝑎𝑎𝑎 increases as 

thickness increases, and the shift in limiting mechanism to Bragg scattering manifests itself 

as increased linearity. 𝐹𝐹𝐵𝐵𝐵𝐵 decreases as thickness increases, with a more drastic decline 

observed in 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 limited operation, resulting in larger 𝐹𝐹𝐵𝐵𝐵𝐵 when the upper frequency 

limit is determined by 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎.  

 

Figure 3.2: Frequency limits of 15 µm square membrane array geometries of varying 
thickness. The light shaded area illustrates operation band estimation for array geometries 

of 70% 𝐹𝐹𝐹𝐹 and the dark shaded area illustrates -3dB frequency band of the same array 
geometries of 250 µm x 250 µm size. 
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Figure 3.3: Pressure output characteristics of 250 µm x 250 µm sized 15 µm square 
membrane array geometries of varying thickness.  

3.2.2. Impact of Membrane Aspect Ratio 

Further insight on bandwidth estimation can be obtained by plotting the limiting 

frequencies as a function of membrane size and aspect ratio (membrane thickness (ℎ) / 

width (𝑎𝑎)). Figure 3.4 shows the single membrane resonances of square PECVD silicon 

nitride membranes of three specific aspect ratio and varying width, as well as the 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 

value of the corresponding 70% 𝐹𝐹𝐹𝐹 arrays. From the figure, it is seen that the upper 

frequency limits display similar trends, and above a specific aspect ratio array operation is 

𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 limited. To take advantage of the higher 𝐹𝐹𝐵𝐵𝐵𝐵 provided by 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 limited operation, 

a sufficiently small ℎ/𝑎𝑎 should be chosen first, then the membrane width of the array 

should be adjusted to obtain the desired 𝑓𝑓𝑐𝑐𝑎𝑎𝑛𝑛𝑐𝑐𝑎𝑎𝑎𝑎. Therefore, to obtain 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 limited arrays 
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with high frequency operation, the membrane width and ℎ/𝑎𝑎 need to be significantly small, 

making it difficult to fabricate through standard CMUT array fabrication methods while 

fabrication of 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 limited arrays is easier for low frequency operation with sufficiently 

large 𝐹𝐹𝐹𝐹 and membrane width. 

 

Figure 3.4: Frequency limits of square membrane array geometries of varying width and 
aspect ratio. The colored arrows denote the single membrane limiting frequencies and 

their band for different aspect ratios. The black arrow denotes the𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵.   

3.2.3. Impact of Membrane Shape and Array Lattice 

Since the underlying model for the frequency limit determination is applicable to 

arbitrary membrane and array geometry, a comparison study has been conducted between 

the two most common CMUT array configurations.  Single membrane resonances of square 

and circular CMUT membranes of varying width in water is calculated, and the thickness 

of the membranes are adjusted to obtain a set 𝑓𝑓𝑎𝑎𝑛𝑛𝑛𝑛𝐵𝐵𝑐𝑐𝑎𝑎 value of 20MHz. These membranes 
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are then used to form array geometries of different 𝐹𝐹𝐹𝐹. In a rectangular grid, circular 

membranes can only demonstrate a maximum 𝐹𝐹𝐹𝐹 of 79%. Therefore, to obtain comparably 

high 𝐹𝐹𝐹𝐹 as square membranes in a rectangular grid, circular membranes are populated in a 

hexagonal grid. The 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 values of the corresponding arrays for different 𝐹𝐹𝐹𝐹 are 

calculated. It should be noted that, arrays comprised of circular membranes require smaller 

membrane spacing than those comprised of square membranes to achieve the same 𝐹𝐹𝐹𝐹 

value, resulting in higher 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 values. Moreover, due to the hexagonal grid geometry, 

periodicity is observed strongest at a spacing smaller than the membrane pitch (𝑑𝑑𝑝𝑝 =

√3 2⁄ 𝑑𝑑), further increasing its 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 values. The resultant operation band estimation can 

be seen in Figure 3.5. It is observed that for a fixed single membrane resonance, if the 

arrays are limited by 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎, utilizing circular membranes provide a larger operation band, 

and if the arrays are limited by 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵, utilizing hexagonal grid geometry and higher 𝐹𝐹𝐹𝐹 

provide a larger operation band. 

The results presented here apply for non-collapsed CMUT operation. However, we 

note that similar frequency response limitations should apply to collapsed mode operated 

CMUT arrays and PMUT arrays in general, as it is a fundamental phenomenon due to 

vibroacoustics of transducer. 
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a)  

b)  

Figure 3.5: Frequency limits for a) square, and b) circular membranes of varying width. 
The shaded area illustrates operation band estimation for array geometries of 70% 𝐹𝐹𝐹𝐹. 

An example of array geometries can be seen in the inset. 
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3.3. High Frequency CMUT Array Design Strategy 

Considering that CMUT arrays operating in high frequencies are generally limited 

by 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵, to obtain large operation bandwidth, the CMUT array’s 𝑓𝑓𝑎𝑎𝑛𝑛𝑛𝑛𝐵𝐵𝑐𝑐𝑎𝑎 and 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 need 

to be sufficiently separated. To evaluate the relationship between the frequency limits 

𝑓𝑓𝑎𝑎𝑛𝑛𝑛𝑛𝐵𝐵𝑐𝑐𝑎𝑎 and 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵, and the operation characteristics 𝑓𝑓𝑐𝑐𝑎𝑎𝑛𝑛𝑐𝑐𝑎𝑎𝑎𝑎 and 𝐹𝐹𝐵𝐵𝐵𝐵, additional 

simulations were conducted in the design space of the guidewire IVUS arrays with 

membrane dimensions ranging from 7.5 to 20 μm and different 𝐹𝐹𝐹𝐹s. The characteristics of 

the additional array geometries and their pulse-echo responses can be found in Table 3.1. 

The relationship between the 𝐵𝐵𝐵𝐵 and the average 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 is investigated, where the average 

𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 is defined as: 

𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵_𝑎𝑎𝑎𝑎𝑎𝑎 = 0.5 × (
𝑐𝑐0
𝑑𝑑𝑥𝑥

+
𝑐𝑐0
𝑑𝑑𝑦𝑦

) (3.1) 

When the 𝐵𝐵𝐵𝐵 versus 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵_𝑎𝑎𝑎𝑎𝑎𝑎 is plotted as shown in Figure 3.6, a linear 

relationship in the form of 𝐵𝐵𝐵𝐵~𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵_𝑎𝑎𝑎𝑎𝑎𝑎/4 is observed.  The linear dependence arises 

from the fact that 𝑓𝑓𝑎𝑎𝑛𝑛𝑛𝑛𝐵𝐵𝑐𝑐𝑎𝑎 displays a similar value in the array geometries. When 𝑓𝑓𝑎𝑎𝑛𝑛𝑛𝑛𝐵𝐵𝑐𝑐𝑎𝑎 is 

fixed to a constant value determining the lower frequency limit, 𝐵𝐵𝐵𝐵 is determined by slope 

of the frequency response above the 𝑓𝑓𝑐𝑐𝑎𝑎𝑛𝑛𝑐𝑐𝑎𝑎𝑎𝑎 which is in turn determined by 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵_𝑎𝑎𝑎𝑎𝑎𝑎. 

Note that this 𝐵𝐵𝐵𝐵 estimation loses accuracy as 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵_𝑎𝑎𝑎𝑎𝑎𝑎 approaches 𝑓𝑓𝑐𝑐𝑎𝑎𝑛𝑛𝑐𝑐𝑎𝑎𝑎𝑎, where the 

Bragg resonance and single membrane resonance effects cannot be isolated. 
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Table 3.1. Characteristic of reflection currents and pulse-echo SNR of additional 
simulated arrays of varying element pitch and varying 𝐹𝐹𝐹𝐹  

𝒂𝒂 [µm] 𝒅𝒅𝒆𝒆𝒆𝒆 [µm] 𝑭𝑭𝑭𝑭 [%] 𝒇𝒇𝒄𝒄𝒆𝒆𝒊𝒊𝒄𝒄𝒆𝒆𝒓𝒓 [MHz] 𝑭𝑭𝑭𝑭𝑭𝑭 [%] Pulse-echo SNR [dB] 

7.5 18.75 64 42.1 90 66.9 

8.75 21.88 64 40.2 82 68.8 

15 18.75 73 42.7 48 69.0 

15 18.75 80 43.2 52 69.5 

20 25 73 44.9 29 71.2 

20 25 80 45.4 14.23 71.6 

 

Figure 3.6: −6-dB frequency span (𝐵𝐵𝐵𝐵) relation with 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵_𝑎𝑎𝑎𝑎𝑎𝑎. 
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3.3.1. Design Process Algorithm 

Taking the frequency limits of the CMUT array and their mechanisms into 

consideration, an algorithm can now be proposed to determine the lateral dimensions and 

membrane thickness for a desired 𝑓𝑓𝑐𝑐𝑎𝑎𝑛𝑛𝑐𝑐𝑎𝑎𝑎𝑎 and 𝐹𝐹𝐵𝐵𝐵𝐵. This is depicted in Figure 3.7. As the 

first step, the frequency limits (𝑓𝑓𝑐𝑐𝑐𝑐𝑙𝑙, 𝑓𝑓ℎ𝑛𝑛𝐵𝐵ℎ) are determined for a 1D CMUT array operating 

at a center frequency of 𝑓𝑓𝑐𝑐𝑎𝑎𝑛𝑛𝑐𝑐𝑎𝑎𝑎𝑎 and a fractional bandwidth of 𝐹𝐹𝐵𝐵𝐵𝐵. For large 𝐹𝐹𝐵𝐵𝐵𝐵 and 

𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 limited operation, 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 can then be determined from the frequency span. 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 

and 𝑓𝑓𝑐𝑐𝑎𝑎𝑛𝑛𝑐𝑐𝑎𝑎𝑎𝑎 are then used to determine the membrane and element pitch (𝑑𝑑, 𝑑𝑑𝑎𝑎𝑐𝑐). At this 

point, it is important to check if the calculated 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 is larger than 𝑓𝑓ℎ𝑛𝑛𝐵𝐵ℎ. If 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 < 𝑓𝑓ℎ𝑛𝑛𝐵𝐵ℎ, 

the pitch has to be decreased to ensure the validity of 𝑓𝑓ℎ𝑛𝑛𝐵𝐵ℎ. If 𝑑𝑑 and 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 are reasonable, 

membrane lateral dimensions maximizing the fill factor are chosen. The thickness of the 

membrane (ℎ) is then set to obtain a 𝑓𝑓𝑎𝑎𝑛𝑛𝑛𝑛𝐵𝐵𝑐𝑐𝑎𝑎 close to 𝑓𝑓𝑐𝑐𝑐𝑐𝑙𝑙. While setting the thickness, one 

needs to check that 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 > 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 holds to make sure that 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 is still the limiting factor.  

After the lateral dimensions and thickness is determined, the gap thickness (𝑔𝑔) can 

be chosen. For thermal mechanical current noise limited operation, it is observed that the 

receiver performance is independent of the DC bias and gap thickness. However, a realistic 

device integrated with transmit\receive electronics would still require operation close to 

collapse to increase the signal levels. This limitation makes the maximum available voltage 

the main limiting factor. For unipolar pulsing, gap thickness is chosen to have close to 

collapse operation at the maximum available voltage. For bipolar pulsing, DC bias voltage 

is lower than the maximum available voltage and a smaller gap thickness can be chosen 

[82]. Smaller membranes require thinner thickness values, enabling larger gap thicknesses 
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for the same operation voltage. As a result, an increase in SNR in addition to the increased 

bandwidth can be obtained by utilizing smaller membrane geometries.  

 

Figure 3.7: Design algorithm for 1D high frequency imaging array of 𝑓𝑓𝑐𝑐𝑎𝑎𝑛𝑛𝑐𝑐𝑎𝑎𝑎𝑎 = 60 𝑀𝑀𝑀𝑀𝑀𝑀 
and 𝐹𝐹𝐵𝐵𝐵𝐵 = 50%.   
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3.3.2. Design Process Example 

To illustrate the design process, design of a 1D CMUT imaging array with a center 

frequency of 𝑓𝑓𝑐𝑐𝑎𝑎𝑛𝑛𝑐𝑐𝑎𝑎𝑎𝑎 = 60 𝑀𝑀𝑀𝑀𝑀𝑀 and a fractional bandwidth of 𝐹𝐹𝐵𝐵𝐵𝐵 = 50% is considered. 

Similar to the analyzed geometries, a fill factor of 64%, and electrode coverage of 56% is 

chosen. Assuming 60 V operation with unipolar pulsing, the 𝑉𝑉𝑐𝑐𝑐𝑐𝑐𝑐 is chosen to be 67 V, to 

operate at 90% of collapse. The details of the design process of this array can be seen in 

Figure 3.7 (shown in blue). The resulting parameters shown in the last box in Figure 3.7 

indicate that the center frequency and fractional bandwidth requirements are satisfied. The 

pulse-echo response of the designed CMUT array from a perfect reflector at 5 mm distance 

and 6.7 ns unipolar pulse can be seen in Figure 3.8.  

 

Figure 3.8: Reflection current of imaging array element determined from the design 
process.   
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3.3.3. Design Process Limitations 

The foregoing design process has its limitations in terms of practicality. As noted 

above, while determining the membrane thickness, the membrane 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 needs to be 

considered to ensure that 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 is the limiting factor. To illustrate the effect of this 

limitation, the SNR (normalized to element area) and 𝐵𝐵𝐵𝐵 for the CMUT arrays as a 

function of membrane width is plotted in Figure 3.9. All CMUT arrays have 40MHz center 

frequency and 64% fill factor, resulting in 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 and 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 crossing over around membrane 

width of 8.5 µm. When 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 < 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵, the -6 dB frequency span estimation diverges from 

𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵/4. While the bandwidth still increases (beyond 100% FBW shown by the dashed 

line), the slope is smaller. Our simulations show that for high frequency arrays operating 

around 30 MHz and above, this condition is encountered when membrane thickness needs 

to be reduced to below 500 nm. This value is close to the CMUT fabrication limit. 

Therefore, for practical high frequency CMUT arrays, the proposed design guidelines 

based on 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 are valid and can achieve nearly 100% FBW. Also, it should be noted that 

the area normalized SNR achieved in the 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 limited region is lower indicating a SNR-

bandwidth compromise for high frequency CMUT arrays. A similar tradeoff between 

bandwidth and sensitivity has been demonstrated by Boulme et al [65] and Hery et al [67] 

for lower operation frequencies.  
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Figure 3.9: Pulse-echo characteristics of 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 and 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 limited arrays. The element 
pitch varies between 15.6 μm and 25 μm and SNR is normalized to element area. 

Although the design process here focused on phased array operation with array 

element pitch close to half wavelength, the design guidelines for bandwidth limits are also 

valid for larger array elements suitable for linear 1D arrays. Overall, for larger elements 

the bandwidth remains the same as it is dominated by the membrane pitch within the 

element and single membrane dynamics but the beamwidth is reduced. The reflector 

distance utilized in the analysis and design process was significantly larger than the array 

dimensions, resulting in far field operation. In the near field, the effect of the asymmetric 

vibration modes is more prominent which may impact the predicted bandwidth.  
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3.3.4. Design Strategy Extension to Broader Frequency Range 

 

Figure 3.10: −3dB frequency span (𝐵𝐵𝐵𝐵) relation with (𝑓𝑓ℎ𝑛𝑛𝐵𝐵ℎ − 𝑓𝑓𝑐𝑐𝑐𝑐𝑙𝑙). 

Considering that the 𝐵𝐵𝐵𝐵 estimation 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵/4 is insufficient for 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 limited 

arrays, a different design strategy is required for CMUT arrays operating in lower 

frequencies. To evaluate the relationship between the frequency limits and operation 

characteristics across a broad frequency range, the 15 µm square membrane array 

geometries discussed in Section 3.2.1 are analyzed. When the -3dB 𝐵𝐵𝐵𝐵 of the pressure 

output versus the operation band estimation (𝑓𝑓ℎ𝑛𝑛𝐵𝐵ℎ − 𝑓𝑓𝑐𝑐𝑐𝑐𝑙𝑙) is plotted, as shown in Figure 

3.10, a linear relationship in the form of 𝐵𝐵𝐵𝐵~(𝑓𝑓ℎ𝑛𝑛𝐵𝐵ℎ − 𝑓𝑓𝑐𝑐𝑐𝑐𝑙𝑙)/3 is observed in the 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 

limited array geometries. This linear relationship corresponds to a linear approximation to 

frequency response, in which 𝑓𝑓𝑐𝑐𝑐𝑐𝑙𝑙 corresponds to -3dB and 𝑓𝑓ℎ𝑛𝑛𝐵𝐵ℎ corresponds to -15dB 

decrease in the normalized response. In the 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 limited array geometries it is observed 
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that (𝑓𝑓ℎ𝑛𝑛𝐵𝐵ℎ − 𝑓𝑓𝑐𝑐𝑐𝑐𝑙𝑙)/3 underestimates the 𝐵𝐵𝐵𝐵, with the amount of error increasing as the 

difference between 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 and 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 increases.  

A 𝐵𝐵𝐵𝐵 estimation range can then be established for 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 limited array geometries. 

Assuming the mechanisms of 𝑓𝑓ℎ𝑛𝑛𝐵𝐵ℎ and 𝑓𝑓𝑐𝑐𝑐𝑐𝑙𝑙 are isolated from each other, the lower limit 

of 𝐵𝐵𝐵𝐵 is set as (𝑓𝑓ℎ𝑛𝑛𝐵𝐵ℎ − 𝑓𝑓𝑐𝑐𝑐𝑐𝑙𝑙)/3 and the upper limit is set as (𝑓𝑓ℎ𝑛𝑛𝐵𝐵ℎ − 𝑓𝑓𝑐𝑐𝑐𝑐𝑙𝑙).  The position 

of 𝐵𝐵𝐵𝐵 in this range would then be determined by how separated the 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 and 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 are. 

Considering the SNR-bandwidth compromise observed in CMUT arrays, an array 

geometry with 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 ≪ 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 will provide a larger 𝐵𝐵𝐵𝐵 but a smaller SNR, whereas an 

array geometry with 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 ≅ 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 will provide a 𝐵𝐵𝐵𝐵 close to the lower limit but a larger 

SNR. Considering the design guidelines proposed by Boulme et al [65] an appropriate ratio 

between 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 and 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 would be between 70%  to 85% for broadband operation, and 

between 85% to 100% for higher sensitivity.  

Taking the change in relationship between the frequency limits and the operation 

characteristics into consideration, the 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 limited arrays design algorithm can be 

modified for 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 limited CMUT arrays. The initial steps of the previous algorithm are 

used to calculate the minimum 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 and the corresponding maximum membrane pitch 

(𝑑𝑑) value that can be used for the array. Depending on the desired type of array operation 

(broadband or high SNR), 𝑑𝑑 is then reduced up to 30%. Membrane lateral dimensions 

maximizing the fill factor are then chosen, and the thickness of the membrane (ℎ) is then 

set to obtain a 𝑓𝑓𝑎𝑎𝑛𝑛𝑛𝑛𝐵𝐵𝑐𝑐𝑎𝑎 close to 𝑓𝑓𝑐𝑐𝑐𝑐𝑙𝑙. It should be noted that the as 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 and 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 are 

separated, the amount of crosstalk observed within the CMUT array increases, resulting in 

a shift of 𝑓𝑓𝑐𝑐𝑐𝑐𝑙𝑙 to higher frequencies. As a result, a 𝑓𝑓𝑎𝑎𝑛𝑛𝑛𝑛𝐵𝐵𝑐𝑐𝑎𝑎 lower than the desired 𝑓𝑓𝑐𝑐𝑐𝑐𝑙𝑙 can 
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also be chosen. While setting the thickness, one needs to check that 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 < 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 holds 

to make sure that 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 is still the limiting factor, and 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 > 𝑓𝑓ℎ𝑛𝑛𝐵𝐵ℎ to ensure the frequency 

limits are within the operation band.  

3.4. Case Study: Passive Acoustic Imaging Array 

High intensity focused ultrasound (HIFU) is a low frequency ultrasound application 

that utilizes focused ultrasound waves to locally deposit high levels of energy deep in the 

soft tissue. The increase in pressure at the focal point can be used to thermally ablate a 

portion of the tissue or induce acoustic cavitation, i.e. the stable or inertial oscillations of 

microbubbles. Acoustic cavitation has been utilized in a multitude of therapies, such as 

lithotripsy of kidney stones [89], blood clot dissolution [90], and permeabilization of 

vascular or cellular barriers for drug delivery [91]. The level of thermal and mechanical 

mechanisms activated in the tissue is dependent on the acoustic characteristics of the 

system. As a result, the desired temperature rise or level of cavitation activity can be 

controlled by tuning the transmitted pressure wave. However, to ensure a safe and effective 

treatment, it is critical that the precise position of the HIFU induced heating and cavitation 

activity is known.  
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Figure 3.11: Dual HIFU transducer and diagnostic imaging array geometry [92]. 

The acoustic emission produced by the microbubbles in the focal point can be used 

for monitoring with the use of a passive acoustic imaging array. A schematic of a passive 

imaging array integrated dual HIFU transducers can be seen in Figure 3.11. The frequency 

content of the emissions can be used to verify the presence of cavitation, as well as 

determine the mode of oscillation. Strong emissions at harmonics, including subharmonics 

and ultra-harmonics, of the HIFU operation frequency are generally associated with stable 

cavitation, whereas broadband emissions are associated with inertial cavitation [93]. An 

example of the cavitation activity power spectra can be seen in Figure 3.12. As a result, to 

effectively monitor the cavitation activity, the passive imaging arrays needs to be able to 

operate in a broad frequency range. 
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Figure 3.12: Power spectra of cavitation activity during two sonifications [93].  

3.4.1. Design Constraints 

Considering a standard HIFU transducer operating at 0.5 MHz, a passive acoustic 

imaging operation frequency band from 0.5 to 5 MHz, similar to the bandwidth of 

acquisition supplied by Arvanitis et al [93], is chosen. Unlike the guidewire IVUS system, 

the passive acoustic imaging array size is not a limiting factor, and total array size is chosen 

to be 750x2750 µm2. To maximize bandwidth, aperture is maximized by considering single 

element operation.  

3.4.2. Array Design 

For frequency limits of 𝑓𝑓𝑐𝑐𝑐𝑐𝑙𝑙 = 0.5 𝑀𝑀𝑀𝑀𝑀𝑀 and 𝑓𝑓ℎ𝑛𝑛𝐵𝐵ℎ = 5 𝑀𝑀𝑀𝑀𝑀𝑀, the minimum Bragg 

resonance is 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 = (5 − 0.5) × 4 = 18 𝑀𝑀𝑀𝑀𝑀𝑀, corresponding to a maximum membrane 

pitch of 𝑑𝑑 = 1500/18 ≅ 83 𝜇𝜇𝐼𝐼. Considering a minimum spacing of 5 µm between 

membranes, the three array geometries seen in Table 3.2 can then be formed by reducing 

𝑑𝑑 by 20%, 10%, and 0%. The thickness can then be adjusted to obtain 𝑓𝑓𝑎𝑎𝑛𝑛𝑛𝑛𝐵𝐵𝑐𝑐𝑎𝑎 and 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 

values in agreement with the desired operation band. The gap can then be adjusted for a 
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desired 𝑉𝑉𝑐𝑐𝑐𝑐𝑐𝑐, which is chosen as 20 V for this case study. The plane wave pressure 

sensitivity and pressure noise spectrum of the designed CMUT arrays can be seen in Figure 

3.13, in which broadband sensitivity is observed between 0.75 and 5 MHz with minimum 

detectable pressure levels.  

Table 3.2. Analyzed CMUT membrane geometries.  

200x200 µm2 

section 
𝒂𝒂 [µm] 𝒅𝒅 [µm] 𝒉𝒉 [µm] 

𝒇𝒇𝑭𝑭𝒓𝒓𝒂𝒂𝒈𝒈𝒈𝒈 

[MHz] 

𝒇𝒇𝒊𝒊𝒊𝒊𝒊𝒊𝒈𝒈𝒆𝒆𝒆𝒆 

[MHz] 

𝒇𝒇𝒂𝒂𝒓𝒓𝒆𝒆𝒊𝒊 

[µm] 

 

63 68 1.0 22 0.76 5.20 

 

70 75 1.2 20 0.75 5.20 

 

78 83 1.4 18 0.74 4.96 
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a)  

b)  

Figure 3.13: a) Plane wave pressure sensitivity (𝑃𝑃𝑃𝑃) and b) pressure noise spectrum 
(𝑝𝑝𝑚𝑚𝑛𝑛𝑛𝑛) of designed array elements  
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CHAPTER 4. DEVICE FABRICATION AND EXPERIMENTAL 

VALIDATION 

This chapter utilizes experimental methods to verify the frequency limiting 

mechanisms and design process discussed in Chapter 3. CMUT arrays with two different 

upper frequency limiting mechanisms are designed and fabricated to experimentally test 

the validity of these limiting phenomena. As mentioned in Chapter 3, among the two upper 

frequency limiting mechanisms, 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 is dependent on the CMUT membrane’s lateral and 

vertical dimensions, whereas 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 is dependent only on the lateral dimensions and the 

specific upper frequency limit can be estimated from the aspect ratio of the CMUT 

membrane. Correspondingly, CMUT arrays with low aspect ratio membranes for low 

frequency operation are designed to analyze the 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 limited arrays, and CMUT arrays 

with high aspect ratio for high frequency operation are designed to analyze the 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 

limited arrays, enabling experimental validation in a broad frequency range, from 1 to 80 

MHz. In consideration with their operation frequencies, the two set of CMUT arrays are 

fabricated separately using modified versions of the CMUT-on-CMOS technology 

developed by Zahorian [94]. The CMUT arrays’ pressure output and admittance 

measurements in comparison with simulations are utilized to validate the limiting 

mechanisms. Frequency limiting mechanisms are further isolated with the use of 

immersion fluids with different sound speeds. Finally, an array geometry from guidewire 

IVUS case study is fabricated and integrated to an application-specific integrated circuit 

(ASIC) with transmitter and receiver electronics. Performance of the ultrasonic imaging 
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system as a transmitter, receiver, and full system is analyzed through pressure output, pitch-

catch, and pulse-echo measurements. 

4.1. Arrays Limited by Single Membrane Dynamics 

Two single element array geometries designed in the passive acoustic imaging array 

case study are chosen for 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 limited operation analysis. An area of 2.8 mm x 0.8 mm is 

populated with silicon nitride (Young’s modulus (𝐸𝐸) = 110 GPa, density (𝜌𝜌) = 2040 kg/m3) 

square membranes of two different lateral dimensions: 63 and 78 µm. Electrodes made of 

aluminum (𝐸𝐸 = 70 GPa, 𝜌𝜌 = 2700 kg/m3) are positioned on top of the membranes for 

maximum isolation thickness and electrode coverage is kept constant at 56%. A final layer 

of Parylene-C (𝐸𝐸 = 2.76 GPa, 𝜌𝜌 = 1289 kg/m3) is deposited to electrically isolate the arrays. 

The elevation and azimuthal membrane spacing is kept constant at 5 µm, resulting in 

varying membrane pitches and slightly different 𝐹𝐹𝐹𝐹. Arrays are fabricated on the same 

wafer and therefore have the same membrane and gap thickness. Limiting frequencies of 

the arrays are calculated considering water as the immersion fluid (𝑐𝑐0 = 1500 m/s, 𝜌𝜌 = 1000 

kg/m3). As the aluminum and Parylene-C thickness is comparable to the silicon nitride 

thickness, calculation is done with the CMUT model incorporating static FEA for stiffness 

matrix calculation [64]. A comparison of the array geometries and their limiting 

frequencies at 75% collapse voltage can be seen in Table 4.1. Calculated 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 values are 

considerably lower than the 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 values in both arrays, determining crosstalk induced 

array modes of the second symmetric vibration mode as the frequency limiting mechanism. 
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Table 4.1. 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 limited array properties and limiting factor frequencies  

250x250 µm2 section 

 

 

 

 

Membrane width [µm] 63 78 

Membrane pitch [µm] 68 83 

Silicon nitride thickness [µm] 1.5 

Electrode thickness [µm] 0.4 

Parylene-C thickness [µm] 3.0 

Gap thickness [nm] 275 

Fill factor [%] 86 88 

Aspect ratio [%] 2.4 1.9 

𝒇𝒇𝒊𝒊𝒊𝒊𝒊𝒊𝒈𝒈𝒆𝒆𝒆𝒆 [MHz] 2.24 1.36 

𝒇𝒇𝒂𝒂𝒓𝒓𝒆𝒆𝒊𝒊 [MHz] 11.74 8.00 

𝒇𝒇𝑭𝑭𝒓𝒓𝒂𝒂𝒈𝒈𝒈𝒈 [MHz] 22.06 18.07 
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4.1.1. Low Frequency CMUT Array Fabrication 

a) b)  

Figure 4.1: a) Cross section of a conventional surface micromachined CMUT with thin 
isolation layer over TE-BE overlap area. b) Cross section of CMUT with the extra layer 

of dielectric deposited over TE-BE overlap area. 

A modified version of the fabrication method described by Pirouz et al. [95] is 

utilized for 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 limited CMUT array fabrication. As seen in Figure 4.1(a), CMUT arrays 

fabricated with sacrificial layer technique have a thin layer of isolation separating the top 

electrode (TE) and the bottom electrode (BE) over the vacuum gap. During operation a 

high electric field is generated over the vacuum gap and isolation layer. Ideally, this high 

electric field should only exist over the membrane of the CMUT vibrating over the vacuum 

gap, but the electrical interconnections between CMUT cells also pass over the thin 

dielectric isolation layers. The resulting high electric fields on the thin isolation layer at 

these interconnections cause charging, dielectric breakdown, and increase parasitic 

elements. Pirouz et al. proposed introduction of a self-aligned lift-off step to the process 

flow, in which a thick dielectric layer is deposited between the TE and BE except for the 

sacrificial layer as seen in Figure 4.1(b). The simple addition of the additional dielectric 

layer reduced the electric field in unwanted areas without affecting the vacuum gap 

thickness, improving reliability and reducing parasitic capacitance. 
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a)  b)  

Figure 4.2: Sacrificial layer patterning with a) wet etching and over etching and b) lift-off 
without over etching. 

Details of the fabrication process utilized in fabrication of 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 limited CMUT 

arrays is shown in Figure 4.3. Starting with a 4” <100> silicon wafer with 3 µm thermal 

oxide, chromium of 360 nm thickness is sputtered and patterned to form the BE of the 

CMUT arrays. A 275 nm PECVD oxide layer is deposited and patterned with negative 

photoresist. The PECVD oxide is etched via anisotropic reactive ion etching (RIE) to the 

chromium BE. Without doing a photoresist strip, 275 nm of copper is evaporated on the 

wafer and lift-off is carried out to establish the sacrificial layer. The benefit of a copper 

lift-off process is the avoidance of wet etching in patterning of the sacrificial layer, which 

is harder to control and can cause over etching. An example of wet etched sacrificial layer 

with over etching in comparison with a sacrificial layer fabricated through lift-off can be 

seen in Figure 4.2. Over etching should especially be avoided if the CMUT membrane 

dimensions are small and therefore especially susceptible to variations in membrane 

geometry. Copper is chosen as the sacrificial layer as it can be etched very selectively with 
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chromium and silicon nitride, removing the need for an additional passivation layer 

between BE and sacrificial layer.  

Low stress PECVD silicon nitride is deposited as the membrane and isolation layer. 

The TE is not embedded in the membrane to maximize isolation and reliability. Deposition 

of silicon nitride is carried out in two steps. After an initial deposition of 450 nm thickness, 

etch holes are patterned and etched via RIE to reach the sacrificial layer. The wafer is 

immersed in copper etchant APS 100 to etch the sacrificial layer. As the TE has not been 

patterned removal of the sacrificial layer can be easily monitored. The wafer is rinsed 4-5 

times in water to remove any copper residues and dipped in isopropyl alcohol (IPA) 

overnight. As the gap thickness of the arrays are larger than 100 nm, the sample is dried in 

an oven with temperature of about 85-90°C for about 1 hour. 1050 nm of silicon nitride is 

deposited to seal the membranes and reach the desired membrane thickness. The TE is then 

formed by sputtering a 400 nm of aluminum silica (AlSi 1%) and photolithography. 

Finally, connection to the BE is obtained by patterning the bond pads and etching the 

silicon nitride layer via RIE. All mentioned process steps are carried out at temperatures 

below 250°C, indicating compatibility with CMOS wafers.  
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Figure 4.3: Schematic of fabrication process flow of 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 limited CMUT arrays  
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4.2. Arrays Limited by Bragg Scattering 

Table 4.2. 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 limited array properties and limiting factor frequencies  

75x75 µm2 section 

  

Membrane width [µm] 15 

Membrane pitch [µm] 25.00 21.36 

Hafnium oxide thickness [µm] 0.3 

Silicon nitride thickness [µm] 1.0 

Electrode thickness [µm] 0.3 

Parylene-C thickness [µm] 2.0 

Gap thickness [nm] 80 

Fill factor [%] 36 49 

Aspect ratio [%] 8.7 

𝒇𝒇𝒊𝒊𝒊𝒊𝒊𝒊𝒈𝒈𝒆𝒆𝒆𝒆 [MHz] 32.42 

𝒇𝒇𝒂𝒂𝒓𝒓𝒆𝒆𝒊𝒊 [MHz] 121.5 

𝒇𝒇𝑭𝑭𝒓𝒓𝒂𝒂𝒈𝒈𝒈𝒈 [MHz] 60 70.22 
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Two single element array geometries are designed for 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 limited operation 

analysis. An area of 250 µm x 250 µm is populated with silicon nitride square membranes 

of 15 µm width and two different membrane pitches: 25 and 21.36 µm, resulting in 39% 

and 49% 𝐹𝐹𝐹𝐹, respectively. Electrodes are embedded in the membranes with an isolation 

layer of hafnium oxide (𝐸𝐸 = 160 GPa, 𝜌𝜌 = 9700 kg/m3) to reduce the collapse voltage. 

Similar to the 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 limited arrays, electrode coverage is kept constant at 56% and a final 

layer of Parylene-C is deposited to electrically isolate the arrays. Arrays are fabricated 

together, and the limiting frequencies are calculated with the FEA incorporated CMUT 

model considering water as the immersion fluid. A comparison of the array geometries and 

their limiting frequencies at 90% collapse voltage can be seen in Table 4.2. The calculated 

𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 values are considerably lower than the 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 values in both arrays, determining 

Bragg scattering as the frequency limiting mechanism.  

4.2.1. High Frequency CMUT Array Fabrication 

A modified version of the fabrication method described by Xu et al. [76] is utilized 

for 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 limited CMUT array fabrication. Unlike the low frequency 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 limited arrays, 

high frequency CMUT arrays require significantly smaller gap thicknesses to effectively 

operate within feasible bias voltages. In CMUT arrays of small gap thickness, the choice 

of dielectric isolation layer material becomes a significant factor in determining the 

electromechanical performance of the CMUT. To maximize the electromechanical 

coupling factor, the applied DC bias should be close to the collapse voltage of the CMUT. 

The collapse voltage is determined by the effective gap of the CMUT, which is dependent 

on the vacuum gap thickness, isolation layer thickness, and its relative permittivity. For a 
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set effective gap, the SNR of the CMUT array proportional to the vacuum gap thickness. 

Ideally, SNR at a given applied voltage can be maximized by removing the isolation layer 

and operating with a gap comprised of only vacuum. However, an isolation layer between 

the TE and BE is crucial to ensure the electrodes do not electrically short during full gap 

swings in transmit and near collapse operation during receive. Instead, a similar increase 

in SNR can be supplied by increasing the relative permittivity of the dielectric material. 

This high relative permittivity dielectric material must also be able to withstand the electric 

fields generated within it during CMUT operation, especially at the above mentioned 

TE/BE interconnect overlap areas or if the CMUT has collapsed. Unfortunately, there 

exists a tradeoff between dielectric breakdown strength (𝐸𝐸𝐵𝐵𝐷𝐷) and the relative permittivity 

(𝜀𝜀𝑎𝑎). As a result, the figure of merit one should maximize in choosing the dielectric 

isolation material is actually the product: 𝐸𝐸𝐵𝐵𝐷𝐷𝜀𝜀𝑎𝑎.   

In sacrificial layer technique fabrication of CMUT arrays, the isolation layer and 

membrane layer can be constructed with the same dielectric material, eliminating any 

adverse effects that might arise from material mismatch, such as adhesion issues and 

residual stress. The low stress PECVD silicon nitride utilized in 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 limited array 

fabrication demonstrates a 𝐸𝐸𝐵𝐵𝐷𝐷 = 6.5 𝑀𝑀𝑉𝑉/𝑐𝑐𝐼𝐼, and 𝜀𝜀𝑎𝑎 = 6.3 [94]. Replacing the isolation 

layer with hafnium oxide deposited by atomic layer deposition (ALD), which demonstrates 

a 𝐸𝐸𝐵𝐵𝐷𝐷 = 4 𝑀𝑀𝑉𝑉/𝑐𝑐𝐼𝐼, and 𝜀𝜀𝑎𝑎 = 15 [76], one can improve the electrostatic force generated 

on the CMUT more than 2 times. Layers deposited with ALD are intrinsically stress-free. 

However, depending on the processing temperature of the ALD process, the thermal 

mismatch between the silicon substrate and the hafnium oxide layer can cause thermal 
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stress, which can affect the curvature of the CMUT membrane and even cause the device 

layer to peel-off, as seen in Figure 4.4.  

 

Figure 4.4: Catastrophic peel-off of CMUT membrane due to thermal stress in hafnium 
oxide isolation layer. 

Details of the fabrication process utilized in fabrication of 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 limited CMUT 

arrays is shown in Figure 4.5. Starting with a 4” <100> silicon wafer with 3 µm thermal 

oxide, chromium of 375 nm thickness is sputtered and patterned to form the BE of the 

CMUT arrays. Before establishing the sacrificial layer, half of the isolation layer is 

deposited on the BE to reduce the effect of thermal stress on the membrane. A hafnium 

oxide layer of 150 nm thickness is deposited with 1000 thermal ALD cycles at 250°C. To 

avoid over etching, a sacrificial layer of 80 nm of copper patterned on the wafer with lift-

off. This is followed by the deposition the remaining hafnium oxide layer of 150 nm 

thickness via ALD. After the isolation has been established, 300 nm of aluminum silica 

(AlSi 1%) is sputtered and patterned to form the TE. 300 nm of low stress PECVD silicon 

nitride is deposited as initial membrane formation. As the next step, etch holes are patterned 
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and etched via RIE to reach the sacrificial layer. It should be noted that, a separate sulfur 

hexafluoride (SF6) chemistry is needed to etch the hafnium oxide layer in addition to the 

standard fluoroform (CHF3) chemistry used to etch silicon nitride. SF6 is particularly 

aggressive to photoresist and one must be careful to use sufficiently thick photoresist. 

Sacrificial layer is etched via immersion in copper etchant APS 100 and the wafer is rinsed 

4-5 times in water to remove any copper residues and dipped in isopropyl alcohol (IPA) 

overnight. As the gap thickness of the arrays are smaller than 100 nm, the sample is dried 

in CO2 super critical dryer chamber, to avoid stiction. The remaining 700 nm of silicon 

nitride is deposited to seal the membranes and reach the desired membrane thickness. 

Finally, connection to the BE and TE is obtained by patterning the bond pads and etching 

the silicon nitride and hafnium oxide layer via RIE. Similar to 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 limited array 

fabrication, temperatures of all processes do not exceed 250°C, indicating compatibility 

with CMOS wafers.  
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Figure 4.5: Schematic of fabrication process flow of 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 limited CMUT arrays  
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4.3. Experimental Validation 

Validation experiments consisted of pressure measurements and admittance 

measurements. Pressure measurements are effective in demonstrating the limiting 

mechanisms, but are limited by the frequency range of the hydrophone sensitivity and the 

transmitter pulse. Admittance/impedance measurements are susceptible to electrical 

parasitic elements but are not limited by any additional transmit-receive components, 

resulting in a more broadband analysis. Therefore, pressure measurements are used for 

𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 limited arrays and admittance measurements are used for both 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 and 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 

limited arrays. It should be noted that, even though both measurements are effective in 

demonstrating limiting mechanisms, they reveal different characteristics of the CMUT 

array. On axis pressure measurements consider a single point and involve diffraction, 

making them especially relevant for imaging performance. In comparison, 

admittance/impedance measurements provide information on both the radiated and non-

radiated components allowing these measurements to show non-radiated features or 

features that can be lost due to wave propagation, such as the asymmetric vibration modes 

that are predicted by the model. 

4.3.1. Pressure Measurements 

Pressure output of the 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 limited arrays are measured in a water tank at a normal 

angle and 10 mm distance, corresponding to the far field region of the CMUT arrays. 

Arrays are biased to 70 V and excited with a 50 ns long 70 V unipolar pulse, which is then 

used in the time domain model to obtain the simulated pressure output. The generated 

pressure is measured by a hydrophone calibrated between 1 to 20MHz. Figure 4.6 and 
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Figure 4.7 show the measured and simulated pressure outputs and their normalized 

frequency response. The measurements and simulations are in good agreement with each 

other in both time domain and frequency domain. The main discrepancy is identified as the 

ringing tail generated by silicon substrate ringing, which is not included in the simulation. 

The arrays demonstrate broadband acoustic behavior in agreement with an earlier study, 

with approximately 100% 𝐹𝐹𝐵𝐵𝐵𝐵 and 5MHz 𝑓𝑓𝑐𝑐𝑎𝑎𝑛𝑛𝑐𝑐𝑎𝑎𝑎𝑎 for 63 µm arrays and 90% 𝐹𝐹𝐵𝐵𝐵𝐵 at 

4MHz 𝑓𝑓𝑐𝑐𝑎𝑎𝑛𝑛𝑐𝑐𝑎𝑎𝑎𝑎 for 78 µm arrays. The frequency response of the pressure signals clearly 

demonstrate the limiting effect of the crosstalk induced array modes, observed as a -6 dB 

dip in the vicinity of 𝑓𝑓𝑎𝑎𝑛𝑛𝑛𝑛𝐵𝐵𝑐𝑐𝑎𝑎, and a much stronger dip exceeding -30 dB in the vicinity of 

𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎. The limiting effect of the silicon substrate ringing mechanism is also observed in the 

measurement as a dip around 7.7MHz. 

 

Figure 4.6: Comparison of simulated and measured pressure signals of 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 limited 
arrays in time domain. 
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Figure 4.7: Comparison of simulated and measured pressure signals of 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 limited 
arrays in frequency domain. The blue and red arrows denote the limiting frequencies of 
the crosstalk induced array modes and the black arrow denotes the dip in the frequency 

response due to wafer ringing 

4.3.2. Admittance Measurements 

Among the components that can be acquired from admittance/impedance 

measurements of CMUT arrays, conductance is especially suitable as the effect of parasitic 

capacitance is isolated in the susceptance. Figure 4.8 shows the comparison of the 

measured and simulated conductance of the 78 µm array immersed in water at three 

different bias voltages. The conductance values clearly demonstrate the effect of the 

limiting factors along with other vibroacoustic mechanisms across a broad frequency band, 

including array modes generated by the symmetric vibration modes (𝑓𝑓𝑎𝑎𝑛𝑛𝑛𝑛𝐵𝐵𝑐𝑐𝑎𝑎, 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎, and 3rd 

symmetric mode), the asymmetric vibration modes (1st and 2nd asymmetric mode), and 

Bragg scattering (𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵). Of note are the asymmetric vibration modes, predicted 

accurately by the model and observed in the admittance data as a small peak around 4MHz. 
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These modes are only predicted by a full finite size array simulation and are not observed 

in far field pressure measurements, indicating the value of admittance measurements for 

model verification.  

 

Figure 4.8: Comparison of simulated and measured conductance of 78 µm array. The 
colored arrows denote the limiting frequency of the crosstalk induced array modes and 

the black arrow denotes the limiting frequency due to Bragg scattering. 

For high frequency arrays with Bragg scattering limited frequency response, 

admittance measurements are conducted since the pressure output measurements were out 

of the range of the available hydrophones. Figure 4.9 shows the real part of the admittance 

measured in water at 90% collapse voltage for arrays with same membrane geometry but 

different periodicity leading the different 𝐹𝐹𝐹𝐹s of 36% and 49%, respectively. The 

simulations accurately predict the constant single membrane resonance and higher shifting 

𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 with increasing 𝐹𝐹𝐹𝐹. Similar to 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 limited array measurements, the effect of 

silicon substrate ringing is observed in the measured conductance around the multiples of 
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7.7MHz, resulting in additional peaks and dips that are not observed in the simulated 

admittance.  

 

Figure 4.9: Comparison of simulated and measured conductance of 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 limited arrays 
of 36% and 49% 𝐹𝐹𝐹𝐹 in water. The colored arrows denote the frequencies of Bragg 
scattering and the black arrow denotes the frequency of the crosstalk induced array 

modes in the vicinity of 𝑓𝑓𝑎𝑎𝑛𝑛𝑛𝑛𝐵𝐵𝑐𝑐𝑎𝑎. 

4.3.3. Water vs FC-70 

As it is directly proportional to the speed of sound in the immersion medium, Bragg 

scattering based limits can be further validated using an immersion fluid with a different 

speed of sound. A suitable fluid for such an analysis is FC-70 (𝑐𝑐0 = 691 m/s, 𝜌𝜌 = 1940 

kg/m3), which has nearly half the speed of sound in water while having similar acoustic 

impedance. Therefore, operation in FC-70 should result in an approximately 50% decrease 

in 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 while maintaining similar 𝑓𝑓𝑎𝑎𝑛𝑛𝑛𝑛𝐵𝐵𝑐𝑐𝑎𝑎 and 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 values. Such a reduction in the upper 

frequency limit would result in a drastically more narrowband frequency response and a 

𝑓𝑓𝑐𝑐𝑎𝑎𝑛𝑛𝑐𝑐𝑎𝑎𝑎𝑎 shift to lower frequencies in 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 limited array operation.  
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Table 4.3. 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 limited limiting factor frequencies in FC-70 

75x75 µm2 section 

  

Fill factor [%] 36 49 

𝒇𝒇𝒊𝒊𝒊𝒊𝒊𝒊𝒈𝒈𝒆𝒆𝒆𝒆 [MHz] 28.19 

𝒇𝒇𝒂𝒂𝒓𝒓𝒆𝒆𝒊𝒊 [MHz] 146.1 

𝒇𝒇𝑭𝑭𝒓𝒓𝒂𝒂𝒈𝒈𝒈𝒈 [MHz] 27.64 32.35 

The limiting frequencies of the 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 limited arrays immersed in FC-70 can be 

seen in Table 4.3. The effect of the lower 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 values in FC-70 can be observed in Figure 

4.10, in which Bragg resonance dips nearly at half the frequencies as compared to water is 

visible in both the admittance measurement results and the simulations. Note that when 

𝑓𝑓𝑎𝑎𝑛𝑛𝑛𝑛𝐵𝐵𝑐𝑐𝑎𝑎 and 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 values are close to each other, the effect of Bragg scattering dominates 

the effect of crosstalk induced array modes, leading to a further shift to lower frequencies. 

Although the model predicts the main structures well into the higher frequencies, the 

impact of parasitic effects, especially inductance of the bondwires and PCB traces makes 

the fit to measurements less accurate.  Nevertheless, these measurements in two different 

immersion fluids verify the main outputs of the model in terms of frequency limiting 

factors. 
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Figure 4.10: Comparison of simulated and measured conductance of 𝑓𝑓𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝐵𝐵 limited arrays 
of 36% and 49% 𝐹𝐹𝐹𝐹 in FC-70. The colored arrows denote the frequencies of Bragg 
scattering and the black arrow denotes the frequency of the crosstalk induced array 

modes in the vicinity of 𝑓𝑓𝑎𝑎𝑛𝑛𝑛𝑛𝐵𝐵𝑐𝑐𝑎𝑎.  

4.4. Integrated Guidewire IVUS Imaging System 

A variation of the 20 µm square array geometry from the guidewire IVUS case 

study is fabricated with slight variation. While keeping the lateral dimensions and thickness 

the same, the total array size is increased to 300x1000 µm2, corresponding to 40 

membranes for each element. Silicon nitride of 200 nm thickness is chosen as the isolation 

layer, and with a vacuum gap of 50 nm the collapse voltage is increased to 100 V. A 

micrograph of the fabricated CMUT array shown in Figure 4.11. The fabricated CMUT 

array is integrated to a CMOS system-on-a-chip (SoC) with channel reduction, transmit, 

and receive electronics, forming a full ultrasound imaging system suitable for integration 

on a 0.035” guidewire [96-98]. 
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Figure 4.11: Micrograph of fabricated IVUS CMUT array [55].  

4.4.1. Ultrasound Imaging System Characterization 

 

Figure 4.12: Measured 𝑓𝑓𝑐𝑐𝑎𝑎𝑛𝑛𝑐𝑐𝑎𝑎𝑎𝑎 of each CMUT array element [55].  

Electrical impedance measurement is performed for each of the 12 elements to 

determine device uniformity through resonance frequency in air. An average resonance 

frequency of 38.7MHz is observed at 80% collapse with a 90 kHz standard deviation 

between all elements, showing less than 1% 𝑓𝑓𝑐𝑐𝑎𝑎𝑛𝑛𝑐𝑐𝑎𝑎𝑎𝑎 deviation among array elements, as 

seen in Figure 4.12.  
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a)  

b)  

c)  

Figure 4.13: Measurement setup for a) transmitter, b) receiver, and c) pulse-echo 
characterization of SoC [97]. 

Ultrasound imaging system characterization is carried out on the CMUT elements 

biased to 80% collapse. Transmitter characterization of the ultrasound imaging system is 

carried out with an Onda HGL-0085 hydrophone calibrated between 0-60 MHz. CMUT 

elements are actuated with a 12.5 ns 40 V pulse and the generated pressure output is 

measured on axis at a 1 cm distance, as seen in Figure 4.13(a). A transmitter spectrum of 

37.0 MHz 𝑓𝑓𝑐𝑐𝑎𝑎𝑛𝑛𝑐𝑐𝑎𝑎𝑎𝑎 and 27% -3 dB 𝐹𝐹𝐵𝐵𝐵𝐵 is measured. Receiver characterization of the 

ultrasound imaging system is carried out with an Olympus V358-SU piezoelectric 

transducer with 50 MHz 𝑓𝑓𝑐𝑐𝑎𝑎𝑛𝑛𝑐𝑐𝑎𝑎𝑎𝑎 used to generate a pressure pulse, which is then received 
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by the CMUT elements, as seen in Figure 4.13(b). The spectrum of the piezoelectric 

transducer pressure output is measured with the Onda HGL-0085 hydrophone calibrated 

between 0-60 MHz, and subtracted from the measured signal spectrum to obtain the actual 

receiver frequency response. A receiver spectrum of 36.5 MHz 𝑓𝑓𝑐𝑐𝑎𝑎𝑛𝑛𝑐𝑐𝑎𝑎𝑎𝑎 and 19% -3 dB 

𝐹𝐹𝐵𝐵𝐵𝐵 is measured. Full system characterization of the ultrasound imaging system is carried 

out through pulse-echo measurements with the water-air interface at 5 mm distance as the 

planar reflector, as seen in Figure 4.13(c). The CMUT elements are used as both transmitter 

and receiver to obtain the transient echo generated by the water-air interface, as seen in 

Figure 4.14. The pulse-echo signal spectrum is measured to have a 35.1 MHz 𝑓𝑓𝑐𝑐𝑎𝑎𝑛𝑛𝑐𝑐𝑎𝑎𝑎𝑎 and 

14% -3 dB 𝐹𝐹𝐵𝐵𝐵𝐵. The frequency response of all characterization can be seen in Figure 

4.15. The SNR is obtained by dividing the peak voltage output of the pulse-echo signal to 

the root mean square (RMS) of output-referred noise of the ultrasound imaging system, 

resulting in an SNR of 36 dB. 

 

Figure 4.14: Transient pulse-echo signal of pulse-echo characterization [97]. 
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Figure 4.15: Transmitter, receiver and pulse-echo spectrums of the SoC [97]. 

4.4.2. System Imaging Measurement 

 

Figure 4.16: Imaging test setup of the ultrasonic imaging system [97]. 

The integrated ultrasound imaging system is utilized to obtain ultrasonic images of 

three 100 μm diameter metal wires placed above the CMUT array, as seen in Figure 4.16. 

Image reconstruction is carried out with pulse-echo signals from all 12x12 transmit-receive 
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pairs to perform off-line processing and beamforming. Synthetic phased array technique is 

applied together with dynamic transmit and receive beamforming to calculate each pixel’s 

intensity value. Standard delay-and-sum method, in which the ultrasound flight time is 

calculated from a particular transmit element to every pixel point in the image and back to 

receive element is utilized. The reconstructed image, as seen in Figure 4.17, shows the 

cross-sectional view of the wires, imaged in a gray scale dynamic range of 35 dB, where 

the brightest spot corresponds to peak signal level. This is close to the desired 40 dB 

dynamic range for clinical IVUS systems. The lateral resolution of the 3rd wire at 8 mm 

distance is 560 μm, in agreement with the expected resolution from a 300 μm aperture at 

37 MHz. The image also shows two additional bright spots, which are artifacts due to 

reflection from the bondwire and packaging of the system. 

 

Figure 4.17: Constructed image of metal wires with 35 dB grey scale dynamic range [97]. 
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CHAPTER 5. RECEIVER ELECTRONICS INTEGRATION 

ANALYSIS 

It has been demonstrated in previous chapters that CMUT arrays can be designed 

to obtain broadband operation and high SNR. However, to fully take advantage of the 

CMUT arrays potential, one must consider the electrical termination integrated to the 

CMUT arrays. As previously discussed, electronic integration to CMUT arrays can be 

carried out with ease with multiple methods available, such as post-CMOS processing 

monolithic integration or flip-chip bonding. The analyses in the previous chapters 

considered low impedance termination, enabling thermal mechanical noise limited system 

assumption. However, the overall performance of the CMUT imaging system can be 

further improved by implementing impedance matching schemes between the CMUT 

element and the integrated electronics. This is especially significant, as typical terminations 

using trans-impedance amplifier (TIA) and low-noise amplifier (LNA) structures act as 

short-circuit and open-circuit termination respectively, resulting in limited power transfer 

and high acoustic reflectivity. Although there has been here a few studies on CMUT 

performance improvements in terms of power transfer and acoustic reflection in literature 

[99, 100], a more comprehensive analysis is needed to provide intuitive understanding of 

key parameters and their trade-offs, especially considering the possibility of using active 

circuits offered by integrated electronics. 

In this chapter, different receive mode termination schemes are analyzed with 

respect to their capabilities in CMUT impedance matching. Afterwards, two different 

analysis methodologies to analyze power matching and acoustic matching performance is 
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introduced. Finally, the analysis methodologies are used to analyze the performance of a 

case study of 1D CMUT ICE array. 

5.1. Receive Mode Termination Schemes 

In receive mode operation, CMUT elements generate a change in current in 

response to a received acoustic signal, which is then converted to an output voltage via 

receive electronics. Therefore, front-end transceivers in CMUT imaging systems are 

generally chosen as TIAs, with structures based on LNAs also occasionally used. In 

comparison, TIAs present a low impedance and LNAs present a high impedance, which 

can be approximated as short-circuit and open-circuit termination respectively. However, 

as CMUTs demonstrate a complex impedance, neither termination is sufficient for CMUT 

impedance matching. Impedance matching of CMUT elements can be considered as two 

distinct functions, maximum power transfer from an acoustic signal to electrical domain 

and minimum acoustic reflection from an acoustic signal.  

5.1.1. Power Matching 

In electronics, for a complex source impedance 𝑍𝑍𝐷𝐷, maximum power transfer is 

obtained when the load impedance 𝑍𝑍𝐿𝐿 is written as: 

𝑍𝑍𝐿𝐿 = 𝑍𝑍𝐷𝐷∗ (5.1) 

In which the asterisk indicates the complex conjugate of the variable. CMUT elements can 

be approximated as a Mason equivalent circuit in receive mode, allowing one to obtain the 

frequency dependent electrical impedance of a CMUT element 𝑍𝑍𝐷𝐷𝑇𝑇𝐶𝐶𝑇𝑇. Therefore, 
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maximum power transfer from a CMUT element with a receive circuitry of load impedance 

𝑍𝑍𝐷𝐷𝑇𝑇𝐶𝐶𝑇𝑇∗ . Assuming CMUT array aperture is significantly larger than the signal wavelength, 

the radiation impedance can be approximated as a resistor 𝑅𝑅. The source and load 

impedance at maximum power transfer then simply becomes:  

𝑍𝑍𝐷𝐷 = 𝑍𝑍𝐷𝐷𝑇𝑇𝐶𝐶𝑇𝑇 = 𝑅𝑅||𝐶𝐶 (5.2) 

𝑍𝑍𝐿𝐿 = 𝑍𝑍𝐷𝐷𝑇𝑇𝐶𝐶𝑇𝑇∗ = 𝑅𝑅|| − 𝐶𝐶 (5.3) 

5.1.2. Acoustic Matching 

During pulse-echo operation, the echoes generated in the medium are partially 

reflected by the transducer surface, resulting in propagation of a second unwanted set of 

ultrasonic waves. This effect, often referred to as multiple reflection reverberation, can 

cause noise and imaging artifacts, such as repetition of some of the imaged structures and 

appearance of bright bands in the axial direction if close parallel reflectors are present. 

Maximizing the power transfer from acoustic domain to electrical domain can be used to 

reduce the acoustic reflectivity of a CMUT element. Conversion and subsequent 

dissipation of the acoustic signal in electrical domain will naturally reduce the energy of 

the reflected acoustic signal. As a result, one might assume optimum conditions for power 

matching would coincide with optimum conditions for acoustic matching. However, 

acoustic impedance matching is achieved between medium and the CMUT surface, while 

power matching is achieved between the CMUT interface and front-end electronics. As a 

result, variation between the two optimum conditions is possible, especially if the CMUT 

radiation impedance is complex. 
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5.2. Impedance Matching Schemes 

a)  

b)  

c)  

Figure 5.1: Conceptual view of a) impedance matching network at the interface of the 
CMUT and electronics, b) narrowband 𝑅𝑅||L impedance matching, and c) broadband 

𝑅𝑅|| − C impedance matching. 

Impedance matching schemes can be determined by considering a matching 

network at the interface of the CMUT array and electronics, as seen in Figure 5.1 (a). 
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Considering Mason equivalent circuit of CMUT elements, the matching network needs to 

nullify the effect of the CMUT elements capacitance. Two impedance matching schemes 

can then be considered: inductor based impedance matching (𝑅𝑅||L), and negative 

capacitance based impedance matching (𝑅𝑅|| − C). Through the use of a 𝑍𝑍𝐿𝐿 = 𝑅𝑅||L, as seen 

in Figure 5.1 (b), perfect power matching to a 𝑍𝑍𝐷𝐷 = 𝑍𝑍𝐷𝐷𝑇𝑇𝐶𝐶𝑇𝑇 can be obtained. However, due 

to the different trends followed by 𝑍𝑍𝐷𝐷𝑇𝑇𝐶𝐶𝑇𝑇 and 𝑅𝑅||L, this matching would only occur in a 

very narrowband frequency range. A more broadband matching can be obtained using an 

active component of negative capacitance which would negate the CMUT element’s 

capacitance, as seen in Figure 5.1 (c), to form 𝑍𝑍𝐿𝐿 = 𝑅𝑅|| − C.  

a) b)  

Figure 5.2: a) Analyzed CMUT array geometry. b) Analyzed CMUT array impedance. 

To illustrate the difference between matching circuitry, a single element CMUT 

array of 665x665 µm2 and 𝑓𝑓𝑐𝑐𝑎𝑎𝑛𝑛𝑐𝑐𝑎𝑎𝑎𝑎 = 5 𝑀𝑀𝑀𝑀𝑀𝑀 is considered with 𝑅𝑅||L and 𝑅𝑅|| − C matching 

receive circuitry. The CMUT array is biased to 75% collapse and its input impedance is 

calculated. The analyzed array geometry and the calculated impedance can be seen in 

Figure 5.2. Matching 𝑅𝑅||L and 𝑅𝑅|| − C  receive circuitry is obtained for 5 MHz operation. 
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A comparison of the impedance of the matching receive circuitry and the CMUT array 

impedance can be seen in Figure 5.3. The improvement in bandwidth for 𝑅𝑅|| − C matching 

can be clearly seen when the real impedance of the CMUT array and receive circuitry is 

compared. 

a)  

b)   

Figure 5.3: Comparison of CMUT array impedance with a) 𝑅𝑅||L and b) 𝑅𝑅|| − C matching 
receive circuitry. 

The bandwidth of the two terminations can be analyzed through the power 

reflection coefficient [101] defined as: 

|𝑓𝑓2| = �
𝑍𝑍𝐷𝐷 − 𝑍𝑍𝐿𝐿∗

𝑍𝑍𝐷𝐷 + 𝑍𝑍𝐿𝐿∗
�
2

 (5.4) 
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A comparison of the power reflection coefficient of different termination with a sample 

CMUT element can be seen in Figure 5.4. From the figure, it can be seen that inductor 

based impedance matching operates only around 5 MHz, whereas negative capacitance 

based impedance matching operates in the range of 1-5 MHz. 

 

Figure 5.4: Power reflection coefficient comparison of different terminations. 

5.3. Analysis Methodology 

The effect of receive mode termination CMUT performance can be analyzed 

through pulse-echo mode modeling with integrated electronics. Using a fixed transmit 

configuration the echo generated from a perfect reflector can be received with varying 

receive termination. The transmitted pressure wave will propagate back and forth between 

the array and hard wall, as seen in Figure 5.5, generating multiple reflection output. As the 

transmit configuration is fixed, the 1st reflection is generated by the same pressure wave 

and variation is strictly due to the receive termination. Once the effect of the receiver 
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termination on the received signal strength is established, acoustic reflectivity of the 

CMUT element can then be analyzed by considering the amount of decrease observed in 

the following reflections.  

 

Figure 5.5: Time domain multiple reflection output utilized in acoustic reflectivity 
analysis. 

5.4. Case Study: 1D ICE Array 

A 1D CMUT array geometry developed for ICE imaging is chosen as a case study 

[49]. The investigated array geometry operates at a 𝑓𝑓𝑐𝑐𝑎𝑎𝑛𝑛𝑐𝑐𝑎𝑎𝑎𝑎 of 9 MHz and with a 𝐹𝐹𝐵𝐵𝐵𝐵 of 

65% with 15-ns-width 30 V unipolar pulse with no DC bias [95]. Analysis is conducted on 

a 3-element configuration of the CMUT array, as shown in Figure 5.6 (a). Array elements 

are operated in transmit-receive mode and the pulse-echo response from a perfect reflector 

at 1 cm distance is examined. Each element is biased at 36 V, corresponding to 90% of the 

collapse voltage, and terminated with the short circuit transmitter and distinct receiver 

circuitry and zero parasitic capacitance. The center element is excited with a 50-ns-width 
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36 V unipolar pulse, and the multiple echoes and the corresponding signals generated by 

each element is simulated. The CMUT element impedance is calculated for receiver 

circuitry component selection. The calculated output impedance of the center element and 

the equivalent 𝑅𝑅||𝐶𝐶 circuit is depicted in Figure 5.6 (b). 

a)  

b)  

Figure 5.6: a) Analyzed 1D CMUT array geometry. b) Output impedance of the center 
element of the designed CMUT array biased at 36 V and the equivalent 𝑅𝑅||𝐶𝐶 circuit. 

The designed array was used to obtain the output response of the array for different 

terminations employing the pulse-echo model. Figure 5.7 shows the output response of the 

CMUT for different terminations. Short-circuit (𝑃𝑃𝐶𝐶), open-circuit (𝑂𝑂𝐶𝐶), narrowband 

impedance matching with inductor (𝑅𝑅||L), and broadband impedance matching with 

negative capacitance (𝑅𝑅|| − C) are used for comparison between the CMUT’s response at 

the presence of each termination. Figure 5.7 (a) shows the response of 0.1 Ω termination, 
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which results in very weak echo, while Figure 5.7 (b) illustrates the response of 1 GΩ 

termination. Figure 5.7 (c) shows the response of a 𝑅𝑅||L (16𝑘𝑘Ω||45μH), chosen as the 

complex conjugate at 9 MHz. Figure 5.7 (d) shows the response of a parallel 𝑅𝑅|| − C 

(87𝑘𝑘Ω|| − 7.31pF) termination. As expected, the broadband matching provided by the 

negative capacitance supplies higher output signal (1st reflection), while the 2nd reflection 

has been strongly attenuated due to reduced acoustic reflectivity made possible by the 

better acoustic matching in mechanical domain. It should also be noted that broadband 

matching termination affects the CMUT response variation between the CMUT elements.   

 

Figure 5.7: The simulated CMUT response at the presence of: (a) a 𝑃𝑃𝐶𝐶 with 0.1 Ω 
termination, (b) an 𝑂𝑂𝐶𝐶 with 1 GΩ termination, (c) a narrowband matching circuit with 
𝑅𝑅||L (16𝑘𝑘Ω||45μH) termination, and (d) a broadband matching circuit with 𝑅𝑅|| − C 

(87𝑘𝑘Ω|| − 7.31pF) termination. 
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Figure 5.8: The simulated output acoustic pressure output of the CMUT for different 
terminations. 

Figure 5.8 shows the output acoustic pressure of the CMUT at 2 cm distance for 

different terminations. The 1st output acoustic pressure is the initial transmitted pressure 

wave, while the 2nd pressure output is the reflected pressure wave from the CMUT array. 

From the figure, it can be seen that the amount of pressure radiating back toward the 

medium is reduced through improved acoustic matching, with maximum reduction 

observed in broadband impedance matching with negative capacitance. The normalized 

CMUT output voltage frequency response for different terminations can be seen in Figure 

5.9. The 𝑅𝑅||L impedance matching demonstrates the lowest 𝐹𝐹𝐵𝐵𝐵𝐵 while the 𝑅𝑅|| − C 

impedance matching demonstrates the highest 𝐹𝐹𝐵𝐵𝐵𝐵 over 100%, providing a broader 

operation frequency range.  
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Figure 5.9: Frequency spectrum of the CMUT voltage output for different terminations. 

5.4.1. Power Transfer and Reflectivity Analysis 

The effect of termination on power transfer and acoustic reflectivity can be seen in 

Figure 5.10 and Figure 5.11 respectively. RMS power is calculated via multiplication of 

the voltage and current on the resistor of the receive termination, which is extracted and 

filtered in the range of interest (5-15 MHz). Reflectivity is calculated as the ratio of the 2nd 

echo power to the 1st echo power and normalized to the 𝑃𝑃𝐶𝐶 termination. Broadband 

impedance matching, through negation of the CMUT capacitance, provides better acoustic 

reflectivity and power transfer. However, the optimum resistive load for minimum acoustic 

reflectivity and maximum power transfer occur at different values. For the CMUT array 

geometry in our case study, minimum acoustic reflectivity is achieved at 87 kΩ, while 

maximum power transfer is achieved at 16 kΩ. 
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Figure 5.10: Normalized RMS power for different terminations vs. resistive load. 

 

Figure 5.11: Acoustic reflectivity for different terminations vs. resistive load. 

To evaluate the overall SNR, the total noise is obtained by integrating the power 

spectral density (PSD) of the total noise over the bandwidth of interest (5-15 MHz). The 

total PSD of the imaging system is the superposition of noise PSDs for two uncorrelated 

noise sources, the thermal-mechanical current noise of the CMUT and the input-referred 

noise of the front-end electronics. Figure 5.12 illustrates the overall SNR for different 
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values of ideal negative capacitance and optimum resistive load for minimum acoustic 

reflection. The overall SNR shows an improvement of 9 dB when the negative capacitor is 

chosen to be 99% of the CMUT static capacitance. It should be noted that an ideal negative 

capacitance circuitry with no noise is assumed and the CMUT current noise and resistive 

noise of receive circuitry is considered as the dominant noise source of the system.   

 

Figure 5.12: The overall SNR for different negative capacitances.  
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CHAPTER 6. CONCLUSIONS AND FUTURE WORK 

6.1. Conclusions 

High frequency ultrasound imaging arrays are important for a broad range of 

applications, from small animal imaging to photoacoustics. CMUT arrays are particularly 

attractive for these applications due to the large design space enabled by the flexibility of 

available fabrication processes and ease of integration with low noise receiver electronics 

that enables an overall improved performance. The objective of this research is to 

determine and verify performance limitations of high frequency CMUT arrays and develop 

a design methodology for specific operation requirements as well as to design, fabricate 

and characterize high frequency 1D CMUT array for IVUS imaging.  

6.2. Contributions 

6.2.1. Frequency Band Limitations and Design Methodology 

We established analysis methodologies based on specific figure of merits that 

enable compact analysis of CMUT array’s receiver, transmitter, and overall performance. 

We elected pressure noise spectrum as the ultimate receiver figure of merit, and pulse-echo 

SNR as the ultimate overall system parameter. We utilized these analysis methodologies 

to determine the effect of multiple design parameters on the frequency response and array 

performance for a case study of guidewire IVUS imaging arrays. Two vibroacoustic 

mechanisms were identified as frequency limiting mechanisms: Bragg scattering and 

crosstalk induced array modes. Based on these vibroacoustic mechanisms and the figure of 

merits, we established a design methodology for high frequency CMUT arrays. We 
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expanded the design methodology to encompass a broader frequency range and other 

applications.   

6.2.2. Experimental Validation and Imaging System Construction 

We utilized the developed design methodologies to design and fabricate two set of 

CMUT arrays operating in very different frequency operation ranges. Considering 

fabrication limitations for the different CMUT array geometries, we modified the 

fabrication process with respect to reliability or SNR. Using hydrophone and admittance 

measurement in comparison with simulations, we experimentally verified the frequency 

limiting mechanisms and the design methodology. We fabricated one of the analyzed 

guidewire IVUS array geometries and integrated it with a CMOS system-on-a-chip with 

transmitter and receiver electronics along with channel reduction capability. We analyzed 

the imaging system performance through pressure output, pitch-catch, and pulse-echo 

measurements. The imaging system demonstrated sufficient SNR with slightly narrower 

operation bandwidth. 

6.2.3. Receiver Electronics Analysis 

Finally, we analyzed the effect of receive electronics, focusing on impedance 

matching. Two impedance matching cases, narrowband inductor based and broadband 

negative capacitance based matching, was compared in a case study of 1D ICE imaging 

array. We established that negative capacitance based matching can drastically increase the 

power transferred from the acoustic medium to the electrical domain and significantly 

reduce the reflected portion of an input acoustic signal, without reducing the frequency 

operation bandwidth.  
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6.3. Future Work 

The research presented in this dissertation focused on non-collapse mode operation. 

However, the established vibroacoustic limiting mechanisms fundamental for all 

flextensional transducers. Therefore, the design methodology can be extended to 

piezoelectric micromachined ultrasonic transducers (PMUTs) and collapsed mode 

operation CMUTs. The relation between frequency band and SNR of such arrays can be 

analyzed to establish a similar operation design guideline. 

The preliminary analysis of the effect of membrane shape and array geometry on 

frequency band demonstrated higher operation bandwidth for circular membrane populated 

in a hexagonal array lattice. This increase in bandwidth makes them especially attractive 

for high frequency CMUT array design. However, the intrinsically lower fill factor of 

circular membrane arrays is expected to affect the overall SNR of the imaging system. 

Further analysis can be conducted to establish a similar design methodology for circular 

membrane arrays. 

 The research presented in this dissertation consider each element to operate in 

transmit-receiver mode, in which all elements are biased close to collapse while in transmit 

and receive mode. However, separating transmitter and receiver elements enable operation 

in different biases, which can further increase SNR. The effect of the resulting variation in 

single membrane dynamics across the CMUT array can be analyzed and if needed different 

design guidelines can be established.  

A simplified assumption of CMUT impedance as a resistor and capacitor have been 

utilized in determining the optimum receiver electronics for impedance matching. 



 140 

Coupling of the lumped nonlinear model into an electronics simulator, such as SPICE, can 

enable analysis of realistic complete imaging systems. As a result, realistic SNR and 

operation bandwidth operation can be calculated. 
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APPENDIX A. SAMPLE MATLAB CODES FOR RECEIVER 

ANALYSIS 

A.1. Impedance and Thermal Mechanical Current Noise Calculation 

Using transient simulation data of Gaussian input voltage pulse and output current. 

%% Electrical Impedance and Noise Analysis 
  
% Find peak voltage pulse and time step 
% To adjust FFT time frame 
  
del_t=(t(2)-t(1)); % Time step 
V_pulse_ind=find(myvin==max(myvin),1); % Voltage pulse indice 
  
time_window=2.5e-6; % FFT time window 
  
ind_start=V_pulse_ind-round(50e-9/del_t); 
ind_end=ind_start+round(time_window/del_t); 
  
% Convert voltage and current to frequency domain 
% Calculate the FFT of the input voltage 
  
fs= 1/(t(2)-t(1)); 
y = myvin(ind_start:ind_end); 
% plot(y) 
mymean=myVdc(end); 
y=y-mymean; 
N = 16*2^nextpow2(length(y)); 
X = ((fft(y,N)))/(length(y)); 
X=2*X; 
V_comp = X; % Complex voltage 
  
% Calculate the FFT of the output current 
  
y = Iall(ind_start:ind_end); 
% plot(y) 
mymean=mean(y); 
y=y-mymean; 
N = 16*2^nextpow2(length(y)); 
X = ((fft(y,N)))/(length(y)); 
X=2*X; 
I_comp = X; % Complex current 
  
F = linspace(0,fs,N); % Frequency 
  
% Calculate Z_cmut 
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Z_cmut_comp = V_comp./I_comp; 
Z_cmut_comp(1)= Z_cmut_comp(2); % CMUT element impedance 
  
% Calculate the base impedance 
  
Z_temp = 1./(1i*2*pi*F*Ct(length(Ct))); % CMUT capacitance impedance 
  
% Adjust the frequency range 
  
F_start=5e6; 
F_end=200e6; % Frequency range of interest 
  
ind1 = find(F > F_start, 1); 
ind2 = find(F > F_end, 1); 
  
Z_cmut_comp = Z_cmut_comp(ind1:ind2); 
 
% Calculate the admittance 
  
Y_cmut_comp = 1./Z_cmut_comp; 
 
% Calculate thermo-mechanical noise 
  
k_boltz = 1.3806488e-23; % Boltazmann’s constant 
T = 37+273.15; %[Kelvin] RT = ~25C, body temperature = 37C 
I_cmut_TM_noise = 4*k_boltz*T.*real(Y_cmut_comp);  
% Thermal mechanical current noise spectrum 
 
F1 = linspace(F_start,F_end,length(I_cmut_TM_noise)); 
 
% Integrated thermal mechanical current noise 
 
% I_cmut_noise_sq = sum(abs(I_cmut_TM_noise))*(F1(2)-F1(1)); 
%Rectangular estimation 
 
I_cmut_noise_sq = trapz(F1,real(I_cmut_TM_noise));  
%Trapezoidal estimation 

A.2. Plane Wave Pressure Sensitivity and Transformer Ratio Calculation 

Using transient simulation data of Gaussian input force pulse, output current, and 

membrane displacements. 

%% Force to Current Analysis 
 
del_t=(t(2)-t(1)); % Time step 
  
app_p=App_p; % Transient applied pressure 
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% Calculate average velocity 
  
patchno=2; % Number of patches 
%First two are generally the electrode area 
  
disp_ave=zeros(length(t),1); 
   
%For calculating the average displacement of electrode area 
  
for indec=transmitters 
    for indec2=1:2 
        disp_ave=disp_ave+disp(:,(indec-1)*patchno+indec2)... 
            *Areas(patchno*(indec-1)+indec2); 
    end 
end 
 
Area_cmut_act=0; % Active CMUT area 
  
for indec=transmitters 
    for indec2=1:2 
        Area_cmut_act=Area_cmut_act+Areas(patchno*(indec-1)+indec2); 
    end 
end 
  
disp_ave=disp_ave/(Area_cmut_act); % Average CMUT element displacement 
 
if xy_sym==1 
    Area_cmut_act=2*Area_cmut_act; 
elseif xy_sym==2 
    Area_cmut_act=4*Area_cmut_act; 
end 
  
% figure; plot(t,disp,t,disp_ave,'o') 
  
u_ave=gradient(disp_ave,t(2)-t(1)); % Average CMUT element velocity 
  
% Find the indices for force pulse 
  
F_pulse_ind=find(app_p==max(app_p),1); 
  
ind_start=F_pulse_ind-round(50e-9/del_t); 
ind_end=ind_start+round(time_window/del_t); 
  
% Check velocity with current 
% figure; 
% figure; 
% plot(t(ind_start:ind_end),Iall(ind_start:ind_end)... 
%     /max(abs(Iall(ind_start:ind_end)))) 
% hold on 
% plot(t(ind_start:ind_end),-u_ave(ind_start:ind_end)... 
%     /max(abs(u_ave(ind_start:ind_end))),'o') 
 
% Calculate total force 
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Force_tot=zeros(length(t),1); 
  
for indec=transmitters 
    for indec2=1:patchno 
        Force_tot=Force_tot+app_p*Areas((indec-1)*patchno+indec2); 
    end 
end 
  
if xy_sym==1 
    Force_tot=2*Force_tot; 
elseif xy_sym==2 
    Force_tot=4*Force_tot; 
end 
  
% Convert velocity and current to frequency domain 
% Calculate the FFT of the velocity 
fs= 1/(t(2)-t(1)); 
  
y = u_ave(ind_start:ind_end); 
% plot(y) 
mymean=mean(y); 
y=y-mymean; 
N = 16*2^nextpow2(length(y)); 
X = ((fft(y,N)))/(length(y)); 
X=2*X; 
u_comp = X; % Complex velocity 
  
% Calculate the FFT of the current 
y = Iall(ind_start:ind_end); 
% plot(y) 
mymean=mean(y); 
y=y-mymean; 
N = 16*2^nextpow2(length(y)); 
X = ((fft(y,N)))/(length(y)); 
X=2*X; 
I_comp = X; % Complex current 
  
% Calculate the FFT of the force 
y = Force_tot(ind_start:ind_end); 
% plot(y) 
mymean=mean(Force_tot(ind_start-500:ind_start)); 
y=y-mymean; 
N = 16*2^nextpow2(length(y)); 
X = ((fft(y,N)))/(length(y)); 
X=2*X; 
Force_comp = X; 
F = linspace(0,fs,N); 
  
% Calculate I/u (transformer ratio) 
  
phi = -I_comp./u_comp; 
phi(1)= phi(2); % Complex transformer ratio 
  
F_start=5e6; 
F_end=150e6; % Frequency range of interest 
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ind1 = find(F > F_start, 1); 
ind2 = find(F > F_end, 1); 
phi = phi(ind1:ind2); %10-100MHZ 
F1 = linspace(F_start,F_end,length(phi)); 
  
phi_val=real(mean(phi)); % Transformer ratio 
  
Vdc=myVdc(length(myVdc)); 
isol_eps_r=15; 
g_eq0=membranes{1,1}.gaps(1)+membranes{1,1}.isolation(1)/isol_eps_r;  
% The equivalent gap 
 
phi_temp=Vdc*Ct(length(Ct))/(g_eq0+disp_ave(length(disp_ave))); 
% Theoretical transformer ratio 
 
%%Calculating the I2F from the simulation 
  
I2F=Force_comp./I_comp; 
I2F(1)=I2F(2); % Complex force to current 
 
I2F = I2F(ind1:ind2); 
 
%%Calculating the P2I 
 
Area_cmut=0; 
  
for indec=transmitters 
    for indec2=1:patchno 
        Area_cmut=Area_cmut+Areas((indec-1)*patchno+indec2); 
    end 
end 
  
if xy_sym == 1 
    Area_cmut=Area_cmut*2; 
elseif xy_sym == 2 
    Area_cmut=Area_cmut*4; 
end 
  
P2I=abs(1./I2F)*2*Area_cmut; % Complex pressure to current 
 

A.3. Pressure Noise Spectrum Calculation 

Using calculated current noise and plane wave pressure sensitivity. 

% Calculate minimum pressure from I_cmut_TM_noise 
  
I_cmut_noise= I_cmut_TM_noise; 
I2F_noise=I2F; 
F_noise=F1; 
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Force_noise=abs(I2F_noise).*abs(I2F_noise).*I_cmut_noise; 
Force_noise=sqrt(Force_noise); 
pin_noise=Force_noise/Area_cmut_act; % Pressure noise spectrum 

A.4. Ideal Piston Radiation Impedance Calculation 

For a rectangular baffled piston. 

%% Using the formula from "J. Lee and I. Seo, Journal of Sound and 
Vibration,vol. 198, no. 3, pp. 299-312, 1996/12/05/ 1996." 
 
function [ result ] = xIntFun( xRange, L, W, k) 
    xLen = length(xRange); 
    result = zeros(1,xLen); 
    for i = 1 : xLen 
        x = xRange(i); 
        result(i) = integral(@(y)yIntFun(y, x, L, W, k),0,L); 
    end 
end 
function [ result ] = yIntFun( yRange, x, L, W, k) 
    yLen = length(yRange); 
    result = zeros(1,yLen); 
    for i = 1 : yLen 
        y = yRange(i); 
        firstFun  = @(theta,x,y,L,W,k)... 
            (exp((-1i*k*(W-x)).*sec(theta))-1); 
        secondFun = @(theta,x,y,L,W,k)... 
            (exp((-1i*k*(L-y)).*sec(theta))-1); 
        thirdFun  = @(theta,x,y,L,W,k)... 
            (exp((-1i*k*(L-y)).*sec(theta))-1); 
        fourthFun = @(theta,x,y,L,W,k)... 
            (exp((-1i*k*(  x)).*sec(theta))-1); 
  
        firstInt  = integral(@(theta)firstFun... 
            (theta,x,y,L,W,k),0,atan((L-y)/(W-x))); 
        secondInt = integral(@(theta)secondFun... 
            (theta,x,y,L,W,k),0,atan((W-x)/(L-y))); 
        thirdInt  = integral(@(theta)thirdFun... 
            (theta,x,y,L,W,k),0,atan((  x)/(L-y))); 
        fourthInt = integral(@(theta)fourthFun... 
            (theta,x,y,L,W,k),0,atan((L-y)/(  x))); 
  
        result(i) = firstInt + secondInt... 
            + thirdInt + fourthInt; 
    end 
end 
 
%% Comparison to Ideal Piston 
% fluid_rho    = 1940;  %[kg/m^3]   FC-70 
% fluid_c      = 691;   %[m/s] 
  
fluid_rho    = 1000;   %[kg/m^3]   water 
fluid_c      = 1500;   %[m/s] 
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%%Ideal Piston Impedance calculation 
  
f=10e3:10e3:50e6; % Frequency range 
 
omega=f*2*pi; 
kRange=omega/fluid_c; 
j=sqrt(-1); 
  
L=2750e-6; % Piston length 
W=750e-6; % Piston width 
  
Z_rad = zeros(1,length(kRange)); 
parfor i = 1 : length(kRange) 
%     tic; 
    k= kRange(i); 
    Z_rad(i)=(-fluid_rho*fluid_c/pi())... 
        *integral(@(x)xIntFun(x, L, W, k),0,W); 
%     fprintf('%d took %d seconds\n',i,toc); 
end 
  
% figure;plot(f,real(Z_rad),f,imag(Z_rad)) 
  
save(['Piston Radiation Impedance for '... 
    num2str(L/1e-6) ' x ' num2str(W/1e-6) ' um Piston'],'-v7.3') 

A.5. Ideal Piston Pressure Noise Spectrum Calculation 

Using the radiation impedance of an ideal piston.  

Area_pist=L*W; % Piston area 
f_pist=f; % Frequency range 
  
k_boltz = 1.3806488e-23; % Boltzmann’s constant 
T = 37+273.15; %[Kelvin] RT = ~25C, body temperature = 37C 
F_piston_squared = 4*k_boltz*T.*real(Z_rad); 
pin_piston=sqrt(F_piston_squared)/Area_pist; 
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APPENDIX B. BATCH SIMULATION OF THE NONLINEAR 

LUMPED LARGE SIGNAL CMUT MODEL 

Membrane-type arrays such as CMUTs are particularly susceptible to acoustic 

crosstalk, which can impact their performance especially in terms of bandwidth. Accurate 

simulation of acoustic crosstalk and modeling of full arrays are therefore required to 

evaluate the performance of CMUT arrays. Full CMUT arrays can be comprised of several 

hundred to thousands of membranes, which would require considerable computational 

effort to simulate using standard 3-D finite element analysis (FEA). The transient nonlinear 

lumped large signal CMUT model reduces the complexity of these simulations by 

compressing the problem from three dimensions to two dimensions. The acousto-

mechanical coupling is solved over a surface mesh of the CMUT array, where equilibrium 

for the mesh nodes are described in terms of lumped mass, damping, stiffness, and radiation 

impedance. After Fourier decomposition, the full mechanical system forms a matrix 

equation composed of frequency independent mass, damping, and stiffness matrices, and 

a frequency dependent mutual acoustic impedance matrix. Due to the frequency dependent 

nature of the matrix equation, transient performance analysis of CMUT arrays require 

solving the mechanical system across a range of frequencies which is then converted into 

multi-input multi-output (MIMO) finite impulse response (FIR) filters. Unfortunately, the 

lumped CMUT model suffers from unsatisfactory memory and run-time scaling due to its 

dependence on a fully populated mutual impedance matrix. One method that can be utilized 

to overcome these limiting issues is incorporating batch simulation into the simulation 

process. 



 149 

 

Figure B.1: Transient CMUT array modeling flow chart. Different calculation domains 
are highlighted in different shading. Batch simulation can be conducted on blocks with 

red outline. 
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The standard simulation process using the lumped large signal CMUT model can 

be observed in Figure B.1. The modeling process can be divided into the different physical 

domains of CMUT array operation, denoted in the figure as blue shading for mechanical 

domain, green shading for vibroacoustic domain, yellow shading for electrostatic domain, 

and purple shading for the SIMULINK simulation domain. The computation limiting 

issues are observed mainly in the vibroacoustic domain, where the bulk of the frequency 

dependent calculations are present. Computational effort and time of the complete 

vibroacoustic system calculation can be significantly reduced through the batch simulation 

of the system at different frequencies. The frequency range of interest is divided into 

smaller sets, and the equation of motion and pressure transfer functions are calculated in 

as a multiple set of simulations. Clusters provided by the Partnership for an Advanced 

Computing Environment (PACE) enable parallel computation of the multiple set of 

simulations, further reducing the computation time. The frequency dependent transfer 

functions are then concatenated, forming the necessary FIR filters for the transient 

simulation. PACE clusters also enable batch simulation of transient SIMULINK models, 

allowing faster optimization of CMUT array design. Through running multiple transient 

simulations in parallel, faster analysis of design parameters of the electrical domain, such 

as electrical termination, transmitter pulsing method, vacuum gap, and DC bias, can be 

conducted. Furthermore, the increased computational capabilities provided by PACE 

clusters enable simulation of larger and more complex CMUT arrays, reducing 

approximation in CMUT array performance analysis. Access to PACE clusters can be 

obtained by applying online and completing the orientation supplied once every two weeks. 

Afterwards, the required simulations can be uploaded to the clusters using a Secure File 
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Transfer Protocol (SFTP) client and submitted using a secure shell (SSH) client. To further 

illustrate how batch simulation and the PACE clusters are utilized, a step-by-step run-

through of the CMUT modeling process is shown in Figure B.2.  
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Figure B.2: Step-by-step run-through of the CMUT array modeling process with PACE 
clusters.  
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