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ABSTRACT 
 
 
After defending the view that we can read off the metaphysics of the things we talk about from the 

form and interpretation of the language we use to talk about things, I develop and defend an 

account of the form and interpretation of propositional attitude reports (and some closely related 

constructions) and then read off the metaphysics of propositional attitudes. Views on the 

metaphysics of speech acts, propositions, and propositionally articulated thoughts also fall out of the 

account. The result is a tightly knit sets of views which I think together solve a number of 

outstanding philosophical problems. Given the centrality and importance of the attitudes and 

reports thereof to our making sense of ourselves and others as minded beings, not to mention their 

centrality to many domains of philosophy, the hope is that this makes a contribution to our self-

understanding. It should also be a contribution to cognitive science. 
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PREFACE 

 

Principally, this work is concerned with three interrelated subjects. First, the form and 

interpretation of propositional attitude reports like  

 

(1) Galileo believes that the earth moves. 

 

Second, the nature of what we report with such reports – to wit, propositional attitudes, like 

Galileo’s belief that the earth moves. And third, the nature of propositions like, for example, the 

proposition that the earth moves – expressible, as it happens, with the sentence  

 

(2) The earth moves. 

 

But many other topics of discussion come up along the way, including the form and interpretation 

of indirect, direct, and mixed reports like  

 

(3) Galileo said that the earth moves. 

(4) Galileo said ‘the earth moves’. 

(5) Galileo said that ‘the earth moves’. 

 

and the nature of what we report with such reports – to wit, speech acts like saying that the earth 

moves (with or without that very form of words). The justification for this is that, not only do these 

constructions have significant syntactic and semantic similarities, but they are used alongside one 

another with attitude reports in folk-psychological explanations or rationalizations of intentional 
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behavior, including importantly linguistic behavior – a topic that I briefly return to in the final 

chapter. 

The primary aim and motivation of the work is in fact to uncover the metaphysics of 

propositional attitudes. But the methodological stance I defend in the first chapter is that the only 

way to do this rigorously is to first get straight about the form and interpretation of the natural 

language sentences we use to report these attitudes. For natural languages as individuals speak them 

are, as I also argue chapter 1, our languages of propositionally articulated thought, thus inscribing 

our conceptual-categorical schemes. Once the form and interpretation of reports has been 

established, we can read off the metaphysics. 

Still other things that come up along the way include several bold empirical hypotheses, 

including the following: 

 

(a) We think propositionally articulated thoughts in our idiolects (which I think we may 

construe as individual versions of a public language, so for example my idiolect of English and 

yours). 

(b) There is a uniquely correct logical form for every contextually used sentence of the language. 

(c) This form corresponds with LF, viz. that level of syntactic description relevant to semantic 

interpretation. 

(d) We should take logical form to be as psychologically real as Chomskyans take LF to be – 

that is, in other words, we should accept a sort of psychologism. 

 

These claims are I think of independent interest, i.e. independently of metaphysical interests. But I 

also think that they justify the read off method and show metaphysics, as described, to be non-

trivial. So conceived, metaphysics is at once an investigation into our conceptual-categorical scheme 
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and also an investigation into the notional world, so the things of our Umwelt – the things of the 

world as we take it to be. And among these things, indeed central among these things, are ourselves 

qua minded beings, so the attitudes with reference to which we explain, predict, and rationalize one 

another and ourselves.  

With the preliminaries in place, I turn in the second chapter to the form of reports. On the 

received view, reports like the above are relational in logical form. (1), for example, is said to have 

the form  

 

believes(Galileo, that-the-earth-moves) 

 

with ‘that the earth moves’ like ‘Galileo’ construed as a singular term, i.e. a referring expression 

picking out an object: on most views, a proposition. (In the third chapter, I discuss views according 

to which the object is instead something just proposition-like: a natural language sentence, mental 

sentence, or the like.) The view of the form of these reports that I elaborate and defend is very 

different. On this view, which is motivated primarily – but not exclusively – by a certain problem 

known as Prior’s substitution problem, sentences like the above are not relational in logical form and 

that-clauses like ‘that the earth moves’ are not singular terms; they do not have the function of 

picking out an object. Instead, they have a predicatival function; they are used by speakers to type-

individuate events that the subjects of reports (e.g. Galileo) are said to participate in as subjects or 

agents. This idea is implemented with a thematically elaborated neo-Davidsonian event semantics. 

On this view, (1) has the form 

 

∃e[subject(Galileo) & believing(e) & [the earth moves](e)] 
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In developing this view, I make use of several additional lines of thought from Donald Davidson. 

Unavoidably, the interpretation of reports must also be discussed in this chapter; but the matter is 

taken up at greater length in the next.  

The view of the interpretation reports I elaborate and defend in the third chapter is 

motivated primarily – but again not exclusively – by another problem, known as Frege’s substitution 

problem. In this chapter, I also address several widely held views of ‘the objects of the attitudes’ that 

have been motivated by attempts to solve the problem – whether these objects be propositions or 

some other proposition-like objects. And I argue that all these attempts to solve the problem fail. In 

fact, one of the intended lessons of this chapter is that it is a mistake to think that attitudes have 

objects at all. Propositions I argue are not in the first instance objects of acquaintance but act types, 

or properties of acts or events more generally. And I argued that indirect, direct, mixed, and attitude 

reports alike are true just in case the subject of report participates as subject or agent in an event 

(act, state) exemplifying contextually salient properties exemplified by the reporter’s use in context 

of the content sentence of report (e.g. ‘the earth moves’ in (1)). 

In the fourth chapter, having set forth a view of the form and interpretation of propositional 

attitude reports, I read off the metaphysics of the propositional attitudes. On the resulting view, the 

propositional attitudes are not – as the received view has it – relations subjects bear to propositions 

(or proposition-like objects) but instead, very roughly put, ways of being in the world: to have an attitude 

is to participate as subject in a spatio-temporally extended world event. As I go on to explain, 

propositional attitudes as such do not show up in the scientific image. At best, the cognitive 

sciences, if aimed at providing mechanistic explanations of certain manifest cognitive capacities, 

describe some of the enabling conditions for having propositional attitudes. However, among the 

capacities explained by the cognitive sciences are the capacities to produce and comprehend speech, 

which, if I am correct (in what I say chapter 1), is intimately related to the capacity to think 



 xi 

propositionally articulated thoughts. A specification of the form and interpretation of the relevant 

stretch of natural language is thus also part of a formal competence model of these capacities – and 

so a contribution to cognitive science.  

Given the centrality and importance, indeed indispensability, of the attitudes and reports 

thereof to our self-understanding as minded beings (indeed, to our being minded), not to mention 

their importance to a great many domains of philosophy (from the philosophy of language and mind 

to ethics and epistemology), the details of the results of this work are potentially of wide interest. 
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1   

 

PRELIMINARIES 

 

It is astonishing what language accomplishes. With a few syllables it expresses a countless 
number of thoughts, and even for a thought grasped for the first time by a human it 
provides a clothing in which it can be recognized by another to whom it is entirely new. This 
would not be possible if we could not distinguish parts in the thought that correspond to 
parts of the sentence, so that the construction of the sentence can be taken to mirror the 
construction of the thought. (Frege) 
 
 
A proposition must communicate a new sense with old words. The proposition 
communicates to us a state of affairs, therefore it must be essentially connected with the state 
of affairs. And the connexion is, in fact, that it is its logical picture. (Wittgenstein) 
 
 
I propose to consider whether anything, and if so, what can be inferred from the structure of 
language as to the structure of the world. (Russell) 

 

 

1 THE FOCUS 

 

This work is concerned with three interrelated subjects: First, the nature of propositional 

attitude reports like 

 

(1) Galileo believes that the earth moves. 

 

Second, the nature of what we report with such reports – to wit, propositional attitudes, like 

Galileo’s belief that the earth moves. And third, the nature of propositions like, for example, the 

proposition that the earth moves, which we may express with ‘the earth moves’.  
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Theorizing about propositions, propositional attitudes, and propositional attitude reports 

have traditionally gone together. It is not far to see why.  

Many valid natural language inferences involving propositional attitude reports can seem to 

require that these reports have relational logical forms – the reports thereby reporting on the 

obtaining of a relation between subjects and certain objects to which (assuming we accept the truth 

of at least some of these reports) we seem to be ontologically committed by existential 

generalization:1 

 

Galileo believes that the earth moves.     Bgp 

∴ Galileo believes something.     ∴ ∃xBgx 

 

That is, if reports like the above have this logical form, then if Galileo believes that the earth moves, 

then there is something – read: some thing, some object – Galileo believes. And if you believe this, 

you are committed to the existence of this object, to wit, the object of Galileo’s belief. Some of these 

inferences, moreover, appear to require that the objects to which subjects are related by such reports 

are truth-evaluable:  

 

Galileo believes that the earth moves.      Bgp 

That the earth moves is true.       Tp 

∴ Galileo believes something true.    ∴  ∃x(Bgx & Tx) 

 

And still others that they are shareable: 

                                                 
1 These are the standard translations into first-order logic. I omit brackets where ambiguity does not threaten and make 
obvious choices for individual and predicate letters. I will sometimes spell out the English instead. Throughout, I assume 
familiarity with elementary logic and set theory. 
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Galileo believes that the earth moves.      Bgp 

Pia believes that the earth moves.     Bip 

∴ There is something they both believe.    ∴ ∃x(Bgx & Bix) 

 

And on a conception we owe to the figures of this chapter’s epigrams, objects of belief, truth-evaluable, 

and shareable, not to mention expressible by sentences, are among the specs for propositions.2 Thus a 

report like (1) appears to be true just in case Galileo stands in the belief-relation to the proposition 

that the earth moves, the subject and object being respectively the referents of ‘Galileo’ and ‘that the 

earth moves’.3  

 But it isn’t just beliefs we report. We also report fears and hopes and many other attitudes 

besides. For example: 

 

(2) Bellarmine fears that the earth moves.      

(3) Bellarmine hopes that Galileo is wrong. 

 

Generalizing on this data, we therefore seem to be in a position to say the following: 

 

Instances of ┌x V that S┐ are true if and only if x bears the relation expressed by ┌V┐ (the V-

relation) to the referent of ┌that S┐.4 

                                                 
2 See esp. Frege 1892, 1918, Russell 1903.  
3 Strictly speaking, as I will insist with Austin (1962) and Strawson (1950) among others, it is speakers, not expressions, 
which refer, albeit with expressions. We must also mind the context in which expressions are used. But it will sometimes 
be convenient to speak of expressions referring, denoting, and the like.  
4 The convention for corner quotes is that, if e.g. ‘C’ names (abbreviates, points to) ‘the earth moves’, then ┌C┐= ‘the 
earth moves’; where (typically) ‘the earth moves’ = the type of which ↓the earth moves↓ is a token, where this last 
inscription is used to name or point to the enclosed token and not the type of which it is a token. The type/token 
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with (1)–(3) being instances of this schema.  

Further questions can then be asked about the nature of these propositions, and the method 

typically employed to answer these questions is again reflection on language. What follows is an 

illustration. 

 

 

2 THE METHOD (READ OFF)   

 

Provided that that-clauses like ‘that the earth moves’ are replaced by individual constants in 

the logical translation of reports like (1) (as suggested in §1), it seems right to construe that-clauses 

as singular referring terms and so their referents, propositions, as objects. Moreover, if it is another 

property of propositions that they are expressed by sentences, then provided that the sentence has 

parts which compose in systematic ways to form a whole, it seems natural to think that the 

proposition is likewise structured – with the parts of the sentence, under logical analysis, 

corresponding to the parts of the proposition. So propositions are structured objects. Moreover, 

since they are shareable, even countenancing vast spatio-temporal separation between subjects, they 

must be, it is reasonable to think, abstract.  

With this much established, we might then ask what the nature of the constituents of 

propositions is. If, for example, when we use a sentence like 

 

(4) The earth moves.  

                                                 
distinction is perhaps best illustrated by example. The following inscriptions, though not of the same font type, are tokens 
of the same letter type: A, A, A, A. Corner quotes and token quotes were introduced by Quine 1940 and Reichenbach 
1947. There will be more on quotation chapters 2, 3. 
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we refer to the earth and ascribe to it the property of moving, and we again express propositions 

with sentences, then it is natural to think that the constituents of propositions are objects like the 

earth and properties (and relations) like the property of moving. If, moreover, the propositional 

contribution of a term like ‘the earth’ just is a certain object, namely the earth, then it will be the 

earth by any other name; and this seems to mirror an observation made of sentences like (4). If, for 

example, the earth is Ertha, then if (4) is true, so is 

 

(5) Ertha moves. 

 

And this observation suggests a general principle: 

 

For any co-referring expressions α and β and for any sentence Σ:  

 

Σ(α) is true if and only if Σ(β) is true;  

Σ(α) is false if and only if Σ(β) is false. 

 

That is, if 

 

(6) The earth is Ertha.  

 

is true, then – holding constant the sentences in which these terms are embedded – the one term 

should be substitutable for the other without change in truth value of the embedding sentence. We 

thus say that they are intersubstitutable salva veritate.  
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But this seems, actually, not to hold generally. For suppose that Galileo believes that the 

earth and Ertha are distinct. Then even if the earth is Ertha and Galileo believes that the earth 

moves,  

 

(7) Galileo believes that Ertha moves. 

 

is false. And that casts doubt on the view of propositional constituents just scouted. For if 

propositional attitudes are relations between subjects and propositions, then provided that the 

attitude ascribed to Galileo is the same, it must be a difference in the proposition which accounts for 

the difference in truth value.  

 In fact, it is evident that even if the referents of ┌α┐ and ┌β┐ are the same, ┌α = β┐ may be 

cognitively significant (informative, non-trivial), while ┌α = α┐ and ┌β = β┐are not. One possible 

explanation for this difference is that we may attach distinct senses to distinct expressions, even if 

co-referring. Perhaps, then, propositional constituents are not individuals and relations but senses; 

senses being in the first instance whatever difference accounts for the difference in cognitive 

significance. But we might also say that they are ways of thinking about or modes of presenting what we are 

talking about which are associated with the expressions we use when we talk about things.  

Taking this idea on board, compatibly with accepting the above principle, we might then 

account for substitution data like the above by a systematic shift in the referents of expressions 

when embedded in the scope of an attitude verb like ‘believes’. On this view, for example, the 

referent of ‘that the earth moves’, when embedded in (1), is not a complex composed of an object 

and a property but a complex of senses associated with the expressions composing (4). This way we 

can see how (1) and (7) may have opposite truth values, even if the truth values of (4) and (5), given 

(6), must be the same. – And so on, in further application of the method. 
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Those familiar with the literature will recognize the view just described as Frege’s and the 

other view of propositions mooted along the way as Russell’s. We could go on to further explore the 

pros and cons of their respective views, and others besides; but that’s for later. Again, the point of 

the foregoing is just to illustrate the opening observation: By reflection on language, and more 

specifically the form and interpretation of propositional attitude reports and the valid arguments in 

which they may figure, we arrive at views of propositions and propositional attitudes. This much 

metaphysics we read off the relevant stretches of language. Granted, the reading requires 

interpretation. And interpretations may vary. But there are right readings and wrong readings. 

This has been the methodology of analytic philosophy from its inception, as illustrated in the 

foundational works of Frege and Russell among others. And I see nothing wrong with this method. 

It is the method employed in the present work. 

 

 

3 WHAT JUSTIFIES THE METHOD (LANGUAGE-WORLD ISOMORPHISM) 

 

On the view I endorse, token (declarative) natural language sentences – such as (1)–(7) – 

specify (better: are used or produced in context to specify) states of affairs; and the contextually used 

sentences (by which I mean: sentences used in context) are true just in case the corresponding states 

of affairs obtain. Obtaining states of affairs we call facts, and facts are truthmakers for sentences. 

Thus, if you think a sentence is true, you are committed to the existence of whatever composes the 

corresponding fact – the earth and its movement (or: the earth, moving; instantiating the property of 

moving; or participating in movement), as the case may be.  
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A state of affairs, in other words, is some way things might be; and if they are that way, it is a 

fact. If we speak truly, there is some way the things of which we speak are. If we speak falsely, there 

is some way the things of which we speak are not. A picture may help: 

 
 

 
 
 
It works especially well with simple sentences, e.g. sentences of surface grammatical subject + 

monadic predicate form, like (4).5 With ‘the earth’ we refer to an object, the earth; and with ‘moves’ 

we express a property then predicated of the object. What we thus specify is a state of affairs: the 

earth, moving. What we say is true just in case the state of affairs obtains. But we also express a 

proposition by saying what we do. What this comes to, I will argue, is showing the way we 

conceptualize the state of affairs we specify. As will be noted, this is closer to Frege’s view of 

propositions than Russell’s. The main point now is that there is this correspondence between 

language and the world as we take it to be. 

                                                 
5 Surface form and standard first-order logical form correspond here. Such forms will be rejected later, but one thing at a 
time. 
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Accepting this view of the relation between language and world, there is a long tradition 

within the tradition of trying to avoid certain ontological commitments by ‘regimenting’ the natural 

language into some other (and perhaps more austere) ‘canonical idiom’ (e.g. a language of first-order 

logic) which eliminates reference to the offending entities. Thus, for example, if you think that 

reports like (1) are true on occasion, but you’re spooked by propositions (‘creatures of darkness’ 

Quine 1956 called them), then you might suggest (as Quine 1960 did) that the logical form of that 

report is 

 

Bg 

 

– with what was once thought an expression referring to the proposition that the earth moves now 

collapsed with the verb into a single monadic predicate, predicating of Galileo the complex property 

of believing that the earth moves.6 Spelling it out, we have:  

 

believes-that-the-earth-moves(Galileo) 

 

Or, restoring the order of surface form: 

 

 Galileo believes-that-the-earth-moves. 

 

Hence the label sometimes applied to this view: ‘semantic fusion view’. But I think this gets things 

backward. If we’re going to use this methodology, then I think we must accept language as it is and 

let mere competence in the language lead the way. In other words, theorizing as to the form and 

                                                 
6 He made other suggestions besides. Another will come up chapter 3. 
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interpretation of natural language sentences must be driven by our pre-theoretical judgements and 

not whatever philosophical scruples we might have. My reasons for thinking this are the following: 

Natural language sentences have forms, independently of theorizing; we think propositionally 

articulated thoughts in our natural languages; and the sentences of our natural languages encode our 

conceptual-categorical schemes. In fact, these sentences are isomorphic with the states of affairs we 

specify by use of them.   

Of course, one could deny that belief reports are ever true. But that is a different matter, 

discussed chapter 4. After all, someone who adopts this position will be motivated by an 

antecedently held view of what the truth of these reports requires. Quine’s maneuver, as described 

above, is very different: He accepts the view of the relation between language and world above 

described and that belief reports are at least sometimes true. But he takes issue with propositions 

(just why is beside the present point), so he postulates a logical form to avoid commitment to them. 

But this looks a lot like closing one’s eyes to banish (possibly real) creatures of darkness. If we want 

this game to have rules or constraints, the most obvious and interesting constraint is to require the 

postulation of logical forms consistent with how we think the language actually works; which is to 

say, we should try to describe the forms language has anyway. And to do this, we must again let mere 

competence in the language lead the way.  

 

 

4 COMPOSITIONALITY & THE CORRESPONDENCE HYPOTHESIS  

(IDEAS FROM DAVIDSON) 

 

Provided that we are competent in the language, we know that it is learnable. We moreover 

know that it is systematic and productive. If we can produce and comprehend 
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(8) John loves Mary. 

 

we can produce and comprehend 

 

(9) Mary loves John. 

 

(That’s what we mean by systematic.) And you know what (7) and (8) mean, even if you’ve never 

heard these sentences (doubtful in this case, but the point sticks). For you have a capacity to 

produce and comprehend a discrete infinity of sentences. (That’s what we mean by productive.) And 

you would know what their truth requires in contexts of use in which you know, for one, what the 

primitives ‘Mary’ and ‘John’ refer to. What all this indicates is that language is compositional:  

 

Compositionality Principle: 

The semantic value of a complex expression is determined by the structure of the complex 

expression and the semantic values of its constituents. 

 

And this suggests a more specific constraint for theorizing about logical form: 

 

 Theoretical Constraint: 

A logical form must be consistent with the compositionality of language and so must cohere 

with other logical forms postulated for other expressions of the language.  
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By this constraint we rule out Quine’s form, which would require infinitely many primitives, one for 

every sentence of the language. No language with that many primitives is learnable by a finite being. 

By the same token, his form obscures the connection between ‘believes that the earth moves’ and 

‘believes that Ertha moves’, so the connection between (1) and (7), and so makes mysterious how we 

can know what these sentences mean on first hearing and without explicit instruction. 

These points are Davidson’s early contribution to philosophy of language. In fact, he 

wielded the above constraint to rule out many other proposed logical forms for various 

constructions of natural language, including indirect reports and quotations (on which more next 

chapter). And to these points he added the idea that, in fact, all semantically- and inferentially-

relevant structure correspond. 

On the one hand, Davidson (1968) writes, an account of logical form 

 

must lead us to see the semantic character of the sentence – its truth or falsity – as owed to 

how it is composed, by a finite number of applications of some of a finite number of devices 

that suffice for the language as a whole, out of elements drawn from a finite stock (the 

vocabulary) that suffices for the language as a whole. (131)  

 

And on the other hand, it should capture inferentially relevant structure: 

 

From this point of view, to give the logical form of a sentence is to catalogue the features 

relevant to its place on the logical scene, the features that determine what sentences it is a 

logical consequence of, and what sentences it has as logical consequences. (132) 
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And ‘obviously’, he states, ‘the two approaches to logical form cannot yield wholly independent 

results’ (132). Obviously, in other words, and now putting the point less cagily, the semantically- and 

inferentially-relevant structure of natural language sentences should correspond. We can call this the 

Correspondence Hypothesis. 

The hypothesis is quite explicit in Davidson’s 1967b (in which he addresses, among other 

things, the logical form of ‘action’ sentences containing adverbial modifiers, e.g. ‘John ran slowly’). 

There Davidson provides the following programmatic remark: 

 

The present Essay is devoted to trying to get the logical form of simple sentences about 

actions straight. I would like to give an account of the logical or grammatical role of the 

parts or words of such sentences that is consistent with the entailment relations between 

such sentences and with what is known of the role of those same parts or words in other 

(non-action) sentences. I take this enterprise to be the same as showing how the meanings of 

action sentences depend on their structure. (105) 

 

Clearly, these enterprises cannot be the same, as Davidson here claims, unless the structure on which 

the meanings of action sentences ‘depend’ is the structure ‘that is consistent with the entailment 

relations between such sentences’. And that seems to me right. The reason is simple: Both 

semantically- and inferentially-relevant structure capture structure relevant for the determination of 

truth. You know, for example, that if (8) and (9) are true, then  

 

(10) John loves Mary, and Mary loves John. 
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is true. And you know what its truth requires. Or again: You would know what its truth requires, in a 

context of use, if, for one, you knew what the referents of ‘John’ and ‘Mary’ were.  

 

 

5 ON THE NATURE OF SEMANTICS (CONTRA DAVIDSON) 

  

 But having endorsed Davidson’s view that semantically- and inferentially-relevant structure 

correspond (a view discussed further below, as well as next chapter), I should make it clear that I 

don’t think that a semantic theory should take the form of a Davidsonian truth theory. Nor, relatedly, 

do I think, as Davidson suggests in his early work, that knowledge of the truth-conditions of 

sentences is sufficient for understanding them (or knowing what they mean). And a theory of 

meaning should be a theory of understanding. 

A Davidsonian truth theory for a natural language L entails for every sentence s of L a 

theorem – stated in a meta-language for which L is object language – of the form  

 

 s is true-in-L if and only if (iff) p 

 

where ‘s’ is replaced by a structural description (or quotation) of s and ‘p’ by a sentence of the meta-

language which supplies its truth-conditions.7 If the object language – say, English – serves as its 

                                                 
7 Davidson (1967a) provides the following gloss: ‘A ‘structural description’ of an expression describes the expression as a 
concatenation of elements drawn from a fixed finite list (for example of words or letters)’. But it is more common to see 
sample theorems stated with the object language in quotes; and I will adopt this convention. On certain views of 
quotation, they are just short-hand for structural descriptions as just described (see e.g. Geach 1957 and Quine 1960). But 
these are not widely accepted views of quotation, and I think they are wrong (as does Davidson 1979). I again return to 
quotation next chapter. 
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own metalanguage, then s itself may replace ‘p’; if not, its translation into the meta-language will. If 

the first, then we might have, for a common example, 

 

 ‘Snow is white’ is true-in-English iff snow is white. 

 

(Such theorems are known as T-sentences; and T-sentences like the above are sometimes called 

homophonic T-sentences.) If the second, then supposing the meta-language is German, we might 

have, for another,  

 

 ‘Snow is white’ ist wahr-in-Englisch iff Schnee ist Weiss. 

 

(I leave ‘iff’ untranslated.) The trouble is that the first is uninformative and the second informative 

only to the extent that one knows the truth-conditions of the right-hand-side. A monolingual 

speaker of German, if she knows that the theorem is true8 (on testimony perhaps), might come to 

know the truth-conditions of ‘snow is white’; more adventitiously, a monolingual speaker of English 

might with the same theorem (and likewise on testimony) come to know the truth-conditions of 

‘Schnee ist Weiss’. But then it is clear that the theory only pushes back the problem it is intended to 

solve. What’s more, such a theory must assign the same meaning to all necessary truths, provided 

that they have the same truth conditions. Thus, on the theory, ‘seven and five make twelve’ and ‘the 

earth is the earth’ have the same meaning. But this just seems to show that, whatever meanings are, 

                                                 
8 It is customary for Davidsonians to add and interpretive. This is to rule out unwanted theorems, like ‘‘Snow is white’ is 
true iff grass is green’, which might be true but intuitively don’t tell us what we need to know.  



 16 

they aren’t truth conditions. It looks indeed like knowledge of meaning (understanding) is one thing, 

knowledge of truth-conditions another, and that the former is presupposed by the latter.9  

 This was already evident in the observation that you know what (8) and (9) mean, even if 

you don’t know what the referents of ‘John’ and ‘Mary’ are. As it happens, they don’t have referents. 

So there’s no question of determining the truth of (8) and (9). One might object that we know the 

truth-conditions of (8) and (9), for we know that (8) and (9) are true just in case John loves Mary and 

Mary loves John. But it is clear in this case, in which ‘John’ and ‘Mary’ have no referents, that this 

involves little more than knowledge of the parts of speech. If we know what grammatical or 

syntactic categories ‘Schnee’ and ‘Weiss’ belong to, and how to put them together to form a 

sentence, then – even if we are monolingual speakers of English – we know that the corresponding 

homophonic T-sentence is true. Manifestly, that is not the same as knowing what the truth-

conditions of contextually used token sentences of the same types as (8) and (9) are.  

When the imagined objector refers to (8) and (9), therefore, what they refer to – if there is 

something to what they say – are sentence types; and what they insist upon in effect is not knowledge 

of truth conditions but knowledge of meaning. Of course, ‘John’ and ‘Mary’ could have referents. 

Suppose, for example, that ‘John’ and ‘Mary’ refer to certain mutual acquaintances of ours. Then if I 

use (8) or (9) in a context in which this is clear, you will know what I mean by what I say and what 

the truth of what I say requires. But then, albeit related, knowledge of meaning is one thing, 

knowledge of truth-conditions another. And even if the T-sentences are further relativized to 

speakers, contexts, and contextually used sentences (or utterances or speech acts) the above points 

re: informativeness will remain.  

                                                 
9 This will come up again. For further discussion of these and other criticisms, see e.g. Soames 1992, Dummett 1975, 
Pietroski 2005b. 
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There are other meaning facts we can know in absence of knowledge of reference and so 

truth-conditions.10 For example, we know that the following sentences 

 

(11) Jones buttered the toast in the bathroom with a knife at midnight. 

(12) Jones buttered the toast with a knife at midnight. 

(13) Jones buttered the toast with a knife. 

(14) Jones buttered the toast. 

(15) Jones buttered the toast at midnight with a knife. 

 

stand in the following entailment relations:11  

 
 
 

(11) 
 
 

(12)  (15) 
 
 

(13) 
 
 

(14) 
 
 
 
And we know that  

 

(16) The woman saw the man with a telescope. 

 

                                                 
10 The discussion of meaning facts here owes much to Pietroski 2005b, 2017, which owe much to Chomsky.  
11 Trivially, every sentence entails itself. But I omit the reflexive arrows. Given that the entailment relation is transitive, I 
also omit arrows that would carry redundant information.  
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has at least two meanings (and thus that meanings are something we can count), as revealed by this 

(partial) structural disambiguation: 

 

[[The woman] [saw [the man with a telescope]]] 

[[The woman] [saw [the man] with a telescope]] 

 

There are also negative meaning facts. For example, we know that  

 

 (17) John is easy to please. 

 (18) John is eager to please. 

 

can be paraphrased, respectively, as  

 

 (19) It is easy for us to please John. 

 (20) John is eager that he please us. 

 

and not as  

 

 (21) It is easy for John to please us. 

 (22) John is eager for us to please him. 

 

We also know that  
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 (23) *Us to for it easy is John please.12 

 

can’t mean anything. And so on. There are many other kinds of meaning facts, both negative and 

positive. A theory of meaning should explain these facts.13 

 

 

6 LF = LOGICAL FORM (HOW I WILL INTERPRET THE CORRESPONDENCE 

HYPOTHESIS) 

 

But all this said, and now to quote Davidson (1967a), the task of ‘uncovering the logical 

grammar or form of sentences’ is within ‘the province of a theory of meaning as [Davidson] 

construes it’ (166); in particular, taking a formal language for the meta-language, the right-hand side 

of the theory’s T-sentences may furnish the logical forms of the object language sentences. And that 

much I hold onto. What more is needed? A generative procedure for forming them, of course, and a 

lexicon, viz. the finite stock of primitives, which connect sounds (shapes) with meanings. As with 

Davidson (1967a, 1967b), however, my purposes are such that I can largely set these matters aside. I 

aim to provide the forms on which interpretations are hung; and to say a bit about what the 

interpretations involve. On the forms, as will be seen, I take several leads from Davidson; in 

particular, from his work on the logical form of action sentences, indirect and attitude reports, and 

quotations (so direct reports).  

                                                 
12 ‘*’ is the standard sign for ungrammaticality. There are more and less interestingly ungrammatical sentences.  
13 One might say this is semantics in a thin sense. Cf. Chomsky 2003 on syntax ‘in the broad sense’. The concern, whatever 
you wish to call it, is with the semantic contributions of syntax, or the formal properties of meaning. 
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Modifying and extending his view of action sentences, the above data can be accounted for 

with neo-Davidsonian event semantic forms, which treat verbs as predicates of event variables of 

which the standard arguments of the verb (if any) are further predicates (related to the event variable 

by thematic labels).14 For example, (13), to an approximation, has the form: 

 

∃e[agent(e, Jones) & past-buttering(e) & theme(e, the-toast) & with-a-knife(e)] 

 

In effect, the claim made with (13) is that there was a buttering by Jones of the toast with a knife. 

On the neo-Davidsonian view I adopt, in fact, not just verbs but predicates generally introduce 

event arguments (sometimes called Davidsonian arguments). The sentences of interest to me have 

the general form  

 

∃e[Φ(e)] 

 

i.e. the form of existentially closed complex event predicates. The thematic labels (e.g. ‘agent’, 

‘theme’) relate the event variable to the standard arguments (if any) of the predicate which 

introduces it, or (what comes to the same thing) mark the roles of the participants of the event.15 

With such forms the inference from e.g. (13) to (14) – a demodification inference – is shown to be a 

matter of conjunction reduction:  

                                                 
14 By ‘standard arguments’ I mean the arguments that a standard logical translation recognizes. If we were to give a 
standard logical translation of (13), for example, we might vary the adicity of the predicate to suit our needs. But then we 
will either collapse structure that would permit existential generalization or render patently valid arguments equivocal. 
neo-Davidsonian event semantic forms account for these inferences (as discussed in the main body of the text) but in 
doing so elide the distinction between arguments and modifiers. The respects in which neo-Davidsonian semantics is neo 
is taken up next chapter. 
15 Other commonly used thematic labels include ‘subject’ (see below), ‘experiencer’ and ‘patient’ (which could be used in 
place of ‘subject’ and ‘theme’ where I’ve used the latter), ‘goal’, ‘manner’, and the like. The significance of these labels 
should be intuitive; for in fact, I think, they correspond to certain basic (and probably innate) concepts, without which 
you could not learn or comprehend a language. 
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∃e[agent(e, Jones) & past-buttering(e) & theme(e, the-toast) & with-a-knife(e)] 

∴ ∃e[agent(e, Jones) & past-buttering(e) & theme(e, the-toast)] 

 

And likewise of course for the other inferences, say from (11) to (14). The thematic labels also 

explain the data with (17)-(22): In (17) John is patient/theme, in (18) he is agent. Finally, (16), again 

to an approximation, has the following forms, corresponding to the above disambiguation: 

 

 ∃e[subject(e, the-woman) & past-seeing(e) & theme(e, the-man-with-a-telescope)]  

 ∃e[subject(e, the-woman) & past-seeing(e) & theme(e, the-man) & with-a-telescope(e)] 

 

These eventish logical forms in turn correspond to plausible LFs for the relevant sentences, where 

LFs are per definition those syntactic structures relevant to semantic interpretation.16 Take (13), for 

example. To an approximation, a plausible LF sans labels may be represented something like this:  

 
 

 
 
 
 
 
 
 
 
 
∃e[agent(e, Jones) & past-buttering(e) & theme(e, the-toast) & with-a-knife(e)] 
 

 

 

                                                 
16 See e.g. Chomsky 1981, 1995, May 1985. I borrow ‘eventish logical form’ from Pietroski. But see also Parsons 1990. 
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More complete forms will be provided later, but I hope this much is already suggestive. What it 

suggests, I think, is that concatenation is to surface form what branching is to syntactic form and 

conjunction to logical form.17 And this allows us to reinterpret Davidson’s claim that semantically- 

and inferentially-relevant structure correspond as the claim that LF and eventish logical form 

correspond. (To capture this idea, I will sometimes write LF = logical form.) A little more exactly 

stated, the hypothesis is this: 

 

 Correspondence Hypothesis: 

Excepting the thematic labels and existentially-bound event variables, the terminal nodes of 

LFs for sentences correspond one-to-one with elements of the corresponding eventish 

logical forms. 

 

If this is right, then it should be possible to do semantics with eventish logical forms and logic with 

LFs – and the other way round. And this does, in fact, seem possible.18 Given my training, I’ll be 

carrying out my theorizing mostly just with logical forms; but with the understanding that the 

hypothesized forms should cohere with results in syntactic theory. In fact, a salutary upshot of this 

convergence is that syntactic and logical theorizing are mutually constraining. The more constraints 

on theorizing, I should think, the better. For one thing, this allows us to rule out logical forms that 

have no syntactic motivation. (And as it happens, there are a lot of those.) It’s also an elegant 

arrangement, and just what one would expect if we think propositionally articulated thoughts (so 

reason) in our idiolects – a topic of this next section. 

                                                 
17 See Pietroski 2018.  
18 See e.g. Pietroski 2003, Ludlow 2002. Cf. Davidson 1970: ‘No arguments to show logical structure won’t serve [the 
purposes of syntax] seem conclusive; and it would be strange if the structure essential to an account of truth were not 
effectively tied to the patterns of sound we use to convey truth’.  
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7 PSYCHOLOGISM, ‘LANGUAGE’, & THE LANGUAGE OF FREGEAN 

THOUGHT 

 

It should be emphasized that the task of uncovering the logical forms of natural language 

sentences is an empirical enterprise. Sentences have forms, and the task is to discover them. 

Specifying these forms is again key to providing a compositional theory of language, which is in turn 

key to explaining certain manifest cognitive capacities we have, namely the capacities to produce, 

comprehend, and reason with language. The systematicity and productivity of language, noted 

above, is indeed grounds for a sort of empirical transcendental argument that language is 

compositional: It must be compositional, provided that it is systematic and productive. And though 

less often recognized, I think the same goes for reasoning in language: The deductive closure of the 

discrete infinity of sentences we can produce and comprehend comprises infinitely many entailment 

relations – entailments which (within performance limitations) we can draw and recognize. This 

wouldn’t be possible if we had to learn each individually. So we must have a capacity to draw and 

recognize these entailments, that is, a capacity to reason logically; and we should expect a high-level 

theory of this capacity to take much the same form as seen in cognitivist linguistics. 

Importantly, what we seek to provide in these cases is not a performance model but a 

competence model in the sense of Chomsky 1965. As in other sciences, we must idealize in order to 

get an explanatory grip on the phenomena, and the competence/performance distinction is 

introduced to this end. Here’s how Chomsky (1965) first introduces it:  
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Linguistic theory is concerned primarily with an ideal speaker-listener, in a completely 

homogenous speech-community, who knows its language perfectly and is unaffected by such 

grammatically irrelevant conditions as memory limitations, distractions, shifts of attention, 

and errors (random or characteristic) in applying his knowledge of the language in actual 

performance. […] We thus make a fundamental distinction between competence (the 

speaker-hearer’s knowledge of his language) and performance (the actual use of language in 

concrete situations). Only under the idealization set forth […] is performance a direct 

reflection of competence. In actual fact, it obviously could not directly reflect competence. A 

record of natural speech will show numerous false starts, deviations from rules, changes of 

plan in mid-course, and so on. The problem for the linguist, as well as for the child learning 

the language, is to determine from the data of performance the underlying system of rules 

that has been mastered by the speaker-hearer and that he puts to use in actual performance. 

Hence, in the technical sense, linguistic theory is mentalistic, since it is concerned with 

discovering a mental reality underlying actual behavior. […] A grammar of a language 

purports to be a description of the ideal speaker-hearer’s intrinsic competence. (3-4)19  

 

In seeking to provide competence models, we can thus take in stride all manner of performance 

errors – of which we make many, finite, fallible beings that we are. As a competent speaker of the 

language, you are equipped to judge what is grammatical, meaningful, and valid. It is, in fact, 

uncontroversial that your judgments are the primary data for constructing competence models in the 

case of syntax and semantics. Linguistics, in the Chomskyan tradition, is a branch of psychology. It 

                                                 
19 We do not, of course, have to be able to state what we know. If we did, linguistics would be much easier than it is. We 
may therefore follow Chomsky (1980) and speak of what we must cognize if we are competent in a language. On the view 
I adopt, the ‘rules and representations’ provided in the competence model need not directly and transparently map onto 
anything in the processing model, so lower levels of description – the algorithmic and implementation levels, to use 
Marr’s (1982) labels.  
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is more controversial, but I still think correct, to say that this is also the case when it comes to logic. 

One is no more taught how to reason than one is taught one’s language.  

That one might pursue logic as a branch of psychology was in fact once a common view. It 

is no longer so – in analytic philosophy at least, thanks largely to Frege (see e.g. his 1893). One of the 

main objections to the psychologistic view of logic is that people are lousy at reasoning. But on the 

whole, actually, we are all quite good. What we pay attention to are the exceptions, and for good 

reason: they pose problems. The situation is really the same as it is with producing and 

comprehending sentences. You can produce arguments that people do not understand, or which 

misdirect people, and so forth, just as you can produce convoluted sentences that people cannot 

parse: e.g. ‘Buffalo buffalo buffalo buffalo buffalo buffalo buffalo buffalo’. And of course, you can 

produce garbled sentences and flub your reasoning. In fact, there are, as e.g. Kahneman and Tversky 

have documented, certain heuristics and biases that systematically short-circuit what might otherwise 

be valid reasoning and the recognition thereof (recall Chomsky’s recognition of random or 

characteristic errors). And this is, on the whole, but not always, a good thing. So there are exceptions. 

And of course, there are other limitations – including, but not limited to, attention span, working 

and long term memory, and so on – which manifest in all manner of performance errors. But none 

of this invalidates the central claim that we have certain competences which we exhibit daily in 

reasoning and talking about the world. Another common objection to psychologism is that logic 

concerns not judgments as to what is true but the True. But it is, of course, no accident that our 

reasoning – so judgments – track relations in the world – that, indeed, as Wittgenstein (1921) put it, 

‘the structure of the world is logical’. We are specimens of a species evolved by natural selection and 

so are adapted to interacting with and reasoning about general features of the phenomena of our 

selective environment. With regard to such phenomena we again do quite well.  
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Of course, we could accept the psychologistic view of logic and for that matter the 

hypothesis that we think propositionally articulated thoughts in our idiolects – what I will call the 

language of Fregean Thought hypothesis – even if LF and logical form do not correspond. We 

would just have to accept that sentences are carved one way for composing and comprehending 

them and another way for performing inferences over them. And we could accept the 

correspondence hypothesis without accepting either the psychologistic view or the language of 

Fregean Thought hypothesis. But I think it would be beautiful if all three were true, and it’s my 

empirical bet that they are.20 If the theories – competence models – of our capacities to produce, 

comprehend, and reason in language are explanatory, then, if we are realists about the posits of 

explanatory theories, we must be realists about logical forms. Indeed, we must allow that there is a 

uniquely correct logical form for every (interpreted) sentence of the language.21, 22 But now I must 

address this word ‘language’. (This will be especially important to chapter 3.) 

                                                 
20 Incidentally, accepting the premises of Fodor’s (1975) argument that the language of thought is isomorphic with the 
language one speaks, one could turn that argument into an argument that we think in our idiolects. For the most 
economical hypothesis, compatible with the psycholinguistic data Fodor provides there, is that one’s language of thought 
just is one’s idiolect. (This is not to deny that there are innate concepts. Nor do I deny, by the way, that there are other 
modes of thought, couched in different representational formats, say, imagistic or maplike.) We need only reject Fodor’s 
argument for the language of thought as distinct from any natural language, as it turns essentially on an objectionable 
view of what learning must be, namely hypothesis-formation-and-confirmation of the kind a scientist might explicitly 
engage in. Cf. the principles and parameters model of language learning (Chomsky 1981, 1986). On this model, learning 
is closer to growing an organ than forming-and-confirming hypotheses.  
21 In the highly influential early paper in which he sets forth his view of semantics, Davidson (1967a) expresses the above 
ideas as follows: ‘A theory of meaning (in my mildly perverse sense) is an empirical theory, and its ambition is to account 
for the workings of a natural language’ (161). ‘The task of a theory of meaning as I conceive it is not to change, improve, 
or reform a language [recall the discussion of Quine in §3], but to describe and understand it’ (164). ‘Empirical power in 
such a theory depends on success in recovering the structure of a very complicated ability—the ability to speak and 
understand a language’ (161). Unfortunately, Davidson was of two minds about this. In some places (e.g. 1970b, 1973b) 
he endorses Quine’s (1960, 1971) anti-realist/pragmatic attitude to logical form, according to which there is no uniquely 
correct logical form: forms are not had by sentences (a notion ‘both obscure and idle’ on Quine’s reckoning) but 
assigned to them, for ‘certain technical advantages, algorithmic and conceptual’. While in many other places (as in the 
above), Davidson says things that directly contradict this view or else provides reasoning that contravenes it, sometimes 
in the same paper (see e.g. his 1968, discussed at length next chapter). Lycan (2013) rightly observes that the pragmatic 
view is also incompatible with Davidson’s (1965, 1977) ‘method of truth in metaphysics’, which in essence is just the 
read off method. In fact, the pragmatic view of logical form would trivialize the method. For application of the method, 
see e.g. Davidson 1967c, 1969, 1970c. 
22 Interpreted, because, for one thing, some sentence types are structurally ambiguous; recall (16). Notice also that when 
assessing the validity of natural language arguments it is important that the logical forms be interpreted logical forms (or 
else, to have been interpreted). For example, although ‘the earth moves’ and ‘Galileo moves’ have the same logical form, in 
that their interpreted logical forms are instances of the same logical form schema, we would say that an argument taking 
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It is an ambiguous word. Or rather, if we classify words as sound-meaning pairs, as we do in 

the lexicon, there are a number of distinct but homophonous words with the same spelling.23 

(Following Kaplan 1990, we may say that such words are phonographically indistinguishable, or 

phonographs.) Some of these, moreover, are polysemous: they are associated with several distinct 

but closely related meanings, senses, or concepts. Sometimes a language is identified with the infinite 

set of well-formed (grammatical) sentences that can be generated with a certain finite lexicon and 

associated grammar (for which we provide a formal specification by providing the rules or 

procedures for generating the sentences). Other times languages are grammars, certain biologically 

(presumably neurally) implemented generative procedures (and so steady states of the human brain, 

at a certain level of description). On the Chomskyan picture, we each have our own language in both 

of these senses. We speak, as it were, from different languages, i.e. we have different (but substantially 

similar) grammars; and we each speak a different language, meaning the corpus of sentences we 

generate may differ grammatically (more or less subtly). (Most of the time in theorizing we idealize 

away from what differences there may be.) A language in the first sense we call an I-language, and a 

language in the second sense an E-language.24  

The ‘I’ of ‘I-language’ is intended to connote ‘intensional’, ‘internal’, ‘individual’ and the ‘E’ 

of ‘E-language’ to connote ‘extensional’, ‘external’. I let my use of ‘idiolect’ refer to individuals’ 

languages in both of these senses of ‘language’. (There is no harm in this if the difference just 

amounts to that between what we might call a language-in-intension and a language-in-extension.25) 

                                                 
either as both premise and conclusion would be valid in virtue of logical form but not an argument taking one as 
premise and the other as conclusion. Finally, insisting on interpreted logical forms lays to rest worries about capturing 
the validity of natural language arguments comprised of context-sensitive expressions. 
23 In fact, something similar should be said for the ‘structurally ambiguous’ sentence (16): Really, there are at least two 
sentences with the same sound and shape. Cf. Higginbotham 1985 on ‘homonymous syntactic structures’. 
24 The terms of this distinction were explicitly introduced by Chomsky in 1986 (though the distinction itself was in 
evidence much earlier in his work and at least implicit from the beginning). See Collins 2008 for discussion. 
25 Cf. Church’s (1941) distinction between functions-in-intension (procedures) and functions-in-extension (sets). See 
discussion in Pietroski 2017. 
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Neither is necessarily the same sense of ‘language’ as used when we say, for example, that English, 

French, and German are languages.26 A public language, like English, is a language – in the sense of 

E-language – all members of a language community speak. But this is really just an abstraction from 

E-languages generated by I-languages of members of the language community, bound together as 

such by the members’ mutual intelligibility using like sounds and shapes (not to mention various 

socio-political alliances). When I speak of an idiolect, therefore, you may also understand me as 

speaking of a public language as an individual speaks it (e.g. my idiolect of English and yours). 

On this Chomskyan picture, the lexicon plus grammar of language L yield sentences of L. On 

the receiving end, a sentence of L is parsed for semantic interpretation, yielding an LF. Though it is a 

sentence of L, and thus ‘parsed’ by the speaker, what the speaker emits is an accoustic blast which 

must be parsed by the hearer as intended. This in turn serves as input to (what Chomsky and others 

call) the conceptul-intentional (C-I) system, where further ‘enrichment’ happens, yielding (if 

intepretation succeeds) a fully interpreted-LF. Here’s the picture:27 

 
 
Lexicon                                                     Sentence of L 

 
 
 
 
 

 
 

        LF of S                                              interpreted LF of S 
 
 
 

                                                 
26 Never mind talk of bird, bee, and bonobo languages, the language of mathematics, and the language of love. Then of 
course there’s also just language, the general phenomenon. 
27 It is, of course, a very simple picture. For one, it could be complicated to account for the fact that there is reciprocal 
determinism between the LF constraining interpretation, the interpretation, and the assignment of LF (as when, for 
example, a structurally ambiguous sentence is being interpreted). But such complications do not affect what I have to 
say. 

 Grammar 

Parser 

  C/I 
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Here, the sentence of L is to be understand as uttered in a certain context with a ‘more or less 

definite sense and reference in mind’ (as Austin 1962 puts it). So the first horizontal line gives us 

production of the sentence, the speaker side. The vertical and second horizontal line give us the 

hearer side, what goes into comprehension. Linguistics, for Chomsky, as I understand him, stops at 

the input to C/I, viz. the LF, which has only truth indications (as Chomsky 1996 puts it).28 But the 

output, the interpreted LF, I insist, has truth-conditions.29 This interpreted LF of S is what I call a 

thought, i.e. a psychologically real Fregean Thought (proposition). And there is, as I have claimed, an 

isomorphism between this thought and the corresponding state of affairs, viz. that which, if 

obtaining, is a fact and so a truthmaker for the thought. Another picture: 

 
 
 
 
 
 
 
 
 
 
 
 

                                                 
28 In the above formulation we may replace ‘truth indications’ with ‘meaning’ in Chomsky (and Pietroski’s) sense. Thus, 
as Pietroski (2005b) describes this view: ‘The meaning of [a sentence] S is a compositionally determined intrinsic 
property of S that constrains and guides without determining how S can be used to make true or false assertions in various 
conversational situations’ (254). I return to some of Pietroski’s arguments for this view and against others below. 
29 Chomsky can’t deny this, as he allows that contextually used sentences can be true. I take it the claim, then, is just that 
their truth conditions are (as Chomskyans like to say) a massive interaction effect. Inherently, the sentences have at most 
truth indications. This is fine with me. Though, actually, it may be misleading even to speak of sentences having truth 
indications inherently, if we have in mind concrete objects or events. Spoken and written sentences qua concrete objects 
or events do not inherently possess the syntactic, semantic, phonological, etc. properties we take them to have. If the 
ocean waves leave what looks like a sentence in the sand, there is no fact of the matter what syntactic, semantic, etc. 
properties it has unless and until it is used (or interpreted) to mean something. But this is not a concession to Quine. 
There is a fact of the matter what structures we take these objects or events to have. There is a uniquely correct 
projection. The objects and events we produce in communication, as intentional objects, i.e. as conceptualized, have the 
properties we theorize them to have if our theories are true. The structures hypothesized are hypotheses about what a 
competent speaker of the language must know in order to be a competent speaker of the language. 

proposition 

 state of affairs    sentence 

  expresses presents 

specifies 
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Provided that sentences, used to specify states of affairs, are existentially closed (complex) event 

predicates, as described in §6, we can now conceptualize states of affairs as events, dynamic or static 

and of greater or lesser duration, and events as property exemplifications. This establishes an 

isomorphism between forms and world, as linked by interpretation.  

In §5, I noted a number of meaning facts we can grasp independently of our grasp on truth 

conditions. I should now note that grasping these meaning facts (which pertain to types) is one thing 

and grasping the meaning of a contextually used token sentence another. What I think we grasp 

when we understand a contextually used sentence is again the thought or proposition it expresses. 

And a proposition I again take to be a way of thinking about some state of affairs. On Frege’s view, 

remember, these ways are senses.  

As described in §2, Frege thought that in order for you and me to be able to think the same 

thought we must grasp the same object, to wit the Thought (or proposition) we think, and that in 

order for this to be possible the object must be abstract. According to Frege, propositions must be 

neither physical nor mental (he was indeed vehement that senses and so propositions are not ideas, 

i.e. mental entities) and so exist in neither the physical nor mental ‘realm’ but some ‘third realm’. The 

picture he left is with, then, is of subjects grasping objects in this third realm. But as many have 

noted, just what it means to grasp such an object is hard to say. The view I offer does not face this 

problem.  

A property is a way things can be. And for one who has grasped this way for things to be, the 

property is a concept. The concept enters propositions (Thoughts) as constituents. (Another name 

for the concept is ‘sense’ or ‘mode of presentation’, provided that these are all understood to be ideas 

in Frege’s sense.) A way for things to be, then, is a way for one to take (cognize, or re-cognize) 

things to be. Properties, to repeat, are ways things might be. But there is no recognized way things 
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might be recognition of which does not involve some way of taking things to be. And these ways we 

take things to be are revealed in the ways we talk about things.  

Like sentences, propositions admit of the type/token distinction. (But I don’t mean that 

proposition types correspond to the meanings of sentence types.) A proposition qua type is a 

thinkable, a proposition qua token a thought. The proposition is a complex concept, on the view I 

offer, so again an idea in Frege’s sense. A (token) proposition is a psychologically real Fregean thought, 

which is a tokening of a sentence of one’s idiolect, one’s language of propositionally articulated 

thought (aka language of Fregean Thought). These tokenings are events. On my view, then, we think 

the same thought just in case we participate as subjects or agents in events of the same type. Just 

which properties of such events are relevant to their type-individuation is a matter taken up in 

chapter 3.  

 

 

8 THE METAPHYSICS YOU CAN READ OFF (INTENTIONAL OBJECTS, 

NOTIONAL WORLDS) 

 

Some may sense a tension between my adoption of the read off method and (the above 

discussed aspects of) the Chomskyan view of semantics. And it is true, Chomsky does sometimes 

say things like this: 

 

As far as is known, it is no more reasonable to seek some thing-in-the-world picked out by 

the word ‘river’ or ‘tree’ or ‘water’ or ‘Boston’ than to seek some collection of motions of 

molecules that is picked out by the first syllable or final consonant of the word ‘Boston’. 

(1996: 48) 
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But when he does, he has in mind the conception of language as a self-standing (individual-) mind-

external (abstract) object the parts of which stand in designation relations to (as Chomsky puts it) 

things-in-the-world. (Cf. e.g. the Kripke-Putnam claim that ‘water’ refers to H2O.30) I, too, reject this 

picture. But as I see things, rejecting this picture is compatible with acknowledging that contextually 

used tokens of words of the above types refer to things-in-the-world, as Chomsky himself 

acknowledges with the next line: 

 

Each […] usage of the words may well pick out, in some sense, […] things-in-the-world (the 

world as it is, or is conceived to be); but that is a different and entirely irrelevant matter. 

(ibid) 

 

This matter is irrelevant to some things one might be interested in. But it is not irrelevant to 

everything one might be interested in. In particular, it is not irrelevant to the question what one is 

ontologically committed to by what one says. And yes, I have in mind things in the world as it is 

conceived to be.31 (This will be especially important to chapters 4.) 

Other times Chomsky’s critical remarks focus just on the idea that we cannot read off 

“substantive metaphysical theses” about the world from the form and interpretation of the language 

we use to speak about the world (e.g. Chomsky 2000, 2003) – the idea being that our ordinary ways 

of conceptualizing the world, inscribed in our ordinary ways of speaking about the world, are no 

guide to the world as it is anyway, i.e. independently of our human interests, purposes, and (possibly 

idiosyncratic) ‘modes of conception’. (Pace the Kripke-Putnam picture alluded to above, the everyday 

                                                 
30 See Kripke 1980, Putnam 1975. 
31 Even Wittgenstein (1921) makes the qualification at times; witness e.g. §4.01: ‘The proposition is a picture of reality. 
The proposition is a model of reality as we think it is’ (my emphasis). 
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uses to which we put (tokens of) ‘water’ seem to have very little to do with the chemical 

composition of the things we do and don’t call water, as Chomsky has discussed in numerous places; 

see esp. Chomsky 2000, which includes his 1992, 1995b.32) As he writes: 

 

In the domain where questions of realism arise in a serious way, in the context of the search 

for laws of nature, objects are not conceived from the peculiar perspectives provided by the 

concepts of common sense. (1992: 208) 

 

It is not clear why we should think questions of realism arise in a serious way only within scientific 

contexts, and still less why they should be contexts in which we seek laws of nature.33 But even 

accepting this, it would not follow that we cannot read off the metaphysics of the world as it is 

conceived to be from the form and interpretation of the languages with which we speak and express our 

thoughts and indeed think about the world. We need only be clear about what we mean by ‘world’. 

And for this purpose, we may borrow the expressions notional world and Umwelt.34  

There are I think serious questions about the things-in-our-notional-world or -Umwelt. 

Indeed, answering some of these questions is the primary motivation of the present work, the 

                                                 
32 See also Pietroski 2017, 2018. A more promising approach would be to construe water, as picked out by most 
contextually used of tokens of ‘water’, as a functional kind: water just is the stuff which falls from the sky, fills rivers and 
lakes, quenches our thirst, and so on; see below on Ramsey sentences. Of course, there are also other ‘scientific’ uses of 
‘water’, on which water is a natural kind, to wit H2O. But that is another matter, which just goes to show that ‘water’ like 
‘language’ is polysemous. 
33 I suspect that if pressed Chomsky probably wouldn’t stick to this formulation. After all, the cognitive sciences, despite 
their great progress over the past half century or so, haven’t really produced any laws, at least not on the model of those 
familiar from physics. See Cummins 1983. 
34 For the first, see Dennett 1987. For the second, also used by Dennett (2018) and, incidentally, Chomsky (2003) (as 
discussed in the main body of this text just below), see von Uexküll 1934. Von Uexküll op cit. uses the terms phenomenal 
world and self-world to the same end. The terms, as I will be using them, are intended to extend equally to worlds as 
conceptualized and worlds as perceived, so conceptual-perceptual-worlds. In this sense, the deer, the tick, the 
chimpanzee, and the human being inhabit different worlds, more and less similar. In another sense, of course, there is a 
common world in which they live. Science, on a common conception, seeks to describe this common world, the world 
as described from what Nagel (1989) has evocatively called the view from nowhere. See Dennett 2018. Cf. Sellars 1962 on the 
‘manifest image’. This is a topic of chapter 4.  
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propositional attitudes being the things-in-our-notional-world of central concern. And my 

methodological (and metaphilosophical) claim is that the best way to carry out this project is with 

the empirical study of the form and interpretation of the relevant stretches of language.35  

 In passages not far removed from those quoted above, Chomsky seems almost to 

acknowledge the importance of something like this project; as when he writes, for example, that by 

reflecting on ‘how the expressions of […] I-languages relate to language-external entities – sounds 

and things in informal usage’ we can uncover “substantive metaphysical theses”  

 

about the nature of the human mind and [quoting Cudworth’s phrase] the “modes of 

conception in the understanding” that enter into constructing the Umwelt in which we live 

and act. (2003: 292)36  

 

Almost, because Chomsky apparently sees this study as shifting the topic from ‘the postulated 

structure of the world to the structure of the mind’ (292). But invocation of the Umwelt itself 

suggests a third topic, already several times noted, namely the study of things-in-our-notional-world 

– things in the world as we take it to be. Effectively, Ludlow (2003) suggests pursuing this study 

                                                 
35 Cf. Strawson 1959 on ‘descriptive metaphysics’ and Bach 1986b on ‘natural language metaphysics’, as well as 
Moltmann 2017 and references there. But in fact, I think that this is what most metaphysicians have been engaged in all 
along, only more or less systematically, with larger or smaller collections of data, with more or less sophisticated tools 
and methods, wittingly or unwittingly. On my view, semantics and metaphysics are but two sides of the same coin; and, 
given the foregoing, we see that it is just as much a conceptual investigation – that is, an investigation into our mental 
representations. 
36 He also writes: ‘No one can seriously doubt that for all organisms, what counts as experience is richly determined by 
internal factors, which construct an organism-specific Umwelt. As far as these matters are at all understood, linguistic 
meaning falls within the same general pattern.’ (301) This observation is related to poverty of stimulus observations: we 
pick up on what bicycles and rivers and umbrellas and beaches and so forth are, world of things without end, with 
astonishingly little and very impoverished data (300-1). If we did not have something like a ‘common store’ of innate 
concepts, predispositions, or cognitive structures this would not be possible. Incidentally, this forecloses the possibility 
of any strong form of Whorfian linguistic relativity. Working with idiolects, and countenancing the possibility of 
differences in idiolects even within language communities, it follows trivially that there may be differences between 
different language communities. But the differences themselves are trivial, in the sense that incommensurability is no 
more a worry across language communities than it is across idiolects of a language community. Our common humanity 
ensures the possibility of translation. Homo sum, humani nihil a me alienum puto. 
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when he suggests that a ‘referential semantics’ for I-languages might reveal facts about (what he 

dubs) I-substances, as opposed to P-substances, i.e. the kinds of things corresponding to our I-

language representations, not the things referred to in physical theory (149, 153-5).37  

 But Chomsky (2003) is dismissive of the suggestion. He appears to have rather robust 

metaphysical intuitions: e.g. 

 

If I say “the flaw in the argument is obvious, but it escaped John’s attention,” I am not 

committed to the absurd view that among things in the world are flaws, one of them in the 

argument in question. Nevertheless, the NP the flaw in the argument behaves in all relevant 

respects in the manner of the truly referential expression the coat in the closet. (1981: 324) 

 

For my part, I can see no problem with there being flaws in arguments. After all, we can count 

them. In fact, as Ludlow (2003) observes, one comes across them all too often (152-3). Nor do I 

think we’re obliged to conceptualize arguments as containers for flaws, as seems to be suggested 

above.38 But rather than jockeying with metaphysical intuitions, the first observation one should 

make in these contexts is that the thesis at the heart of the read off method is not that surface form 

is ontologically committing but that logical form is.39 Before seeing what we are committed to by 

what we say, then, it is important to first get clear on logical form. And as I stated in §3, we should 

let mere competence in the language lead the way.  

                                                 
37 Physical theory leaves behind the concepts of ‘common sense’, as Chomsky often remarks. But at the same time, the 
latter puts definite constraints (mutable, perhaps, only by mutation) on the intelligibility of the former (see e.g. Chomsky 
1975, 2000: 37 and associated note). Things become particularly interesting when it comes to the cognitive sciences, 
where as it were the manifest and scientific images meet. I return to this in chapter 4. 
38 Except, of course, in an extended sense. Apparently we can’t escape the spatial metaphors. On the hypothesis that our 
concepts are conditioned by our experiences, in turn constrained by our bodies, our use of spatial metaphors to orient 
ourselves in thought is just what one would predict. See e.g. Lakoff and Johnson 1980. 
39 This is also observed by Ludlow 2003 and Higginbotham 1985, discussing the above remark. 
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As it happens, I do think that ‘the flaw in the argument’, like ‘the coat in the closet’, is a truly 

referential expression wherein ‘flaw’, like ‘coat’, is a nominal. But nothing will hang on this, and 

other views are plausible. Higginbotham (1985) suggests that ‘flaw’ in ‘the flaw in the argument’ is 

rather a modifier: 

 

“...among the things in the world are flaws, one of them in the argument in question.” 

Certainly, [this] is a bit of a joke. Why is this? I think that the reasons are not metaphysical, 

but syntactic, stemming from the separation […] of the noun flaw from mention of the kind 

of thing that is said to be flawed. The description flawed F is like bad F, since a flawed F may 

be a perfect G. The noun flaw, since it is not interpretable except with reference to a kind of 

thing and its norms of appraisal, might be expected not to stand on its own. Compare […] : 

 

Among the things in the world are bad ones (bad things), some of which are 

violinists. (585) 

 

Thus, says Higginbotham: ‘we […] resolve a worry that may be initially seen as metaphysical in favor 

of syntactic and semantic analysis’(ibid). But on the other hand, for all that, we have learned 

something about flaws, if Higginbotham is right: 

 

A flawed F, in general, is an F that, judged by the standards of appraisal that apply to Fs, is 

not all that an F should be. Thus, flawed, like real, is a trouser-word in the sense of Austin 

(1962). Still, if an argument is flawed, then it possesses a feature in virtue of which it is not 

all that an argument should be: an unsupported step, perhaps. This feature is a flaw in the 

argument—the flaw, if there are no others. (585) 
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In fact, we might have here a first observation in the metaphysics of flaws. Not that the metaphysics 

of flaws would be particularly interesting or consequential – to say nothing of the flaws in 

metaphysics. (What more is there is to say?) 

Another common example, owing to Hornstein (1984), also discussed by Ludlow (2003) and 

Higginbotham (1985), is ‘the average man’, as it shows up in e.g. 

 

 (24) The average man is overworked and underpaid. 

 

As Higginbotham observes, there are a number of ways of construing a sentence like (23). On one 

construal, if we were interested in testing the probable truth of (23), we could gather some number 

of men who are average in some contextually relevant way and see if they are overworked and 

underpaid. Men exceptional in the contextually relevant way wouldn’t amount to exceptions here; 

they would be ignored. On another construal, (23) is a claim to the effect that, on the average, men 

are overworked and underpaid. Underworked and overpaid men would be relevant here. 

Presumably, as Ludlow notes, ‘the average man’ is supposed to be problematic on the second 

construal, taken as denoting a certain notional construction one wouldn’t chance upon in the streets. 

But construed in the second way, Higginbotham argues, ‘average’ is an adverbial. It’s thus a bit like 

‘quick’ in  

 

 (25) Jill left to get a quick coffee.40 

 

                                                 
40 The example is inspired by Ludlow (2003), who borrowed from Haïk (1983), who influenced Higginbotham (1985). 
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Intuitively, (25) does not require the existence of coffees that are quick. But whatever the correct 

account is, it will be syntactically and semantically motivated. For my part, I have no problem with 

the average man, taken as a certain notional construction. In fact, I think that intentional objects, 

even merely intentional objects, or intentional inexistents, exist. Everything exists. (And that’s more 

than Quine thought.) It’s just that not everything is concrete.41 

 

 

9 MORE ON SEMANTICS (MEANING, TRUTH) 

 

 Pietroski (2005b, 2017, 2018) elaborates a ‘Chomsky-style’ semantics which he contrasts with 

‘Davidson-style semantics’. On Pietroski’s interpretation, Chomsky calls into question not just the 

Kripke-Putnam view of the extensions of words but the view that words have extensions in any sense. 

And maybe Pietroski is right about Chomsky’s self-understanding. But I think that nothing in the 

foregoing establishes this view. Describing the view, Pietroski (2005b) writes, for example: ‘We can 

say that predicates are apt for use as devices for classifying, while names are apt for use as devices 

for referring, without saying that names denote satisfiers of predicates’ (276). But there is an 

ambiguity in all such statements, on account of the fact that the type/token distinction is not 

explicitly drawn. It is true, I agree, that expression types do not have extensions. But expression 

tokens as used/produced in context (i.e., contextually used expressions) might. In fact, I think that 

when Pietroski writes things like this: 

 

“Axioms” like x satisfies ‘hexagonal’ iff x is hexagonal are [not] bunk. This is one way of 

encoding a perfectly fine idea: ‘hexagonal’ is a monadic predicate; and given some things to 

                                                 
41 I discuss ‘Pegasus’ and ‘the round square’  below. 
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talk about, such a predicate is apt for use (on a given occasion) as a device for sorting the 

things in a certain way, just as ‘France’ is apt for use as a device for referring (on a given 

occasion) to one of the things. But given some things, there are many overlapping ways of 

sorting them such that for each of those ways, a speaker of English can use the word 

‘hexagonal’ to sort the things in that way. (2005b: 292)42 

 

we can agree with the first half and then rewrite the second as follows: 

 

Given some things, there are many overlapping ways of sorting them into sets such that for 

each of those ways, corresponding to ways for things to be, a speaker of English can use the 

word ‘hexagonal’ to sort the things in that way. 

 

Where said sets would, of course, be extensions. To tie this to what I’ve said above, we might write: 

 

Given some things, there are many overlapping ways of sorting them into sets such that for 

each of those ways, corresponding to ways for things to be, so concepts for those who grasp 

these ways, a speaker of English can use the word ‘hexagonal’, expressing the concept 

HEXAGONAL, to sort the things in that way. 

 

Even countenancing the idea that predicate types have extensions, it is clear that identity of 

property is not determined by identity of extension associated with predicate expressing said 

property, since distinct properties (e.g. being a renate, being a cordate) may be predicated of things 

with allegedly co-extensional predicates (‘renate’, ‘cordate’). Indeed, we know that the properties 

                                                 
42 The bracketed negation looks suspicious, but he begins: ‘I am not saying that…’. 
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predicated of objects of reference are not the extensions (sets) they are assigned in model-theoretic 

semantics; for sets have their members of essence, and if contextually used predicates have extensions, 

which extension is assigned must vary by context. There is just no such thing as the set of objects 

satisfying the predicate ‘hexagonal’, if by this we refer to the type.  

Switching the example, one might ask whether every application of ‘red’ concerns the same 

property, only which objects are said to satisfy it varies by context. And the answer depends, of 

course, on the course of grain of description. It may seem necessary that if different objects satisfy 

the contextually used predicate, then different properties are at issue. And, at a finer grain of 

description, this is so. If we do not restrict application of Leibniz’s Law43 (LL) to ‘intrinsic 

properties’ (whatever these turn out to be) but allow it to apply also to extrinsic or relational 

properties, then by LL distinct properties must be predicated of these objects if the extensions of 

the contextually used predicates, albeit tokens of the same type, differ on these occasions. But of 

course, we are also in the right to say that the same property is predicated of these objects (say, the 

house, the rose, and the sunset); after all, they are all red.  

And there are certain family resemblances between the members of the extensions of these 

contextually used tokens of the predicate type. Indeed, that’s what justifies our use of ‘red’. And we 

are understood by others. For there are certain family resemblances between our uses of ‘red’. 

Indeed, that’s how we learn how to use it. And if there’s any way to learn anything about the world, 

then studying these family resemblances is one way.44 

                                                 
43 ‘LL’ is sometimes used to refer to the principle of the indiscernibility of identicals, sometimes to the identity of 
indiscernibles, and sometimes to a bi-conditional joining the two. I mean the latter; formally stated: ∀x∀y(x = y ≡ 
∀Φ(Φx ≡ Φy)). LL will be especially important to chapter 3. 
44 Again, semantics and metaphysics are but two sides of the same coin. Accordingly, where Chomsky speaks just of our 
‘internal representations’, I speak of our conceptual-categorical scheme and the corresponding notional world – the 
world as we take it to be. Partly, the concept of the notional world is a way of eliding the inner/outer distinction Chomsky 
is working with and which I don’t find particularly helpful. Are events just in our heads? (Is WWII in my head?) Are 
colors just in our heads? (And where?) And so on, world without end. It seems better to say these things are in the world 
as we take it to be. Speaking of the notional world, individuating things by their properties, and minding the fact that we 
impose possibly idiosyncratic conditions of identity with our ‘modes of conception’, we must acknowledge if we’re to be 



 41 

One of Pietroski’s (2005a, 2005b) own objections to taking this line is that ordinary language 

predicates are often vague, and sets, which again have their members of essence, must have 

determinate members: we can’t have things only vaguely belonging to sets. But I think that one 

perfectly good reply to this is to observe what we actually do, which is ignore the borderline cases. 

When, to stick to the example, I am apt to use this device ‘red’, say in ‘this is red’, in order to say of 

something that it is red, that is, in order to classify some thing as red, there is, I am claiming, an 

extension to that token of ‘red’. For there are things in the context of use that I would classify as red 

and things I would not; and what I say in that context would be true, by my lights, just in case the 

thing I say is red is in that extension, now construed as the would-be product of this sorting process, 

guided by possession of the concept expressed by ‘red’. Those things over which I would hesitate 

are, in most cases, neither here nor there. But if something hangs on it, we simply make a decision as 

to how to go on.45 And if we then change the context, the extension of ‘red’ may change. But that is 

because we have a different ‘red’ in hand. Across these contexts of use we will nevertheless find 

certain family resemblances between the extensions, that is, family resemblances between members 

of the extensions, and so family resemblances among uses of ‘red’, that is, tokens of ‘red’, and 

                                                 
a bit more careful that things are not, as might be suggested by Pietroski’s remark, just given for sorting but are rather 
given in sorting. Of course, phenomenologically speaking, things do appear given, for they are delivered, ‘on the occasion 
of sense’, by the ‘cognoscitive powers’ with which we’ve been endowed by the ‘hand of nature’ (to echo Chomsky 2003: 
292 echoing some early moderns). 
45 In fact, we are engaged in continual, mostly tacit, metalinguistic negotiation anyway. When things go well, we agree at 
once on how to speak and what is the case. As Davidson emphasized, all communication must occur against a large 
backdrop of such agreement – which is something forged, together, over time. We are the ones that breathe life into 
words, that make them move. In dialogue and dialectic, we work toward agreement as to the use of words or an 
interpretation of the language, which is at once also an interpretation of the world, which in turn determines how we get 
on in the world together. When confronted with familiar cases, we know what to say – that is, of course, if we are 
competent in the language. But there are times – borderline cases, or, more generally, cases where usage is not 
entrenched – where there is no antecedent fact of the matter what one ought to say. One must then decide what to say – 
on better or worse grounds. ‘When does green become blue?’ Davidson (1994) asks in illustration of just this point. ‘Is 
disagreement here disagreement over the word, or the color? It hardly matters’, he answers, ‘for the outcome is the same: 
what we come to agree on shapes our language and our thinking, and it shapes how we come to view the world’ (259). 
Cf. Wittgenstein (1953: §241): ‘“So you are saying that human agreement decides what is true and what is false?”—It is 
what human beings say that is true and false; and they agree in the language they use.’ And Austin (1961: 130): ‘When we 
examine what we should say when, what words we should use in what situations, we are looking again not merely at 
words (or ‘meanings’, whatever they may be) but also at the realities we use the words to talk about: we are using a 
sharpened awareness of words to sharpen our perception of, though not as the final arbiter of, the phenomena.’ 
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indeed the various red things. If uses depart substantially, then we come to recognize a new word, 

albeit homophonic.46  

This brings us to a final kind of argument Pietroski gives against ‘Davidson-style’ semantics, 

an argument pointing up the fact that many expressions of natural languages are, as we’ve had 

occasion to note, polysemous. According to Pietroski, arguments like the following spell trouble: 

 

France is hexagonal.       Hf 

France is a republic.       Rf 

∴ There is a hexagonal republic.      ∴ ∃x(Hx & Rx) 

 

– the idea being that, although the premises are acceptable and the argument as formalized valid, the 

conclusion is unacceptable. As Pietroski (2017) writes:  

 

Trouble attends the hypothesis that words have extensions/denotations. And we can decline 

invitations to posit the ever more subtle logical forms required to keep the trouble at bay. 

(211) 

 

                                                 
46 Of course, pronunciation, too, is subject to change with changing use. This is exactly what one who engages in 
population thinking would expect. Whatever’s in the ever-changing, flexible lexicon of an idiolect, chances are it’s there 
in important part on account of the fact that members and past members of the language community of the speaker 
whose lexicon we’re considering have used like sounds/shapes to certain uses bearing family resemblances to one 
another. Creative use of language enters the picture here – mutations of a kind if we adopt population thinking, the 
perspective of memetics – analogical extensions and the like, which have the effect (if copied, replicated, re-produced) of 
altering the semantic range of a word. If the range becomes too extended, the many uses to which the word is put more 
distantly related, if the population breaks up, then a new word (species) comes into existence and we instead have 
homophony (unless the word’s sound and shape changes too, as might happen). This is, it should go without saying, all 
compatible with compositionality, just not an overly rigid view of compositionality, according to which lexicon plus 
grammar yield truth-conditions for every sentence of the language, taken as a self-standing object in abstraction from 
speaker, context, occasion of use. Cf. Kaplan 1990, Dennett 2018, Richard forthcoming. 
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But if the conclusion is unacceptable (I’m not sure, actually, that it is47), then I’d say that what this 

argument shows is that if different uses of the same word express different concepts, our 

Begriffsschrift (concept script) should take that into account. It seems that Pietroski would have us 

focus just on the concepts words express (‘fetch’, in his lingo). But the concepts words express are, 

to combine my way of speaking with his, ways of sorting things according to the properties we 

recognize them to have if we have the concepts to guide our sorting. And if things with different 

properties are different things, then the things differently sorted will be different.48 If, for whatever 

reason, whatever is hexagonal cannot be a republic, the x that is hexagonal cannot be the y that is a 

republic.49 And since, as I’ve argued, our Begriffsschriften just are our idiolects, we must, if Pietroski’s 

judgment is correct, formally represent the argument differently: e.g. 

 

 Hf1 

 Rf2 

∴ ∃x(Hx & Rx) 

 

                                                 
47 Imagine the voice of Alex Trebek: ‘This hexagonal republic is famous for its cheese and linguistic snobbery.’  
48 Anyway, they will be taken to be different. But after all, we are talking about the notional world here. 
49 Of course, if we should like to keep things from popping in and out of existence at every change in property, then we 
need to relativize to properties had at a time and also look to see what changes in properties a thing can undergo without 
going out of existence. On my view, this is a question for lexical semanticists. I leave it to them.  
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(The qua operator may be helpful here. Thus we may speak of France qua political entity, France qua 

geographical territory, etc..50) And this argument, of course, is not valid.51  

 In fact, sans his stance on Bedeutungen (i.e. the designata of words, or their semantic values 

on Fregean views), Pietroski’s view is really not so different from Frege’s; nor for that matter, then, 

mine. Pietroski (2005b, 2017, 2018) hypothesizes that ‘the meaning of an expression’, by which I 

think he means the meaning of an expression type, ‘is an instruction for creating a concept from 

available mental resources’ (2005b: 269). If the ‘available mental resources’ are put in the C-I system, 

then the story I gave above can pick up from here.52 The sentence parsed into its LF might have at 

most truth-indications, but the fully interpreted LF, having been shipped off to C-I, has truth 

conditions, as it seems to me anyone who accepts any sentence as true must allow. Subbing out 

Pietroski’s logically arranged concepts (which are ideas in Frege’s sense) for Frege’s senses, we are 

returned to Frege’s Thought. 

 

                                                 
50 This will be relevant to discussion of fictions below. There are puzzles about identity that must be dealt with, certain 
difficulties often papered over in these contexts. But I’m quite sure they are everyone’s problem. Consider, for example, 
an identity claim one often comes across in philosophy of language: ‘Jekyll is Hyde’. And now consider this argument: 
 
 Jekyll is a kind, well-respected chemist and Hyde a murderous wanton. 
 Jekyll is Hyde. 
∴ Jekyll is a murderous wanton. 
 
What we want to say is that, well, Jekyll qua Hyde is a murderous wanton. (There are, of course, puzzles of personal 
identity here, too.) 
51 Take what seems to me a more obvious example: 
 
 France beat Brazil 3-0 in the 1998 World Cup. 
 France is a republic.  
∴ France is a republic that beat Brazil 3-0 in the 1998 World Cup.  
 
Maybe it’s because I don’t actually care for professional sports, but I’d translate this argument with ‘f2’, ‘f3’. If I fail to 
decline the invitation to posit a more subtle logical form than a translation taking ‘France’ to be univocal, that’s because I 
take myself to reason in language and am interested to account for this. 
52 Etymologically, as Quine (1953: 130-2) notes, ‘semantics’ has to do with meaning. If meaning is what you know when 
you understand something, then given what I’ve said about ‘truth conditional semantics’, it isn’t really semantics. We 
could instead simply call it ‘truth theory’ (or ‘theory of reference’, as Quine suggests). With regard to a truth theory, we 
can let ‘semantic values’ be Fregean Bedeutungen. 
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10 LOGICAL AND ‘GRAMMATICAL’ FORM  

 

 Of course, Frege thought that apparent (surface) ‘grammatical’ and logical form may depart, 

sometimes very significantly. Take, for example,  

 

 (26) A planet moves. 

 

According to common lore at least, the medievals thought that ‘a planet’, on analogy with ‘the earth’ 

in (4), must – insofar as the sentence is meaningful and indeed possibly true – be a referring 

expression, to wit, an expression referring to a planet. But not to any planet one could point to. It’s 

hard to say what this comes to. And that partly accounts for why Frege’s formal innovations were so 

welcome by philosophers.  

According to Frege, a sentence like (26) is a quantified expression. On his logical analysis, 

(26) in particular is ‘logically equivalent’ to  

 

 (27) There is a planet and it moves. 

 

which he suggested we represent as follows: 53 

 

 

                                                 
53 I’ve left off the concavity Frege drew under the first occurrence of the argument, reading left to right, since it’s 
difficult to make it look right. See Frege 1879.  
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Or, in modern notation (borrowing from Russell, borrowing from Peano):54 

 

~∀x(Mx ⊃ ~Px) 

 

which is of course equivalent to: 

 

∃x(Px & Mx) 

 

Here, spelling it out: 

 

 ∃x(planet(x) & moves(x)) 

 

Among the virtues of this account, as may be seen with the assigned form, is its dissolution of the 

problem of answering the question what ‘a planet’ refers to: although the sentence is true just in case 

there is a moving planet (i.e. just in case there is at least one planet which moves), the sentence 

makes no claim about a particular planet. We also have a natural way to handle the denial of (26), 

namely with 

 

~∃x(planet(x) & moves(x)) 

 

                                                 
54 This should allow you to interpret Frege’s representation. Note: The leftmost horizontal bar is what Frege called a 
judgment stroke, which just indicates that the sentence represented is taken to be true. For further explanation, see Frege 
1879 and Beaney’s appendix on Frege’s notation in The Frege Reader. The theme of notational variants will be picked back 
up chapter 3. 
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– from which no ontological commitment to (something like) an existing non-existent particular-

but-no-further-specifiable planet is incurred. As for more significant departures, consider 

 

 (28) Exactly three planets move. 

 

which, as formalized, would be represented as follows: 

 

 ∃x∃y∃z(Px & Py & Pz & Mx & My & Mz & x ≠ y & x ≠ z & z ≠ y &  

∀w(Pw & Mw ⊃ (w = x v w = y v w = z))) 

 

One wouldn’t have guessed that modest (27) packs all that structure. So you can see why the mantra 

of early analytic philosophy was ‘surface form misleads’.55 

 Russell, in that ‘paradigm of philosophy’, as Ramsey (1929) famously dubbed Russell’s 

1905,56 agreed with Frege on this score and added that definite descriptions (aka definites), too, are 

quantificational expressions – pace Frege, who assimilated them to names. Thus, under Russell’s 

logical analysis, a sentence like  

 

 (29) The third planet from the sun moves. 

 

is seen to have the form 

 

 ∃x(third-planet-from-the-sun(x) & ∀y(third-planet-from-the-sun(y) ⊃ y = x) & moves(x)) 

                                                 
55 Of course, we could instead write: ∃!3x(Px & Mx). But this is just an abbreviation of the above.  
56 It certainly is, in any case, a paradigm of analytic philosophy. 
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Or, more briefly:  

 

∃x(∀y(third-planet-from-the-sun(y) ≡  y = x) & moves(x)) 

 

(Obviously there’s structure in both forms fit for further analysis, but this would be beside the point; 

these are typical representations.) There are a few ways to think about this. 

Sometimes the idea seems to be that this logical form underlies the surface grammatical form 

and that the latter conceals or obscures the former, or that somehow the logical form is the form of the 

sentence, only at a deeper level, and that the way to, as it were, dig down to this level or uncover this 

form is to analyze the sentence. But what seems like another, more widely adopted view, the 

occasional use of this metaphorical language notwithstanding, is that the logical form of a sentence 

is the form of the sentence’s translation into an ‘ideal language’, a certain ‘canonical idiom’ or 

‘regimented language’ (in Quine’s lingo), i.e. a logical language, which (to quote Davidson again) 

 

catalogue[s] the features relevant to [a sentence’s] place on the logical scene, the features that 

determine what sentences it is a logical consequence of, and what sentences it has as logical 

consequences 

 

or which ‘makes perspicuous’ each sentence’s logical structure – which reveals its logical behavior. 

But also: its truth conditions, as was in fact emphasized by Russell, too. On this view, logical form 

still belongs to a sentence. 

A prima facie different view is that the logical form of a sentence is the logical form of the 

proposition it expresses (or: the proposition it is contextually used to express). But for Russell and 
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many others, these views come to the same, provided that the language of propositions is the ideal, 

logical language into which natural language sentences are translated – again, in order to make 

perspicuous (or explicit) their inferential potential and truth conditions. Accepting the language of 

Fregean Thought hypothesis, we may in turn identify this language as a language of propositionally 

articulated thought. Only, provided the correctness of the correspondence hypothesis (again, the 

hypothesis that LF = logical form), we reject the unqualified claim that logical and grammatical form 

diverge. Surface form (aka surface structure, SS for short) may differ from both LF and logical form; 

but with regard to the grammatical form that is LF, logical and grammatical form correspond.  

In the restricted quantifier notation of Neale 1990, (28), for example, is not represented as 

Russell suggested but as follows: 

 

[the x: third-planet-from-the-sun x](x moves) 

 

Thus, (29) is seen to be of the general form  

 

 [the x: Φx](x Ψ) 

 

which is really just a slightly simplified version of the corresponding LF: 

 

 [S[the Φ]x[S[NP t]x[VP Ψ]]] 

  

(That is, more fully: [S[NPx[DET the][N Φ]][S[NPx t][VP[V Ψ]]]]. I here use labeled bracket notation 

and include the trace (t) left by movement.) In fact, it is quite close to Russell’s way of abbreviating 

descriptions like the above:  
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 Ψ(ιx)(Φx) 

 

(where the iota operator is construed as a variable-binding term-forming operator, taking an open 

formula and returning a term to which a predicate may be prefixed). But for Russell, as was just 

noted, this is only a way of abbreviating the correct logical form. According to Russell, definite 

descriptions (a subclass of ‘denoting phrases’, aka quantified noun phrases, including e.g. expressions 

of the kind: ‘a planet’, ‘some planet’, ‘every planet’, ‘no planet’), as they appear in surface form, are 

really ‘incomplete symbols’, which have ‘no meaning in isolation’. They are only apparently singular 

terms. (Remember the mantra: surface form misleads.) On this view, it is only in the context of a 

sentence in which it is embedded that a definite description contributes to the truth conditions of 

the proposition expressed by the embedding sentence. And in fact, he thought ordinary proper 

names (like ‘Galileo’ and ‘Ertha’) were really ‘disguised’ definite descriptions, the only ‘logically 

proper names’ being demonstratives like ‘this’ and ‘that’ (and perhaps the indexical ‘I’). 

But one need not accept Russell’s view of ordinary proper names in order to accept Russell’s 

view of the truth conditions of sentences embedding definite descriptions. In fact, as Neale (1990) 

observes, one can accept the Russellian idea that (41) and (42) express object-independent 

propositions (i.e. propositions not about any particular object) without accepting the idea that 

propositions have objects, properties, and relations as constituents, that is, without accepting the 

Russellian view of propositions. What’s more, as Neale argues, we need not accept Russell’s view of 

the logical form of sentences embedding definite descriptions (so the logical forms of the 

propositions they express) in order to accept his view of the truth conditions of such sentences (or 

the propositions they express). We can instead use the above restricted quantifier notation above. 
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And that’s all to the good; for these are all improvements in plausibility – not least because they 

return logical to grammatical form. 

Notice, by the way, that even with sentences as simple as, for example, 

 

(30) Every planet moves. 

 

and  

 

(31) Some planet moves. 

 

we see a departure between grammatical and logical form, if we use just the quantifiers ∀, ∃. For the 

first is then translated  

 

∀x(planet(x) ⊃ moves(x)) 

 

and the second  

 

∃x(planet(x) & moves(x)) 

 

And in neither translation is there anything corresponding to the subject noun phrases of the 

sentences translated. But in fact, we know that these quantifiers won’t suffice generally, for we can 

provide no translation of  

 

(32) Most planets move.  
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with them. Using restricted quantifiers again returns logical to grammatical form. Thus, the above 

are represented, respectively:57 

 

[every x: planet x](x moves)   

 

[some x: planet x](x moves)  

 

[most x: planet x](x moves) 

 

But in any case, I think we should reject the idea that the propositions expressed by 

sentences embedding definite descriptions used referentially are object independent. Indeed, I think 

we should reject the view that definite descriptions so used are not referring expressions. Frege was 

right to assimilate such definite descriptions to names. For we may assimilate them to complex 

demonstratives (like ‘that planet’ and ‘this telescope’), which (like simple demonstratives like ‘this’ 

and ‘that’) we assimilate to logically proper names, and so referring expressions.58 And we can do so 

while holding onto Neale’s notation.  

 

                                                 
57 As Neale (1990: 42) notes, the system of binary quantifiers has the same expressive power as the system of restricted 
quantifiers; but as he writes, the latter ‘allows us to view quantified noun phrase like ‘most men’, ‘most men who know 
Greek’, ‘some tigers’, and so on, as syntactical and semantical units’ (my emphasis). The standard semantic clauses 
(better: truth clauses) for ┌ [every x: Φx](Ψx) ┐ and ┌ [some x: Φx](Ψx) ┐ are what you’d expect them to be, given 
familiarity with ∀ and ∃. In set theoretic notation, ┌ [most x: Φx](Ψx) ┐ is true just in case |A ∩ B| > |A - B|, where of 
course A = {x: x is Φ} and B = {x: x is Ψ}. In Logician’s English, and material mode: most Φs are Ψs just in case there 
are more Φs that are Ψs than not. The clause can of course also be given in terms of satisfaction: a sequence s satisfies 
┌[most vi: Φ](Ψ) ┐ just in case most sequences satisfying Φ and differing from s at most in the ith place satisfy Ψ. As for 
the truth clause for the definite, even used referentially, Neale gives us: ┌ [the x: Φx](Ψx) ┐ is true just in case |A - B|= 0 
and |A| = 1. But see just below. 
58 Proper names, some indexicals-in-context, and variables-under-assignment are all logically proper names. 
Demonstratives, of course, fall under the more general category of indexicals. Next chapter I will argue that in addition 
to referential indexicals there are predicatival indexicals.  
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11 ON DEFINITES (CONTRA RUSSELLIANS) 

 

There is no question that most uses of definites are referential.59 What Neale (1990) and other 

proponents of the (modified) Russellian analysis just described typically claim is that, nevertheless, 

definites per se are ‘semantically’ non-referential because quantifier phrases.60 Accordingly, they 

maintain that with most uses of definites speakers say something they don’t mean and mean 

something they don’t say. To bring out the claim, it may be helpful to compare two exchanges:  

 

A: Which bicycle do you want? 

B: There is a unique red bicycle with particolored streamers and it is the one I want. 

 

C: Which bicycle do you want? 

D: I want the red bicycle with particolored streamers. 

 

Intuitively, D uses ‘the red bicycle with particolored streamers’ to refer to the bike she wants. And the 

Russellians under discussion wouldn’t deny this. What they would deny is that the definite used by D 

is a referring expression. For they would claim that what D says (i.e. the proposition she actually 

expresses) is just what B says, the proposition B expresses.61 To be sure, they would claim, D might 

mean to refer to the bike she wants, but what she says makes no such reference. And this isn’t a rare 

occurrence on the view; again, it is admitted that most uses of definites are referential. So more 

                                                 
59 In the literature, the other use is said to be ‘attributive’. See Donnellan 1966. 
60 See also Grice 1969, Kripke 1977. 
61 Actually, ‘the one I want’ should be cashed out too. Thus: ‘There is a unique red bicycle with particolored streamers 
and there is a unique thing I want, and these things are one and the same.’ But this won’t affect anything. 
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often than not, on the view, one says something by using a definite that one does not mean. This is, 

I think, an incredible view.  

Indeed, one wants to characterize the view by saying that, according to it, one says 

something with definites one does not mean to say and means to say something one does not say. I of 

course agree that a speaker can sometimes mean something she does not say; but as a rule, what a 

speaker means and what she says must generally go together. Within a cognitivist view of language, I 

think that it makes little sense to suggest that certain ubiquitous constructions, such as definites, more 

often than not (indeed, perhaps far more often than not) are used to say something a speaker does not 

mean, or are used to mean something a speaker does not say. 

There are, to be sure, things that Russellians can say – in fact, have said – in response to this. 

And one could devote a whole book (or lifetime) to responding to them. But I leave that to others. I 

think it is plain that the Russellian view gets the truth conditions of (contextually used) sentences 

embedding definites wrong; as may be seen when the definite fails to ‘denote’: 

 

(33) The present king of France is not bald. 

 

According to Russellians, this sentence (or rather: the proposition it may be contextually used to 

express) is false. But not because the present king of France is bald. It is false because there is no 

present king of France. Famously, Strawson (1950) argued, to the contrary, that folk intuition is that 

– when there is no present king of France – (50) is neither true nor false; and the data are in: 

Strawson was right about the folk (see von Fintel 2004). Since even Russell allowed that existential 

presupposition is a mark of logically proper names, what this comes to is that folk intuition supports 
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Frege’s assimilation.62 And importantly, semantics is not a domain wherein folk intuitions can go 

utterly by the board.63  

Definites solve a problem: You can use them when you want to refer to something, but you 

don’t have an arbitrary name for the thing, and a bare demonstration won’t quite do the trick either. 

In this respect, again, they are like complex demonstratives. Compare:  

 

(34) Sally looks lost.  

(35) She looks lost. 

(36) That woman next to the tree looks lost. 

(37) The woman next to the tree looks lost. 

 

Here, I claim, we have only so many ways of referring to Sally. ‘Sally’ and ‘she’ in (34) and (35) are, as 

contextually used, logically proper names. Setting aside the eventish logical forms for now and taking 

‘looks-lost’ as primitive, we represent them both: 

 

 Ls 

 

                                                 
62 And of course, when definite descriptions do ‘denote’, they designate exactly one thing – just as names do. One thing 
that a Russellian might say at this point is that names are rigid designators, i.e. they designate the same thing in ‘all 
possible worlds’. If this is how we should use the word ‘name’, that’s fine by me. I would still claim that referentially 
used definite descriptions are referring expressions. But in fact, I would claim that some of them by this criterion are 
names: e.g. ‘the proposition that the earth moves’. If ‘the earth moves’ expresses the proposition that the earth moves, it 
would seem to make little sense to claim that ‘the proposition that the earth moves’ might designate in some other world 
something other than what ‘the earth moves’ expresses. See next chapter. 
63 In his highly polemical reply to Strawson (1950), Russell (1957) writes against Strawson’s claim to account for 
‘common usage’: ‘Suppose, for example, that in some country there was a law that no person could hold public office if 
he considered it false that the Ruler of the Universe is wise. I think an avowed atheist who took advantage of Mr. 
Strawson’s doctrine to say that he did not hold this proposition false, would be regarded as a somewhat shifty character.’ 
But one of the funny things about this example is that Russell is right, but not because what the shifty atheist says is 
false, but because he violates the Gricean Maxim of Quantity (see Grice 1967); he should have added: ‘And I don’t think 
it is true either.’ By contrast, consider what an avowed atheist and Russellian like Russell might try to get away with: He 
might well, truly by his lights, deny that the Ruler of the Universe is not wise.  
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Taking ‘next-to-the-tree’ and again ‘looks-lost’ as primitive, we represent (36) as follows: 

 

[that x: woman x & next-to-the-tree x](x looks-lost)  

 

And (37) the way Neale would: 

 

[the x: woman x & next-to-the-tree x](x looks-lost)  

 

Different situations call for different referential devices. If speaker and hearer know the name of the 

woman and the hearer can be expected to know which Sally is being mentioned, the speaker may use 

the first. If the woman is in proximity to the speaker and hearer, the speaker may use the second. 

The third, too, may be used when the woman is in proximity, and the ‘descriptive material’ may be 

used as further aid to singling her out (alongside, say, a pointing finger or other gesture). Without 

pointing, but with the woman in proximity, the speaker might pick out the woman the fourth way. 

(You can imagine there is also a woman by the shrub, a woman by the rose bush, etc..) After the 

speaker and hearer have moved on, the woman no longer in proximity, one of them might remind 

the other:  

 

(38) The woman next to the tree looked lost.  

 

But for that matter, he might say:  
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(39) That woman next to the tree looked lost.64 

 

My proposal, then, is that demonstratives like ‘that’, like determiners like ‘an’, are variable-binding; 

but also (complex) term-forming. They are thus variable-binding (complex) term-forming operators. 

And ‘the’, used referentially, is like ‘that’. As variable-binding operators, I would expect their 

movement under syntactic transformation to leave traces in LF. In fact, I would expect them to look 

like quantified noun phrases. Thus, again, I think we can stick with Neale’s restricted quantifier 

notation in formally representing them.  

Perhaps, finally, two observations are worth quoting. The first is from Neale (1990: 28):  

 

From the point of view of grammar, descriptions are bona fide singular noun phrases with 

more or less the same distributional properties as referring expressions (viz., names and 

demonstratives). 

 

And the second from Devitt (2007: 20): 

 

Stephen Neale informs me that his research suggests that ‘the’ came from ‘that’. My student 

Boone Gorges informs me that his research suggests that ‘the’ and ‘that’ have a common 

origin in a word of uncertain function. Another student, Francesco Pupa has drawn my 

                                                 
64 With regard to ‘the F’ and (the deictic, i.e. non-anaphoric) ‘that F’, Devitt (2004: 288) observes: ‘We could usually 
change one for the other without apparent cost to our goal of communicating a singular thought. When a demonstration 
(pointing gesture) is called for, ‘that F’ may seem more appropriate, when it is not, ‘the F’. However, in each case, the 
other expression would usually do fine. Little if any change in stage setting is required to change from one expression to 
the other.’ Moreover, he adds, ‘definites are like demonstratives in depending for their reference partly on whatever 
mechanism determines which object is in mind.’ It should be noted that we are not limited to pointing to or otherwise 
demonstrating concrete things, with and without aid of descriptive material. Consider, for example, a 
sentence/proposition/thought like the following: That prime number which is between 2 and 5 sums with the prime it 
succeeds to that prime which succeeds it.  
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attention to the following: “Modern English ‘the’ is a continuation of the Indo-European 

pronominal stem *to. The function was not originally that of an article; we meet the word in 

historic times as a demonstrative pronoun.” (Christophersen 1939, p. 84)65 

 

Not much in the way of scholarship, but it will do. On the going view, this is exactly what we would 

expect. 

And the going view, by the way, can be combined with the eventish logical forms of §6. 

Take, for example, a sentence I heard recently: 

 

 (40) That man needs a shave. 

 

Putting the restricted quantifier notation to work with our eventish logical forms, we have: 

 

 [that x: man x]([a y: shave y](∃e[agent(e, x) & needing(e) & theme(e, y)]))  

 

And this I believe will correspond with the LF for (40). The other sentences involving 

quantifications involving events above would be similarly represented. Take (30), for example; its LF 

(here in labeled-bracket notation) is plausibly: 

 

 [S[NPx[DET every][N planet]][S[NPx t][VP[V moves]]]] 

 

and its eventish logical form incorporating restricted quantifiers: 

                                                 
65 That is: Christophersen, P. 1939. The articles: A study of their theory and use in English. Munksgaard.  
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 [every x: planet x](∃e[subject(e, x) & moving(e)]) 

 

Finally, for one more example, take (13). I believe we may now represent it as follows: 

 

 [the x: toast x]([a y: knife y](∃e[agent(e, Jones) & past-buttering(e)  

& theme(e, x) & with(e, y)])) 

 

The LF for this, too, will correspond.  

 

 

12 HOW TO LOCATE INTENTIONAL OBJECTS (RAMSIFICATION) 

 

But if we don’t accept Russell’s analysis or his view that ordinary proper names are disguised 

definites, what should we make of expressions like ‘the round square’ and ‘Pegasus’? For Russell, as 

noted above, iota operator translations of sentences embedding definites are but abbreviations of 

certain existential quantifications, as inscribed in Russell’s contextual definition: 

 

 [(ιx)(Φx)]Ψ(ιx)(Φx) =df ∃x(∀y(Φy ≡  y = x) & Ψx))66 

 

                                                 
66 In Russell’s notation: [(℩x)(𝜑𝜑x)] . 𝜓𝜓(℩x)(𝜑𝜑x) . =∶ (∃b) : 𝜑𝜑x . ≡x . x = b : 𝜓𝜓b  Df. See PM *14.01. The square-bracketed 
material to the far left is to indicate the ‘scope’ of the description. You can ignore that. 
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Equipped with this definition, we have a procedure for converting any well-formed formula 

containing a definite description into an equivalent formula without.67 And this Russell saw as key to 

a solution to problems involving expressions like the above.  

Take Russell’s example, inspired by Meinong 1904:  

 

 (41) The round square is round. 

 

In line with the assumptions of the medieval view noted above, on Meinong’s (1904) view, as 

Russell describes it, ‘any grammatically correct denoting phrase [stands] for an object’. Given the 

grammaticality of (41), it follows, on this view, that ‘the round square’ must denote an object, to wit, 

the round square – an apparently absurd consequence, given that no object can be both round and 

square (at the same time, in the same respects). Russell, for his part, does not deny that (41) is 

grammatical; indeed, he does not deny that it is meaningful. And he moreover maintains that every 

meaningful (indicative) sentence is either true or false. But it is his view, as above described, that 

denoting phrases do not contribute objects to the propositions expressed by the sentences in which 

they are embedded. (41), in particular, receives the form 

 

 ∃x(∀y(round(y) & square(y) ≡  y = x) & round(x)) 

 

                                                 
67 In general, Neale (1990: 30) notes: ‘To define an expression ζ contextually is not to provide a stipulative or explicative 
definition of ζ; rather, it is to provide a procedure for converting any sentence containing occurrences of ζ into an 
equivalent sentence containing no occurrences of ζ.’ Equivalently: ‘To say that a symbol is contextually defined is just to 
say that every well-formed formula in which it occurs abbreviates (in a uniform way) a formula in which it does not 
occur’ (31). Russell (1905) also speaks of ‘a reduction of all propositions in which denoting phrases occur to forms in 
which no such phrases occur’. On Russell’s (1905) usage, if ┌ ζ ┐ is a denoting phrase and┌ α ┐ a genuine referring 
expression (or singular term), then if ┌ ζ  is (identical to) α ┐ is true, we may say that ┌ ζ ┐ denotes α. But it is misleading 
for a proponent of the view that definite descriptions are incomplete symbols to speak this way.  
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and is simply false (pace Meinong, who judged the sentence true, presumably because analytic), as the 

existence condition is not satisfied.68 Indeed, according to Russell, the following is true (and so 

meaningful, and so grammatical):  

 

 (42) The round square does not exist. 

 

But again, we are not committed to (something like) an existing non-existent round square; for the 

form of (42), on Russell’s analysis, is 

 

 ~∃x(∀y(round(y) & square(y) ≡  y = x)) 

 

At first blush, this wouldn’t seem to help with sentences like  

 

(43) Pegasus does not exist. 

 

But according to Russell (1910-11), ordinary proper names (as opposed to ‘logically proper names’, 

i.e. demonstratives, like ‘this’ and ‘that’, and perhaps the indexical ‘I’) are ‘disguised definite 

descriptions’.69 If this is so, then, with Russell’s analysis of definite descriptions, we can make sense 

                                                 
68 As Neale (1990: 31) observes, the Russellian logical forms are ‘first-order reorderings’ of a conjunction of three claims: 
 

(a) There is at least one F. 
(b) There is at most one F. 
(c) Everything that is F is G. 

 
Given that there is nothing both round and square, (a) is not satisfied in the case of (41). 
69 In his 1905, Russell suggests only that fictional names (‘Hamlet’ and ‘Apollo’ are his examples) are disguised definite 
descriptions. (Not to say he suggests that only fictional names are disguised definite descriptions.) As he puts it there: 
‘The whole realm of non-entities, such as ‘the round square’, ‘the even prime other than 2’, ‘Apollo’, ‘Hamlet’, etc., can 
now be satisfactorily dealt with. All these are denoting phrases which do not denote anything. A proposition about 
Apollo means what we get by substituting what the classical dictionary tells us is meant by Apollo, say ‘the sun-god’.’ But 
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of a sentence like (43) without (paradoxically) presupposing the existence of a non-existent 

individual. Suppose, for example, that ‘Pegasus’ is disguise for ‘the winged horse that was captured 

by Bellerophon’.70 Then we have:  

 

~∃x(∀y(winged-horse-that-was-captured-by-Bellerophon(y) ≡  y = x)) 

 

And there is no contradiction there.  

In fact, the idea that ordinary proper names are disguised descriptions, if accepted, can be 

extended to a solution to the substitution problem discussed in §2. Recall, to recycle the example, (1) 

and (7), now repeated as (44) and (45): 

 

(44) Galileo believes that the earth moves. 

(45) Galileo believes that Ertha moves. 

 

Combined with the relational view of the logical form of these reports, the motivation to which was 

described §1, this looks like a straightforward counterexample to the Russellian view of propositions 

described §2. For on the Russellian account, if (6), now repeated as (46), 

 

 (46) The earth is Ertha. 

                                                 
by his 1910-11, he extends the idea to ordinary proper names generally. There he presents a number of reasons for this 
view in addition to the reason that it enables us to avoid commitment to Meinongian entities – most of them stemming 
from his adoption of some dubious tenets of Cartesian epistemology. (The logically proper names ‘this’ and ‘that’ were 
supposed to refer to things with which one is immediately ‘acquainted’, e.g. sense data on an occasion of sense.) But we 
can set this aside. Notably, and in line with my observations in §3, Quine’s (1948) reasons for adopting the view appear 
to be expressly ontological. 
70 As Quine (1948) suggests. Alternatively, we could use Quine’s (1948) method of converting (or ‘translating’) names 
into unique descriptions, whereby ‘Pegasus’ becomes ‘is-Pegasus’ or ‘pegasizes’, from which we then obtain ‘the thing 
that pegasizes’. 
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is true, it should express the same proposition as (47): 

 

 (47) The earth is the earth. 

 

Whereas, evidently, (46) and (47) do not express the same proposition; or rather: if Galileo were to 

use (46) and (47), he would not express with each one and the same proposition – and so, by that 

token, would not express one and the same belief. For we assume that Galileo would not deny (47), 

and we assume both (44) and 

 

 (48) Galileo does not believe that Ertha moves. 

 

are true. Stronger still, we assume both (44) and  

 

 (49) Galileo believes that Ertha does not move. 

 

are true. Indeed, we know that  

 

 (50) Galileo believes that the earth is not Ertha. 

 

is true, and we would not ascribe to Galileo the belief that the earth is not the earth. Crucially, 

though, this all assumes that ‘the earth’ and ‘Ertha’ are – from a logical point of view – names. 

Suppose, instead, that Russell is right and ordinary proper names are not logically proper 

names but instead disguised descriptions. And suppose further that for Galileo ‘the earth’ is disguise 
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for ‘the third planet from the sun’ and ‘Ertha’ for ‘the planet for which Tellus Mater is goddess’.71 

(Suppose that Galileo falsely believes that Tellus Mater is goddess of Mars. Of course, Russell would 

have us define ‘Tellus Mater’, too; but leaving it undefined will be fine for our purposes.) Then (44) 

and (45) may be rewritten: 

 

 (51) Galileo believes that the third planet from the sun moves. 

 (52) Galileo believes that the planet for which Tellus Mater is goddess moves. 

 

On Russell’s analysis, (51) and (52) ascribe different beliefs, given that, on the analysis, 

 

 (53) The third planet from the sun moves. 

 (54) The planet for which Tellus Mater is goddess moves. 

 

express different propositions. In Logician’s English, we have, respectively: 

 

 (55) There is something x such that x and only x is third planet from the sun, and x moves. 

 (56) There is something x such that x and only x is planet for which Tellus Mater is goddess,  

                   and x moves.72 

 

                                                 
71 We’ve been supposing throughout that ‘the earth’ – ‘the’ notwithstanding – is an ordinary proper name. Kripke (1980: 
27) gives other examples: ‘the Holy Roman Empire’, ‘the United Nations’. And of course there are countless others 
besides: ‘the Socialist Party’ of France, for one more. That is, plausibly, these are names, even if you agree with Russell 
(pace Frege) that definite descriptions should not be assimilated to names. Notice, by the way, that this solution is actually 
quite close to Frege’s (1879) solution, if we follow the suggestion of the famous ‘Aristotle’ footnote and identify senses 
with definite descriptions. I return to this chapter 3. 
72 Russell  (1903) calls sentences like these propositional functions. 
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As it happens, both (53)/(55) and (54)/(56) are true, given that the planet we call home is the value 

of the variable in  

 

(57) x and only x is third planet from the sun, and x moves. 

(58) x and only x is planet for which Tellus Mater is goddess, and x moves. 

 

(A variable under assignment is a logically proper name of its value.) But according to the analysis, 

neither (53) nor (54) is about our planet; neither expresses (or: may be used to express) a proposition 

with our planet as constituent. Instead, they express (what Neale 1990 calls) object-independent 

propositions, concerning the obtaining of a certain relation between properties.73 To see this, we 

may isolate the contribution ‘the’ makes to the proposition expressed by, to pick one, (53). We 

simply take the Russellian logical form  

 

∃x(∀y(third-planet-from-the-sun(y) ≡ y = x) & moves(x))  

 

and remove the occurrences of the predicates, replacing them with arbitrary predicate variables Ξ, Π 

bound by lambdas:74  

 

λΞλΠ(∃x(∀y(Ξy ≡ y = x) & Πx))  

 

Any sentence of this form expresses (or may be used to express) a proposition to the effect that 

there is a unique satisfier of Ξ which also satisfies Π. Thus, with (53), again, we need not mention 

                                                 
73 Object-independent and -dependent propositions are also sometimes spoken of as general and singular thoughts. 
74 See King 2002b: 123. Russell’s method of abstraction was existential introduction; see Linsky 2002. 
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our planet to specify its truth conditions. We need only say: there is a unique satisfier of ‘third-

planet-from-the-sun’ which also satisfies ‘moves’. Which is not to say: there is a unique satisfier of 

‘planet-for-which-Tellus-Mater-is-goddess’ which also satisfies ‘moves’. 

 This is all very nice. But unfortunately, there isn’t the faintest whiff of independent syntactic 

motivation for the view that ordinary proper names – fictional or otherwise – are disguised 

descriptions. And I rest my case against the view with this observation. There are other well-known 

difficulties for the view besides, famously discussed in Kripke 1972/1980 – difficulties which, in 

fact, are generally judged to be fatal for the view. But we can set this issue aside. 

If ‘Pegasus’ is not shorthand for any description, if it is indeed a logically proper name, and 

logically proper names involve existential presupposition, then by (43) we seem to be ontologically 

committed to (something like) an existent non-existent. And that looks like a problem.  

Fortunately, it only looks like one. Many natural language words are polysemous, as we’ve 

already had more than one occasion to note, and there is no reason to think ‘exists’ is any different. 

If  

 

 (59) Pegasus is a winged horse. 

 

is true, then something is a winged horse, namely Pegasus. And we can say true things about Pegasus, 

just as we can say false things: e.g. 

 

 (60) Pegasus is a three-headed dog. 

 

On the relevant reading of ‘exists’, it therefore follows that (43) is simply false. But there are other 

readings.  
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Many of the things we talk about, and which therefore exist, are located in spacetime, and 

this is a salient property these things have; so it stands to reason that there would be a use of ‘exists’ 

that conveys what (say) ‘exists in spacetime’ does. Philosophers have settled on the word ‘concrete’ 

for this purpose. Accordingly, (43) may be reworded: 

 

 (61) Pegasus is non-concrete. 

 

But to be more exact – since, though all fictions are non-concrete (abstract), not everything abstract 

is a fiction – we can say: 

 

 (62) Pegasus is fictional. 

 

Put still another way: 

 

 (63) Pegasus is totally made up. 

 

And of course, this is true, when we speak of Pegasus qua fiction. (Recall the qua operator from §9.) 

But then, if you accept (63), you are committed to there being something totally made up, namely 

Pegasus. So there he is in your notional world, corresponding to the dynamic model of your 

language: a member of the latest set of made up things.  

Again, everything exists; just not everything is concrete. And for fictions, as it happens, 

existing is easy. Pegasus just is whatever uniquely satisfies the predicates canonically associated with 

‘Pegasus’: It is the lonely member of the singleton that is the intersection of the extensions of those 

predicates; the non-concrete realizer for the non-multiply realizable functional role specified by the 
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canonical Ramsey sentence for his name. And it might just be what your concept PEGASUS is 

about, or an explication of the sense you associate with ‘Pegasus’. (This depends on how versed you 

are in Greek mythology. You might instead be getting by with linguistic deference. On my view, this 

is a lot like parroting.) 

If you want the right idea, you can begin by gathering the canonical facts:75 

 

Pegasus is a child of Poseidon. 

Pegasus is a winged horse. 

Pegasus is a friend of the Muses.  

. 

. 

. 

 

At this point, you just assume that ‘Pegasus’ is a dummy name. Then you provide the logical forms 

and take their conjunction. For simplicity, assume the forms are these: 

 

 Cp ; Hp ; Mp … 

 

so the conjunction this: 

 

Cx & Hx & Mx & … 

 

                                                 
75 What follows is an illustration of the process of Ramsification; cf. Lewis 1970, 1972. There are, it should be noted, 
some differences between Lewis’ presentation and mine. For one thing, Lewis’ purposes are such that he needs to 
account for the possibility that nothing answers to the souped-up description.  
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Further simplifying, you introduce a new predicate: 

 

 [Px :  Cx & Hx & Mx & …] 

  

You now have 

 

 Pp 

 

to which you conjoin   

 

∀y(Py ⊃ y = p) 

 

a move justified by the fact that fictions are like numbers: you can’t have more than one of a kind:  

 

Pp & ∀y(Py ⊃ y = p) 

 

With this, you now perform existential generalization: 

 

∃x(Px & ∀y(Py ⊃ y = x)) 

 

which you in turn abbreviate: 

 

∃!xPx 
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Since fictions have their beginnings with the word, and the words have been spoken, there is no 

question of the truth of this last formula. And now you are ready to give this thing a proper name: 

let it be ‘Pegasus’. Recycling the dummy constant, then, Pegasus is now whatever satisfies the 

description:  

 

 ∃!xPx ⊃ Pp  

 

So having affirmed the antecedent, finally, you are free to infer 

 

 Pp. 

 

You now have the concept PEGASUS, and Pegasus is what it is about.76 The way you use the word 

‘Pegasus’, moreover, will show us what sense you attach to it. We can gather that much from the 

claims you do and don’t accept: (62), but not (63), for example. You thus enable us to read off your 

metaphysics of Pegasus.  

The relevance of all this to the attitudes and their ascription will be evident if it is 

remembered that many of us inhabit notional worlds filled with fictions, including those sometimes 

mistaken for ‘the real thing’. But in fact, notional or intentional objects generally can be specified 

with this method. (With perceptible intentional objects, demonstratives may be involved.) So I can 

talk about your intentional objects and you about mine, if we’ve spent enough time talking. This will 

be especially important to chapter 3.  

                                                 
76 If there seem to be contradictions between facts about Pegasus qua winged horse and Pegasus qua wingless 
abstraction, they seem to me not relevantly different in kind from the apparent contradiction involved in saying that 
Jekyll is a murderous wanton; qua Hyde, he is. And in fact, the point can be made without fictions. (Perhaps we all 
contain multitudes.) If, on the other hand, there seem to be contradictions between facts about anything X qua X, I can’t 
help that.  
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 A final obstacle, then, before we are squared away: ‘the round square’. Recall (41), repeated 

here as (64): 

 

 (64) The round square is round. 

 

It is, I think, jabberwocky, as you may compare: 

 

… And as in uffish thought he stood, 

   The Jabberwock, with eyes of flame, 

Came whiffling through the tulgey wood, 

      And burbled as it came! 

 

One, two!! One, two!! And through and through 

   The vorpal blade went snicker-snack! 

He left it dead, and with its head 

      He went galumphing back. … (Carroll 1871) 

 

But to say as much is not quite to say (64) is meaningless. It is not completely devoid of content. 

Consider the fictional Alice’s reaction to Carroll’s poem, ‘Jabberwocky’: 

 

‘It seems very pretty,’ she said when she had finished it, ‘but it’s rather hard to understand!’ 

(You see she didn’t like to confess, even to herself, that she couldn’t make it out at all.) 

‘Somehow it seems to fill my head with ideas – only I don’t exactly know what they are! 

However, somebody killed something: that’s clear, at any rate.  
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Very fitting: she’s glommed on to agent and theme. But there’s much more to note besides. We 

know, for example, that uffish is a way for thought to be, that whiffling is a way to get around, etc.. 

Again, much the same can be said for (64). It’s LF has much of the content an LF typically has. We 

know that ‘the round square’ would designate some thing, if only we could work out what, which 

could be some ways. The trouble is that ‘the round square’ provides no instructions for concept 

construction which can be followed successfully. It seems to fill our heads with ideas, but we don’t 

know exactly what they are. 

 As Frege (1892) observed: ‘Nobody can be forbidden to use any arbitrarily producible event 

or object as a sign for something.’ But if we aren’t to go all humpty dumpty on ‘the round square’, 

then – keeping ourselves together – there’s not much we can do with it; after all, ‘the’, ‘round’, and 

‘square’ have perfectly good meanings. Following Pietroski following Chomsky (recall §9), we can 

again conceptualize ‘the round square’ as an instruction for constructing a complex concept. But for 

an analogy, imagine these clay-making instructions: 

 

 Step 1: 

 Form the clay into a sphere. 

 Step 2: 

 Turn the sphere into a square, while keeping it a sphere. 

 

Obviously, these instructions cannot be followed. Whatever the clay-maker who attempts to follow 

them makes, it cannot be the product of a process which follows them. Likewise, no concept may be 

constructed on the basis of what instructions ‘the round square’ may provide. So ‘the round square’ 

expresses no concept – despite, yes, looking like a perfectly good instruction for constructing one. 



 73 

(There are, I think, stranger things in this life.77) It will be instructive to compare this case with that 

of ‘the king of France’. 

Let a sentence be uninterpretable if it is not a logical contradiction and no admissible model of 

the language provides an interpretation on which it comes out true; otherwise, let it be interpretable. 

Then (33), now repeated as (65), 

 

(65) The present king of France is not bald. 

 

is interpretable, though – given our model of the language (so world) and the foregoing 

argumentation re: definites – neither true nor false. So there can be interpretable (contextually used) 

sentences with no truth values. And the difference between (65) and (64) is that, whereas (65) is 

interpretable but truth-valueless, (64) is uninterpretable.78  

In fact, ‘the round square’ has the power of rendering any otherwise interpretable sentence 

uninterpretable. And the explanation is again just that it provides no instructions for concept 

construction which can be successfully followed. This is the sense in which meaning comes before 

truth: with the meanings determined, so, too, are the possible models. Knowing what models there 

cannot be is a sign of your semantic competence. (This dovetails with criticism of Davidson’s 

                                                 
77 There are senseless (useless) sign combinations. For another example: ‘This sentence is false’. The sentence is 
relevantly similar to ‘the round square is round’. It is grammatical but has no use. No one semantically competent can 
intentionally produce it with the intention to thereby convey some definite thought. It realizes (embodies) no thought; it 
has never been competently used. It is like a program which runs in an infinite loop. It’s instructions send one round and 
round a circle. There is, finally, no point. So no one in fact uses it. It appears only as a curiosity in the pages of philosophy 
journals. But it would in fact be very surprising if we couldn’t formulate grammatical sentences which provide no 
instructions for concept formation which can be followed to completion.  
78 Incidentally, the idea that ‘Pegasus’ names an intentional object, namely Pegasus, is quite close to an ‘absurd notion’ 
that gets a beating from Quine (1948), who attributes the view to one of his whipping boys, McX. The other, ‘wily 
Wyman’, ‘says that the phrase ‘the round square cupola’ is meaningless’, a ‘doctrine’ which, Quine says, ‘has no intrinsic 
appeal’ – again, a view close to mine. Maintaining such a notion and doctrine, then, I’m something of a combination of 
Quine’s whipping boys. But then, not even Quine’s wit can save his and Russell’s view. 
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semantic program §5.) Finally, then, making use of (what Quine 1960 called) semantic ascent, we can 

replace (30), here repeated as (66), 

 

(66) The round square does not exist. 

 

with (67): 

 

 (67) ‘the round square’ has no referent. 

 

It does of course follow from this that something has no referent. But that won’t give us any 

trouble. 

 

 

13 MOTIVE (WHAT’S NEXT) 

 

What the foregoing shows, I hope, is both that and how investigating the form and 

interpretation of our language is at once also an exploration our conceptual-categorical scheme, so 

our notional world, and a key part to psychological explanations of the capacities exercised in our 

use of language – that is, our capacities to produce, comprehend, and reason – about the world – in 

language. This is not, I would like to emphasize, an a priori enterprise but an a posteriori one, taking 

part in the cognitive sciences (albeit in their most abstract, theoretical registers): when it comes to 

the form and interpretation of language, there are empirical facts of the matter to which theory must 

answer.  
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The old idea that language is a ‘window into the mind’ is I think correct, namely because our 

internalized natural languages – our idiolects – just are our languages of (propositionally articulated) 

thought. But then the study of the form and interpretation of language is not just a window into the 

mind but a window into our ways of thinking about the world, so the world as it is conceived to be. 

This might not give us insight into the world as it is in itself (so far as sense might be made of that 

notion); the results might radically diverge from (what Sellars (1962) called) the scientific image. But it 

does, I think, articulate our notional world, the Umwelt of the everyday – what, reflected in thought, 

Sellars called the manifest image. 

There are things in the notional world of greater and lesser significance and centrality, and 

the minds without which there could be no notional world are surely among the most significant and 

central. And central to our conceptions of one another and ourselves as minded beings are the 

attitudes: belief, desire, hope, fear, and so on. It would in fact, I think, be difficult to overstate the 

importance of the attitudes. Without them we would not be the minded beings we are. Without our 

conceptualizations of the attitudes, we would not have the capacity we have for understanding, 

interpreting, rationalizing, explaining, and recognizing one another and ourselves as minded beings. 

The attitudes are, in fact, the sine qua non of all interpersonal interactions and the glue of all social 

institutions. Without the attitudes and our capacity to recognize and ascribe them, as Dennett (1991) 

puts it: 

  

we could have no interpersonal projects or relations at all; human activity would be just so 

much Brownian motion; we would be baffling ciphers to each other and to ourselves—we 

could not even conceptualize our own flailings. 
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But in fact, I would say, we would not even be baffled. Nor would we have selves to call our own. 

So central, in fact, are the attitudes to everything we are and do that one could be forgiven for not 

noticing that there are any questions to ask here.  

It is of course characteristic of philosophy to focus on precisely this sort of question. And 

unsurprisingly, then, the attitudes sit at the intersection of many areas of inquiry in philosophy – 

from philosophy of mind, language, and action to epistemology and (meta-)ethics. But what’s more, 

it has been thought by quite a few philosophers that our everyday (‘folk’-)psychologizing with 

reference to the attitudes might be a guide to scientific (cognitive, computational) psychology in its 

task of limning the structure of the mind-brain, our cognitive architecture. For though we have our 

misunderstandings here and there, it cannot be denied that folk psychology (whatever exactly this 

turns out to be) is remarkably successful, and – barring miracles – this would seem to suggest that 

there’s something right in it. 

There’s a lot more to say about all that, of course; but that’s for chapter 4. Right now, having 

(again, I hope) justified the method, I just want to highlight the motive of its application to our talk 

about the attitudes. Before we can read off the metaphysics of the attitudes from our reports 

thereof, we have to get clear on the form and interpretation of our talk – the tasks of chapters 2 and 

3, respectively.  

Given the significant similarities in form and interpretation, not to mention role in folk-

psychologizing, of indirect and direct reports like e.g.  

 

(68) Galileo said that the earth moves. 

(69) Galileo said ‘the earth moves’. 

 

to attitude reports like (1), (2), (3), repeated here as usual,  
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 (70) Galileo believes that the earth moves. 

 (71) Bellarmine fears that the earth moves. 

 (72) Bellarmine hopes that Galileo is wrong. 

 

these will be discussed together in chapter 2. In fact, chapter 2 provides a unified account of these 

constructions. The focus, again, is on form in chapter 2; and the theorizing is driven largely by 

consideration of a certain substitution problem (Prior’s Substitution Problem), construed as an 

experimentum crucis. Unavoidably, interpretation must also be discussed; but this is taken up at greater 

length in the third chapter – where another substitution puzzle (Frege’s Substitution Problem, 

introduced in §2) serves as another experimentum crucis. 

In chapter 4, again, having set forth a view of the form and interpretation of attitude reports, 

I read off the metaphysics of the attitudes. But not just the attitudes. Provided an account of the 

form and interpretation of indirect and direct reports, and given the language of Fregean Thought 

hypothesis, views on the metaphysics of speech acts, propositions, and propositionally articulated 

thoughts also fall out of the account.  

The result is a tightly knit sets of views which together solve a number of outstanding 

philosophical problems – thereby shedding some light, I hope, on some matters central to our self-

understanding.  
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2   

 

FORM 

  

The goal of an inquiry into logical form, as I pursue it here, is to get at how our language works, and how we 
are able to use a language that works like that. (Higginbotham) 
 
We can say, if we like, that ‘X fears that there will be a nuclear war’ expresses X’s relation to the proposition that 
there will be a nuclear war, i.e. to the proposition which the sentence ‘There will be a nuclear war’ expresses 
(even if it doesn’t ‘designate’ it). But even if a philosophical theory might lead us to say this, it is in fact unusual 
for people to say ‘X fears the proposition that so-and-so’, or even ‘X thinks the proposition that so-and-so’. I 
am not sure what is the reason for this… (Prior) 

 
…One trouble with such sentences [indirect and attitude reports – DL] is that we do not 
know their logical form. And to admit this is to admit that, whatever else we may know 
about them, we do not know the first thing. (Davidson) 
 

 

1 THE RECEIVED VIEW = THE RELATIONAL VIEW (RV) 

 

The following natural language arguments are valid: 

  

Galileo believes that the earth moves.     Bgp 

That the earth moves is true.      Tp 

∴ Galileo believes something true.   ∴  ∃x(Bgx & Tx) 

  

Galileo believes that the earth moves.     Bgp 

Pia believes that the earth moves.     Bip 

∴ There is something they both believe.   ∴  ∃x(Bgx & Bix)  
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Bellarmine fears that the earth moves.     Fbp 

∴ Bellarmine fears something.     ∴  ∃x(Fbx) 

  

Plausibly, the validity of these arguments is accounted for if they have the standard first-order logical 

forms on the right. And this seems to show that that-clauses – like ‘that the earth moves’ – are 

singular terms and so referring expressions. Moreover, if some arguments like the above are not just 

valid but sound, it would appear that the referents of that-clauses are shareable and truth-evaluable 

objects of attitudes – belief and fear above, but also hope and indefinitely many others besides. 

And objects of the attitudes, shareable, and truth-evaluable are among the specs for propositions. So by 

reflection on the form and interpretation of sentences we accept as true and arguments we accept as 

valid, we arrive at a view of the sorts of things these reports report on: namely, attitudes we bear 

toward propositions, or propositional attitudes. All that we saw in §1.1.  

 But there is no need to restrict our attention to attitude reports. There is an obvious 

parallelism between attitude and indirect reports:1  

 

 (1) Galileo believes that the earth moves. 

 (2) Galileo said that the earth moves. 

 

What’s more, there’s an obvious parallel between (1) and (2) and direct reports: 

 

 (3) Galileo said ‘the earth moves’. 

 

                                                 
1 Some theorists in fact call (1) and (2) alike propositional attitude reports; see e.g. Richard 2006. But I’ll stick with the 
terminology of the above distinction. 
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In fact, if (3) is true, and ‘the earth moves’ (as contextually used) expresses the proposition that the 

earth moves, it seems to follow that (2) is true. Also, in sincerely saying (or asserting) that the earth 

moves, one expresses one’s belief that the earth moves. So not only do there seem to be 

syntactic/semantic similarities between these sentences, but they all seem relevant to recognizing 

and ascribing attitudes. If, as above suggested, ‘that the earth moves’ is a singular term, then, it looks 

like we have two more specs in addition to those noted above: propositions are what (contextually used 

declarative) sentences express and the referents of that-clauses. But that, too, we saw in §1.1.  

Let’s call the view that reports have relational logical form the Relational View (RV) and the 

view that the referents of that-clauses are propositions propositionalism. Schiffer (2003, 2008) calls 

the conjunction of RV and propositionalism the ‘face-value theory’ – the ‘default’ theory, the ‘theory 

that must be defeated if it is not to be accepted’. Schiffer, for one, accepts the theory. And he does 

seem to be right about its default status. 

Frege (1892, 1918) and Russell (1903) held the view, so it has the imprimatur of the 

tradition’s founders. And it seems to be held by most theorists still. Here’s a haphazard (so maybe 

representative) sampling of claims on the topic by some of the most prominent theorists of the last 

two score years: 

 

The most elementary point about the semantics of sentences about propositional attitudes is 

that such sentences have the form of a relational propositional-attitude predicate with singular 

argument places for at least a subject (e.g. a person) and something believed (thought, 

desired, intended, said). The latter … is, with some qualification, the semantical value of the 

grammatical object of the propositional-attitude verb. (Burge 1980)2 

 

                                                 
2 As qtd. in Schiffer 2003: 13.  
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Propositional attitudes should be analyzed as relations. In particular, the verb in a sentence 

like ‘John believes it’s raining’ expresses a relation between John and something else, and a 

token of that sentence is true iff John stands in the belief-relation to that thing. Equivalently, 

for these purposes, ‘it’s raining’ is a term in ‘John believes it’s raining’. [The view is] 

intuitively plausible. ‘believes’ looks like a two-place relation, and it would be nice if our 

theory of belief permitted us to save the appearances. Existential Generalization applies to 

the syntactic objects of verbs of propositional attitude; from ‘John believes it’s raining’ we 

can infer ‘John believes something’ and ‘there is something that John believes’ (viz., that it’s 

raining). (Fodor 1978: 502) 

 

The content of the predicate ‘believes’ is a binary relation that may hold between an 

individual and a proposition. The ‘that’-clause of a standard belief sentence refers to the 

proposition that the agent is said to believe. To be more exact, if S is a sentence, then the 

referent and content of ┌that S┐ (in a context) is the proposition expressed by S (in that 

context). (Braun 1988: 558) 

 

Propositions are objects of the attitudes saying, asserting, and expressing (denying, believing, 

considering, etc.); that is, these attitudes are relations to propositions. The verbs “assert,” 

“deny,” “believe,” etc. are two-place predicates relating individuals and propositions. An 

individual i satisfies ┌x asserts (denies, etc.) NP┐ in a context C if and only if i asserts (denies, 

etc.) the proposition denoted by NP in C. (Soames 1988: 105-6) 

 

The semantics of belief attributions seems […] very simple: the transitive verb ‘believe’ 

expresses a relation between a person or other animate thing denoted by the subject term 
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and a proposition denoted by the sentential complement. “Phoebe believes that fleas have 

wings” seems to say that Phoebe stands in the belief relation to the proposition that fleas have 

wings. I think that the semantics of belief really is as simple as it seems. (Stalnaker 1988: 140–

41) 

 

This book starts from the assumption that attitude ascriptions are what they appear to be: 

sentences in which a two-place predicate (‘believes’, ‘says’, etc.) connects two genuine terms, 

one typically simple syntactically (‘Iago’), the other typically complex (‘that Desdemona will 

betray Othello’). This assumption […] saddles us immediately with t-clauses [i.e. that-clauses] 

as names of entities of some sort. That is, it saddles us immediately with propositions. I 

make no apologies for my propositional promiscuity. After all, attitude ascriptions do appear 

relational. We do, for instance, quantify into propositional position […] Provided we can 

work out a coherent account of what propositions are and how the sentences containing 

their names work, it seems reasonable enough to take this appearance for reality. This book 

is an attempt to provide such an account. (Richard 1990: 5) 

 

Believing [is] the relation expressed by ‘believes’ in a sentence of the form ‘x believes that S.’ 

The ‘that’-clause … is a referential singular term whose reference is a proposition. (Schiffer 

1992: 491, 505).3  

 

I have a considerable cache of similar quotes I’ve collected, but I think that should suffice. In case 

you are now entertaining the thought that this was just a doctrine held in wayward years of the 

                                                 
3 As qtd. in Bach 1997: 223. 
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presently august, I should add that Fodor never dropped the view; and the others, still writing, have 

not dropped the view either. Take, for example, Soames 2010: 

 

A1. Some things are asserted, believed, and known. These attitudes relate agents—those who 

assert, believe, or know something—to that which they assert, believe, or know. 

 

A2. The things asserted, believed, and known are bearers of (contingent or necessary) truth 

and falsity. 

 

A3. Propositions—the things satisfying A1 and A2—are expressed by sentences. The 

proposition expressed by S can standardly be designated by expressions such as ┌the 

proposition that S┐┌the statement/claim/assertion/belief that S┐, or simply ┌that S┐. […] 

 

A1-A3 are little more than platitudes. (2-3) 

 

And now if you think this is just an old-guard view, take some more quotes from the new 

millennium, again selected more or less at random: 

 

Propositions are bearers of truth and falsity; and they are also the objects of our attitudes: 

they are things we doubt, believe, and assume. Further, sentences that contain verbs of 

propositional attitude […] assert that an individual stands in a certain relation to a 

proposition. (King 2007: 165)4 

                                                 
4 In King, Soames, and Speaks 2014, King describes the view all three share (as background to their disagreements about 
the nature of propositions) thus: ‘Having mentioned earlier that propositions are the things we believe, doubt and so on, 
they are also the things we assert when we utter sentences. Asserting, like believing, is a relation between an individual 
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The terrain here is vast. Thus, some working hypotheses are in order, which I will 

provisionally assume without argument: That-clauses are indeed singular terms, the semantic 

function of which is to refer to the sorts of entities that are the objects of belief. (Buchanan 

2012: 2) 

 

It is plain that intentional attitudes like thinking and believing are necessarily paired with 

propositions (Jonah believes that the earth is round, Solomon thinks that value is objective), 

and that the intentional attitude of desire is also very naturally paired with a proposition 

(Mary desires to (that she) win the race). (Montague 2007: 506) 

  

You will have noticed by now that views on the nature of propositional attitudes and 

propositions are typically stated in the same breath as views on the form and interpretation of 

propositional attitude reports are stated. There is a reason for this. As Richard (1990) writes, 

speaking of attitudes in particular:  

 

It would be difficult to say anything illuminating about the meaning of ‘believes’, ‘desires’, 

and their friends without saying something substantive about belief, desire, and the other 

propositional attitudes. (1)  

 

                                                 
and a proposition. […] In particular, we explain the semantics of “that”-clauses by saying that they designate 
propositions. Thus, the standard view is that a belief ascription such as [“Amy doubts that snowboarding is hard”] 
asserts that Amy stands in the doubting relation to the proposition designated by “that snowboarding is hard,” viz., the 
proposition that snowboarding is hard. On this account, “doubt” expresses a two-place relation between individuals and 
propositions, with “Amy” and “that snowboarding is hard” designating an individual and a proposition, respectively.’ (6-
7) 
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And the same goes, again, for propositions. Thus, the first line of the Stanford Encyclopedia of Philosophy 

(SEP) entry on propositional attitude reports reads: ‘Propositional attitude reporting sentences 

concern cognitive relations people bear to propositions.’ And when we turn to the SEP entry on 

propositions, we read: ‘Propositions, we shall say, are the sharable objects of the attitudes and the 

primary bearers of truth and falsity.’ On this way of viewing things, as Fodor (1987) put it: 

‘propositions exist to be what beliefs and desires are attitudes toward’ (11).  

Clearly, the read off method is at work. As Grzankowski (2012) recently observed: 

If one agrees that sentences of the form ‘S A’s that p’ are true iff S A’s that p, the move from 

language to metaphysics (though not irresistible) looks hard to deny. […] If one is willing to 

grant that true sentences concerning our attitudes are a good guide to the attitudes 

themselves and if one agrees that attitude ascriptions are relational in form, one should 

conclude that the attitudes themselves are relational in nature. Since that-clauses very 

plausibly have propositions as their semantic values, we have a strong case for the view that 

attitudes such as belief are relations to propositions.5 

Likewise, Hanks (2009) writes: 

 

Many issues about propositions, including their existence, turn on the success of a widely 

held relational analysis of attitude reports, according to which: (i) ‘believes’ and other attitude 

verbs express relations between subjects and propositions, (ii) ‘that’-clauses designate 

                                                 
5 Montague (2007), Buchanan (2012), and Grzankowski (2012) think that the read off method reveals that there are – in 
addition to propositional attitudes – non-propositional (or objectual) attitudes – as ascribed, for example, by reports like 
‘Desdemona loves Cassio’. By contrast, Larson (2002) and others have argued that sentences like the one just provided 
are elliptical and actually have the form of canonical propositional attitude reports. I will remain neutral about this 
question in the present work; my focus is on canonical propositional attitude reports. The point to make here is that the 
parties to the dispute accept the read off method. In fact, it’s my impression that most of what goes under the label 
‘analytic philosophy’ makes essential use of the method. If the method is not sound, then as I see things most of analytic 
philosophy is in methodological trouble. But I think it is sound. 
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propositions, and (iii) an attitude report of the form ‘A v’s that p’ is true just in case A stands 

in the v’ing relation to the proposition designated by ‘that p’. This analysis of propositional 

attitude sentences supports a relational analysis of the attitudes themselves, the idea that 

belief, etc. are relations to propositions. This relational analysis of the attitudes in turn 

provides a central raison d’être for propositions. If belief is not a relation to a proposition then 

propositions lose much of their point. Any threat to the relational analysis of attitude reports 

is therefore also a threat to the existence of propositions. (470) 

Notably, most of the above theorists disagree with most of the others about various aspects 

of the nature of propositions, despite agreeing on the relational view of the attitudes and the roles 

propositions (i.e. the referents of that-clauses) must play, as determined by the read off method and 

acceptance of RV. In fact, there is disagreement – among still more theorists who also accept the 

read off method and RV – about whether what plays the roles of the referents of that-clauses are in 

fact propositions: maybe they are just proposition-like; perhaps they are instead natural language 

sentences, utterances, mental sentences, interpreted logical forms, or some other similar object.6 But 

this is a matter taken up in chapter 3. As for the relational view of the attitudes, we return to that in 

chapter 4. 

For now, the focus is on form; and on this, I recur once more to Schiffer: 

 

Given that ‘A’ and ‘that S’ in [‘A believes that S’ (= PA)] hold places for singular terms, and 

given that the only other word in (PA) is ‘believes’, it would take a very strong motivation, not yet 

supplied, to treat ‘believes’ as there functioning as anything other than a two-place predicate, so that 

                                                 
6 On such views, ‘propositional attitudes’ is a misnomer. But usage is so entrenched, no one – to my knowledge – has 
suggested linguistic reform. And neither will I. 
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instances of (PA) are true just in case the referent of the ‘A’ term stands in the belief 

relation—the relation expressed in (PA) by ‘believes’—to the referent of the ‘that S’ term. 

(2003: 13, my emphasis)7 

 

Again, this view – namely RV – is the heart of the face-value theory, the default theory, the theory 

that, in the words of Schiffer, must be accepted if it is not to be defeated.  

Anyway, the theory is not to be accepted. In fact, it’s just all wrong. And what follows 

roundly defeats it. But you knew that was coming. 

 

 

2 PRIOR’S SUBSTITUTION PROBLEM (PSP) & REFERENCE PRINCIPLES  

 

 RV appears to account for the valid arguments in §1. It’s a fairly nice spread of valid 

arguments to account for, and admittedly good reason to think that RV is correct.8 But it 

can’t be.  

Suppose that-clauses are singular terms and the object referred to with the that-clause in (1) 

is a proposition – to wit, the proposition that the earth moves. That, again, looks like a good 

supposition. After all, what the arguments in §1 seem to show is that there are that-clauses, they are 

singular terms, and their referents are shareable and truth-evaluable; and those are just the specs for 

propositions, on the traditional view. But here is what looks like an unimpeachable principle: 

 

                                                 
7 I’ve changed the name Schiffer gives to his sample sentence so as not to clash with the numbering of my sentences. 
8 On the use of arguments like these to motivate RV, see e.g. Schiffer 2003, 2008, King 2007, King, Soames, and Speaks 
2014. Arguments like these may also be found in e.g. Higginbotham 1991, Bach 1997, Richard 2013, and Speaks 2014, 
among many other places.  
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Reference Principle 1 (RP1):  

Co-referring terms are everywhere intersubstitutable salva veritate. 

 

And here comes its apparent violation. Accepting RP1, RV, and the view that the referents of that-

clauses are propositions, we should infer that (4) follows from (1): 

 

(4) Galileo believes the proposition that the earth moves. 

 

And it doesn’t.9 

It sounds fine, sure. But that’s because it’s a fine figure of speech – a bit like ‘Pia believes 

Galileo’. Construed literally, it betrays a category mistake. We no more believe people than we say 

them. At best, Galileo believes the proposition that the earth moves in roughly the way that Pia 

believes Galileo: Pia believes what Galileo says, and Galileo believes what the proposition says. 

Except propositions don’t say anything. People do.10  

Not convinced? Take just about any other attitude and perform the substitution. Take, for 

example,  

 

(5) Bellarmine fears that the earth moves. 

 

and perform the substitution. The result: 

 

(6) Bellarmine fears the proposition that the earth moves. 

                                                 
9 I am taking it as established that definites used referentially are referential. If one is a Russellian about definites, one 
may wish to reformulate RP1 and the principles to follow in terms of co-designation. It won’t make a difference to PSP. 
10 Forbes 2018 also observes this.  
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Clearly, (5) might be true and (6) false. I hope you’re convinced that there’s a problem now. But take 

hope for good measure. Take, for example,   

 

(7) Pia hopes that Galileo is right. 

 

and perform the substitution. The result: 

 

(8) *Pia hopes the proposition that Galileo is right. 

 

Clearly, something has gone wrong; for (8) is not even grammatical. In fact, we have here a violation 

of what looks like another fine principle: 

 

 Reference Principle 2 (RP2): 

 Co-referring terms are everywhere intersubstitutable salva congruitate. 

 

The trouble, I hasten to add, is not that we have picked the wrong kind of object for that-clauses. 

None of the available alternatives to propositions will do, whether sentences (mental or otherwise), 

utterances, interpreted logical forms, or whatever. For whatever kind one chooses, one will run into 

trouble. See: 

 
 
 
 
 
 
 
 

   Bellarmine fears the { proposition 
(mental) sentence 
utterance 
interpreted logical form 
etc. 
 
 
 
 
 
 

that the earth moves. 

{ 



 90 

 
And the same is true with indirect reports, whether reports of statements, assertions, proclamations, 

or whatever. (You may test this for yourself.) 

Since Prior (1971) was the first to discuss this substitution problem in print (see the 

epigram), we will call it Prior’s substitution problem (PSP). PSP is not to be confused with Frege’s 

substitution problem (FSP), seen in §1.2. In effect, what Frege (1892) claimed to show is that either 

RP1 must be modified to RP1*, in light of what we will call Frege cases,  

 

Reference Principle 1* (RP1*): 

Co-referring terms are intersubstitutable salva veritate in extensional contexts.11 

 

or RP1 is valid in light of Frege’s reference-shifting principle: 

 

 Frege’s Reference-Shifting Principle (FRP): 

Expressions in intensional (non-extensional) contexts have as their referents not their 

customary referents but their customary senses. 

 

Where, in the first instance, intensional contexts just are those contexts where – modulo congruence – 

RP1 sans FRP fails. Sense, on the other hand, is just whatever is associated with expressions by their 

users which accounts for the difference in cognitive significance between identity claims of the form 

‘a = a’ and ‘a = b’. The following may be used as a test for difference in sense.  

 

                                                 
11 The conjunction of RP1* and RP2 is Wright’s (1998) Reference Principle: ‘Co-referential expressions should be 
intersubstitutable salva veritate, at least in extensional contexts, and intersubstitutable salva congruitate in all’ (73). He 
discusses the principle in context of discussion of Frege’s (1892b) concept horse paradox. There are some interesting 
connections between PSP and Frege’s paradox, some of which I will briefly touch on. 
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 Frege’s Test: 

If a rational agent can believe that Fa & ~Fb, even while a = b, then ‘a’ and ‘b’ have different 

senses (at least for the agent in question).  

 

That is, as a rational agent, you can fail to know (or just believe) that a = b, but you cannot fail to 

know (or believe) that a = a. And if you believe a = b, you cannot believe Fa & ~Fb. In fact, this 

seems to comprise grasp of the concept of identity, grasp of which in turn seems constitutive of the 

capacity to think anything at all. (Here it is assumed that a rational agent does not believe 

contradictions, to say nothing of having contradictory beliefs, or beliefs in contradiction.) 

Now here’s another Frege case for illustration. Suppose that Galileo is Galilei and that (9) is 

true: 

 

(9) Pia believes that Galileo is the father of observational astronomy.  

 

But suppose further that Pia does not believe that Galileo is Galilei – or stronger still, that Pia 

believes that Galileo is not Galilei – that unremarkable man, or so thinks Pia, who crosses him in the 

streets of Florence. Then, even if (9) is true and again Galileo is Galilei, (10) is false: 

 

(10) Pia believes that Galilei is the father of observational astronomy.12  

 

                                                 
12 Of course, not everyone agrees that (10) is false, even on the intended de dicto interpretation (on which more below). 
And granted, one could argue that the issue is pragmatic (see e.g. Braun 1998, Salmon 1986, Soames 1987). But I will pass 
over these arguments without argument. I’m quite confident that these are semantic intuitions. And near universal 
agreement in untutored semantic intuition trumps theory every time. As I see things, then, this is another example of 
Russellians implausibly shunting off to ‘the garbage dump of informal pragmatics’ (Gupta 1982) a matter 
straightforwardly semantic. This will be a recurring them.  
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Frege’s explanation of the failure is that – by FRP, and so compatibly with RP1 – ‘Galileo’ and 

‘Galilei’ are not co-referring in the context of the attitude verb, ‘believes’; this despite the fact that 

Galileo is Galilei. 

 Observing that the failures of substitution witnessed in PSP and FSP occur in intensional 

contexts, one might wish to reduce PSP to FSP. But there are important differences between these 

problems. For one can know full well the meanings of expressions of surface grammatical form ‘x V 

that p’ and ‘x V the proposition that p’ and moreover believe that that-clauses and their 

corresponding proposition descriptions are co-referring and still recognize the substitution failures 

seen with (2)/(4), (5)/(6), and (7)/(8). (Nor does there seem to be an optional de re reading on which 

the substitution preserves truth value. The de re/de dicto distinction is explained below.) Proponents 

of RV, for example, are in that position. And that is the problem.   

 Ultimately, what I think this shows is that we must abandon RV if we want a solution to 

these problems. But it will be worthwhile to look at some RV-compatible solutions before turning to 

RV-incompatible solutions. The focus, for now, will be on PSP. We return to FSP at length next 

chapter. 

 

 

3 RV-COMPATIBLE SOLUTION 1 

   

Schiffer (2003, 2008) has proposed an RV-compatible solution to PSP. According to this 

proposal, the problem calls for rejection not of RV but RP1. To support rejection of this principle, 

Schiffer points to exceptions like the following. Though Galileo is the father of observational 

astronomy, it won’t work to substitute ‘the father of observational astronomy’ for ‘Galileo’ in (11): 
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(11) The Italian astronomer Galileo said that the earth moves. 

 

For here is the result: 

 

(12) *The Italian astronomer the father of observational astronomy said that the earth  

         moves. 

 

If applied to surface English, (11)/(12) appears to be a counterexample to RP2. And of course, if a 

sentence is ungrammatical, a fortiori it’s not true; so we do fail to preserve truth here. But the bulk of 

PSP-type substitution failures are failures in which grammaticality is preserved (recall e.g. (2)/(4) and 

(5)/(6)). So this won’t suffice as a solution to PSP. 

 But anyway, is this a counterexample to RP2? Arguably, (11) is elliptical for (11*): 

 

 (11*) The Italian astronomer {who is/identical to} Galileo said that the earth moves.13 

 

After all, (11) will be true just in case there is an Italian astronomer identical to Galileo and he says 

that the earth moves. On this construal, ‘the Italian astronomer Galileo’ is a definite description, 

arguably of the form  

 

[the x: Italian x & astronomer x & Galileo = x]  

 

                                                 
13 Others have made this suggestion. See e.g. Rosefeldt 2008. Rosefeldt (2008) defends a version of King’s (2002) 
solution, which will be criticized below. 
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and (11*) does permit ‘the father of observational astronomy’ to be substituted for ‘Galileo’ in (11*). 

See:  

 

(12*) The Italian astronomer {who is/identical to} the father of observational astronomy  

                     said that the earth moves. 

 

If this is right, then we don’t have a counterexample to RP2, and neither then do we have a 

counterexample to RP1.  

On the other hand, notice how parentheses change the look of things: 

 

(11**) The Italian astronomer, Galileo, said that the earth moves. 

(12**) The Italian astronomer, the father of observational astronomy, said that the earth  

          moves. 

 

In spoken language, intonation or other aspects of prosody might play the role of these parentheses. 

Might we then have instead of complex definite descriptions terms in apposition? At present, we 

don’t need to decide. Either way, the apparent ungrammaticality of (12) is explained away and our 

principles so far vindicated. The substitution failure seen with (7)/(8) cannot be explained away in 

the same way. Suppose proposition descriptions are definite descriptions. Then if the apparent 

unacceptability of (8) is to receive the same explanation as was proposed for (12), we should expect 

(8*) to be acceptable: 

 

 (8*) *Pia hopes the proposition {which is/identical to} that Galileo is right. 
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And it isn’t. So suppose, instead, that ‘the proposition’ and ‘that Galileo is right’ are terms in 

apposition. Then (8**) should be acceptable: 

 

 (8**) *Pia hopes the proposition, that Galileo is right. 

 

And it isn’t.  

So what is the form of proposition descriptions? I suspect that they are definite descriptions. 

And as I’ve argued, I think referentially used definites are referential expressions. If our principles 

are valid, what PSP shows is that at least one of these constructions, proposition descriptions or 

that-clauses, are not referring expressions. If only one is non-referential, then my money is on the 

that-clause. (And what do I have to lose?) For notice that the problem arises not just with 

proposition descriptions but proper names of propositions (henceforth: proposition names).14 If 

‘that the earth moves’ is a singular term, the referent of which is the proposition that the earth 

moves, then call that proposition ‘Proposition’. This dubbing in place, we should be able to get (13) 

from (11): 

 

(13) *The Italian astronomer Galileo said Proposition. 

 

And we can’t. Assuming, therefore, that proper names are singular terms (and they are, after all, the 

paradigm of singular terms), perhaps that-clauses are not singular terms.  

If that-clauses are not singular terms, then (13) will not give us occasion to abandon RP2. 

But of course, one might just insist that (13) is a counterexample to RP2. (One person’s modus 

ponens is another’s modus tollens.) This would allow one to maintain that both proposition 

                                                 
14 King 2002 introduced this terminology. 
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descriptions and that-clauses are singular terms. To get around this dialectical impasse, we should 

like to see some non-PSP-type counterexamples to the principle. Are there any?  

I don’t think so – at least, not if applied not to surface form but logical form or LF. But in 

fact, I think that properly applied, RP2 is applied not to surface form but logical form or LF. If that 

sounds right to you, you can skip this next section. Otherwise, you might be interested in this 

excursus. 

 

 

4 EXCUSRUS: MORE ON SUBSTITUTION, REFERENCE PRINCIPLES, & THE 

CORRESPONDENCE HYPOTHESIS 

 

If RP2 is applied to surface English (or, more generally, surface structure (SS)), then there 

are in fact quite a few counterexamples. Oliver (2005), for example, claims to have identified at least 

five ‘families’ of counterexamples to the principle.15 But what I think we should take this to show is 

not that RP2 is invalid but that substitutions are not performed at surface level. We can illustrate this 

with Oliver’s examples.16 

 Here is an example from the first family: 

 

(14) Clever Crispin solved Frege’s paradox. 

(15) *Clever the referent of ‘Crispin’ solved Frege’s paradox. 

 

                                                 
15 His target is Wright’s Reference Principle, which, it seems, Wright did apply to surface form; see n. 11 above and 
below. 
16 Some of the examples to follow are taken verbatim, others slightly adapted, and still others just inspired by Oliver. 
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(Oliver seems to assume, I think rightly, that definites are referential.) No doubt, ‘Crispin’ and ‘the 

referent of ‘Crispin’’ are co-referring. But it seems to me there are two possibilities for ‘Clever 

Crispin’. Either the expression is elliptical for ‘Crispin is clever’, or it is a proper name. Suppose the 

first. Then, plausibly, the logical form of (14) is the logical form of (14*): 

 

 (14*) Crispin is clever, and he solved Frege’s paradox.17 

 

If that’s right, substitution of ‘the referent of ‘Crispin’’ for ‘Crispin’ gives us (15*): 

 

 (15*) The referent of ‘Crispin’ is clever, and he solved Frege’s paradox. 

 

And there’s no problem there. If, on the other hand, ‘Clever Crispin’ is a proper name, then there is 

again no problem. From (14) we get (16): 

 

 (16) The referent of ‘Crispin’ solved Frege’s paradox. 

  

Here’s another example from the first family: 

 

 (17) The late David Lewis was clever. 

 (18) *The late the author of Convention was clever. 

 

Arguably, (17) receives the form [the x: late x & David Lewis = x]. Assuming the universe of 

discourse is restricted to persons, then, we have: 

                                                 
17 Compare the Latinate form: ‘Clever is Crispin who solved Frege’s paradox.’ 
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 (18*) The late person {who is/identical to} David Lewis was clever. 

 

And if that’s right, the substitution is permitted. See: 

 

 (18*) The late person {who is/identical to} the author of Convention was clever. 

 

Alternatively, as was discussed with (11)/(12), we perhaps have terms in apposition: 

 

 (17**) The late person, David Lewis, was clever. 

 (18**) The late person, the author of Convention, was clever. 

 

Either way, we do not have a counterexample. 

Here’s an example from the second family: 

 

 (19) Professor Dummett had a smoker’s voice. 

 (20) *Professor the author of The Seas of Language had a smoker’s voice. 

 

The response to this is the same as was given to (14)/(15). Either (19) is elliptical for ‘Dummett was 

a professor, and he had a smoker’s voice’, or ‘Professor Dummett’ was one of the names of the 

author of The Seas of Language. 

A second example: 

 

 (21) Ludwig Wittgenstein brandished a poker. 



 99 

 (22) ?Wittgenstein Wittgenstein brandished a poker. 

 

Here we give the second response given to the preceding: ‘Ludwig Wittgenstein’ is a proper name. If 

we substitute it out for ‘Ludwig’, we get: 

  

 (23) Ludwig brandished a poker. 

 

An example from the third family: 

 

 (24) The Stirling Dummett Conference was attended by Wright. 

 (25) *The Stirling what ‘Dummett’ stands for Conference was attended by Wright.  

 

Again, same as just above. 

An example from the fourth: 

 

 (26) John is 59 years old. 

 (27) ?John is 5IX years old. 

 

This is odd, but if conventions were different it would be fine. I really don’t see why this should cast 

doubt on RP2. (Do you?) 

This brings us to the fifth and final family. Here’s an example: 

 

 (28) I am mortal. 

            (29) *David am mortal. 
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This looks bad. But this is how we formulate the inference:18 

 

 I am mortal.    Mi   

 I am David.   i = d 

∴ David is mortal. ∴ Md 

 

Again, no problem. 

The foregoing again provide counterexamples to RP2 applied to SS. It is clear that surface-

level substitutions of co-referring terms sometimes produce ungrammatical sentences, as when (as 

seen above) we have elliptical sentences, expressions in apposition, and lexemes which function 

together as simple syntactic constituents even while the lexemes composing the constituents can 

individually perform the same function. But these failures seem superficial. In fact, I again think they 

indicate only that substitutions do not take place at SS – and that it is bad methodology to assume 

otherwise.  

 One might object that first translating into logical form gives us too much room for 

theoretical maneuver (indeed, room enough for any number of ad hoc constructions); and I would 

agree, if I didn’t think that logical form is as psychologically real as syntactic structure. But as 

discussed chapter 1, I’m in fact a realist about logical form. With regard to this form, again, I further 

hypothesize that LF and logical form correspond. And it follows from this that we need not choose 

between testing substitutions in LF or logical form.  

                                                 
18 I think one could insist on an eventish logical form here; but this doesn’t affect the present point. 
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Take, for example, the last example above. Notice how the copula drops out of our 

formalization. The copula is, in fact, semantically superfluous (except insofar as it is needed to carry 

tense). For this reason, it is not uncommon to represent LF tree structures without it: e.g.   

 
 
 
 
           I                    mortal 
 
 

(Here I use the simplified tree structures of King 2007.) And this makes the permissibility of the 

substitution even more obvious. In point of fact, substitution of ‘David’ for ‘I’ would give us: 

 
 
 
 
      David                   mortal 
 
 

And a syntactic transformation from LF to SS would then give us ‘David is mortal’, the conclusion 

of the above argument.19  

Accepting this correspondence hypothesis does open the possibility that there will be 

discrepancies in the results of substitutions. But if the hypothesis is correct, we should be able to 

                                                 
19 Cf. Trueman 2017. From one perspective, it is trivial that the logical forms allow substitution salva congruitate: Logical 
forms are designed for this; so if the postulated logical forms can’t account for valid inferences performed by 
substitution, then you just have the wrong logical forms. It is indeed very odd that Wright and Oliver seem to think that 
RP2 should be applicable to surface form. Trueman (2017), whose concern is Frege’s concept horse paradox (on which 
just a little more below), likewise seems not to question this assumption. He thus suggests that we replace ‘simple-
substitution’ (i.e. surface level substitution) with ‘sense-substitution’: only expressions with the same sense – ‘in 
something like Frege’s sense of ‘sense’’ – are intersubstitutable. But this disengages the notion of substitution from the 
question of form, while substitution of expressions co-referring-within-an-idiolect at LF or logical form does all the 
work that Trueman’s sense-substitution is supposed to do. (See next chapter.) Prompted by comments from an 
anonymous reviewer, Trueman notes in an appendix to his paper that ‘tree-level substitution’ (i.e. substitution at the level 
of LF) may be an alternative to sense-substitution. And that’s right. But then, why favor the more obscure notion of 
sense-substitution? Trueman offers the following answer: ‘I would wager that sense-substitution is far too abstract for 
most purposes in linguistics; for those purposes we would be better off using something like tree-level substitution. But 
by contrast, I think that tree-level substitution is too concrete, too concerned with linguistic practicalities, for many 
philosophical purposes.’ Frankly, I’m not sure what to make of this. Trueman doesn’t offer anything more to go on. 
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iron out any discrepancies. On this view, again, logical and linguistic theorizing are seen to be 

mutually constraining. And again, I think the more constraints on theorizing the better. What’s 

more, the correspondence claim, if accepted, sustains Davidson’s reasoning to the logical forms he 

hypothesizes for indirect, direct, and attitude reports, as discussed below: viz. the demand that 

semantically- and inferentially-relevant structure correspond (recall §1.4). Again, given my training, 

I’ll be carrying out the theorizing mostly just with logical forms – but with the understanding that 

hypothesized logical forms should cohere with results in syntactic theory. 

 

* 

 

Anyway, the foregoing arguments against RV do not require RP2 to be valid. RP3 is all that 

is needed: 

 

Reference Principle 3 (RP3): 

Co-referring terms are intersubstitutable salva veritate in extensional contexts, unless they are 

not intersubstitutable salva congruitate. 

 

Again, not all PSP-type substitution failures result in ungrammaticality. Nor, again, does the failure 

appear to be akin to that witnessed in FSP.20 

                                                 
20 There may be more interesting complexities here than I’m letting on, and we may need some change of terminology. 
Attitude verbs are said to create intensional contexts, and what falls within their contexts are accordingly said to be 
intensional. But the that-clause falling within the context of an attitude verb is typically not thought of as being an 
intensional expression. Instead, the expressions it comprises are thought to be intensional – in the sense that, sans FRP, 
substitution of co-referring terms may fail to preserve truth.  
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So with RP3 in mind, let’s briefly take another look at the problem. If that-clauses are 

singular terms, as the proponent of RV maintains, then I can see three possibilities for the logical 

form of proposition descriptions:  

 

1. They are definite descriptions. 

2. They are unstructured singular terms. 

3. They are not units but terms in apposition. 

 

The second possibility seems to me the least plausible. But for the validity of the argument to 

follow, we need not choose between the first possibility and the second. So suppose we assign 

proposition descriptions simple constants. This allowed, and further assuming with the proponent 

of RV that that-clauses and their corresponding proposition descriptions are co-referring, consider 

this argument with its form on the right: 

 

Bellarmine fears that the earth moves.      Fbp 

That the earth moves is the proposition that the earth moves.   p = q 

∴ Bellarmine fears the proposition that the earth moves.   ∴ Fbq 

 

Something, clearly, goes wrong here. The argument is valid, and yet we move from presumed truth 

to falsehood. And the situation is not improved if we instead pursue the third possibility and 

construe proposition descriptions as composed of terms in apposition, with ‘the proposition that the 

earth moves’ thus equivalent to ‘the proposition, that the earth moves’. See: 

 

 (14) Bellarmine fears that the earth moves. 



 104 

 (15) Bellarmine fears the proposition, that the earth moves. 

 

If that-clauses are not singular terms, then we may have a solution. But then we would have to give 

up a straightforward account of the validity of the first three arguments we saw. So let’s first take a 

look at another RV-compatible solution.  

 

 

5 RV-COMPATIBLE SOLUTION 2 

  

King (2002) provides such a proposal. On his proposal, though indirect and attitude reports 

have relational logical form and that-clauses and proposition descriptions are co-referring, the 

inference from (5) to (6), repeated here as (16) and (17), involves an equivocation with ‘fears’: 

 

 (16) Bellarmine fears that the earth moves. 

 (17) Bellarmine fears the proposition that the earth moves. 

 

That is, on this proposal, at least some attitude verbs and verbs of saying (e.g. ‘fears’ and ‘says’, 

respectively) – indeed, all the verbs involved in PSP-type substitution failures – are ambiguous:21 

different readings of the verbs (individuated phonographically) are triggered by the different 

complements the verbs take, the differences in reading being triggered in particular by the syntactic 

category of the complement. (Notably, King thinks that ‘believes’ is not ambiguous. As noted in §1, I 

think that this is a mistake – a category mistake. But we can set this aside.) That-clauses trigger one 

reading of the verb and proposition names and descriptions another. The explanation for the 

                                                 
21 King allows that they might be polysemous instead. 
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substitution failure, then, is attributable not to the fact that that-clauses, on the one hand, and 

proposition names and descriptions, on the other, are not co-referring.22 Rather, the explanation is 

that the substitution of these co-referring terms induces a change in the meaning of the verb of the 

embedding sentence. If this is correct, PSP is a counterexample to RP3. 

 However, the first thing to note about this proposed solution is that it violates (or would 

invalidate) a very plausible semantic principle: 

 

Semantic Principle (SP):  

Holding context fixed, if the substitution of expression e1 for expression e2 in sentence s 

leads to a change in semantic value of s, then the semantic value of e1 ≠ the semantic value 

of e2.23 

 

In fact, even if you don’t accept FRP (I, for one, don’t; see §7), if you accept the definition of 

intensional contexts provided in §1, you will take the conjunction of RP3 and SP to be analytic. And 

the principle seems especially plausible if one conceptualizes substitution as a process of finding and 

replacing, or cutting and pasting.24 Take, for example, these sentences: 

 

 S1: Galileo is unmoved. 

 S2: God is unmoved. 

 

Find the expressions that distinguish the sentences and cut them out. 

 

                                                 
22 Technically, King claims that they are co-designating, but this makes no difference to the problem at hand. 
23 Oppy 1992 calls a close formulation of this principle The Fundamental Semantic Principle. 
24 It occurred to me to put it this way after reading Trueman 2017. 
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 S1: is unmoved 

 S2: is unmoved 

 

Then paste each into the opposite sentence. (Here we perform the substitutions at surface level. It 

makes no difference here.) 

 

 S1: God is unmoved. 

 S2: Galileo is unmoved. 

 

Suppose S1 and S2 started out with opposite truth values. Then they will end with opposite truth 

values opposite the truth values they started with. Plausibly, the semantic values of ‘God’ and 

‘Galileo’ are what make this so. According to SP, this holds generally: the difference that makes the 

semantic difference is the semantic difference between the expressions we cut and paste.   

 There are, of course, ambiguous expressions; ( ) is unmoved is one. The above example 

assumes a reading of the predicate as concerning motion, not emotion. Cutting and pasting as above 

does not compel us to alter our reading of the predicate. But there are examples where this occurs. 

Take, for example, these sentences: 

 

 S3: Isa checked the box.    

 S4: Isa checked the car. 

 

Find the expressions that distinguish the sentences and cut them out. 

 

S3: Isa checked           
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 S4: Isa checked         

 

Then paste each into the opposite sentence. 

 

 S3: Isa checked the car.    

 S4: Isa checked the box. 

 

It is possible to give the same reading to both occurrences of the predicate ( ) checked ( ). (We are 

assuming for now that expression types are individuated phonographically.) But let’s distinguish two 

readings roughly conveyed by the following sentences: 

 

 (18) Isa checked the box on the form. 

 (19) Isa checked the car for her keys. 

 

To indicate the different types of action involved, we may call these the marking and searching 

readings, respectively. In fact, we could substitute ‘marked’ and ‘searched’ for ‘checked’ in (18) and 

(19) and preserve meaning. See: 

 

 (20) Isa marked the box on the form. 

 (21) Isa searched the car for her keys. 

 

But now assign the marking reading to S3 as it first appears and the searching reading to S4 as it first 

appears. Then perform the substitution (resulting in S3 and S4 in their second appearances). The 
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result should be funny. What happened? We held fixed the assigned reading and what came next 

(‘the car’, ‘the box’) violated our expectations. But what does this mean for SP?  

Notably, it doesn’t mean that we have a counterexample. In our example, we only alter what 

would be the most natural reading of the predicate, given the replacement for the found expression. 

We are free to alternate the readings at will, thereby alternately giving the sentences sensible and 

non-sensical (or at least absurd) readings. That is, we are able to vary our reading of the verb, 

independently of its syntactic object – even when this means going against the most natural reading. 

Now, according to King, the attitude verbs and verbs of saying involved in PSP-type 

substitution failures are ambiguous. If the ambiguity is like the above, we should be able to 

distinguish distinct readings, assign readings to the occurrences of the verb, and then hold the 

assigned readings fixed through substitutions of the complement of the verb. Prima facie, one would 

expect that this should be especially easy in cases in which substitution is made with co-referring 

terms, and according to King ‘that the earth moves’ and ‘the proposition that the earth moves’ are 

co-referring. But here’s where it gets weird.  

First off, in the majority of cases we are not told what the different readings of the verb are, 

and ‘fears’ is a case in point. We are only told that there is one reading of the verb when its 

complement is a that-clause and another reading of the verb when its complement is a proposition 

name or description. So this is what we’ll have to do. Take our sample sentence: 

 

(22) Bellarmine fears that the earth moves. 

 

And take whatever reading you’ve assigned the predicate and hold onto it (just as you did with 

S3/S4). Then replace the that-clause with the allegedly co-referring proposition description: 
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 (23) Bellarmine fears the proposition that the earth moves. 

 

If you’ve held onto the reading of ‘fears’, and you’ve done nothing but substitute out a term that 

refers to the proposition that the earth moves for a term that refers to the proposition that the earth 

moves, then you should expect (22) and (23) to read the same. But I suspect that this little 

experiment pans out for you the same way it does for me. And I suspect that’s a problem for King’s 

account. But I can imagine some responses.  

 Sometimes we are forced to give a certain reading. Sometimes, in other words, a reading of an 

expression is not just absurd or otherwise unnatural but unavailable. Take, for example, the sentences: 

 

 (24) The tiger is missing. 

 (25) The tiger is extinct. 

 

If we perform the same maneuvers as above, cutting and pasting the differences between the 

sentences into their opposites, we seem to be unable to hold fast to the same reading of what looks 

to remain the same. But there are at least two important differences between this case and PSP 

cases, as King describes them. First, we can state what the difference is: (24) would concern a 

contextually relevant tiger and (25) the species Panthera tigris. Second, it is a semantic difference that 

makes the semantic difference.  

 But maybe it is mistaken to think we should always be able to state what the difference is. Maybe. And 

maybe SP, though a good default methodological assumption, is not exceptionless. But if we accept 

this, then we must give up no less than the principle of compositionality – on, at least, a traditional 

and still very common formulation of that principle: 
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 Compositionality Principle (CP): 

The semantic value of a complex expression is determined by the structure of the complex 

expression and the semantic values of its constituents.25 

 

We would want to relativize CP to a speaker, language, and contexts, indeed to a speaker’s language 

(i.e. an idiolect) and the contexts in which she speaks, or the uses to which she puts that language in 

context. In fact, we should relativize to a time-slice of the speaker, and so construct ‘passing 

theories’ (see Davidson 1986). (We might instead speak of passing models.) But however one 

relativizes CP, and however one defines semantic values (we could talk of semantic properties or 

potentials instead), King’s solution, if accepted, will require that we give up the principle.  

 But maybe language is not compositional in this strict sense. Maybe. Maybe, in particular, the syntactic 

properties of constituents of a complex expression can affect the semantic values of other 

constituents in the complex. (It could nevertheless be a deterministic system.) But it still seems to 

me that SP is a good default methodological assumption and that we should not conclude that we 

have an exception except in cases where there is no alternative explanation. (Much as we should not 

postulate ambiguity unless we must. Or for that matter, a systematic divergence between speaker 

meaning and sentence meaning, of which competent speakers are completely ignorant, as Russellians 

require. (I’d sooner postulate ambiguity.)) And we have an alternative explanation: that-clauses are 

not singular terms. 

 It is of course not necessary in order to deny that all verbs involved in PSP cases are 

ambiguous that we deny that any are. I think that some of them are, in fact, ambiguous.26 But now 

                                                 
25 Under logical description, the structure will be logical form. Under LF description, it will be LF.  
26 Though, incidentally, the ambiguous verbs I have in mind we have no difficulty disambiguating. The verb ‘know’, for 
example, is ambiguous; and in fact, a number of languages, including e.g. French and German, mark the different senses 
or meanings with different words. 
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let’s suppose for the sake of argument that King is right and that all verbs involved in PSP cases are 

ambiguous in the way he describes. Then the following straightforwardly valid argument is 

invalidated: 

 

 Galileo said that the earth moves. 

∴ Galileo said something. 

 

On King’s account, this inference should involve an equivocation. But it doesn’t. And while King 

acknowledges the problem, he does not offer a solution.  

Finally, we should observe that the substitution failure also seems to occur outside the context 

of attitude verbs and verbs of saying. See: 

 

 (26) The proposition that Shergar is a horse is composed of two concepts. 

 (27) ?That Shergar is a horse is composed of two concepts.27 

 

King’s proposal says nothing about cases like this, and this fact alone might constitute a decisive 

objection.  

Perhaps we must try a different approach. We turn now to RV-incompatible solutions. 

 

 

6 RV-INCOMPATIBLE SOLUTION 1 

  

                                                 
27 Others have made this observation. See e.g. Hofweber 2016, chapter 8, which partly inspired this particular example. 
Hofweber’s own solution to the problem is just to deny that that-clauses are referring expressions. However, he provides 
nothing in the way of a positive characterization of the form of these reports.  
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Pietroski (2000) discusses a problem very similar to PSP.28 It is, in fact, a variation on the 

theme. But unlike the above solutions, Pietroski’s solution gives up RV. 

In setting forth the problem, Pietroski begins by endorsing what he calls (α): 

 

The referent of ‘that Q’ is the proposition expressed by ‘Q’; and facts are true propositions; 

so if ‘Q’ is true, then the referent of ‘that Q’ is the fact that Q (655).29  

 

And this should be familiar. The position that that-clauses are singular terms is an essential claim of 

RV, and the position that their referents are propositions is a common way of supplementing it. 

Pietroski has just added here the claim that facts are true propositions – a common enough position. 

(I don’t think that we should think of facts as true propositions, but we return to this next chapter.)  

According to (α), then, and now taking Pietroski’s example, if ‘that Fido barked’ refers to a 

proposition, to wit the proposition that Fido barked, then if Fido barked, ‘that Fido barked’ refers to 

the fact that Fido barked. From this it follows that the expressions ‘that Fido barked’ and ‘the fact 

that Fido barked’ should be co-referring. But then – by the foregoing reasoning (recall RP3) – (28) 

and (29) should say the same thing: 

 

 (28) Nora explained that Fido barked. 

(29) Nora explained the fact that Fido barked. 

  

                                                 
28 See also Pietroski 2005, where much of Pietroski 2000 recurs. 
29 We should understand these quote marks as corner quotes. 
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And they don’t: (28) reports an explanans and (29) an explanandum. This is a problem, and Pietroski 

argues that application of the neo-Davidsonian event semantic framework provides a solution. But 

before getting there, a little background. 

The initial motivation to event semantics, as pioneered by Davidson (1967), was to account 

for inferences with sentences involving adverbial modification – for example, the following: 

 

Jones buttered the toast in the bathroom with a knife at midnight. 

∴ Jones buttered the toast in the bathroom with a knife. 

∴ Jones buttered the toast in the bathroom. 

∴ Jones buttered the toast. 

 

Strange goings on indeed! But that was Davidson’s example. And here is how he proposed we 

account for the inferences: 

 

 ∃e[butter(Jones, the toast, e) & in(e, the bathroom) & with(e, a knife) & at(e, midnight)] 

∴ ∃e[butter(Jones, the toast, e) & in(e, the bathroom) & with(e, a knife)] 

∴ ∃e[butter(Jones, the toast, e) & in(e, the bathroom)] 

∴ ∃e[butter(Jones, the toast, e)] 

  

On this proposal, verbs – for Davidson, action or event verbs in particular – introduce hidden 

existentially-bound event variables of which adverbial modifiers are then first-order predicates. 

Allowing this, many valid inferences that elude standard first-order translations are easily accounted 

for. 
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 But there are still inferences Davidson’s forms don’t capture – for example, from any of the 

above, the following: 

 

∴ There was a buttering. 

∴ There was a buttering of something. 

∴ There was a buttering of something by someone. 

∴ Jones buttered something. 

∴ Jones did something to something.  

∴ Jones did something. 

∴ Someone did something. 

∴ Someone did something to something. 

 

The forms of a thematically elaborated neo-Davidsonian event semantics – some of the forms of 

which were seen last chapter – can account for these inferences and by the same token better 

account for the truth conditions of contextually used sentences like the above. But there are still 

more motivations to the framework besides, including its ability to: account for relations between 

sentences like ‘Pia witnessed the Church condemn Galileo’ and ‘Pia witnessed the condemnation of 

Galileo’; explain why it follows that if Ralph espied Ortcutt, Ortcutt was espied by Ralph; illuminate 

the relation between ‘slow’ and ‘slowly’, ‘sing’ and the ‘singing’; and a lot more besides (see Parsons 

1990).30 Still more, as I suggested last chapter, these logical forms correspond with plausible LFs for 

                                                 
30 This framework was first developed by Higginbotham 1985 and Parsons 1990. For more on motivation to the 
framework, see op cit. and Pietroski 2003, 2005, 2013. I think it is worth noting, in light of chapter 1, what Parsons 1990 
notes early on his work: ‘The proposal that verbs should be related in some way to events and states is found scattered 
throughout the history of philosophy. It is found, for example, in Plato, and it surfaces in the Port-Royal Logic. It was 
effectively squelched early in this century by Frege’s ignoring it, and by Russell’s insisting on its secondary importance.’ 
(4) In associated endnotes, Parson quotes from Plato’s Sophist 261D-262C: ‘…we have two kinds of vocal indications of 
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the sentences they represent. As thematically elaborated, I think they also reveal a rich metaphysics 

of events encoded in natural language – all the better for application of the read off method. But let 

me say more about these forms. 

Though in keeping with the spirit of Davidson’s analysis, there are a few key differences 

between the frameworks. First, the analysis is extended to not just actions and events but states and 

processes – or, in a word, eventualities.31 Second, instead of maintaining the argument/modifier 

distinction, as shown above, this distinction is elided and thematic labels are introduced to 

distinguish the participants in the eventuality by their roles. Thus, for example, we assign to the first 

premise of the above chain of inferences the form: 

 

 ∃e[agent(e, Jones) & past-buttering(e) & theme(e, the toast) & in(e, the bathroom) &  

with(e, a knife) & at(e, midnight)] 

 

(I leave the definites unanalyzed.) With this form we again capture all the valid inferences we can in 

fact draw with the English. (Whether we infer ‘someone’ or ‘something’ is related to what theme is 

associated with the position we existentially generalize.) But the important thing to note now is that 

verbs are no longer construed as expressing relations but are instead construed as one-place 

predicates ranging over eventualities. To adopt the neo-Davidsonian event semantic framework is 

thus to abandon a principle Pietroski calls (β):  

                                                 
being…. One called nouns, the other verbs…. The indication which relates to action we may call a verb…. And the 
vocal sign applied to those who perform the actions in question we call a noun.’ And from Arnauld’s (1660) Grammaire 
Generale et Raisonnee: ‘Those verbs which signify actions which are transmitted beyond the agent, such as to beat, to break, 
to heal, to love, to hate, have subjects which receive these actions, or objects which these actions concern. For if one 
beats, one beats someone; if one loves, one loves something, etc. And thus these verbs require that they be followed by a 
noun which will be either the subject or the object of the action which the verbs signify.’ See discussion of themes 
below. 
31 Bach 1986 coined this term. I provide my reasons for speaking simply of events below. 
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Instances of ‘x V that Q’ are true, if and only if x bears the relation expressed by (the verb) 

‘V’ to the referent of ‘that Q’ (655).  

 

And that, of course, is RV.  

 But the crucial move for Pietroski’s proposed solution is not so much the abandonment of 

RV as it is the introduction of thematic labels. For provided these labels, and in keeping with (α), 

Pietroski is enabled to provide (28) and (29) the event analyses 

 

∃e[agent(e, Nora) & explaining(e) & content(e, that Fido barked)] 

 

and 

 

∃e[agent(e, Nora) & explaining(e) & theme(e, the fact that Fido barked)]  

 

respectively – where, as Pietroski explains, ‘the content of a Φ-ing is, intuitively, the meaning of the 

Φ-ing’ (658) and ‘the theme of a Φ-ing is, intuitively and roughly, the thing Φ-ed’ (656) – the idea 

being that the syntactic difference between ‘that Fido barked’ and ‘the fact that Fido barked’ 

correspond to different thematic roles for the self-same proposition thereby denoted, this difference 

in thematic role triggering different readings of the verb. This accepted, the problem is solved: 

substitution of these co-referring terms induces a change in the reading of verb of the embedding 

sentence, blocking the inference. 

Although Pietroski (2000) does not explicitly address PSP in the form discussed in the 
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foregoing, the application of this maneuver to the problem would be an obvious step for anyone 

sympathetic to this analysis. Thus, for example, taking (5) and (6), repeated now as (30) and (31),  

 

(30) Bellarmine fears that the earth moves. 

(31) Bellarmine fears the proposition that the earth moves. 

 

we would assign the forms 

 

∃s[subject(s, Bellarmine) & fearing(s) & content(s, that the earth moves)] 

 

and 

 

∃s[subject(s, Bellarmine) & fearing(s) & object(s, the proposition that the earth moves)] 

 

respectively. Since fear is not an act or event (in the usual senses) but a state, we switch out the 

thematic labels ‘agent’ and ‘theme’ for ‘subject’ and ‘object’, respectively (see Pietroski 2000: 658; 

Pietroski 2005)). (But see below.) 

In fact, Forbes (2018) has suggested that we do precisely this. But notwithstanding the 

abandonment of RV, this solution is in all essential respects just King’s ambiguity solution and so 

incurs all the same problems. (Forbes, for one, acknowledges the above problem of quantification, 

though he too offers no solution.)  

This goes against Pietroski’s presentation of the view. For Pietroski writes as if the difference 

between the readings were just one of ‘form’ (see e.g. Pietroski 2000: 658) and the key to the solution 

just the abandonment of (β)/RV. In fact, he explicitly advises against postulating ambiguity (659). 
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And yet, the real work of the solution is again not done by rejection of RV but by the insistence that 

the verbs involved in PSP cases have – and now putting it in Forbes’s (2018) terms – at least two 

entries in the lexicon corresponding to different ‘thematic grids’: e.g. one taking an agent/content 

pair and the other an agent/theme pair (these corresponding, respectively, to that-clauses, on the 

one hand, and proposition names and descriptions on the other). And this is just another way of 

saying – within a thematically elaborated event semantic framework – that the verbs are ambiguous.  

What the proposed solutions so far discussed – both RV-compatible and -incompatible – 

have in common is the view that that-clauses are singular terms. We’ve several times suggested in 

passing that giving up this view would be one route to a solution, and it is now time to pursue that 

suggestion. 

 

 

7 RV-INCOMPATIBLE SOLUTION 2 

  

 One way of giving up the view that that-clauses are singular terms would be to give up what 

it presupposes: viz. the view that there are that-clauses. Giving up that view is in effect what 

Davidson (1968) proposed, albeit as a solution not to PSP but what we will call Davidson’s paradox 

(DP).  

With his focus on indirect reports of canonical surface grammatical de dicto form, ‘x V that p’, 

Davidson observes that we don’t want to permit inferences with the content sentences of reports 

(e.g. ‘the earth moves’ in (3): ‘Galileo said that the earth moves’); for these inferences – including 

substitutions of co-referring terms – may fail to preserve truth. (This is what FSP highlights.) One 

way to ensure that no unwanted inferences are drawn – compatibly with accepting Quine’s (1960) 

‘maxim of shallow analysis’ – is to collapse the structure of the content sentence into an 
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unstructured singular term. (After all, it does look like we quantify into the position of that-clauses; 

and – assuming first-order objectual quantification by default – this would indicate that that-clauses 

are singular terms.) But we cannot plausibly treat that-clauses – of which there are infinitely many, 

one for each sentence of the language – as semantic primitives; so there must be structure there for a 

compositional semantics. Thus, accepting RV, we must conclude that inferentially- and semantically-

relevant structure – both of which, Davidson adds, have legitimate claim to being called ‘logical 

form’ – are orthogonal. But according to Davidson, this cannot be; for both capture structure 

relevant to truth (or satisfaction, more generally).32 Hence the paradox. And that’s Davidson’s word 

(see pp. 132-3, 144.).33  

Davidson’s solution is to suggest that the logical form of (2), now repeated as (32), 

 

(32) Galileo said that the earth moves. 

 

is the logical form of its paratactic paraphrase: 

 

 Galileo said that. The earth moves. 

                                                 
32 As Davidson (1968) puts it: 
 

In a sentence like “Galileo said that the earth moves” the eye and mind perceive familiar structure in the words 
“the earth moves”. And structure there must be if we are to have a theory of truth at all, for an infinite number 
of sentences (all sentences in the indicative, apart from some trouble over tense) yield sense when plugged into 
the slot in “Galileo said that_______”. So if we are to give conditions of truth for all the sentences so 
generated, we cannot do it sentence by sentence, but only by discovering an articulate structure that permits us 
to treat each sentence as composed of a finite number of devices that make a stated contribution to its truth 
conditions. (133) 
 

Again, I think Davidson’s motivations are clear: what he wants to provide is an account of the logical form of indirect 
(and attitude) reports that shows how logical form and semantic structure (so interpreted syntactic structure) are not 
wholly independent. In fact, although he does not quite say it in his 1968, he seems inclined to think that 
semantic/interpreted syntactic and logical form are one in the same. Recall discussion §1.4. 
33 Again, in order to be moved by DP, one need not fully adopt Davidson’s 1965, 1967b vision for semantics (see e.g. 
Davidson 1965, 1967b). See chapter 1. 
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– with ‘that’ here interpreted as a demonstrative singular term demonstrating an utterance (or 

inscription) of the content sentence. The logical form, according to Davidson’s description: 

 

 said(Galileo, that) [the earth moves] 

 

So analyzed, an utterance (or inscription) of (31) is true just in case the reporting sentence of its 

paratactic paraphrase, ‘Galileo said that’, is true; and this is true just in case the reporter’s utterance 

(or inscription) of the content sentence matches in content (or samesays, in Davidson’s lingo) an 

utterance (or inscription) of Galileo’s. Importantly, the reporter does not thereby assert what Galileo 

is said to have said but only that he said it. A similar story may be told for attitude reports. Take (1), 

for example, now repeated as (33): 

 

 (33) Galileo believes that the earth moves. 

 

According to Davidson, this receives the form: 

 

 believes(Galileo, that) [the earth moves] 

 

The report is true just in case utterance (or inscription) of the content sentence matches in content 

the attitude state of the subject of the report. And this gets the truth-conditions right. Moreover, 

since the content sentence stands alone, it has all its usual structure; and since it is not part of what is 

asserted, it remains logically inert. And this is enough to solve DP.  
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With the content sentences thus dropping out of the reports, the logical forms of reports 

assigned on the paratactic or demonstrative analysis are indistinguishable from the logical forms 

assigned to them on RV (as demonstrative singular terms are assigned constants in logical form); so 

all the inferences that motivate RV are captured. But what’s more, if this is correct, we have an 

explanation of the substitution failures observed in Frege cases that, unlike Frege’s explanation, does 

not require us to give up another plausible semantic principle – namely semantic innocence, here 

construed as just the negation of FRP: 

 

 Semantic Innocence (SI): 

It is not the case that expressions in intensional (non-extensional) contexts have as their 

referents not their customary referents but their customary senses. 

 

And that is a welcome result. For while Frege’s proposal would explain the substitution failures in 

Frege cases compatibly with maintaining RP1 (so RP1* and RP3), it does seem (to echo Davidson p. 

144) plainly incredible that, for example, ‘the earth’ in (32) should be thought to refer not to the 

earth but a sense of ‘the earth’.34 (Only Quine’s 1956 doctrine that it doesn’t refer at all is more 

incredible.) By contrast, the explanation that falls out of Davidson’s account, so far as it goes, could 

not be more straightforward: If you alter the demonstratum of a report you may alter its truth 

conditions and so its truth value. (There will be more to say about this next chapter.) 

 Finally, the view naturally pairs with a demonstrative account of quotation, so direct reports: 

e.g. 

 

                                                 
34 And it must be a sense of the earth. In different idiolects, phonographically indistinguishable co-extensional terms may 
have different senses associated with them. So, depending on how we individuate expressions, it may be misleading to 
speak of the sense of an expression. See next chapter.  



 122 

 (34) Galileo said ‘the earth moves’. 

 

In fact, Davidson’s (1979) argument for the demonstrative view of quotation runs exactly parallel to 

his argument for the view of indirect reports just described (see pp. 31-3, 37-8).35 Just as RV takes 

‘that’ to be a term-forming operator taking sentences and returning terms for those sentences or 

what they express (propositions; or related entities), on the most commonly accepted view of 

quotation, quote-marks are term-forming operators taking expressions and returning terms for those 

expressions. The result is again infinitely many semantic primitives. And according to Davidson, this 

cannot be. Structure is needed for a compositional semantics. But on the other hand, quoted 

expressions, like the expressions composing content sentences, are in intensional contexts; so we 

don’t want to license any inferences with the quoted expressions. Hence, once more, the paradox. 

But the demonstrative view again supplies the solution. The paraphrase of (34) is the paraphrase of 

(32): viz. 

 

 Galileo said that. The earth moves. 

 

In both cases what is asserted is not what is demonstrated, and what is demonstrated (in first 

instance) is an utterance (or inscription). Just as an indirect report will be true just in case what is 

demonstrated by what is asserted matches in content the utterance (or inscription) of the subject of 

the report, a direct report will be true just in case what is demonstrated by what is asserted matches 

in ‘typographical or phonetic shape’ the utterance (or inscription) of the subject of the report 

(possibly under translation, as in the running example) (27, 32).  

                                                 
35 The papers were written around the same time, the separation in publication date notwithstanding. This is noted in 
Cappelen and Lepore 2007. 



 123 

There is, however, a difference between indirect/attitude reports, on Davidson’s 1968 

account and direct reports/quotations on his 1979 account. On the former, the ultimate referent of 

the demonstration/demonstrative is the reporter’s utterance of the content sentence (a concrete 

particular), which – if true – samesays with the reported utterance, viz. the utterance the subject of 

the report is reported to have produced. On the latter, by contrast, the ultimate referent of the 

demonstration/demonstrative is the type of sound/shape instantiated by the reporter’s utterance (i.e. 

the type of which the reporter’s utterance is a token), immediate demonstration of which secures by 

deferred ostension reference to the type. Here the immediate demonstratum is not what is reported. 

It is rather by deferred ostension that reference is secured to the type of utterance (or inscription) of 

the subject of the report, namely by ‘exhibiting samples’ that instantiate the relevant properties (27, 

37; see also Davidson 1999).36  

As McDowell 1980, McFetridge 1975-6, Rumfitt 1993, and others have noted, many 

objections to the demonstrative account of indirect reports, understood as just described, are 

avoided simply by adopting the latter account, thus construing propositions as utterance types. So 

construing Davidson’s account, we moot a large class of objections which construe the position 

nominalistically (see e.g. McFetridge 1975-6, McDowell 1980, Burge 1986, Schiffer 1987).37 The 

                                                 
36 For a more recent elaboration and defense of this view, but with particular focus on pure quotation (e.g. ‘‘the earth’ 
refers to the earth’), see García-Carpintero 1994, 2004, 2012, 2018. The expression ‘deferred ostension’ is from Quine 
1969. An example from García-Carpintero 2004: ‘He is going to have a bad day’, said demonstrating a recently dented 
car. The speaker thereby says of the owner of the car that he in particular is going to have a bad day. Here, in the 
terminology of Nunberg (1993), the dented car serves as index – ‘the demonstrated auxiliary in deferred ostension’, as 
García-Carpintero puts it. 
37 All the objections in the cited works are of essentially the same kind. I’ll give an example. According to Burge, 
Davidson’s view cannot account for the formal validity of arguments like the following: 
 
 Galileo said that the earth moves. 
∴ Galileo said that the earth moves. 
 
The argument is valid, of course. But paratactically paraphrased, the argument runs: 
 

Galileo said that. The earth moves. 
∴ Galileo said that. The earth moves. 
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samesaying relation is after all an equivalence class defined on utterances (or inscriptions). Now we 

just let this define a type. Types, of course, are every bit as abstract as propositions. In fact, though 

this is getting ahead, I see the expression-relation as a type-token (and so property-property 

instantiation) relation and propositions as thus identical to semantic mental/speech act types – 

defined by, but not identical to, equivalence classes of such acts. If Davidson did not hold this view, 

I think he would have been amenable to it.38   

And now we have in hand a natural account of mixed reports: e.g. 

 

(35) Galileo said that ‘the earth moves’. 

 

The report is paraphrased as before and will be true just in case the demonstrated utterance (or 

inscription) instantiates the same semantic and typographical or phonetic type instantiated by the 

reported utterance (or inscription) (again, possibly under translation).39 Given that there are mixed 

reports, it is, in fact, a criterion of adequacy on accounts of indirect and direct reports that they be 

unified (see Cappelen and Lepore 1997, 1999, 2003). And what the demonstrative view shows us is 

                                                 
And this is not formally valid, according to Burge, even if it is allowed that the two occurrences (utterances) of ‘the earth 
moves’ samesay one another (in which case the premise would be true just in case the conclusion were true). For on 
Davidson’s 1968 view, the two occurrences (utterances) of ‘that’ refer to different entities, viz. difference concrete events 
(if we take utterances) or objects in a more narrow sense (if we take sentences). But it should be clear, this is a problem 
only if we adopt Davidson’s supposed nominalism.  
38 See e.g. Davidson 1999. McFetridge 1975, Rumfitt 1993, and Frankish 1996, discussing Davidson 1968, articulate 
similar views. Hanks’ (2011, 2015) and Soames’ (2010, 2015) ‘act’- or ‘event-theoretic’ view of propositions is also close 
to this. Cf. McDowell 1980, Dodd 1997, Kemp 2001. But pace Hanks and others, we should not maintain that 
propositions are structured, if by propositions we mean mental/speech act or event types. Token propositions, as 
articulate mental/speech acts, must be structured. But it does not follow that the types must be structured. In fact, 
differently articulated acts may nevertheless express the same proposition. Of course, this is all course-of-grain-of-
description relative; but if the expression-relation is a type-token relation, then it seems that there may be differently 
structured tokens of the same type. It isn’t, by the way, the proposition qua type that does the representing; it is (in the 
first instance) the proposition token qua (mental/speech) act/event that represents. Indeed, the act is a representation 
(with ‘representation’ here the nominalization of the verb ‘represent’). I return to this chapters 3, 4. For the remainder, 
when I have in mind token propositions, I make this explicit.  
39 Notice that direct reports under translation are a kind of mixed report. To indicate in the written transcription of the 
report that what is presented in the report is the translation of the words used, we could – modulo a demonstrative 
account of quotation – use Sellars’ (1963) dot-quotes. Thus, the report provided in (32) would be written: Galileo said 
•the earth moves•. I return to quotations in translation next chapter. 
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that there is just one basic kind of report here: the difference between indirect, direct, and mixed 

reports is just a difference in which (contextually salient) properties of the demonstrated utterance 

(or inscription) are relevant to the truth of the report – whether semantic and/or typographical or 

phonetic. (It is of course a very difficult, open question how contextually salient properties are 

determined. But I won’t venture to say anything about that in the present work.) By contrast, it is 

unclear how the received view of quotation could account for mixed reports, since on this view to 

use ‘‘the earth’’ is to mention ‘the earth’ and not to use it. 

 This is all very good, I hope you’ll agree. But then – returning now to indirect (and attitude) 

reports – Davidson (1968) went and said that  

 

sentences in indirect discourse, as it happens, wear their logical form on their sleeves (except 

for one small point). They consist of an expression referring to a speaker, the two-place 

predicate ‘said’, and a demonstrative referring to an utterance. Period. (142) 

 

– the implication being that ‘that’ as it appears at the level of surface English (so at SS) is a 

demonstrative. And that can’t be right, as Segal and Speas (1986) and more recently Biro (2011) have 

shown. For we should expect that what goes for English goes for similar constructions in other 

languages; and this cannot be, if Davidson is right about the correspondence here between SS and 

logical form. For example, the French report 

 

 (36) Galileo a dit que la terre tourne. 

 

does not paratactically paraphrase in the straightforward manner witnessed in the English equivalent; 

for  
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 (37) *Galileo a dit que. La terre tourne. 

 

is unacceptable. And, similarly, for just one more example,  

 

(38) *Galileo sagte das die Erde bewegt sich.  

 

is unacceptable German. But in fact, Davidson needn’t have insisted that SS and logical form 

correspond here. All his argument (as described above) requires is that semantically- and 

inferentially-relevant structure correspond. If we then identify semantically-relevant structure with 

LF, as we’ve done, Davidson’s correspondence claim becomes the claim that LF and logical form 

correspond. And LF and SS need not correspond. If Davidson is right about the logical form of 

these reports (and remember just how much is going for the view), then in this case in particular 

they do not correspond. There is after all no indication that Davidson thought that logical form and 

SS correspond generally and indeed evidence that he thought otherwise. His proposed event 

semantic analysis, described in §7, requires a departure in its postulation of a hidden event variable. 

In fact, it happens that indirect reports are action sentences, so – accepting his 1967 view – the 

statement made in the above quote is wrong: in logical form, ‘said’ is a three-place predicate. The 

position would then be that English just left a clue in its orthography.  

It wouldn’t be an accident that this is so, if the story cited by the OED passage quoted by 

Davidson (p. 142) is correct: 

 

The use of that is generally held to have arisen out of the demonstrative pronoun pointing to 

the clause which it introduces. Cf. (1) He once lived here: we all know that; (2) That (now this) 
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we all know: he once lived here; (3) We all know that (or this): he once lived here; (4) We all 

know that he once lived here.40  

 

But then, it is compatible with this story that the English ‘that’ of indirect and other reports and the 

corresponding constructions across the languages discussed by Segal and Speas and Biro (including 

French and German) are complementizers,41 the English complementizer ‘that’ just having evolved 

from demonstrative ‘that’. And that is, in fact, the view recently defended by syntacticians Roberts 

and Roussou (2003) (R&R).  

Working within Chomsky’s (1995, 2000) minimalist framework, R&R set out to provide ‘a 

general characterization of the diachronic phenomenon of grammaticalization’; and the thesis they 

elaborate and defend is that grammaticalization involves ‘categorial reanalysis of lexical or functional 

material’ and that ‘such change always involves structural simplification’ (1-2). According to R&R, 

the complementizer ‘that’ is a case in point (see pp. 110-21). Thus: 

 
 

     IP       IP 
 
 

IP             CPi     I  VP 
 

→ 
I         VP       V   CP           

                      
 
 V    (proi)             

                   (that) the earth moves 
 
 
      (thati)  the earth moves 
 
 

                                                 
40 Discussing this passage, Rumfitt (1993) notes that this is also noted in Jespersen 1949, Part III, §2.3. 
41 See Bresnan 1972 for the locus classicus.  
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In effect, they suggest, what we find is ‘a leftward shift of the constituent boundary’, followed by 

‘reanalysis of the [possibly phonologically null] pronoun as a C element’ (118):42 

 

Galileo believes that [the earth moves] → Galileo believes [that the earth moves] 

  

But R&R also note that the paratactic analysis provides structure appropriate to semantic 

interpretation (see pp. 113-4, 115-8).43 Perhaps we should then expect there to be a syntactic 

transformation from an SS of canonical surface grammatical de dicto form to the LF of its paratactic 

paraphrase. Rumfitt (1993) hypothesized precisely this, playfully dubbing the transformation 

‘arboreal fission’ – depicted here 

 
 

             S0 
 
 
N  VP 
 
 
 V          S’ 

                     Galileo 
 
             COMP   S1 
           said 
 
    NP  VP 

      that 
 
    
              the earth            moves  
                                                   

 ↓ 
         
 

                                                 
42 According to R&R: ‘This kind of shift is not uncommon’ (118). 
43 As they write: ‘from a semantic point of view, the C that can be analyzed like D that’ (114). In fact, they claim that ‘in 
essence we are dealing with one and the same lexical item, which can surface as either D or C depending on the syntactic 
context’ (115).  
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            S0                               
 
 
N  VP 
 
 
 V          NP 

                     Galileo 
 
                           S1 
           said                          that 
 
    NP  VP 

       
 
 
              the earth           moves 
 
 

– and Frankish (1996) after him suggested the same.44, 45 In effect, this is the diachronic categorial 

reanalysis synchronically carried out in reverse. And in light of the foregoing, this seems to me at 

least plausible. If correct, we moot yet another class of objections to Davidson’s account. 

But by now you are no doubt wondering what happened to PSP. Does analyzing away that-

clauses in the above manner in fact solve PSP? At first blush it might seem to. For if there are no 

that-clauses, then a fortiori there are no that-clauses co-referential with any proposition names or 

descriptions. But if ‘that’ is a demonstrative and demonstratives singular terms, then – by our 

reference principles (and note: the paraphrase wears its logical form on its sleeve) – they should 

permit substitution salva veritate with co-referring terms, including proposition names and 

                                                 
44 Frankish speculates that one might expect a structural distinction at a level relevant to semantic interpretation where 
there is a difference in force: on the paratactic analysis, one asserts the reporting sentence but not the content sentence 
(p. 9). Rumfitt’s (1993) view is in effect just the paratactic version of Higginbotham’s (1986) view, according to which 
the direct objects of verbs of propositional attitude are interpreted LFs. And Frankish’s (1996) view is just a 
propositionalist version of Rumfitt’s view. They all fall prey to PSP. I return to ILF theory next chapter. 
45 I retain the labels provided by R&R and Rumfitt, respectively. As throughout the foregoing, I remain neutral on this 
matter. I just need that there be plausible, independently motivated LFs corresponding to the logical forms I 
hypothesize. 
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descriptions. And with this, alas, we re-introduce PSP. – And we’d come so far! But we are next door 

to a solution.  

Since Davidson’s account of the logical form of indirect (and, by extension, attitude) reports 

is held by – approximately – no one, it has not (to my knowledge) been supposed that the account 

might be key to a solution to PSP. And indeed, as just noted, it isn’t. But subtly modifying the 

account in just a few respects and combining it with modified versions of his accounts of adverbial 

modification and quotation is enough to do the trick. In fact, it’s enough to provide a unified 

solution to PSP and FSP, while maintaining semantic innocence and the correspondence hypothesis. 

 

 

8 THE SOLUTION TO PSP (THE RIGHT VIEW) 

  

The first thing to observe is that indirect, direct, mixed, and attitude reports are reports on 

eventualities – and at a first pass, acts and states in particular. But if we allow that events are 

property exemplifications (see Kim 1976), then states, too, are events – to wit, enduring events. (On 

this construal, being a subject of a state (or: being in a state) is having a property for some duration, 

and this is participating in an event of some duration.) And as acts, too, are events, we may speak 

simply of events, as we did in chapter 1. As reports on events, then, indirect, direct, mixed, and 

attitude reports alike fall under Davidson’s 1967 view. And under this view, we assign to (32)-(35) 

the shared form 

 

∃e[said(Galileo, that, e)] [the earth moves] 

 

and to (2), now repeated as (39),  
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 (39) Galileo believes that the earth moves. 

 

the form 

 

∃e[believes(Galileo, that, e)] [the earth moves] 

 

This allows us to formally capture reports involving adverbial modification. For example, we assign 

to  

 

 (40) In 1609, Galileo said that the earth moves. 

 

the form 

 

 ∃e[said(Galileo, that, e) & in(e, 1609)] [the earth moves] 

 

In fact, though (to my knowledge) Davidson never acknowledged as much, this formalism is 

naturally extended to explicitly de re reports.46 For example, we assign to  

 

 (41) Galileo said of the earth that it moves. 

 

the form 

                                                 
46 To my knowledge, Hornsby 1977 was the first to note this. In fact, sentence (40) is pulled from that paper.  
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∃e[of(the earth, e) & said(Galileo, that, e)] [it moves] 

 

(The unbound pronoun of the content sentence may be construed as anaphoric on ‘the earth’ in the 

reporting sentence. Compare: ‘Sally ran through the garden. She trampled the daises.’ But 

alternatively, in both these cases, I think, we may construe the pronoun following the name as 

referring to the referent of the name, having been made salient in the discourse context.47) And this 

allows us to disambiguate the ambiguous report Quine (1956) made famous: 

 

 (42) Ralph believes that someone is a spy. 

 

On the reading of the report according to which there is a person whom Ralph believes to be a spy, 

we assign the form 

                                                 
47 Though there is an important difference between bound and unbound variable pronouns, I’ve been unable to discern 
any deep theoretical significance to the anaphoric/deictic pronoun distinction. Maybe I’m missing something, but it 
seems to me that there is just one basic phenomenon here: the context of utterance makes salient possible referents of 
contextually-bound acts of reference. The relevant aspects of context may be ‘linguistic’ (e.g. previous acts of reference, 
or words used/produced in/by such acts) or ‘extra-linguistic’ (some person, place, or thing to refer to). But the referent 
might just be (determined to be) the most obvious referent of the act of reference, given the particularities of the 
context, or what the speakers (perhaps just tacitly) believe about each other’s belief- and desire-states, communicative 
intentions, and so on. (I leave the details to others.) Compare: 
 
 (a) She (said pointing to Sally) ran through the garden and trampled the daises. 
 (b) Sally ran through the garden, and she trampled the daises. 
 
In (a), Sally is made salient for reference by pointing to her. In (b), she is made salient by uttering her name. (But then, 
she had to be salient in order for the hearer to know that it is her name, and not some other Sally. Similarly, she had to be 
a salient thing to point to in (a). Otherwise, why not an undetached Sally-part?) And when ‘she’ is used, the referent is 
just Sally again – made salient, in part, by use of her name. It’s also clear that  
 
 (c) She ran through the garden and trampled the daises. 
 
can be used to say that Sally ran through the garden and trampled the daises without pointing to her or having said her 
name. Suppose, for example, that Sally and two others are discussing possible daisy-tramplers. Sally then leaves the room 
and one of the two remaining turns to the other and uses (c). The linguistic/extra-linguistic distinction, on which the 
anaphoric/deictic distinction depends, may also obscure the fact that acts of reference and other linguistic phenomena 
may involve non-linguistic phenomena.  
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∃x∃e[of(e, x) & believe(Ralph, that, e)] [s/he is a spy]       

 

(We return to what looks like a bound variable in the content sentence just below. I think it is 

plausible that we might have unbound pronouns anaphoric on existentially bound variables. 

Compare: ‘Someone ran through the garden. She trampled the daises.’ But ultimately that is not the 

line I take.) And on the reading of the report according to which Ralph believes that there is (at 

least) one spy, we assign the form 

 

∃e[believes(Ralph, that, e)] [there is a spy] 

 

(Notice that RV, by contrast, cannot formally account for this ambiguity, as it collapses the structure 

of the content sentence into an unstructured singular term – wherein, therefore, there can be no 

variable bound by a quantifier outside the scope of the attitude verb. For that matter, there can be 

no variable bound by a quantifier within the scope of the attitude verb. There simply isn’t any 

structure there.48) 

                                                 
48 One thus finds proponents of RV resorting to quasi-formalizations like the following: 
 

∃x(Ralph believes that x is a spy) 
 Ralph believes that ∃x(x is a spy) 
 
But this is a cheat. Any full formalization of the first of the two quasi-formalizations above will not be RV-compatible. 
And fully formalized compatibly with RV, the second is just: ‘believes(Ralph, that-there-is-a-spy)’. RV is, in fact, but one 
hyphen away from Quine’s semantic fusion view – and not much better off for that. A proponent of the (Hintikka-
Prior) ‘prenective’ analysis, by contrast, might provide formalizations close to the above quasi-formalizations. According 
to this analysis, ‘believes that’ or ‘believes [  ]’ is an operator that takes a term on one end and a sentence on the other. 
But there are syntactic problems with this view. 
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Returning to (32)-(35), and now switching to the neo-Davidsonian framework to account for 

the full suite of inferences, we have the form suggested by Pietroski and Forbes, only modified 

paratactically: 

 

∃e[agent(e, Galileo) & past-saying(e) & content(e, that)] [the earth moves] 

 

And this permits us to account for the de re/de dicto distinction and adverbial modification just as 

before. But now taking heed of what we’ve learned from PSP, we reinterpret ‘that’ as a predicatival 

indexical taking on a predicate-type semantic value: 

 

∃e[agent(e, Galileo) & saying(e) & that(e)] [the earth moves] 

 

It is natural to do so in this framework, which elides the distinction between arguments and 

modifiers. And now we are home free. By deferred ostension ‘passing through’ demonstration of an 

utterance (or inscription) of the content sentence instantiating contextually salient properties, we 

predicate these properties of the event introduced by the verb. Or better, given the shift to a 

predicatival indexical: We indicate performance of an utterance (or inscription) instantiating 

contextual salient properties thereby predicated of the event introduced by the verb. And the report 

will be true just in case the subject of the report did perform the act, occupy the state – or, more 

generally, participate in the event – introduced by the verb and this event exemplified or instantiated 

the contextually salient properties instantiated by the performance. 

 Still more generally, we may speak not of indicating performances but events, where events 

are again construed as property exemplifications. On this construal, inscriptions instantiating or 

exemplifying contextually salient properties are as much events as are utterances doing the same. 



 135 

Again, I think that there is just one basic kind of report here: the difference between indirect, direct, 

and mixed reports is just a difference in which (contextually salient) properties of the indicated event 

are relevant to the truth of the report. What we report is speech (punkt).49 But in fact, this view 

allows us to very naturally account for the fact that we report on much more than just speech.  

Heal (2003; esp. chapters 9, 10), from whom I’ve adopted the expression ‘predicatival 

indexical’, provides in illustration of the idea examples like the following:  

 

 (43) My curtains are colored thus {holds up a color chip} 

 (44) She sang like this {sings a little} 

 

Partee 1973, which was incidentally influenced by Davidson 1979 (then unpublished but in 

circulation), provides similar examples: 

 

 (45) A circular staircase looks like this: [gesture] 

 (46) He stuck out his tongue and went like this: [gesture] 

 (47) A good way to draw a five-pointed star is like this: [gesture] 

  

About the above, Partee writes: 

 

The gesture is not a part of the sentence, but the demonstrative in the sentence refers to the 

gesture, not by virtue of a sense, but by way of the convention that the demonstrative always 

refers to whatever is being demonstrated in the appropriate way. (416) 

                                                 
49 It seems to me entirely unnecessary to maintain, as many philosophers have, that there are different senses of ‘say’ 
involved in direct and indirect reports. 
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She then notes that the following sentences are ‘clearly analogous’: 

 

 (48) Morry went like this: [vocal noise] 

 (49) Morry went: [vocal noise] 

 

with the latter elliptical for the former. ‘In such a construction’, she writes, ‘the vocal noise is not a 

part of the sentence any more than the gestures of [the earlier examples]’ (417). Modulo the idea that 

the relevant demonstrative is always referential, we can sign on to these observations. Cf. Davidson’s 

(1979: 38) comparison of quotation with other gestures accompanying use of language: 

 

But if I say “I caught a fish this big” or “I caught this fish today,” my hands, or the fish, do 

not become part of the language. We could easily enough remove the quoted material from 

the heart of the sentence. Quotation is a device for pointing to inscriptions (or utterances) 

and can be used, and often is, for pointing to inscriptions or utterances spatially or 

temporally outside the quoting sentence. 

 

And compare this to Wittgenstein (1953: §16):  

 

What about the colour samples that A shews to B: are they part of the language? Well, it is as 

you please. They do not belong among the words; yet when I say to someone: “Pronounce 

the word ‘the’”, you will count the sound “the” as part of the sentence. Yet it has a role just 

like that of a colour-sample […] it is a sample of what the other is meant to say. 
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These observations will prove very important to consideration of FSP next chapter. In fact, I think 

that with the foregoing we have in hand a unified solution to all extant variations on FSP with which 

I’m familiar. But again, I leave this for next chapter. I’d like now to briefly illustrate how these ideas 

may be implemented with our eventish logical forms. 

 Take an example of reported non-speech vocalization from Partee:50 

 

(50) Morry aimed the toothbrush at David and went ‘[ãe?ãe?ãe?ãe?]’. 

 

It looks to me like the noise following ‘went’, as performed by the reporter, is exemplifying 

contextually relevant properties predicated of Morry’s past going at David. To isolate what’s relevant 

at present, let’s cut the sentence down:  

 

 (51) Morry went ‘[ãe?ãe?ãe?ãe?]’. 

 

Now, is ‘[ãe?ãe?ãe?ãe?]’ part of the reporting sentence or no? Well, to adopt Wittgenstein’s attitude, 

it is as you please. We could easily enough remove the quoted material from the heart of the 

sentence, as Davidson has suggested.  

                                                 
50 She uses double-quotes where I use single-quotes. She notes that in her dialect a sentence must follow say and a non-
sentence go. But she notes that college-age Californians prefer go over say. Things change. Today one is more likely to 
hear: 
 
 (d) Morry aimed his toothbrush at David and was like ‘[ãe?ãe?ãe?ãe?]’. 
 
Interestingly, both of these latter locutions highlight the performative aspect of quotation – that is, the fact that they are 
(in Clark and Gerrig’s terminology) demonstrations. Note again that it is not required in order to be a quotation that the 
report be verbatim or, more generally, that the report fully re-produce what is reported. It just has to be close enough. In 
the language of college students today, a verbatim report might be given like this: 
 
 (e) Tom was literally like ‘But you have to go’.  
 
Plausibly, the correct use of ‘literally’ here signals a direct report. For the indirect, we may have (e) with ‘literally’ 
dropped. I return to Clark and Gerrig below and next chapter. 
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 (52) Morry went: [ãe?ãe?ãe?ãe?] 

 

But for that matter, we could let it stay. We’ll keep it in square brackets to distinguish it. Then we 

formalize the sentence this way: 

 

∃e[agent(e, Morry) & past-going(e) & [ãe?ãe?ãe?ãe?](e)] 

 

But then, we need make no changes to this formalism to account for patently linguistic noises. Take, 

for example 

 

 (53) Galileo said ‘eppur si muove’. 

 

which we represent:  

 

∃e[agent(e, Galileo) & past-saying(e) & [eppur si muove](e)] 

 

The report will be true just in case Galileo is agent of a past saying exemplifying contextually salient 

properties exemplified by the reporter’s use (in context) of ‘eppur si muove’. A monolingual speaker 

of English could provide this report. Indeed, it is clear that in general what we report need not be 

such that we ourselves would generate it. (Take, for example, the jabberwocky of chapter 1.51) We 

have no trouble reporting foreign tongues or the speech of linguistic barbarians. And again, it need 

                                                 
51 Carroll’s, that is; all the jabberwocky there is, I hope.  
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not be linguistic noise at all. Even in such cases, it may be necessary to impose some degree of 

linguistic structure on what is reported.  

This is one of the conclusions Partee (1973) draws toward the end of her essay on the syntax 

and semantics of quotation:52  

 

It appears that the basic principle is that, in understanding [person] A’s sentence [which 

person B reports], B must impose enough structure on it to perceive structurally significant 

relations between A’s sentence and his own. (418) 

 

She adds: ‘And apparently B can do this even if he cannot generate A’s sentence himself’ (418). That 

is, even if, as noted above, the reported material is no part of the reporter’s idiolect – and so would 

not be generated by her I-language. If, for example, Sally says to me:  

 

 (54) Jill is errrrrrggg. 

 

I know pretty well what she means. I represent it this way:  

 

∃e[subject(e, Jill) & being(e) & [errrrrrggg](e)] 

 

I see that being errrrrrggg is a way to be – a way Jill is said by Sally to be. I represent my report this 

way: 

 

                                                 
52 Alongside the conclusion that her investigations support ‘Davidson’s claim that the quoted sentence is not 
syntactically or semantically a part of the sentence that contains it’. 
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∃e[agent(e, Sally) & past-saying(e) & [Jill is errrrrrggg](e)] 

 

It provides you with what Sally has said – and, if I so intend, the way she said it (‘errrrrrggg’, I might 

say). And you in turn impose what linguistic structure is required. Perhaps then, this is the place to 

give the rest of the quote from Wittgenstein (op cit.): ‘It is natural, and causes least confusion, to 

reckon the samples among the instruments of language’. Perhaps, precisely insofar as, and to the 

extent that, we impose linguistic structure on the samples we exhibit in the course of talk, they are 

incorporated into the language – at least for the nonce. In fact, so far as I can see, there is no reason 

why a language should not develop along such lines. Come to think of it, maybe that’s how 

languages develop. If we tend to use our tongues or hands instead, perhaps that is because we carry 

them around in our heads and by our sides; and they are fine instruments. We interweave these 

sounds and shapes with our forms of life. 

 

 

9 IT WORKS LIKE THIS 

 

I have noted in passing the lines along which I think a large number of objections to 

Davidson’s account may be mooted. There is one objection that is not as easily dismissed; and it is 

related to the above question how we should understand the relation between the reporting and 

content sentences of paratactically paraphrased reports of explicitly de re form. The objection is from 

Higginbotham (1986), and I quote it here in full:53 

 

                                                 
53 I’ve changed the names of the sentences. 
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 Suppose I write on the blackboard (55), and, pointing to it, say (56):  

 

 (55) He is a nice fellow. 

 (56) Every boy believes that. 

 

In my judgement, it is quite impossible to get this activity to convey that every boy has a 

good opinion of himself; but this is one of the things I can surely convey by saying (57): 

 

(57) Every boy believes that he is a nice fellow. (39) 

 

What this shows, at least, is that expressions in the matrix and embedded clause of (57) and other 

sentences like it interact. Of course, this in itself does not show that there is not a syntactic 

transformation that takes us from the SS of (57) to the LF of its paratactic paraphrase; and we 

already knew besides that expressions in separate sentences can interact – in fact, regularly do so in 

discourse: e.g.  

 

 A: Sally ran through the garden. 

 B: Yeah, and she trampled the daises. 

 

Thus, the paratactic paraphrase of a sentence like  

 

(58) Ralph said that he is sloopless. 

 



 142 

is fairly naturally accounted for with the paratactic analysis. Though, incidentally, a difference 

between direct and indirect reports shows up here. Compare: 

 

 (59) Ralph said, ‘I am sloopless’.  

 

Without aid of typographic convention, as in most of the language that has ever been produced, 

context and/or intonation and other aspects of prosody allow the hearer to distinguish (58) and (59) 

from (60) and (61): 

 

 (60) Ralph said that he is sloopless. (Where, ‘he’ refers to someone other than Ralph.) 

 (61) Ralph said I am sloopless. 

 

(It is worth noting how the sometimes optional ‘that’ drops out of the spoken version of (59), at 

least so far as its phonology is concerned, but seems almost necessary in (61). Fitting, then, that we 

have assigned the same role to ‘that’ and ‘ ‘’ ’.) But we can describe the differences between these 

reports in a way more fine-grained than simply classifying them as either direct or indirect, namely 

by noting those aspects of performance of the content sentence intended to be – in Clark and 

Gerrig’s 1990 (C&G) terminology – depictive and those merely supportive.  

If, to take one of C&G’s examples, I want to show you how McEnroe serves, I will intend to 

depict only those aspects I deem relevant. Other aspects of my performance will be merely 

supportive. (In context, which aspects are which should be clear.) I might, for example, demonstrate 

the positioning of his feet, rotation of his hips, and follow-through; and I might do so without a ball. 

This last could be especially helpful if I want to perform the serve in slow-motion, that you take it in 

better. (The ball, falling faster than my swing, would be a distraction.) Returning to the above 
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examples, we say something similar: In (58), for example, ‘he’ is supportive; its referent secured, the 

reporter enacts what Ralph is said to have done, namely predicate slooplessness of Ralph. If the 

reporter gives the direct report instead, he does something different: plausibly, he predicates 

slooplessness of himself qua Ralph. What these observations suggest, I think, is that we may also 

replace the de re/de dicto distinction with the supportive/depictive distinction. It is after all already 

widely recognized that one need not produce the clefted constructions of explicitly de re reports to 

have elements of the content sentences of reports of canonical de dicto form read de re. I will return to 

this next chapter. 

 I’m not sure, however, that these observations will take us all the way to a reply to 

Higginbotham. For one thing, Higginbotham’s (57) involves a quantifier which seems to bind a 

variable pronoun in the content sentence. I have suggested that we might sometimes have unbound 

pronouns anaphoric on existentially bound variables. My example: ‘Someone ran through the 

garden. She trampled the daises.’ Compare now:  

 

 (62) Everyone ran through the garden. They trampled the daises. 

 

Is it so implausible that ‘they’ is anaphoric on the universally bound variable of the preceding 

sentence? Alternatively – now taking to heart my remarks n. 47 – it seems we might equally well 

insist that ‘they’ simply refers to the contextually salient plurality, to wit the members of the 

contextually relevant domain over which we’ve just universally quantified. We then say of the lot 

that they trampled daises. I’m not sure.  

But I think it may be worthwhile comparing (57) to  

 

 (63) Every boy thinks I am good. 
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And this in turn to:  

 

(64) Every boy thinks I am good.  

 

(The paratactic paraphrase, either way: ‘Every boy thinks that. I am good.’) Is (63) a direct or indirect 

report? Bad question. Better question: Which aspects of (63) are intended to be depictive? Plausibly, 

someone using (63) would intend (performance of) the full content sentence (including ‘I’) to be 

depictive. Would we say here that ‘I’ is bound by the universal quantifier? It doesn’t look that way. 

But then, using (63) we would effectively predicate of every boy in the contextually relevant domain 

this property of predicating of himself qua himself the property of being good. Suppose the 

contextually relevant domain of boys is D = {A, B, C}. Then the universal expansion of (63) is: 

 

 A thinks I am good, B thinks I am good, and C thinks I am good.  

  

And now I wonder: Why wasn’t it our first thought that these pronouns separated from 

quantifiers by periods are nevertheless bound by them? Isn’t it, frankly, a bit superstitious to think a 

quantifier can reach no further than a sentence’s boundary? It seems, in fact, that if variable-binding 

occurs in sentences, it can just as well occur in discourse: e.g. 

 

 A: Everyone at the party was drinking. 

 B: And smoking. 

 

It is, after all, just one small point. Thus, with contextually restricted domain: 
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 B cum A: Everyone was drinking and smoking. 

 

Well, I’m not sure. But it seems like we have options. Rumfitt (1993), picking up a suggestion from 

Hornsby (1977), similarly suggests that with sentences like (57) we treat the content sentences of 

their paratactic paraphrases – so e.g. (55) – as open sentences, with the pronouns contained therein 

treated accordingly as unbound variable pronouns.54 The sentence is then interpreted under 

contextually sanctioned variable assignment. ‘Then’, Rumfitt writes (with Higginbotham’s sentence 

in mind), 

 

so far as I can see we have freedom of theoretical manoeuvre in deciding when speaker A 

stands in the saying relation to an utterance of ‘x is a nice fellow’, and the example only 

encourages us to decide in favour of the answer: when A predicates “being a nice fellow”, or 

something tantamount to that, of himself. (435) 

 

Maybe that’s right. But there are other grammatical interactions between matrix and embedded 

clause, and the direct paratactic paraphrases of many of these sentences are at least awkward: e.g.  

 

(65) Pia didn’t think that there would be any negative consequences. 

(66) Bellarmine realized that he was wrong. (Where ‘he’ refers to Bellarmine.) 

                                                 
54 Hornsby begins her paper this way: ‘They are variables. That is what people say about pronouns to signal their 
connection with the symbols appropriate to their formal representation. If all utterances in natural language were of 
closed sentences, then the right thing to say about pronouns would be ‘they are bound variables’. But I think that we 
sometimes utter open sentences. This papers started with one, for instance; and the first word there—the pronoun 
‘they’—should be treated as a free variable.’ (177) Importantly, as Hornsby notes, she does not assert the first sentence. 
It is rather used in a report of what certain people say about pronouns.  
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 (67) Pia wondered {whether/if/when} Flora should invite Nucca. 

 

In fact, ( , ) points up the fact that there are significant syntactic and presumably semantic similarities 

between the indirect reports we’ve been looking at and still more reports like these: 

 

 (68) Tyco asked where Galileo kept his telescope. 

 (69) Lagia wondered why Galileo would not recant.  

 

We could hypothesize that the earlier hypothesized syntactic transformation from the SS of the 

report to the LF of its paratactic paraphrase rectifies the infelicities of the surface-level paraphrases. 

But I don’t know whether this has independent syntactic motivation, and it looks a little strained. 

Indeed, it begins to look like more than a tiny orthographic change. 

I think that Davidson’s hypothesis that the sentences at issue are really – that is, at the 

relevant level of analysis – pairs of sentences in parataxis is an ingenious hypothesis – and anyway, 

I’ve found it very fruitful. But what I’m getting around to saying is that I think we can retain the 

insight at the heart of this hypothesis without insisting on the total grammatical separability of 

reporting and content sentence. (When one prokaryote swallows another, the result is sometimes 

more than just one inside the other.) Perhaps it is natural, and causes least confusion, if we reckon 

the content sentence part of the reporting sentence (the two en-meshed, as it were, in symbiosis). 

Quitting the metaphor, let us remind ourselves of Partee’s observation:  

 

It appears that the basic principle is that, in understanding [person] A’s sentence [which 

person B reports], B must impose enough structure on it to perceive structurally significant 

relations between A’s sentence and his own. 
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Compare (65)–(69) to the following: 

 

(70) Pia didn’t think, ‘There will be negative consequences’. 

(71) Bellarmine realized, ‘I am wrong’.  

(72) Pia wondered, ‘Should Flora invite Nucca?’. 

 (73) Tyco asked, ‘Where does Galileo keep his telescope?’. 

(74) Lagia wondered, ‘Why would Galileo not recant?’.  

 

Interestingly, the paratactic paraphrases of (70)–(74) are just fine. And here we have, I think, a clue. 

A clue as to whether an element of reported speech is intended to be depictive or is rather merely 

supportive: namely, its lack of integration or integration into the grammar of the reporting sentence. 

And if I am not mistaken, we now have a reply to Higginbotham.55 

To echo Partee’s formulation, Higginbotham’s (57) is an example in which the reporter 

incorporates as material supportive of demonstration an element of the reported speech and in 

doing so imposes enough structure on the reported material to perceive structurally significant 

relations between reporting sentence and reported material. The question has been, does the 

reported material have to be part of the reporting sentence for this to be effected? Again, I’m not 

sure; but, provided the foregoing, I’m not opposed to incorporating reported material into our 

representations of reports of material – or indeed, representing enough structure in the reported 

                                                 
55 Pace Quine, quantifying into content sentences results in sentences perfectly intelligible. But he was right that 
quantifying into pure quotations results in non-sense: ‘∃x(‘x is a planet’ is well-formed)’ is something of a philosophical 
dad joke. The explanation is that pure quotation, as purely depictive, is not integrated into the reporting sentence. 
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material to make perspicuous certain structurally significant relations between the report and what is 

reported. First, then, we take the paratactic paraphrase:56 

 

 Every boy believes that. He is good. 

 

Using restricted quantifiers with an eventish logical form, we represent the result as follows, 

incorporating the content sentence and revealing just enough structure therein: 

 

 [every x: boy x](∃e[agent(e, x) & believing(e) & [that x good](e)]) 

 

And now, beautifully, this will, in fact, structurally correspond precisely with a standard LF for the 

sentence; here with labeled-bracket notation and lines connecting the quantified noun phrase and its 

traces: 

 

 
 
 

   [S0[NP0[DET every][N’ boy]][S1 [NP1 t][VP [V believes][S’[COMP that][S2[NP2 t][VP good]]]] 
 

 
 
 

 

In tree form, with the LF and logical form paired: 

 
 
 
 
                                                 
56 I replace ‘is a nice fellow’ with ‘is good’ here, since simplifying the structure of the sentence in this way won’t affect 
the present point. 
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  S0 
 
 

NP0   S1 
 
 

 DET  N’ NP1   VP 
 
 
     V   S’ 
 
 Every           boy           t     
       COMP   S2 

[every x:         boy x](∃e[agent(e, x) 
                                                         believes 
         NP2  VP 
                  & believing(e) 
          that   
 
 
                                                                                                               t                   good      

                          that                  [x                  good](e)]) 
 
 

With this I believe we remove the last of our difficulties. And we still have in hand our solution to 

PSP.57  

                                                 
57 I have now mentioned every objection to Davidson’s demonstrative view of which I’m aware, and the lines along 
which I believe these objections may be answered – except one. Though I have now dropped key elements of 
Davidson’s account, it may be worth mentioning this objection. In the same work in which he puts forward his above-
discussed solution to a PSP-type substitution failure, Pietroski (2000) notes that the paratactic paraphrase of  
 
 (f) Nora explained that Fido barked. 
 
looks to have the reporter demonstrating not the explanans (content) but the explanandum (theme) of some explanation, 
whereas (f) reports the explanans of one. This, he thinks, is a problem with the paratactic analysis. And at first blush, this 
does look like a problem for Davidson’s account. But I think the issue turns instead on a feature of explanations, and so 
reports thereof. To begin with, notice that we could not convey what we wish to convey with (f) except in a context in 
which knowledge of the explanandum is common ground. Take, for example, the following: 
 
 (Nick, Nora, and Paul sit down for morning coffee and discuss last night’s events.) 
 
 Nick: Why did the burglar run off? 
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(The phone rings. It’s the police. Paul darts up, takes the call, and quickly gets wrapped up in conversation.) 
   

Nora: Fido barked. 
 

(The conversation continues a short while. Nora leaves. Paul returns.) 
 

 Paul: Sorry; it was the police. What was Nora’s explanation? 
 
 Nick: (Nora explained that) Fido barked. 
 
Here, Nora explained that Fido barked, and she did so by saying that Fido barked (as it happens, with that very form of 
words). In saying that Fido barked she explained something (in this case, the burglar’s running off). She provided an 
explanation for something, i.e. an explanation why something occurred – by saying something. It therefore seems plausible 
that Nick’s reply is – along with other sentences like it – elliptical. Notice: 
 
 Nora explained that Fido barked. 
 Nora explained something.  
 
The first supplies the explanans of some explanation, whereas the second seems to indicate only that there was an 
explanandum for an explanation. This to me indicates that the premise is in fact elliptical for  
 
 Nora explained something by saying that Fido barked. 
 
If we wished to perform existential generalization here, the result would be: 
 
 Nora explained something by saying something. 
 
If it is understood that an explanation is always an explanation of something (i.e.: to explain is to explain something) and 
it is already understood from context what that something is (i.e. what the explanandum is), then one may put it 
elliptically: 
 
 Nora explained that Fido barked.  
 
But the above inference with existential generalization again shows, I submit, that this form is elliptical. The result of 
existential generalization is not similarly misleading when we have a non-elliptical sentence: e.g. 
 
 Nora explained the burglar’s running off. 
 Nora explained something. 
 
Pietroski considers and rejects the appeal to ellipsis by saying that, if it is accepted, then  
 

(g) Nora explained that Fido barked on Tuesday.  
 
has to be ‘three ways ambiguous’. As he writes: ‘Prima facie, the adverbial phrase ‘on Tuesday’ should be able to modify 
all three verbs: ‘explain’, ‘bark’, and the unvoiced ‘assert’’ (660). But since Nora explains something by asserting 
something, she can’t assert on Monday and explain on Tuesday; rather, the two events are coterminous – they are, 
indeed, one and the same event under different descriptions. So it isn’t actually three ways ambiguous; it’s just two ways 
ambiguous – the number of ways Pietroski accepts. The reason why  
 

(h) On Monday, Nora explained on Tuesday that Fido barked. 

is unacceptable is that ‘on Monday’ must modify ‘explained’, and explaining is something Nora is said to have done on 
Tuesday; whereas she can’t have done what is one and the same act (under different descriptions) at two different times 
(on two different days). If on Tuesday Nora asserted that Fido barked with the intention of thereby providing (so 
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* 

 

 If the complements of verbs of report do not pick out individuals, they cannot be co-

referential with any singular term with this function. There can therefore be no substitution problem 

on this view. PSP simply doesn’t arise.58 But as you may now see, a unified solution to all extant 

variations on FSP also falls out of the account. To that we now turn.

                                                 
producing by the act) an explanation, then it wasn’t on Monday that she did that. The events are rather, again, 
coterminous – as it seems to me anyone who knows what (agentive) explaining involves knows. So this seems like one of 
those places, noted in passing chapter 1, where interpreting a sentence and parsing a sentence for interpretation are seen 
to be reciprocally determining. But there is, to be sure, more to be said about this. 
58 Incidentally, if that-clauses (at least in predicate position) are not referential but predicatival expressions, then the 
substitution failure seen with PSP may perhaps be assimilated to that seen in Frege’s (1892b) concept horse paradox: 
 

Shergar is a horse 
 *Shergar the property horse. 
 
(This is a common example in discussion of the paradox. We ignore the indefinite there. Possibly, we need to translate 
this: ‘[an x: horse x](x = Shergar)’; but that won’t affect the present point. If you like, take instead an example similar to 
those seen in Hofweber (2006b): 
 
 Sal is funny.  
 *Sal the property funny.)  
 
Frege concluded from this that whatever ‘is a horse’ refers to, it isn’t what ‘the property horse’ refers to. Indeed, more 
generally, he thought, noun phrases cannot refer to properties; so ‘the property horse’ does not refer to a property. (He 
did think, remember, that ‘the property horse’ was a ‘name’.) Notoriously, then, Frege entangled himself in a ‘paradox’ 
over this substitution failure, but namely I think on account of his failure to note any other mechanism of securing a 
semantic value but reference. Thus, he reasoned: if ‘is a horse’ refers, it must refer to the property (or ‘concept’) horse; but 
then it should follow that ‘the property horse’ and ‘is a horse’ are intersubstitutable salva veritate, and so a fortiori salva 
congruitate. And it isn’t. But again, we need only deny that predicatival expressions secure their semantic values by 
reference. It is my position that predicates express properties (or concepts), or rather: that one expresses a property with 
use of a predicate, a property then predicated of the referent of one’s act of reference – a thing sorted with the 
corresponding concept into the corresponding set of things. See chapter 1. 
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3   

 

INTERPRETATION 

 

A logical theory may be tested by its capacity for dealing with puzzles, and it is a wholesome 
plan, in thinking about logic, to stock the mind with as many puzzles as possible, since these 
serve much the same purpose as is served by experiments in physical science. (Russell) 
 
All of the difficulties with which I am acquainted are met, so far as I can discover, by the 
theory which I am about to explain. (Russell) 
 
I will only beg the reader not to make up his mind against the view – as he might be tempted 
to do, on account of its apparently excessive complication – until he has attempted to 
construct a theory of his own on the subject […] This attempt, I believe, will convince him 
that, whatever the true theory may be, it cannot have such a simplicity as one might have 
expected beforehand. (Russell) 
 

 

1 THE TASK (AN ADVERTISEMENT) 

 

Identity gives rise to challenging questions which are not altogether easy to answer. So 

begins Frege’s 1892, wherein he first sets forth his eponymous substitution problem (FSP).1 The 

remark is probably the greatest understatement in the history of analytic philosophy.  

FSP and its variants – the focus of this chapter – have exercised a great many theorists of 

language and mind the past century and have indeed been central to most theorizing about 

propositional attitude and indirect reports; propositional attitudes and mental/speech acts; and 

propositions. In fact, it is generally considered a decisive mark against a theory of the form or 

interpretation of indirect or attitude reports and/or the nature of propositions that it cannot 

satisfactorily account for the data generated by FSP. That is, in other words, FSP has served as an 

                                                 
1 The German is typically translated not ‘identity’ but ‘equality’. 
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experimentum crucis. And just as PSP served as one for theorizing about the form of reports last 

chapter, it will do so for theorizing about their interpretation this chapter.  

The questions the problem raises are, certainly, not altogether easy to answer. But if I’m not 

mistaken, we are now in a position to answer them – in a position, that is, to solve FSP and its 

variants. In fact, I believe that with the results of last chapter in hand, most of the hard work has 

already been done. And the resulting view is, I think, actually, not too complicated. 

 

 

2 FREGE’S SUBSTITUTION PROBLEM (FSP), LEIBNIZ’S LAW, & THE 

PRINCIPLE OF SUBSTITUTIVITY 

 

We begin at bedrock. It is entirely apodictic that, for arbitrary individuals, α, β, and property 

Φ, 

 

if α is (identical to) β, then if α is Φ, then β is Φ.  

 

Indeed, it is apodictic that  

 

if α is (identical to) β, then (α is Φ if and only if β is Φ). 

 

Thus, if 

 

(1) The earth is (identical to) Ertha. 
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then if 

 

 (2) The earth moves. 

 

then 

 

 (3) Ertha moves.  

 

Provided (1), the inference from (2) to (3) is indeed no less assured than the inference from (2) to (2) 

or (3) to (3), which is to say: it is apodictic. If anything whatever has the property Φ, then that very thing 

has the property Φ. But for that matter, it is apodictic that 

 

 if (α is Φ if and only if β is Φ), then α is (identical to) β. 

 

(Someone – a Max Black (1952), for example – might object that we can imagine two numerically 

distinct but otherwise indistinguishable objects. But then the objection, so stated, would supply its 

own refutation; for to imagine just this is to imagine an object lacking the property of being identical 

to another which perforce lacks the property of being identical to it.2) Putting our apodictic 

principles together, then, and just a little more formally stated, we have: 

 

 (α = β) ≡ (Φα ≡ Φβ) 

 

                                                 
2 Self-identity is a property everything has. But distinct but qualitatively indistinguishable concrete objects are also 
distinguishable by their locations with respect to one another, a relational property each has. (Presumably qualitatively 
indistinguishable objects cannot also be spatiotemporally coincident.) 
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And this is, of course, Leibniz’s Law (LL), taken here as an axiom schema. So we are now in a 

position to see that the principle of the substitutivity of identicals (first seen first chapter and 

discussed at length last) which lies at the heart of a compositional semantics (or truth theory) for a 

language is the inevitable corollary of this logico-metaphysical principle:3 

 

For any co-referring expressions α and β and for any sentence Σ:  

 

Σ(α) is true if and only if Σ(β) is true;  

Σ(α) is false if and only if Σ(β) is false. 

 

Just as one would expect on the hypothesis that we think (propositionally articulated thoughts) in our 

idiolects.4 In fact, just as one would expect on the hypothesis of language-world isomorphism. 

In fact, I believe that this connection between LL and the principle of substitutivity (PS) – 

RP1 from last chapter – illuminates Davidson’s (1968) remark that the above principle ‘no more 

than spells out what is involved in the idea of a (logically) singular term’, i.e. a term for an individual 

(130). The substitution of ‘Ertha’ for ‘the earth’ in (2), given (1), is just an illustration of LL in 

application. There is a linking of principles here: 

 

 

 

                                                 
3 Logic is transcendental; but we naturalize the transcendental. The basic sciences do concern the noumenal realm and so 
the evolution of the phenomenal (cf. Sellars 1962); but there are limits to what is humanly intelligible.  
4 As, incidentally, Davidson (1975, 1982), too, hypothesized. Davidson did not formulate the hypothesis with my 
parenthetical qualification and so simply denied that animals can think. But the issue threatens to be a verbal one. By 
‘thought’, Davidson meant what I mean by ‘propositionally articulated thought’. On the language of Fregean Thought 
hypothesis, it follows that non-linguistic beings do not have propositionally articulated thought. So far as we know, we 
are the only animals with language. But there are other forms of thought. 
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┌α┐ and ┌β┐ are co-referring  iff ┌α = β┐ is true. 

  ┌α = β┐ is true iff α = β. 

                 α = β iff (Φα iff Φβ). 

 

And no link in the chain may be broken. Thus:  

 

┌α┐and ┌β┐ are co-referring iff (Φα iff Φβ). 

 

Of course, it is at this point in the story that FSP enters. 

 We’ve already had more than one occasion to note FSP (§1.2, §2.2), so we can be quick in 

setting it out. Apparently, if Galileo does not believe that Ertha moves, or believes that it does not, 

then even if (1) is true, (5) does not follow from (4):5 

 

 (4) Galileo believes that the earth moves. 

 (5) Galileo believes that Ertha moves. 

 

And this does appear to show that PS is invalid. But as Davidson (op cit.) observes, speaking in 

particular of the rule of inference licensed by PS: ‘the notorious apparent invalidity of this rule can 

only be apparent’ (130). Again, I think that the explanation, putting the same point now in a 

different way, is that if the inference from (1) and (4) to (5) does not involve equivocation, then it 

must be valid. Something else must give. 

                                                 
5 The puzzle is typically illustrated with belief reports, but all manner of other reports give rise to the puzzle. Take hope, 
for example. Evidently, even if Jocasta is (identical to) the mother of Oedipus, it does not follow from the fact that 
Oedipus hopes that Jocasta will have his hand in marriage that he hopes that his mother will. 
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 It is, Frege (1892) assumed, a datum that (4) and (5) may have opposite truth values. And in 

this I think he was entirely correct. For we cannot otherwise make sense of ascriber patterns of 

holding and withholding assent to attitude ascriptions in light of ascribee patterns of holding and 

withholding assent to ascriptions or indeed sentences (or speech acts) generally. If Galileo is a 

semantically competent and rational individual, rightly abhorring contradictions, and as fastidious 

and diligent in his belief-formation as you please; if indeed he is one who says what he believes and 

believes what he says; then if he (needless to say, sincerely) says that the earth moves – by 

producing, we may assume, a token of the same (phonographic) type as (2) above – then we will 

infer that Galileo believes that the earth moves. But this is almost misleading. For we will in fact 

reflexively form the belief expressible with (4). (And being of the same disposition as Galileo, 

someone observing this situation will in turn be in a position to ascribe this belief to us – and so on, 

in principle, forever; but in fact, tautologically speaking, up to human limits.6) And by the same 

token, if Galileo withholds assent from (3), or indeed denies (3), then we will infer, respectively, 

 

 (6) Galileo does not believe that Ertha moves. 

 (7) Galileo believes that Ertha does not move.7 

 

And that, of course, is the problem. But it isn’t our problem.  

If we maintain our principles and fix the foregoing facts about Galileo, then it looks like we 

are committed to a contradiction: namely, the conjunction of (4) and (6). For it is Galileo to whom 

we ascribe these beliefs; and it looks like Galileo is committed to a contradiction: namely, the 

conjunction of (2) and the denial of (3), viz. 

                                                 
6 We have the competence, that is; even if we also have performance limitations. See chapter 1. 
7 Cf. Kripke 1979. 
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(8) Ertha does not move.  

 

(If Galileo believes that Ertha does not move, then he does not believe that Ertha moves.) But it 

only looks that way. Because ‘the earth’ and ‘Ertha’ in (1) only look (and sound) like ‘the earth’ and 

‘Ertha’ in Galileo’s (2) and (3) – and so, if intended to be read de dicto, our (4) and (6). Indeed, to say 

as much is only to allow that what must be the case is so. This line will preserve semantic innocence 

(recall §2.8), but at the expense of another assumption: It’s the thought that we all speak the same 

language that must go.  

We were prepared for this. Following Chomsky, we’d already given up the idea that we all 

speak the same language (recall chapter 1; cp. the remarks from Davidson n. 9, 10, 11 below). And 

one of the results of our investigations last chapter was that expressions of content sentences of 

reports may belong to an idiolect other than that of the reporting sentence, i.e. that of the reporter, 

namely if these expressions occur de dicto/depictively – as opposed to de re/supportively – and so, to 

that extent, remain unintegrated into the reporting sentence. As they occur depictively, they are 

intended to have their usual referents (and if the report is true, they do); so again, innocence is 

maintained. It’s just that they belong to another language. (In Galileo’s model of his idiolect, ‘the 

earth’ and ‘Ertha’ are not intersubstitutable for one another; they are not assigned the same 

individual.)  

If ┌α┐ and ┌β┐ are rigid designators, then if I believe that α = β, then it is not possible (for 

me) that α ≠ β. (It is not just epistemically impossible, given what I believe. I reckon it 

metaphysically impossible.) And – holding my language fixed – it can only look like it is possible for 

someone else. But there need not be any problem in incommensurability. (I do mean to invoke 

Kuhn 1962. Structure-preservation saves the day here, too.) Pace Russell, there is a royal road from 
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sense to reference: Ramsey sentences for every primitive expression of an idiolect will together 

supply the speaker’s (passing) model of her language – what is at once also her (passing) model of 

the world of which she speaks.8 The individuals in the domain of this model are the speaker’s 

intentional objects (recall §1.12). To the extent that we succeed in communicating, the referents of 

our acts of reference, the objects of our acts of predication, are counterparts. If at some point 

communication breaks down, we keep talking. 

Since we are operating with basically the same machinery (see chapter 1) and in fact inhabit 

the same non-notional world, we can usually work out our differences. Within a language 

community, by default, we assume that phonographic (‘homophonic’) T-sentences provide adequate 

translations of the speech of our fellows. Extensional interpretations cut through differences in 

sense.9, 10 This partly explains the propensity of the folk to think of languages as public – and, 

                                                 
8 On passing models, again see Davidson 1986. 
9 Still, we are engaged in continual, usually tacit metalinguistic negotiation. In point of fact, we often query the meanings 
of words by eliciting judgments on matters of fact; and when we are discussing matters of fact, as Davidson (1999a) 
observes, ‘it often happens that what is being discussed is exactly the issue’ (256). These are, as I have said, two sides of 
the same coin. When things go well, we agree at once on how to speak and what is the case. (Some claims cannot 
intelligibly be questioned, given the meanings of the words in use. All the same, the meanings of the words in use may be 
questioned. So disagreement is intelligible.) All discourse, in fact, occurs against a large backdrop of such agreement – 
which is something forged, together, over time. We are the ones that breathe life into words, that make them move. In 
communication, we work toward agreement as to the use of words or an interpretation of the language, which is at once 
also an interpretation of the world, which in turn determines how we get on in the world together. For elaboration of 
this observation, see e.g. Davidson 1973. And cf. Wittgenstein (1953: §242): ‘If language is to be a means of 
communication there must be agreement […] in judgments. […] It is one thing to describe methods of measurement, 
and another to obtain and state results of measurement. But what we call “measuring” is partly determined by a certain 
constancy in results of measurement.’ Metalinguistic negotiation is a way of calibrating our measuring devices. 
10 Incidentally, the Socratic method (elenctic method, or elenchus), which appropriately investigates all at once (e.g.) the 
meaning of ‘virtue’, the concept VIRTUE, and virtue, only makes this process more explicit. When confronted with 
familiar cases, we know what to say – that is, of course, if we are competent in the language. But there are times – 
borderline cases, or more generally cases with regard to which usage is not entrenched – where there is no antecedent 
fact of the matter what one ought to say. One must then decide how to go on – on better or worse grounds. When it 
comes to words like ‘knowledge’, ‘freedom’, ‘will’, ‘person’, ‘mind’, etc. how we use words, what concepts we deploy, 
how we think about these things, does seem to matter – and these are, of course, precisely the words, the concepts, the 
forms of thought that concern philosophy. As Davidson (1999a: 256) writes:  
 

The Socratic elenchus [is] a crucible in which some of our most important words, and the concepts they 
express, are tested, melted down, reshaped, and given a new edge. It is a microcosm of the ongoing process of 
language formation itself, though a sophisticated and self-conscious microcosm which takes advantage of rich 
and complex linguistic and cultural institutions already in existence.  
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presumably, the proclivity of many philosophers of language and mind to do the same. But we need 

not travel to a foreign land to meet a foreign tongue. Even within a language community, bound 

together by mutual intelligibility using like sounds and shapes, sameness of language is a relatively 

coarse-grained fact.11 (Look and see!)  

In his 1980 preface to Naming and Necessity, Kripke walks right up to this view:  

 

My view that the English sentence ‘Hesperus is Phosphorus’ could sometimes be used to 

raise an empirical issue while ‘Hesperus is Hesperus’ could not shows that I do not treat the 

sentences as completely interchangeable. Further, it indicates that the mode of fixing the 

reference is relevant to our epistemic attitude toward the sentences expressed. How this 

relates to the question what ‘propositions’ are expressed by these sentences, whether these 

‘propositions’ are objects of knowledge and belief, and in general, how to treat names in 

epistemic contexts, are vexing questions. I have no ‘official doctrine’ concerning them, and 

                                                 
But in fact, as Davidson would surely acknowledge, this characterizes philosophy more generally. This philosophical 
activity is in fact part and parcel the process that creates the manifest image – which is constructed by reflection on (what 
Sellars (1962) calls) the original image, viz. the pre-reflective image of the world. In providing explications of our 
concepts, and elaborations on these explications, the philosopher helps shape the manifest image and our conceptions of 
ourselves within it. This is ‘a task of the first importance’, says Sellars, given that it is indeed within this image that we 
first ‘encounter’ ourselves as ourselves: ‘man is what he is because he thinks of himself in terms of this image’ (15). I return 
to this next chapter. 
11 As Davidson (1999a: 258) observes: 
 

We are apt to think of a natural language as a definite monolithic structure. As each of us learns his or her first 
language, it seems like a given, something each person absorbs as best he or she can, something which, if 
completely mastered, would insure flawless mutual understanding. It is hard to shake this conception of 
language, but of course it must be wrong. Languages were not bestowed on mankind; until people talked there 
were no languages. The ultimate goal in speaking cannot be to get the language right, but to be understood, for 
there is no point to language beyond successful communication. Speakers create the language; meaning is what 
we can abstract from accomplished verbal exchanges. (258) 

 
Sans the claim about the point of language, this could just as well have been written by Chomsky. McDowell (2010) has a 
nice description of the view: ‘The idea we express by means of that specification of a thing one can do [viz. ‘speaking 
English’] is a mere construction out of possibilities of mutual understanding between individuals who are 
(unsurprisingly, given their histories) such that their expressions of this or that thought would sound much the same.’  
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in fact I am unsure that the apparatus of ‘propositions’ does not break down in this area. 

(20-1) 

 

But he does not recognize that what breaks down is just the assumption that we all speak the same 

language.12 On pain of contradiction, we must accept (what Kripke op cit. calls) the doctrine of the 

universal substitutivity of proper names, which are – in Russell’s sense, but again pace Russell – 

logically proper names. If LL is apodictic, so is any instance of the following argument schema:13 

 

 α = β 

 Φα 

∴ Φβ 

 

So let there be a predicate [Fx : x is believed-by-Galileo-to-move]. (A sentence of the form ┌x 

believes that Φα┐ is just as much about α as it is about x (and for that matter, albeit indirectly, the 

property expressed by ┌Φ┐).14 The predicate just defined only makes this more obvious.15) Then, if a 

= b, for arbitrary a, b, then if Fa, then Fb. But if it is again a datum that (4) and (5) may have 

opposite truth values, then ‘Fa’ and ‘Fb’ might. Suppose they do. Then holding fast to this and 

semantic innocence, there is one thing left to reject: namely, the assumption that ‘a’ and ‘b’ as they 

show up in de dicto readings of these sentences are the same ‘a’ and ‘b’ in ‘a = b’. That is: if we 

                                                 
12 Here Kripke speaks not just to FSP but Frege’s closely related problem of cognitive significance. In surrounding text, 
he notes that in Naming and Necessity he sidesteps the challenging questions Frege’s problems give rise to. In this 
connection, however, he points to his 1979. We return to these matters §3. 
13 In fact, the weaker principle of the indiscernibility of identicals suffices. 
14 Thus I locate your α in my model of your model of your idiolect, that is, if I’ve got it right, your model of your 
idiolect, as well as the extensions of the predicates of your idiolect, by asking the same questions: ‘Is α {Φ/Ψ/Χ…}?’ If, 
again, I’ve got it right, then ┌α┐, as it occurs de dicto (i.e. depictively) in my reports, names your intentional object, α – 
which is thus said by me to have the property of being believed by you to be some way.  
15 Cf. Prior 1971: 19-20. 
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maintain semantic innocence and keep the above facts about Galileo fixed, then if ‘a =b’ is true and 

‘Fa’ and ‘Fb’ have opposite truth values, then ‘a’ and ‘b’ as they occur in ‘Fa’ and ‘Fb’ cannot be the 

same as occur in ‘a = b’ – again, on pain of contradiction.  

 Church, too, walks right up to this view – and turns away. Effectively, the argument I just 

gave is a version of Church’s (1982) paradox. To begin with, Church observes that it is provable 

that, if arbitrary a and b might be distinct, they are. For if everything has every property it has, and, 

necessarily, everything is self-identical, then then for any x, y, if x = y, then, necessarily, x = y. And 

the flipside of this is just that, again, if arbitrary a and b might be distinct, they are. (Church’s prose 

is somewhat infelicitous: ‘If two things are possibly different, then they are different’ (61).) But 

there’s a reason why we formalize these things. Let’s make sure we’ve got our scopes right. The line 

of thought is that, if  

 

 ∀x∀y(x = y ⊃ (Fx ⊃ Fy)) 

  

and 

 

 ∀x(□(x = x)) 

 

then with [Fy : □(x = y)] we get by substitution into the first: 

 

 ∀x∀y(x = y ⊃ (□(x = x) ⊃ (□(x = y)) 

 

And from this and the preceding: 
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∴ ∀x∀y(x = y ⊃ □(x = y)) 

 

(The first is just the principle of the indiscernibility of identicals again, and the second is obviously 

equally apodictic.16) The flipside:  

 

 ∀x(~Fx ⊃ ∀y(Fy ⊃ x ≠ y)) 

 ∀x(~◇(x ≠ x)) 

 ∀x(~◇(x ≠ x) ⊃ ∀y(◇(x ≠ y) ⊃ x ≠ y) 

∴ ∀x∀y(◇(x ≠ y) ⊃ x ≠ y) 

 

But Church goes on to observe that essentially the same line of reasoning with belief reports lands 

us in paradox. By substitution into the first line of the flipside, we get: 

 

For every x and y, if George IV does not believe that x ≠ x, if George IV believes that x ≠ y, 

then x ≠ y. (62) 

 

If, then, George IV is rational, then for any x, y, since he does not believe that x ≠ x, if he believes 

that x ≠ y, then x ≠ y. In consequence, Church humorously remarks on this ‘surprising power of 

King George’s beliefs to control the actual facts about x and y’. This looks bad. But if there’s no 

equivocation above, that’s right: George IV can’t commit the intentional fallacy about his intentional 

objects. So if we want to get at those – so as, say, to explain, predict, and rationalize his behavior, 

                                                 
16 The line of thought was first presented formally in Barcan 1947, as noted in Church op cit., Quine 1953. 
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including importantly his linguistic behavior – then if we believe that a = b, then we must recognize 

that if George IV believes that a ≠ b, then his ‘a’ and ‘b’ are not ours. But their referents are 

counterparts of ours, as is evident from the way he talks about things, so we have a pretty good idea 

what he is after. And we know, moreover, that he intends to speak as we do, indeed would like to 

know what world we’re all in, and is still moreover amenable to correction. So we correct him – 

unless, of course, we wish not to spoil a good example. 

 The trick here is just to turn the paradox into a criterion for the individuation of languages – 

a move in fact anticipated by Frege himself. Recall this passage from his 1918: 

 

Suppose […] that Herbert Garner knows that Dr Gustav Lauben was born on 13 September 

1875 in N.N. and this is not true of anyone else; suppose, however, that he does not know 

where Dr Lauben now lives nor indeed anything else about him. On the other hand, suppose 

Leo Pater does not know that Dr Lauben was born on 13 September 1875 in N.N. Then as 

far as the proper name ‘Dr Gustav Lauben’ is concerned, Herbert Garner and Leo Pater do 

not speak the same language, although they do in fact designate the same man with this 

name; for they do not know that they are doing so.17  

 

Similarly, in the famous ‘Aristotle footnote’ of his 1892, Frege writes:  

 

In the case of an actual proper name such as ‘Aristotle’ opinions as to the sense may differ. 

It might, for instance, be taken to be the following: the pupil of Plato and teacher of 

Alexander the Great. Anybody who does this will attach another sense to the sentence. 

                                                 
17 Again: extensional interpretations cut through differences in sense. In a language community, such interpretations can 
typically be provided with phonographic T-sentences. In fact, this is all but a necessary truth: if that weren’t so, there 
would be no language community to speak of.  
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‘Aristotle was born in Stagira’ than will someone who takes as the sense of the name: the 

teacher of Alexander the Great who was born in Stagira. So long as the Bedeutung remains the 

same, such variations of sense may be tolerated, although they are to be avoided in the 

theoretical structure of a demonstrative science and ought not to occur in a perfect language. 

 

Manifestly, we do not speak a perfect public language, in the above sense. But then, by the above 

criterion, we may settle on the hypothesis that we each speak our own perfect language. That is my 

suggestion. 

 (Recall from §2.2 Frege’s criterion for individuating senses, which may now be compared 

with the above argument re: individuation of languages: 

 

 Frege’s Test: 

If a rational agent can believe that Fa & ~Fb, even while a = b, then ‘a’ and ‘b’ have different 

senses (at least for the agent in question).  

 

As was noted there: you can fail to believe that a = b, but you cannot fail to believe that a = a – 

when you believe that the tokens on the left- and right-hand side are tokens of the same type. And if 

you believe that a = b, you cannot believe that Fa & ~Fb. In fact, this simply comprises grasp of the 

concept of identity, grasp of which in turn seems constitutive of the capacity to think anything at 

all.) 

And I do accept Frege’s sense/reference (Sinn/Bedeutung) distinction. But I would not 

suggest, as Frege may suggest in the Aristotle footnote, that senses should be identified with 

definites; though they may be pointers to senses. (Knowing which associated descriptions one accepts 

will give some indication of the sense one attaches to an expression.) It would be better to associate 
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senses of expressions of idiolects with their Ramsey sentences; though perhaps we should still 

refrain from identifying the sense of the expression with its Ramsey sentence – which is again just a 

‘souped-up’ definite description.18 On my reading, something like this view is almost suggested in 

the sentence associated with the footnote: ‘The sense of a proper name is grasped by everybody who 

is sufficiently familiar with the language or totality of designations to which it belongs’ (my emphasis). 

(Semantic holism is just Frege’s (1884) context principle – ‘only in a proposition do the words really 

have a meaning’ – writ large.19) And yet, this is no part of Frege’s official solution to his problem. 

Instead, Frege here holds on to what he gives away in the footnote, namely the idea of a shared, 

public language (‘the language’) mutual grasp of the expressions of which requires association of 

common senses. The solution, as discussed §1.2, §2.2, is to give up semantic innocence:  

 

Frege’s Reference-Shifting Principle (FRP): 

Expressions in intensional (non-extensional) contexts have as their referents not their 

customary referents but their customary senses. 

 

                                                 
18 We might view Ramsey sentences for expressions, which can again include demonstrative elements, as at least partial 
explications of sense. If analyticity pertains to what is said, not what one expresses, then – pace Kripke 1980 – even if we were 
to identify senses with definites, it would not follow that, if, for example, the definite associated with ‘Aristotle’ were ‘the 
pupil of Plato and teacher of Alexander the Great’, then ‘Aristotle is the pupil of Plato and teacher of Alexander the 
Great’ would be analytic. Russell’s view, on the other hand, might have this consequence.  
19 Perhaps this is the place to say: I’ve never found Fodor’s (1987) criticisms of holism compelling. The combination of 
shared cognitive equipment and environment, substantially similar learning histories, etc. ensures that our idiolects 
largely overlap. And we usually discern when they don’t, for that is where communication breaks down. Tacit 
metalinguistic negotiation takes care of the rest. If you want to know which associated descriptions must be agreed upon 
in order for communication to succeed, you must look and see. Holism is an empirical hypothesis. We may attach 
different senses to the terms of our idiolects; but if we’re on the whole successfully communicating, then we know that 
the senses we attach largely overlap. There may be some differences, but if they don’t matter to communication, they 
don’t matter. If the differences lead to breakdowns in communication, we isolate the descriptions we (dis)agree on and 
proceed to work out our disagreement from there. We restrict the sense of the term to what we agree on, and proceed to 
work out the disagreement. If there proves to be intractable disagreement about a description of x, that description does 
not go into the sense of ‘x’. It helps to work out our disagreement if we can be sure that we have the same object in 
mind, only under different descriptions. One way of ensuring this is by having the object present at hand – allowing us 
to engage in joint attention to the object. 
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(In light of the foregoing, it must be acknowledged that it is, at best, misleading to speak the 

customary sense.) And one might insist that it is better to give up semantic innocence than to give 

up the idea that we all speak the same language. But as a matter of fact we don’t all speak the same 

language.20 So we might as well maintain innocence. 

 Neo-Russellians, too, maintain innocence and PS.21 But they also hold fast to the idea of a 

public language. In consequence, many of them (see e.g. Braun 1998, Salmon 1986, Soames 1987) 

simply deny the data: despite near universal agreement in untutored semantic intuition, (4) is true iff 

(5) is true. That is, even if Galileo assents to one and withholds assent from the other; indeed, even 

if he vehemently asserts one and vehemently denies the other. Similarly, if Galileo sincerely assents 

to (2) and (8), then – provided (1) – the Neo-Russellian thinks we must conclude that he 

simultaneously believes and disbelieves that the earth moves. But in fact, given the acceptance 

pattern just noted, and being as fastidious and diligent in his belief-formation as we supposed him 

before, Galileo would no doubt deny (1). On the neo-Russellian view, we must conclude that 

Galileo believes that the earth is not the earth. But then it is clear that the neo-Russellian would have 

us sever the evident connection between interest in the truth of reports and the psychological 

(belief-desire) explanations in which they centrally figure. This is unacceptable.22 

                                                 
20 Chomsky (1992: 215): ‘Successful communication between Peter and Mary does not entail the existence of shared 
meanings or shared pronunciations in a public language (or common treasure of thoughts or articulations of them), any 
more than physical resemblance between Peter and Mary entails the existence of a public form that they share.’ (The 
parenthetical remark is an allusion to Frege 1892.) 
21 ‘Neo-’ because, while accepting that logically proper names contribute objects to the propositions expressed by 
sentences in which they are embedded, but they maintain – pace Russell – that ordinary proper names are logically proper 
names. 
22 The typical move, of course, is to appeal to pragmatic implicatures (see Salmon, Soames op cit.). Thus, the above report 
that Galileo believes and disbelieves that the earth moves is said to be true but misleading – a distinction the folk are 
thereby said to conflate. So, we are assured, Galileo can be rational compatibly with believing and disbelieving one and 
the same thing. For he can believe and disbelieve one and the same thing – on this view, one and the same object, a 
Russellian proposition – in different ways, information about which is pragmatically implicated in a way yet to be spelled out. 
But I have, as you might be able to tell, as much patience for this solution this chapter as I did last. (I should say, Braun 
op cit. has a somewhat different account. But it still severs the connection between interest in true reports and 
psychological (belief-desire) explanation; and I consider that a decisive mark against the view. So I can’t see that there’s 
any need for me to pursue it further.) 
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Russell, to his credit, accepted the data, but his solution again requires that ordinary proper 

names be disguised definite descriptions; and we’ve already dispensed with that view. Another brand 

of neo-Russellianism also accepts the data (see e.g. Schiffer 1987, Crimmins and Perry 1989, 

Crimmins 1992). At first blush, this doesn’t seem to be a possible position. But the move is, 

effectively, to re-introduce senses by the back door: namely, by positing a hidden indexical for 

something like a way of believing the Russellian proposition or type of guise or mode of presentation under 

which this proposition is believed: in context of utterance of report, there is a constituent of the 

report that refers to the appropriate type of guise.23 So the guise does enter the truth-conditions of the 

report; and so, again, the data may be accepted.  

There are at least two versions of (or ways of construing) this view. On the first, the hidden 

indexical is actually a hidden argument of the verb; so it is syntactically and semantically speaking 

three-placed. On the second, perhaps more widely adopted view, the verbs of reports are, 

syntactically speaking, two-placed; but – given the hidden indexical – they express three-place 

relations. That is, in other words, reports have an unarticulated (indexical) constituent. On either view, 

the logical form of, for example, (4) is something like this: 

 

∃m(Φm & believes(Galileo, that-the-earth-moves, m)) 

 

with m a contextually determined way of believing/guise/mode of presentation of type Φ (cf. 

Schiffer 1992, who calls the view the hidden-indexical theory). Allegedly, then, swapping ‘Ertha’ for 

‘the earth’ in (4) won’t change which proposition is referred to with the that-clause; but it may 

                                                 
23 That is, for every difference in sense a Fregean would posit, this Neo-Russellian posits a different way of grasping a 
Russellian proposition. I have already argued at length against RV, which is clearly assumed here. In fact, it is clear that 
by the read off method, the neo-Russellian has arrived at the view that a belief report is true just in case the subject of 
the report stands in the belief-relation to a Russellian proposition, now under some contextually-determined guise. I let 
this go here, since there are other objections to the view that are now relevant. 
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nevertheless alter the semantic value of the hidden constituent (whether articulated or not), i.e. what 

guise is referred to, and so the truth-conditions of the report. But if Semantic Innocence is the law, 

this is the Shabbat elevator to observance. Still more damning, acceptance of the view would require 

abandoning the correspondence hypothesis. So I can’t accept it.  

It is obvious, by the way, that on the above analysis the substitutions can’t take place with 

the suggested logical forms: from a logical point of view, the that-clauses are unstructured. The way 

Schiffer (op cit.) would represent the logical form of (an utterance of) (4), as interpreted, is as follows 

(cf. p. 503): 

 

∃m(Φm & B(Galileo, <the earth, moves>, m)) 

 

Such representations give the illusion that the form provided retains the structure of the content 

sentence. But if ‘believes’ expresses a three-place relation, as Schiffer describes the view as claiming, 

then ‘<the earth, moves>’ is but a name for the proposition <the earth, moves>, to wit, the 

proposition that the earth moves. We may thus replace ‘<the earth, moves>’ with ‘p’ – a constant to 

which the proposition that the earth moves is assigned under interpretation. But then, alternatively, 

we may – as I’ve done above, in order to relate (4) to the alleged logical form of the proposition 

expressed by (utterance of) (4) – spell out the constant thus: ‘that-the-earth-moves’. And this makes 

obvious the mismatch between the syntactico-semantic form (LF) of (4) and the alleged logical form 

of (utterance of) the report, the form of the proposition (utterance of) (4) expresses.24 

                                                 
24 The form of representation adopted by Schiffer and others might also invite a sort of theoretical use/mention error. 
On RV, it must be remembered, use of the that-clause refers to (mentions) what use of the content sentence, 
unembedded, expresses; to use the that-clause is not to express what is referred to but to refer to (mention) what is 
expressed. In order to perform the substitutions, the structure of the content sentence (or the proposition it expresses) is 
needed. But on RV, to belabor the point, it’s the name of the proposition that is used, not the sentence use of which 
expresses the proposition. But in fact, just where substitutions are to take place is rarely clarified. We’ve already had 
occasion to note this. (Recall discussion of Wright et al last chapter.) There seems to me, in fact, to be an odd and oddly 
widespread schizophrenia about the relation between syntactico-semantic and logical structure in the literature – which 
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 Richard (1990) presents a similar view. On his view – which, like the above, is motivated by 

a desire to account for the FSP data, compatible with at least a quasi-Russellianism – the logical 

form of the proposition expressed by (utterance of) (4), as interpreted, is as follows: 

 

∃p(Pp & B(Galileo, 𝔯𝔯, p)) 

 

where: 𝔯𝔯 is what Richard calls a Russellian annotated matrix (RAM), a pair of a public language 

sentence and the Russellian proposition it expresses in context – in this case, something like:  

 

<‘the earth moves’, <the earth, moving>> 

 

Alternatively:  

 

<<‘the earth’, the earth>, <‘moves’, movement>> 

 

                                                 
is, I think, related to the unclarity surrounding the question where substitutions take place. For example, in Fodor’s very 
widely cited 1978, in which he argues for RV, as against Quine’s semantic fusion view, Fodor allows when arguing for RV 
that syntactico-semantic and logical structure may diverge, but requires when arguing against the fusion view that they 
correspond. Thus, after describing and motivating RV in the manner described §2.1, he writes, as against the fusion 
view:  
 

Different beliefs can be related in such ways as the following: John thinks Sam is nice; Mary thinks Sam is 
nasty. Under ordinary English representation these beliefs overlap at the ‘Sam’ position, so the notation 
sustains the intuition that John and Mary disagree about Sam. But if the fusion view is correct, ‘John thinks 
Sam is nice’ and ‘Mary thinks Sam is nasty’ have no more in common at the level of canonical notation than, 
say, ‘John eats’ and ‘Mary swims’. (180) 
 

And of course, that’s right. But what’s odd about this is that, while it is certainly true that ‘ordinary English 
representation’ makes plain what ‘John thinks Sam is nice’ and ‘Mary thinks Sam is nasty’ have in common, this 
commonality is lost in the ‘canonical notation’ suggested by RV. As I noted before: RV is just one hyphen away from the 
fusion view – and not much better off for that.  
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– this being the referent of the that-clause; and p is a context-sensitive representation function of 

type P which maps 𝔯𝔯 to the object of the attitude ascribed – on Richard’s view, a Mentalese sentence 

(on which more §6). But the above remarks on the hidden-indexical view apply here, mutatis mutandis. 

Spelling it out, we have: 

 

∃p(Pp & believes(Galileo, that-the-earth-moves, p)) 

 

And this makes obvious, again, the mismatch between the LF of (4) and the alleged logical form.25 

Incidentally, the view also seems to misplace the context-sensitivity of the report, as Matthews 

(2007) notes: ‘Intuitively, context seems to determine what the that-clause specifies’ (109). Of course, 

as seen last chapter, I have a very different view of what these expressions are – a view which, in 

fact, very naturally accounts for their context-sensitivity. I return to this below.   

 

* 

 

To summarize: I think that we must accept the data: the substitution does fail. But I agree 

with Davidson: PS no more than spells out what it is to be a singular term. Indeed, the principle is as 

certain as LL, a logical truth. I also maintain semantic innocence. For I agree with Davidson, when 

he writes, in the passage from which the expression ‘semantic innocence’ is derived:  

 

                                                 
25 If Richard wants to insist that the structure of the content sentence is there in the logical form, then the view just isn’t 
a version of RV. It might, for example, be a version of Russell’s (1913) multiple relation theory of judgment, according 
to which a report relates a reportee to the constituents of a proposition. But this view has its own problems. See e.g. 
Wittgenstein 1921. 
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Since Frege, philosophers have hardened to the idea that content-sentences in talk about 

propositional attitudes may strangely refer to such entities as intensions, propositions, 

sentences, utterances, and inscriptions. What is strange is not the entities, which are all right 

in their place (if they have one), but the notion that ordinary words for planets, people, 

tables and hippopotami in indirect discourse may give up these pedestrian references for the 

exotica. If we could recover our pre-Fregean innocence, I think it would seem to us plainly 

incredible that the words “The earth moves”, uttered after the words “Galileo said that”, 

mean anything different, or refer to anything else, than is their wont when they come in 

other environments. (1968: 144) 

 

But beyond this point I go beyond Davidson. (Remember, Davidson’s view, besides, falls prey to 

PSP.) 

Following the above remark, Davidson writes: ‘No doubt their role in oratio obliqua [i.e. 

indirect speech, so indirect and attitude reports, etc.] is in some sense special; but that is another 

story’. And, in a way, it is. But so far as I can tell, Davidson did not tell this other story. His line in 

his 1968 is again just that if you alter the demonstratum of a report, a concrete utterance or 

inscription on his 1968 view, there is no guarantee that you won’t alter the truth conditions of the 

report. And – updating the 1968 view in light of his 1979, and replacing Davidson’s sense of 

‘demonstration’ with C&G’s – I think that’s right, so far as it goes. But there is more to say than this. 

And telling the rest of the story is what I’ve set out to do. 

 On the line I’ve suggested, ‘the earth’ in (2) and ‘the earth’ in (4) both refer to the earth, as is 

their wont. But they might not refer to the same thing. And they might. It depends. It depends, 

namely, on whether ‘the earth’ is used depictively or supportively in (4) (that is, whether it is 

intended to be read de dicto or de re); to whom we ascribe this attitude; and, if used depictively, what 
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their model of their idiolect is (or rather: what we – ascribers – take the model of their idiolect to 

be). It depends, in other words, on who is speaking for who.  

 There is still more to say about this. In particular, I want to further elaborate on the 

connections between the foregoing and the ideas from Partee and C&G introduced last chapter –

and to set all this in the context of the eventish logical forms I’ve defended. But first, I want to get 

some variations on FSP on the table. 

 

 

3 TWO VARIATIONS ON FSP (DOING AWAY WITH PUBLIC LANGUAGES) 

 

Working with the idea of public languages, Kripke in his highly influential 1980 (a reprint 

with preface of his 1972, based in turn on his 1970 Princeton lectures), elaborates and defends a 

‘Millian’ theory of proper names, according to which names (again, of a public language) have their 

bearers as their sole contents – a view also held by the above-discussed Neo-Russellians (who, 

likewise working with the idea of public languages, take ordinary proper names to be logically proper 

names). As expected, then, the trouble is the same: Kripke (1972/1980) appears committed to the 

position that – returning now to the running example – (4) is true iff (5) is true, near universal 

agreement in untutored semantic intuition to the contrary notwithstanding. As seen in the quote 

provided §2, Kripke’s 1980 response to the problem (and Frege’s closely related problem of 

cognitive significance, on which more just below), is, well, to shrug: ‘I am unsure’, he writes, ‘that 

the apparatus of ‘propositions’ does not break down in this area’. But as he notes there, he addresses 

the problem in his 1979. 
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 Which is not to say, however, that he attempts to solve it. What he attempts, instead, is to 

diffuse the problem – by establishing that it does not turn, specifically, on the Millian (neo-

Russellian) view of proper names. He devises two puzzles for this purpose.  

 London/Londres. Pierre is a monolingual French speaker who hears people in his language 

community speak of a beautiful city, Londres. In consequence, he comes to form a belief expressible 

with: 

 

(9) Londres est jolie. 

 

– a belief which someone in his language community might ascribe to him with: 

 

 (10) Pierre croit que Londres est jolie. 

 

That is, a belief which a speaker of English might ascribe to him with: 

 

 (11) Pierre believes that London is pretty. 

 

So far, so good. But now for the twist: Pierre subsequently moves to a particularly ugly part of 

London, where he learns English without aid of translation from French, and thus forms a belief 

expressible with: 

 

 (12) London is not pretty. 

 

That is, apparently, the following is true: 
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 (13) Pierre believes that London is not pretty. 

 

And now, of course, we’re in the same predicament we got into §2. And according to Kripke, we got 

here without assuming the Millian (Neo-Russellian) view of names (or any substitution principle 

entailed by it). So FSP isn’t specifically a problem for Millians (Neo-Russellians). 

 Paderewski/Paderewski. Peter does not know what everyone else in his language community 

knows: namely, that a certain Paderewski is both a musician and a politician. Poor Peter believes that 

there is one Paderewski who is a musician, and another who is a politician. Accordingly, Peter 

assents to  

 

(14) Paderewski is a musician. 

 

and simultaneously withholds assent from – or, we may even suppose, denies –  

 

 (15) Paderewski is a musician.  

 

depending on which of the Paderewskis he takes to be under discussion. It is, of course, always, one 

and the same. (In any case, this is what we take ourselves to know.) Once more, we find ourselves in 

the same predicament. And again, according to Kripke, we got here without assuming the Millian 

(Neo-Russellian) view of names (or any substitution principle entailed by it). So, he concludes: FSP 

isn’t specifically a problem for Millians (Neo-Russellians). It’s everyone’s problem. 

 Right, and wrong. It is everyone’s problem. But that’s because when it comes to the compositional 

semantics, everyone is a Millian about logically proper names; and it’s a problem about logically proper 
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names – which entail PS, as sanctioned by no less than LL, as discussed §2.26 The question whether 

‘the reference relation’ is mediated by senses or causal-historical chains or whatever is a meta-

semantic question, and beside the point. Frege is just as Millian as Kripke when it comes to the semantics: 

what enters the natural language compositional semantics (better: truth theory) is just the bearer of 

the name. In certain contexts, according to Frege, the bearer (what is referred to) is a sense. This is, 

of course, Frege’s proposed solution to his problem. But that’s another story.27 Kripke needs 

another story, too. 

But I don’t see that he can give one, at least not compatibly with (a) working with public 

languages, (b) maintaining semantic innocence, and (c) accepting the Millian view of (logically 

proper) names. And maybe he knows it. I exhibit, as circumstantial evidence: the fact that, despite 

his great ingenuity and long career, he has not, to my knowledge, attempted a solution. Kripke’s 

famous closing line to his 1979, that ‘hard cases make bad law’, is certainly a nice turn of phrase – 

and very convenient (one might even say, suspiciously convenient) for someone associated with (a) – 

(c). I have, I’ve noted, a very different line on these cases: they constitute an experimentum crucis – a 

crucible through which every theory must pass. And there is, so far as I can tell, one theory, one 

solution to FSP, which passes the test – one view meeting all of the following desiderata: 

 

1. It accepts the data. 

2. It maintains semantic innocence. 

3. It respects the correspondence hypothesis.  

                                                 
26 Russell, as we’ve had occasion to note, thought that the only logically proper names were ‘this’, ‘that’, and perhaps ‘I’. 
But FSP arises even with expressions like these; see below.  
27 Frege thinks that senses, too, compose, namely to form Thoughts (propositions) – modes of presentation of the True 
and the False. But we are looking at natural language semantics right now. For Frege, senses enter here only insofar as 
they are referred to. For me, there is no need to have thoughts and natural language sentences undergoing composition 
as it were in parallel. See chapter 1. 
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4. It does not fall prey to PSP. 

 

And it is, of course, my view, which involves giving up the idea that we all speak the same language. 

The fact that ‘London’ and ‘Londres’ belong to different public languages is, in fact, entirely 

accidental to the problem. And the fact that Peter uses sounds/shapes of the same type to refer to 

what he takes to be distinct people, as opposed to referring to what he takes to be distinct people 

with sounds/shapes of distinct types is also, in fact, entirely accidental to the problem. Public 

languages are but abstractions from idiolects of members of speech communities bound together as 

such by their mutual intelligibility using like sounds and shapes (not to mention accidents of history 

and various socio-political alliances).  

Pierre belongs to two speech communities. But it is not clear that ‘London’ and ‘Londres’ 

belong essentially to either of the two public languages abstracted from the exchanges taking place in 

these communities and ones sufficiently similar to them (under contextually variable standards). And 

it is not clear why, if they did, that would matter. Take (16): 

 

 (16) Londres is pretty. 

 

Is this English or French or a combination? Most plausibly, English. But it’s a bad question here. 

Semantically speaking, both ‘Londres’ and ‘London’ as signs are arbitrary tags – as it happens, for one 

and the same place.28 Pierre could just as well use one in place of the other, if only he knew 

(believed) that they are tags for one and the same. But what this means, more exactly, is that in 

Pierre’s idiolect(s), he might as well token one or another word of those same looks and sounds. It 

is, in fact, an accident that the two do not look and sound the same. In Peter’s idiolect, similarly, 

                                                 
28 Frege 1892: ‘Nobody can be forbidden to use any arbitrarily producible event or object as a sign for something.’  
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there are distinct but phonographically indistinguishable names which, unbeknownst to Peter, have 

the same referent. (This is not, of course, how Kripke describes the case. But it is, I think, the most 

appropriate description. Since he works with the idea of public languages, Kripke thinks that there is 

just one ‘Paderewski’, since there is just one Paderewski, once baptized, as we suppose everyone 

knows but Peter, who intends to speak as his fellows do.) It is an accident that the members of his 

speech community have one word of that same sound/shape where he has two.  

 

 

4 FREGE’S PUZZLE OF COGNITIVE SIGNIFICANCE (KICKING AWAY THE 

SPELLING LADDER) 

 

 Incidentally, as I interpret it, what Kripke’s second puzzle shows is that  

 

 (17) Paderewski is (identical to) Paderewski. 

 

may be informative (non-trivial, cognitively significant). In fact, more generally, it shows that any 

identity statement, prior to its settled interpretation, may be cognitively significant. In formal 

languages, for good reason, we lay it down as a law that each constant of a certain type of 

sound/shape is assigned one and only one individual. Of course, natural languages are not like this. 

As Kaplan (1990: 108) observes: ‘There are so many people to be named and so few generic names to 

go around.’ But for ‘serious semantics’, to echo Kaplan, a proper interpretation of the situation is 

not that one and the same proper name (being the sort of thing assigned a constant in logical form) 

is used to name indefinitely many individuals, in violation of the above law of formal languages, but 

that there are only ever so many distinct names which look and sound the same – that is, 
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phonographs.29 If (17) is true, then it is true relative to an interpretation which assigns to the 

occurrences of ‘Paderewski’ (here, of course, we must refer to a type of sound/shape) one and the 

same Paderewski. If tasked with translating (17) into first-order logic, then, provided this 

interpretation, we write: 

 

 p = p 

 

And if it is true, it is trivial – because a logical truth. But then, for all that, it (referring now to what those 

sounds/shapes may be used to say, or what they say, as contextually used) might not be true. Thus, when 

Kripke 1980 writes, in the passage quoted §2, that ‘Hesperus is Hesperus’ cannot be used to raise an 

empirical issue, we must reply that that, if so, is only because the empirical question of its 

interpretation has already been settled. If, on the other hand, (17) is false, then it is false relative to 

an interpretation which assigns to the occurrences of ‘Paderewski’ distinct individuals. In this case, 

the appropriate representation in first-order logic would look something like this: 

 

 p1 = p2 

 

Of course, we could assign to everyone a name of the same generic type, though this would pose 

practical difficulties. Just as we could use the same sound/shape for constants in a formal 

representation of a natural language argument containing distinct names. We would just have to 

                                                 
29 The difference between translating between ‘public languages’ and one another’s idiolects is the difference between 
translating between idiolects of different public languages and idiolects of the same public language. In the latter case, 
what is translated and the (products of the process of) translation are again typically phonographic. Across idiolects of 
distinct public languages, what is translated and the (the products of the process of) translation typically look and sound 
different. But nothing of significance to the case at hand turns on this difference. (Notice, by the way, that if Pierre 
learns without translation from the French what ‘pretty’ means, he eo ipso learns the relevant translation.) 
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make sure to keep track of their locations. Obviously, in performing deductions, this would pose 

practical difficulties – a bit like playing a game of chess with pieces that all look the same. In essence, 

however, the situation would remain unchanged. (What matters is how the pieces move – in a game, 

in a language.) 

 It’s time, to recur to Kaplan, to kick away the spelling ladder: 

 

Let’s take an example of someone who has two friends, two distinct friends, named “John” 

and “Jon”. Then the person can choose to say “Look, it’s tautological that John is no taller 

than John. And also that Jon is no taller than Jon. But it is not the case that Jon is no taller 

than John.” What has he done? He has these two names, they’re homophones, and he makes 

two choices of the first name and produces a sentence of the form “a R a”. He then makes 

two choices of the second one and produces a sentence of the form, shall we say, “a R b”, in 

terms of the very words that were used. (Suppose the relation R were identity.) It is important 

to recognize that having achieved this insight, we can kick away the spelling ladder. This 

situation can arise. If we do kick away the spelling ladder and spell both names the same way, 

we have two, common currency, phonographic names for two different people. (107-8) 

 

As he goes on to observe: 

 

The very same phenomenon could easily occur when there was only one name and the 

person made an error in thinking that there were two different names, in thinking that there 

were two different common currency names. […] He is, of course, a perfectly competent 

speaker of the language, a native speaker in fact. This error that he is making is not really to 

be held against him, because it could happen to any of us. (108) 
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The application of these insights to the puzzles at hand is obvious. To hammer the point home, take 

an example closer to Frege’s: Kaplan’s case of the ‘mischevous Babylonian’:30 One fine evening, 

espying Venus, he ‘thought to himself “This one is just as beautiful as Phosphorus, so let’s call it 

‘Phosphorus’ too”’ (114). But little did he know! And there you have it: phonographs with the same 

referent. 

 We are now in a position to address Frege’s problem of cognitive significance, introduced, as 

already noted, alongside FSP in his 1892. How comes it, Frege asks, that ‘a = b’, if true, is cognitively 

significant, while ‘a = a’ is not? Don’t they say the same thing, namely that something – a/b – is 

(identical to) itself? Frege’s answer: yes; but ‘a’ and ‘b’ might express different senses, and therein lies 

the cognitive significance of ‘a = b’. But then, for that matter, and this is now our line: ‘a’ and ‘a’ 

might express different senses. (They must do so if one can believe Fa and ~Fa. Hence Frege’s 

Test.) So ‘a = a’ might be cognitively significant. It depends. It depends, namely, on what your 

interpretation of the public language is; that is, what your model of your idiolect – the public 

language as you speak it – is. But in fact, by parity with the above, ‘a = b’ might be trivial, namely if you 

already knew (believed) that; that is, if ‘a’ and ‘b’ are assigned the same individual in your model of your 

idiolect, which is your interpretation of the public language and model of the world. To get at either 

is to get at both; and this, therefore, is to get at your notional world, again your model of the world – 

                                                 
30 Did he mean ‘mischievous’? Very mischevous, Kaplan. Apropos:  
 

There is no metaphysically fixed form in either speech of spelling, no matter what social programs are mounted 
for standardization. There are spelling variations, there are pronunciation variations, there are all kinds of 
variations that take place over time. […] The identification of a word uttered with one heard or read is not [just 
– DL] a matter of resemblance between the two physical embodiments (the two utterances, the two 
inscriptions, or the one utterance and one inscription). Rather it is [also – DL] a matter of intrapersonal 
continuity, a matter of intention: Was it repetition? We depend heavily on resemblance between utterances and 
inscriptions [using resemblance here not to mean matching of physical characteristics but of their appearance as 
we look and listen] in order to divine these critical intentions. If it sounds like “duck”, it probably is “duck”. 
But we also take account of accent and idiolect and all the usual clues to intention. It is the latter that decides 
the matter. (100, 104) 
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which is something we will want to get at if we are interested to explain, predict, and rationalize your 

behavior, including importantly your linguistic behavior. It is the world in which you take your to be 

embedded and enactive. (We return to this next chapter.) 

 Frege (1892) writes: 

 

If the sign ‘a’ is distinguished from the sign ‘b’ only as object (here, by means of its shape), 

not as sign (i.e. not by the manner in which it designates something), the cognitive value of a 

= a becomes essentially equal to that of a = b, provided a = b is true. 

 

But of course, since the signs are objects (or events; shapes or sounds), and viewed as such arbitrary 

with respect to their significance, one can fail to know that any two of them, of whatever type of 

sound/shape, (is used to) refer to one and the same thing. So you can see why, in his (1879) 

Begriffsschrift, Frege was tempted to the view that identity claims say something about the signs 

involved. As he presents the reasoning in his 1892: 

 

If we were to regard equality as a relation between that which the names ‘a’ and ‘b’ designate, 

it would seem that a = b could not differ from a = a (i.e. provided a = b is true). A relation 

would thereby be expressed of a thing to itself, and indeed one in which each thing stands to 

itself but to no other thing.  

 

And from this it would seem to follow that nothing can be learned, on the basis of what is said, 

from ‘a = b’. Thus, it is again natural to think: 
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What is intended to be said by a = b seems to be that the signs or names ‘a’ and ‘b’ designate 

the same thing, so that those signs themselves would be under discussion; a relation between 

them would be asserted. 

 

But he was right to drop this view. Nothing is said about the signs. And indeed, nothing is learned 

by what is said. But something might be learned by what is shown by saying it: namely, that the 

speaker assigns one and the same individual to the signs. If there is a difference here between 

speaker and hearer, either the hearer capitulates to the speaker or metalinguistic negotiation 

commences.31 This is, presumably, the interest in identity statements. Frege writes: 

 

It is natural, now, to think of there being connected with a sign (name, combination of 

words, letter), besides that to which the sign refers, which may be called the reference of the 

sign, also what I should like to call the sense of the sign, wherein the mode of presentation is 

contained. 

 

So Frege (1892) writes. And it is natural, now, for us to assimilate Frege’s sense/reference 

distinction to Wittgenstein’s (1921) show/say distinction.32  

 Coming to learn a = b is cognitively significant, as learning tends to be. We might now say that 

learning a = b consists in merging one’s Ramsey sentences for one’s ‘a’ and ‘b’. If one already 

believes a = b, then for this very reason ‘a = b’ is trivial. Frege (1892) writes: 

 

                                                 
31 Recall Davidson (1999a): ‘it often happens that what is being discussed is exactly the issue’ (256). 
32 This is no accident. Wittgenstein’s distinction was inspired by reading Frege. See Geach 1976. 
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The sense of a proper name is grasped by everybody who is sufficiently familiar with the 

language or totality of designations to which it belongs; but this serves to illuminate only a 

single aspect of the reference, supposing it to have one. Comprehensive knowledge of the 

reference would require us to be able to say immediately whether any given sense belongs to 

it. To such knowledge we never attain. 

 

The Aristotle footnote, already discussed, is attached to the first half of the first line here. If we let 

‘the language’ designate an idiolect; we lay emphasis on the totality of designations it comprises, to 

which the name belongs; we quit the idea that it is a single, simple definite description which 

comprises (or points to) the sense (as suggested in the Aristotle footnote), and suggest instead that 

the Ramsey sentence for the name plays this role; then we have my view. But one could not fail to 

have comprehensive knowledge of the name’s reference (referent) qua intentional object; one is able 

to say immediately whether any given sense belongs to it. If you already know (believe) a = b (if the 

Ramsey sentences for ‘a’ and ‘b’ are one and the same), ‘a = b’ can be no more cognitively significant 

for you than ‘a = a’ or ‘b = b’, where occurrences of one and the same sign flank the identity sign. If 

the first seems to retain some form of significance, I submit that it does so on account of the fact 

that you recognize others may fail to know (believe) what you do. But by parity, again, we must 

recognize that ‘a = a’ and ‘b = b’ may be cognitively significant, namely when there might be a 

question whether ‘a’ and ‘b’ on the left- and right-hand sides are occurrences of one and the same 

name (sign). And that is an empirical question. 

As interpreted, the spoken statement  

 

/fahs-fur-ruhs-iz-faas-for-uz/ 
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might be appropriately represented:  

 

p = p 

 

and the written statement 

 

 Phosphorus is Phosphorus. 

 

represented: 

 

 p1 = p2 

 

(Perhaps before the typesetter no two words looked quite the same. It is probably still relatively rare 

that two words ever sound just the same – except, of course, up to an approximation. But in fact, 

the difference between token signs (or, occurrences of signs) of the same type, as Kaplan observes, 

can be about as great as you please. What matters is what sign the sounds/shapes are taken to be.) 

From the perspective of the mischevous Babylonian, being informed Phosphorus = Phosphorus would 

be cognitively significant. Formally, he would have represented it  

 

 p1 = p2 

 

Afterwards, he comes to see that it might as well be represented: 

 

 p = p 
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(What he learns is that his notional world was misaligned with the world. The Ramsey sentence for 

his idiolect is updated accordingly.) By PS, as sanctioned by LL, this substitution will now be 

permitted. Plainly, the permissibility of a substitution is always relative to a (passing) 

model/interpretation of a language. With all this in place, we can make short work of the remaining 

variations on FSP. 

 

 

5 MORE VARIATIONS ON FSP 

 

 Take, first, Richard’s (1983) puzzle.  

her/you. A is on the phone, talking to B. Looking out the window he sees a woman in a 

phone booth. It is B, unbeknownst to A. Next, A notices a runaway steamroller heading for the 

woman. He waves at her. He does not know he waves at B. A would accept/assent to 

 

(9) I can inform you [the woman he is speaking to] of her [the woman he is looking at]  

     danger via the telephone. 

 

and deny/withhold assent from 

 

(10) I can inform her [the woman he is looking at] of her [the woman he is looking at]   

       danger via the telephone. 

 

But she (the referent of his ‘you’) is her. A might then ascribe to himself the beliefs: 
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(11) I believe that I can inform you [the woman he is speaking to] of her [the woman he is  

       looking at] danger via the telephone. 

(12) I don’t believe that I can inform her [the woman he is looking at] of her [the woman he  

       is looking at] danger via the telephone. 

 

The plot thickens. 

 I/the man watching you. So far, A believes: 

 

(13) I believe that she [the woman he is looking at] is in danger. 

 

and not 

 

 (14) I believe that you [the woman he is speaking to] are in danger.  

 

But the steamroller is getting closer, and picking up speed. A begins to wave more urgently at the 

woman he is looking at. (I embellish a little.) B believes: 

 

 (15) The man watching me believes that I am in danger. 

 

She tells A this. A forms the belief: 

 

 (16) The man watching you believes that you are in danger. 
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A does not believe: 

 

 (17) I am the man watching you. 

 

But A is that man. 

Richard intended for this puzzle to show that failures of substitution can occur outside the 

contexts of verbs of report, intending for this in turn to demonstrate that a pragmatic (as opposed to 

semantic) solution is required lest we countenance the thought that substitution failures can occur 

anywhere.33 But perceived substitution failure is always just that. (Perhaps, after all, modern 

astronomers have been playing a prank on analytic philosophers, and the Babylonians were right.) 

We can generate the same puzzle without use of demonstratives (indexicals). After all, a 

demonstrative is but a name for the nonce; it is, to wit, a logically proper name. (One’s language is a 

dynamic, ever-changing thing. The world will not stay put, so neither can language.) Consider, for 

example, the situation of Peter, Paul, and Mary. 

Paderewski/Paderewski Redux. Peter might believe that Paul believes that Paderewskithe musician is 

musically talented. If (i) Paul believes that Paderewskithe musician = Paderewskithe politician, (ii) Paderewskithe 

musician = Paderewskithe politician, and indeed (iii) ‘Paderewski’ in the language community sans Peter is 

univocal (i.e. everyone but Peter knows that, as they would put it, ‘Paderewski = Paderewski’), then 

Paul would accept any sentence of the form ‘Paderewski is musically talented’ as uttered by anyone 

but Peter, if we presume Paul’s knowledge of Peter’s ignorance. But since Peter does not believe that 

Paderewskithe musician = Paderewskithe politician, if Peter were to overhear Mary ascribe to Paul the belief 

that (as Peter interprets Mary’s ascription) Paderewskithe politician is musically talented, Peter might object. 

                                                 
33 He was thus in his 1983 the first sort of Russellian discussed above. He presents a different view in his 1990, as also 
discussed above. 
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After all, Peter does not presume that Paderewskithe musician = Paderewskithe politician. To the contrary, he 

presumes that Paderewskithe musician ≠ Paderewskithe politician (or, as he might put it, albeit unhelpfully, 

‘Paderewski  ≠ Paderewski’). And while he again believes that Paul believes that Paderewskithe musician is 

musically talented, he does not believe that Paul believes that Paderewskithe politician is musically 

talented. That’s not to say that Peter believes the negation of that ascription. Paul might believe what 

he (Peter) believes that Mary believes that Paul believes, Peter thinks; but that, Peter thinks, is 

neither here nor there. For you see, and here comes the final twist: Peter believes that Mary 

mistakenly believes that Paderewskithe musician = Paderewskithe politician. Of course, Peter is mistaken.34  

Unless we are. (Not really, of course. In these examples, we get to assume that we are not 

mistaken, and have relevantly overlapping idiolects.) Again, perceived failure of substitution is always 

just that; and perceived failure of substitution is perforce perceived by an ascriber. Who, then, is the 

ascriber in Richard’s case? We are.  

A much simpler example would have sufficed to show this. Consider the situation of two 

Babylonians, A and B. 

Hesperus/Phosphorus Redux.  

 

A: Hesperus is Phosphorus.  

B: Absurd!  

 

                                                 
34 A note on the notation: The use of subscripts like the above is not too uncommon. But I don’t recall ever coming 
across anyone’s explication of it. On my view, they could be construed as pointers to senses. In fact, they might be 
truncated Ramsey sentences, placing the term in the relevant speaker’s idiolect. With that understanding in place, we 
might instead index with the proper names of speakers. This could be helpful when we know that there is a difference in 
understanding, as communication has broken down, but we haven’t yet identified the relevant (because differing) 
descriptions, so concepts, so properties, so intentional objects. 



 190 

Now A will reason that if Fh, then Fp. B will object that the substitution fails – and outside the 

context of a verb of report. (‘It is a valid inference, to be sure; but not sound. There is a faulty 

premise.’) But of course, this only highlights the fact that the identity claim is non-trivial. And this 

much is just Frege’s puzzle. 

 Finally, for one more example, we may consider Perry’s (1979) puzzle.35 

 I/the shopper with the torn sack. I am shopping at the grocery store, pushing my cart up and 

down the aisles, and notice a trail of sugar. I believe: the shopper with the torn sack is making a 

mess. I am, unbeknownst to me, the shopper with the torn sack. I am making a mess. 

Plainly, I might believe that the shopper with the torn sack is making a mess without 

believing that I am making mess. For though I might be the shopper with the torn sack, I might not 

believe that I am. (My notional world is misaligned with the world.) As with Frege’s puzzle, in 

Perry’s puzzle, we ascribe to the ascribee ignorance of an identity – to wit, ignorance of his identity 

with the shopper with the torn sack. But this error that he is making is not really to be held against 

him, to echo Kaplan; it could happen to any of us. And so, on occasion, it does. Provided the 

foregoing, we take this – the puzzle – in stride. So far as it goes, no further twist in the story is 

required. Though there is still more to tell. 

 

 

6 ALTERNATIVES TO PROPOSITIONS 

 

                                                 
35 At the time of the puzzle’s introduction, Perry seems to have been the first sort of Russellian discussed above. As 
discussed, he presents a different view with Crimmins in their 1989. 
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 All the theories so far discussed this chapter accept RV and propositionalism, so the face-

value theory.36 In the long-standing debates over the interpretation of reports and metaphysics of 

propositions, the face-value theory is typically common ground. The theoretical aim is to provide an 

account of the interpretation of reports that handles the FSP data; and given the face-value theory as 

theoretical background, that task is tantamount to answering the question what the nature of 

propositions must be. For it is these presumed objects of the attitudes that must play the role of 

individuating attitudes of a kind, and they must do so compatibly with the apparent truth conditions 

of reports. But as noted §2.1, not everyone who accepts RV accepts propositionalism. So while the 

common background still includes RV, some hold, instead, that the referents of that-clauses are 

other language-like entities: natural language sentences (utterances, inscriptions), mental sentences, 

interpreted logical forms, or the like. It is now time to address these views. 

 Historically, the most widely held alternative to propositionalism is sententialism, viz. the 

view that the referents of that-clauses are natural language sentences – typically, of a public language. 

In the time of Quine and Carnap, this was probably the dominant view (see e.g. Carnap 1947, Quine 

1956). On this view, (4), for example, is analyzed something like: 

 

believes-true(Galileo, ‘the earth moves’) 

 

with ‘believes-true’ construed as a primitive relation obtaining between Galileo and the sentence 

named by the quoted content sentence. Here, as Quine (1940: 26) would put it, ‘the’, ‘earth’, and 

‘moves’ are no more significant parts of ‘the earth moves’ than is ‘ear’ in ‘earth’: from the standpoint 

                                                 
36 Well, all but one: Richard’s 1990 view, discussed §2, is something of a mix of propositionalism and sententialism, 
discussed just below. It is still a version of RV. 
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of logical analysis, the quotation is structurally simple.37 (We could thus replace quotations with 

proper names on this view.) The view is thus a version of RV. And it has a number of obvious 

defects, some of which were famously pointed about by Church (1943, 1950).  

It already looks to me bad enough that the view has Galileo believing a sentence. But that 

wasn’t among Church’s objections.38 Church notes, for one, that the view seems to implausibly 

require that Galileo spoke English. (I would guess he didn’t.) Even if we considerably complicate the 

analysis to get around this problem, and so provide for (18) (Church’s (1950) (1)) 

 

(18) Seneca said that man is a rational animal. 

 

                                                 
37 Quine (1940) writes: ‘From the standpoint of logical analysis each whole quotation must be regarded as a single word 
or sign, whose parts count for no more than serifs or syllables’ (26). Likewise: ‘The personal name buried within the first 
word of the statement ‘‘Cicero’ has six letters’, e.g., is logically no more germane to the statement than is the verb ‘let’ 
which is buried within the last word’ (ibid). (Davidson 1968 points to Quine 1950, 1960, and 1961 for similar remarks.) 
Similarly, Tarski (1933) writes:  
 

Quotation-mark names may be treated like single words of a language, and thus like syntactically simple 
expressions. The single constituents of these names—the quotation marks and the expressions standing 
between them—fulfill the same function as the letters and complexes of successive letters in single words. 
Hence they can possess no independent meaning. Every quotation-mark name is then a constant individual 
name of a definite expression (the expression enclosed by the quotation marks) and is in fact a name of the 
same nature as the proper name of a man. (159) 
 

Likewise, Church (1956), describing the view, which he attributes to Frege: 
 

A word enclosed in single quotation marks is to be treated as a different word from that without the quotation 
marks – as if the quotation marks were two additional letters in the spelling of the word – the equivocacy is 
thus removed by providing two different words to correspond to the different meanings. (61-2) 
 

Similar remarks can be found in, for example, Kaplan 1968 and Fodor 1978a, 1978b, among other places. On this view, 
quotation marks, like the ‘that’ of that-clauses, are thus construed as term-forming operators. As I noted last chapter, 
Davidson’s 1979 argument against this view and for the demonstrative view of quotation runs exactly parallel to his 1968 
argument for the demonstrative view of indirect and attitude reports. 
38 Church begins: ‘For statements such as (1) Seneca said that man is a rational animal and (A) Columbus believed the 
world to be round, the most obvious analysis makes them statements about certain abstract entities which we shall call 
‘propositions’ […], namely the proposition that man is a rational animal and the proposition that the world is round; and 
these propositions are taken as having been respectively the object of an assertion by Seneca and the object of a belief by 
Columbus’ (97). This is, of course, a description of the face-value theory – taken, in fact, to be the analysis with the 
highest face-value. But Church does next write: ‘We shall not discuss this obvious analysis here except to admit that it 
threatens difficulties and complications of its own, which appear as soon as the attempt is made to formulate 
systematically the syntax of a language in which statements like (1) and (A) are possible.’ I don’t know whether he takes 
up the matter elsewhere. But of course, he’s right; see chapter 2. 
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something like (19) (Church’s (6)) as analysis 

 

 (19) There is a language S’ such that Seneca wrote as sentence of S’ words whose translation  

                   from S’ into English is ‘Man is a rational’.39 

 

Church observes that the analysandum can be inferred ‘only by making use of the item of factual 

information, not contained in [the analysis], that ‘Man is a rational animal’ means in English that 

man is a rational animal’. This is already reason enough to abandon the view, or else – what amounts 

to the same – introduce propositions by the back door. Short of that, it would seem one can only 

add ever more desperate epicycles. (Church considers a few.) Actually, Carnap’s (1956) fix is to give 

up. Thus, he offers the unexplicated relation ‘B’: 

 

‘Seneca believes that man is a rational animal’ is true iff Seneca stands in the B-relation to 

‘Man is a rational animal’. 

 

But if Carnap were to have spelled this out, it might have turned out to be something like 

Davidson’s (1968) samesaying relation – which is, in effect, a way of introducing propositions by 

defining an equivalence class of tokens of the relevant semantic type.40 His sententialist view would 

                                                 
39 Church chooses to work with inscriptions, but the same issues arise with utterances. 
40 The theory of radical interpretation, as I understand it, is a (sketch of a) theory about our patterns of judgments of 
sameness and difference in what is said. In other words, it says something about how we go about defining samesaying 
relations. This isn’t a way of eliminating propositions. The problem with appeal to propositions is not that they are 
abstract or don’t exist; it’s just that appeal to them doesn’t explain anything, as Davidson himself repeatedly noted. If you 
can’t point to properties, the best you can do is define an equivalence class. But then (e.g.) ‘x and y are red because they 
both instantiate the property redness’ at best only looks like an explanation. And the situation is exactly the same with 
proposition talk. The situations are not just parallel: they are, again, the same. It is possible that Pietroski (2005b) is 
correct that Davidson did not sufficiently realize how idiosyncratic human judgments of sameness and difference are; but 
I’m not sure about that.  
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then be the RV-version of Davidson’s original paratactic analysis.41 (For that matter, then, it might 

have turned out to be Larson and Ludlow’s (1993) view. See just below.) I would add, finally, that 

the analysis requires abandoning the correspondence hypothesis. In my book, that is decisive 

grounds for rejection. 

 Fodor’s (1975, 1987, etc.) mentalistic version of sententialism, according to which that-

clauses refer to sentences of Mentalese (which mean, have as their contents, or express 

propositions42), suffers most of the same problems its public language counterpart does. In fact, 

ironically, it cannot even account for the validity of an argument seen §1.1, §2.1: 

 

Galileo believes that the earth moves.      

That the earth moves is true.       

∴ Galileo believes something true.  

 

Ironically, because the validity of such arguments motivate RV, which is critical to Fodor’s argument 

for his account of the attitudes. (And it isn’t just his account. It is, in fact, probably, the received 

view of the attitudes – at least when we remove commitment to the idea that the relevant mental 

representations are Mentalese sentences. We return to this next chapter.) As Matthews (2007) notes 

of basically the same argument:43  

                                                 
41 Davidson 1968, as discussed, presents a variety of sententialism: paratactically analyzed, the ‘that’ of (19) demonstrates 
a concrete particular, an utterance or inscription looking/sounding like the content sentence of (19), as 
inscribed/uttered. But Davidson, writing after Church, of course realizes that this utterance/inscription must say the same 
thing as (read: match in content) the utterance/inscription Seneca produced (‘Rationale enim animal est homo’, 
presumably). In other words, if (19) as uttered/inscribed is true, then the reporter’s utterance/inscription of the content 
sentence makes her and Seneca samesayers. We’ve been over all this, so there’s no need to rehearse the details. If the 
view is not updated, as suggested, in light of Davidson 1979, it falls prey to all the objections earlier noted. If it is 
updated in this way, it effectively becomes a version of propositionalism, unaccompanied by RV. Either way, it falls prey 
to PSP. 
42 All three locutions are used in Fodor 1987. 
43 Cf. Burge’s (1986) criticism of Davidson 1968, discussed §2.8. 
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On pain of equivocation, the referents of the that-clauses in the two premises must be the 

same; yet surely what the second premise asserts to be true is not a mental representation (or 

even a mentally represented proposition) and indeed is not in any way dependent even on 

the existence of mental representations. (107) 

 

There are other, related problems besides.  

One of the supposed advantages of the view is that it can account for Frege cases by 

assimilating the intensionality of content sentences to that of quotation (here, in particular, quotation 

of mental sentences). If we assume differences in the natural language content sentences of reports 

to reflect differences in the Mentalese sentences allegedly referred to with the that-clauses of which 

they are part (as Fodor does), then the difference in truth value between (4) and (5) is no more 

mysterious than the difference between ‘the earth moves’ and ‘Ertha moves’ – that is, the difference 

in the subject position. But this is, in fact, a source of difficulties for the view.  

For one thing, as Dennett (1987) and others have noted, there is the empirical possibility 

that different people – let alone different kinds of being altogether – have different languages of 

thought, whereas we should like to be able to say that we – and these other beings – may have the 

same attitudes.44 Similarly, if Galileo utters/inscribes a token of the same type as  

 

 (20) La terra si mouve. 

 

                                                 
44 Since I hypothesize that our languages of Fregean thought just are our idiolects, I must acknowledge that such 
differences do exist. However, emphatically, I do not think that attitudes are relations to mental sentences. And for just 
this reason, the view does not face any problems with ascribing attitudes to persons with other idiolects or indeed non-
linguistic beings. I return to this below. 
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and expresses by this the thought (proposition) that the earth moves, then we seem to be in a 

position not only to report on the belief Galileo thereby expresses but its expression. Thus: 

 

 (21) Galileo said that the earth moves. 

 

But quotations of (20) and the content sentence of (21) have nothing in common. And any way 

around this problem is unlikely to be compatible with the solution proposed for Frege cases. 

Sterelny (1990), for example, considers this objection from Dennett and provides the most natural 

reply: 

 

Different languages of thought can realize the same type of belief, for sentences in distinct 

varieties of mentalese can have the same truth conditions. Perhaps if human, Martian, and 

Hal-ish mentalese are very different, there is some sense in which their thoughts are all 

different. But they could each token a sentence, in their different languages of thought, with 

the truth condition: ‘Oh dear, the sun’s going nova.’ Hence they could all believe that the 

sun is going nova. (146) 

 

Sterelny in the same passage endorses the view that propositional attitudes (in fact, all intentional 

states) are relations to mental sentences; and as the above reply directly follows presentation of 

Fodor’s syntactic solution to FSP, he apparently thinks the reply disposes of Dennett’s objection 

compatibly with accepting Fodor’s solution. But the reply is in effect just to suggest that we define 

samesaying relations on mental sentences of distinct languages of thought – that is, in other words, 

equivalence classes defining (super-)types of mental sentence. And if these are then supposed to be 
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the referents of the that-clauses of reports, we are effectively returned to Frege’s view, hands 

emptied of a ‘syntactic’ solution to his substitution problem.  

Larson and Ludlow’s (L&L) (1993) interpreted logical form (ILF) theory faces the same 

problem.45 According to this theory, verbs of report express relations between subjects and ILFs, i.e. 

annotated constituency-graphs (aka tree structures) or syntactic phrase-markers with terminal and 

non-terminal nodes paired with extensional semantic values (as assigned under interpretation) – 

these being the referents of that-clauses.46 The view is, thus, a version of RV and, in fact, quite close 

to Richard’s (1990) view, as L&L note (p. 349, n. 29).  

There are, principally, two differences. First, ILFs include more linguistic information than 

do Richard’s RAMs. Second, RAMs, as they involve (the constituents of) Russellian propositions, 

include properties, whereas ILFs again pair lexical items with extensional semantic values, so only 

objects. For an example, take the ILF for (3):47 

 
 

<S, t> 
 

 
      <NP, Ertha>     <VP, Ertha> 
 
 

    <N, Ertha>       <V, Ertha> 
 
 
 <Ertha, Ertha>    <moves, Ertha> 

 
 
 

L&L in fact seek to provide a Davidsonian truth-conditional semantics (further developed in 

Larson and Segal (L&S) 1995). They thus provide a sentence like (4) the T-sentence 

                                                 
45 See also Harman 1972, Higginbotham 1986, 1991, Segal 1989, Larson and Segal 1995. 
46 In L&L, these appear to be interpreted phrase-markers (or LFs) for public language sentences. In Ludlow 2000, they are for 
sentences of idiolects. 
47 L&L use italics in place of quote marks, as is typical in linguistics. 
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 Val(t, [S [NP Galileo] [VP [V believes] [S the earth moves]]], σ) iff Galileo believes 

 
 

<S, t> 
 

 
      <NP, the Earth>     <VP, the Earth> 
 
 

    <N, the Earth>       <V, the Earth> 
 
 
 <the Earth, the Earth>    <moves, the Earth> 

 
 

with σ a sequence of assignments to handle free variables (or variable pronouns). For a convenient 

shorthand, they also write: 

 

 Val(t, Galileo believes that the earth moves, σ) iff Galileo believes []the earth moves[] 

 

where []S[] is the (annotated) ILF for ┌S┐. Read: Galileo believes that the earth moves is valuated 

true with respect to a given sequence σ iff Galileo believes the (annotated) ILF []the earth moves[]. 

The fact that (4) and (5) may have opposite truth values is then accounted for by the fact 

that the ILFs for (2) and (3) differ – as ‘the earth’ and ‘Ertha’, as lexical items, differ. But in fact, 

fitted out with annotations, they claim, this view also naturally accounts for puzzles turning on ‘more 

subtle aspects of word form’ (316). They provide as an example the following. 
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/harverd///hahvad/.48 Jason is a New Yorker unfamiliar with Bostonian dialects. One day he 

catches a televised interview with John F. Kennedy (JFK) and forms the believe that JFK went to 

Harvard. In any case, that’s how we might be inclined to write down a report on his belief. But in 

spoken language, Jason would accept  

 

(22) JFK went to /hahvahd/. 

 

and not  

 

 (23) JFK went to /harverd/. 

 

Jason, you see, is quite aware of the well-known school the name of which is pronounced 

/harverd/. But prior to catching the interview, he had never heard of this school /hahvahd/. If 

intended to be read de dicto, then, a report like 

 

 (24) Jason believes that JFK went to Harvard. 

 

will be spoken with the content sentence pronounced in the manner suggested by (22), not (23). 

Again, this is where annotations enter the picture. Here, in particular, with a phonological form 

provided (as L&S suggest) at the relevant terminal node. 

As ‘linguistic theory’, according to L&L, ‘views the lexical items in phrase-markers as 

including information about their segmental and supersegmental phonology’, the 

                                                 
48 What follows is a slightly embellished combination of L&L’s and Matthews’ (2007) presentation of the puzzle. 
Matthews presents a view in some respects similar to the ILF theory, but he denies the read off method of the present 
work. His view will have to be addressed next chapter. 
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/harverd///hahvad/ case is again naturally accounted for by the theory. But many more cases 

turning on fine structure are likewise accounted for. They give a large number of examples. For one 

more, they note that the truth of a report like 

 

 (25) Kathrin thinks this door is unlockable. 

 

turns crucially on whether the constituent morphemes of ‘unlockable’ are grouped as in (a) or (b): 

 

(a) [un[lockable]] 

(b) [unlock[able]] 

 

In both cases, and many others like them, ILFs appropriately annotated will account for the 

differences.  

  In fact, alongside the lexical items, constituent morpheme analyses, and phonological forms 

arrayed along the terminal nodes of phrase-markers suggested by L&L, L&S suggest that 

orthographic and even pragmatic properties too may be included in ILFs. As an example of a report 

the truth of which arguably turns on the latter, they give the following. 

 really impressed/really impressed. Jason attends a philosophy lecture. He is not a fan. He 

expresses his mind, ‘with heavy sarcasm’, thus: 

 

 (25) I’m, like, really impressed. 

 

Kathrin is later asked for Jason’s take. She reports: 
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 (27) Jason said he was, like, really impressed. 

 

Arguably, Katharin’s tone matters to the truth of what she says. If she does not convey Jason’s 

sarcasm with (27), what she says is not just misleading but false. 

With the exception of the pragmatic properties, which (for some unspecified reason) L&S 

suggest we provide at the S node, all these properties would again be included at the relevant 

terminal nodes of the relevant ILFs – again, these being the alleged referents of that-clauses. They 

don’t provide an example of what this would look like. But whatever style of representation is 

chosen, one thing is for sure: ILFs must be very fine-grained indeed. And for that very reason, the 

view runs into the same kind of trouble as seen with the other sententialist views. 

Suppose, again, that Galileo utters/inscribes a token of the same type as (20) and that on this 

basis we wish to ascribe to Galileo the belief he thereby expresses. If we speak Italian, then we will 

produce a token of the following type: 

 

(28) Galileo crede che la terra si muova. 

 

If, on the other hand, we speak English, then we will produce a token of the same type as (4). 

Clearly, in many contexts, these will be but two ways of ascribing one and the same belief. But it is a 

consequence of the ILF theory, as so far described, that (4) and (28) must always have different 

truth conditions, as the complements to the verbs of these reports (allegedly) refer to distinct ILFs. 

This is, very obviously, the wrong result.  

 L&L note this problem – or, ‘important general question for the ILF theory’, as they put it 

(334). And they note two possible solutions. The first, reminiscent of the first kind of neo-

Russellianism mooted §2, is just to say that, indeed, (4) and (28) must always have different truth-
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conditions; so an ‘auxiliary’, ‘pragmatic’ theory is required to explain how it is that, ‘although 

speakers use sentence pairs like [the above] to report the same propositional attitudes in certain 

cases, these sentences nonetheless always express different contents’ (334, 339). As you know by 

now, I’m not a fan of this kind of move. I will, in fact, discuss it no further.49 The second suggestion 

is to acknowledge the need to accommodate theory to data, namely by resorting to appeal to ‘a 

relation of same-saying or similarity that would serve to relate events of saying/believing/thinking, etc., 

or ILFs’ (335). ‘This revision’, they note, 

 

‘loosens’ the truth-conditions for attitude reports insofar as an agent is no longer required to 

stand in relation to an ILF defined through the complement clause, but only to one similar 

to it. This in turn allows reports containing formally distinct complement clauses to 

nonetheless come out logically equivalent.  

 

But the important question, then, is how the ILF theorist can go this route compatibly with 

maintaining the ILF solution to FSP. 

 Pursuing this line, L&S suggest (p. 335) the following revision to their T-sentences (here 

taking (4) and slightly simplifying the ILF): 

 

 Val(t, Galileo believes that the earth moves, σ) iff Galileo believes some ILF similar to 

 
 
 
 

                                                 
49 For the sake of completeness, however, I provide a sketch of the pragmatic theory: ¯\_(ツ)_/¯.* After replacing this 
sketch with a more detailed theory, I should like to note that we will also want (if this is not already included) an error 
theory about how almost everyone could be wrong about the truth conditions of (4) and (28), and then a theory about 
how we are supposed to be able to do semantics if that kind of error is possible. *Admittedly, this motionless picture is 
somewhat misleading. They do wave their hands a little: pp. 339-42. (Just having fun!) 
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<S, t> 
 

 
        <NP, e>           <VP, e> 
 
 

  <the Earth, e>         <moves, e> 
 
 

The next question to ask, then, is similar with respect to what? In Sterelny’s proposed solution to the 

problem, as we’ve seen, the answer is similar with respect to truth conditions. But according to the ILF 

theorist, as discussed, many more properties than just the truth conditions of sentences (or 

utterances/inscriptions of them) are potentially relevant to the truth conditions of reports 

embedding them. Thus L&L’s answer: similar with respect to F, where F is some (collection of) 

contextually relevant features (or properties) of ILFs. Different equivalence classes of ILFs will 

therefore be defined, depending on the interests and purposes (or ‘goals and assumptions’) of 

reporters and hearers (337). Sometimes the words involved may matter, and sometimes even ‘finer’ 

properties than this; other times, just the content will matter (336-7). In some respects, as I will 

explain, this is closer to correct. But for the proponent of the ILF theory, problems remain. 

 The right-hand side (RHS) of the above T-sentence for (4) tells us that ‘Galileo believes that 

the earth moves’ is true just in case Galileo believes something similar to the ILF for ‘the earth 

moves’, where this is understood to be the referent of ‘that the earth moves’. But an (interpretive) T-

sentence for (4) should tell us, among other things, what ‘believes’ means; and upon reflection, it is 

clear that the above T-sentence must fail to do so. If, as we are told, ‘believes’ means ‘believes 

something similar to’, then we don’t know what ‘believes’ means; for we can’t know what ‘believes 

something similar to’ means if ‘believes’ means what ‘believes something similar to’ means. To know 

what ‘believes something similar to’ means we must first know what ‘believes’ as featured therein 

means. And we can’t. But we do know what ‘believes’ means. So it can’t mean what ‘believes 
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something similar to’ means. If we want an interpretive T-sentence, then, we might as well take a 

homophonic one. But then we must give up the solution just suggested.  

L&L (following Segal 1989) acknowledge this, and so settle for the pragmatic solution 

already noted.50 But the situation is even worse than that (believe it or not). For now the view will 

straightforwardly fall prey to PSP. If ‘believes’ means what ‘believes’ means, and ‘that the earth 

moves’ refers to the ILF that the earth moves, as the ILF theorist claims, then ‘the ILF that the 

earth moves’ may be substituted for ‘that the earth moves’. The idea that what it is to believe that 

the earth moves is to believe a certain object, namely the ILF for ‘the earth moves’ strikes me as 

strange and, frankly, incredible. And the idea is even more obviously incredible when we have ‘fear’, 

‘hope’, etc. If I may echo the remark from Prior, provided as an epigram to chapter 2: even if a 

philosophical theory might lead us to say this, it is in fact unusual to say, for another example, ‘X 

fears the ILF that so-and-so’. But of course, that is just what we should be able to say if ‘that so-and-

so’ refers, as the ILF theorist claims, to the ILF that so-and-so.  

I should note that the view also requires giving up the correspondence hypothesis. We must 

not be misled by the fact that the ILF theorists’ T-sentences display the structure of the content 

sentences embedded in reports (see n. 24). According to the theory, verbs of report express relations 

between subjects and ILFs, which are the referents of that-clauses. Accordingly, the logical form 

suggested is that suggested by RV.51 To make the point vivid, take a report like 

 

(29) Nucca believes that the term for the apparent descent of the heavenly bodies towards  

                                                 
50 L&L, following Segal, note that ‘believes’ on the RHS can’t be English. But more to the point, as I argue above, it 
can’t mean what ‘believes’ means. Or, if it does mean what ‘believes’ means, then ‘similar to’ as it appears on the RHS 
can’t mean what ‘similar to’ means as it appears on the LHS (in English). (It would seem that it can’t mean anything.) 
Either way, ‘believes something similar to’ can’t mean what ‘believes’ in fact means. So the above T-sentence can’t be 
interpretive. 
51 As discussed chapter 2, Davidson (1968) would not approve. There is some irony in this. L&S have perhaps done the 
most to develop Davidson’s semantic program. 
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       the horizon at the close of their diurnal period is something any good student of any   

       good astronomy class must come away knowing.  

 

According to the ILF theory, its form is  

 

 Bnp 

 

Obviously many even more vivid cases of failure of correspondence could be easily conjured, but 

this should suffice. 

All the trouble would be avoided if only we could see how a reporter’s demonstration of the 

content sentence of a report might exemplify contextually salient properties then available for 

predication of the event introduced by the verb of report – properties including potentially all those 

noted by ILF theorists. This is, of course, precisely what the view I’ve described allows us to see. 

And at the same time, it allows us to accept the data and maintain innocence and correspondence 

while dissolving PSP.  

 

 

7 VARIETIES OF STRUCTURALISM, NOTATIONAL VARIANTS, & 

LANGUAGE-WORLD ISOMORPHISM AGAIN 

 

So far, we’ve been looking at various RV-compatible views on the form and interpretation of 

reports, so various views on the alleged referents of that-clauses. To organize these views, we may 

provide the following decision tree: 
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Are the referents of that-clauses propositions? 
 
 

No                                                  Yes 
 
 
               What are they?                          Are propositions structured? 

 
 
RAMs   ILFs   (mental) sentences          No*                     Yes   
         
         
                    What kind of structure do they have?  
         
         
           Logical Form    LF 
 
 
 
All of the views discussed are, in fact, forms of what we might call structuralism. They all take that-

clauses to be referring expressions and their referents to be structured objects. (*We’ll look at the 

most widely held non-structuralist view – the possible worlds view – of propositions §8.) 

On the classical sententialist view, these objects are sentences of a public language. On the 

language of thought view, a psychologized sententialism (expounded most influentially by Fodor), 

the structured objects are mental sentences. (Another view would be to say that they are sentences 

of an idiolect, and a version of this view might say that idiolects are languages of thought. This in 

turn might or might not be paired with RV.) ILF theory, too, is a form of sententialism; but ILFs are 

interpreted phrase-markers (LFs) for (utterances or inscriptions) of sentences (of a public language or 

idiolect), the semantic values assigned under interpretation being extensions. RAMs, as noted, are 

quite close to this, and indeed a combination of sententialism and propositionalism: the (Russellian) 
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semantic values of subsentential expressions composing sentences used to express propositions are 

the constituents of propositions, paired with the subsentential expressions.52  

By contrast, Fregeanism and Russellianism, of both the original and neo- variety, are pure 

propositionalist views. A proponent of either may insist that the relevant structure is logical form or 

LF, though the classic position as already discussed takes logical form. What divides the Fregean and 

Russellian is not the form of propositions but the nature of their constituents. On the Russellian 

view, the constituents of propositions are (possibly concrete) individuals like Mont Blanc and 

relations (including 1-place relations, or properties) like being more than 4,000 metres high. On the 

Fregean view, they are senses or modes of presentation.  

I have now argued at length that none of these views of the putative objects of the attitudes, 

when paired with RV, will yield solutions to both FSP and PSP (compatibly with the 

correspondence hypothesis, semantic innocence, and accepting the data). In fact, as seen, all of these 

views when wed to RV fall prey to PSP. So it’s time, I think, to drop RV. But then, if it’s time to 

drop RV, it’s time to drop the idea that the attitudes have objects at all.53 Of course, if propositions, 

(mental) sentences, and the rest are no longer seen to be the objects of the attitudes, they might 

nevertheless be objects. After all, apparently, we can refer to them. But then, we can reify anything 

not already an object to ready it for predication of properties. The primary being of propositions is 

very unlike familiar objects, and I think we may be seriously misled if this is not appreciated. 

Propositions are no more substantial than are ways of behaving (doing, making, saying, thinking). We 

return to this §12. 

                                                 
52 Fodor’s psychologized sententialism, too, might also be viewed as a sententialist-propositionalist combination; as his 
mental sentences are understood to express propositions and indeed to have these propositions as their contents 
essentially. 
53 That is, of course, in the sense required by RV. One might in some sense be directed at objects or states of affairs in 
having attitudes; but this is another story – to which we return next chapter. 
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Setting aside the idea that sentences, propositions, etc. are ‘objects of the attitudes’, we may 

examine them in their own right. To this end, it might be illuminating to compare them by 

transforming one into the other. This way we will also be able to bring states of affairs/facts back 

into the picture, and indeed to demonstrate isomorphism between sentences, 

thoughts/propositions, and states of affairs/facts. 

 One simple sentence is as good as another. So take (2). It’s standard first-order logical form 

is  

 

 moves(the earth) 

 

or, replacing the English with letters provided a translation key, 

 

 Me  

 

Represented in the style of Salmon and Soames, we might have: 

 

<moving, <the earth>> 

 

The structural correspondence is obvious. Reverting to letters: 

 

 <<M, <e>> 

 

(In place of ‘Me’, in order to line up brackets, we might have: (M(e)). Then replacing the round 

brackets with angle brackets, we have basically the Salmon-Soames representation.) On the 
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understanding that these forms are interpreted, and adopting the Russellian view of the values 

assigned, these letters may be interpreted as representing individuals and relations. In the style of 

L&S, then, we might replace individual letters with pictures of individuals (provided they’ve been 

paired in a key with the expressions representations of whose semantic values they replace): 

 

<< >, Pmoves> 

 

where of course ‘Pmoves’ denotes the property of moving. L&S do not provide pictograms of 

properties (relations); but of course, this also possible. For example, a directed, curved line might 

depict movement. Thus: 

 

<< >,           > 

 

But this illustrative style would obviously prove inconvenient in many cases. And in any case, no 

pictogram can depict all by itself. (But then, neither can words.) An (intended) interpretation is 

required. They are, if you like, pictures-under-description. Compare: states-of-affairs-under-mode-

of-presentation. 

You will have noticed that I switched the order of appearance of individual and relation in 

the latest example. The physical order in the representation on the page or screen before you is in 

fact immaterial. The structure of the proposition is encoded either way. But then it is clear that we 

cannot identity the relevant forms or structures with the forms or structures of the objects on the 
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page or screen before you qua patches of ink or pixels (unless of course we wish to elide entirely the 

distinction between perception and conception). This is an obvious fact, I think; but it seems 

sometimes to be forgotten. It is, in fact, not at all clear that these structured objects need represent 

the structure of objects. For it is not at all clear that only objects may be structured. But again, I return 

to this §12.  

Just as with LF and logical form representations, you can, of course, from such simple 

propositions as the above form ever more complex compound propositions. Combining, for 

example, the representation of (2) and (3), in the style of Salmon/Soames, we get:  

 

<CONJ<<e>, M>, <<e’>, M>>.  

 

Or in the style of L&S:  

 

<Rand<< >, Pmoves>, << >, Pmoves>> 

 

But the idea cannot be that the structure of propositions is set-theoretic. That idea, as many have 

noted, would fall prey to an analog of Benacerraf’s (1965) objection to set-theoretic reductions of 

number: there is no uniquely correct reduction (cp. the above). At best, then, this must be a way of 

representing (encoding) propositional structure. If propositions are indeed structured, it is hard to 

see how their structure could be anything other than logical structure; for it is thought by 

proponents of structured propositionalism that propositions are that over which we perform 

inferences. The same, then, must go for any other style of representation of propositional structure, 

whether graph-theoretic or whatever: either it does not capture propositional structure, or it does 
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capture propositional structure and so is just a notational variant on standard representations of 

logical forms.54 And this structure, I’ve argued, corresponds with LF. In fact, once we’ve given up 

the idea that structure could ever be a matter of face-value, we can view the sentences on the page or 

screen, as interpreted, as representations of propositions – or indeed, as token propositions.55 

 Letting the Salmon-Soames-style representation encode the structure of the sentence use in 

context of which expresses a proposition, we again have: 

 

<<the earth>,  moving> 

 

To make it obvious that we have lexical items in the structure, we might write: 

 

<<‘the earth’>,  ‘moves’> 

 

Pairing the lexical items with the semantic values, then, we get Richard’s RAM: 

 

<<‘the earth’, the earth>, <‘moves’, movement>> 

 

                                                 
54 As noted chapter 1, there are indefinitely many notational variants for logical forms. One might, for example, use the 
Begriffsschrift (seen chapter 1) or Polish notation, etc. But the eventish logical form notation I favor, which sticks 
relatively close to surface form, has the additional merit that it often permits us to see the correspondence between LF 
and logical form (see chapters 1, 2, and below). 
55 Rightly interpreted, natural language sentences may be seen as substitution instances of logical schemata (not every 
aspect of which need be ‘pronounced’). But this is not a matter of appearances. When Fodor (1978) (qtd. §2.1) writes 
that attitude reports and the like appear to have relational logical form (and that theory should ‘save the appearances’ so 
far as possible), this appearance obviously cannot be anything like the appearances involved in judgments (intuitions) of 
grammaticality and validity. There is a sense in which sentences appear (seem) to us (competent language-users) 
grammatical and inferences valid. Logical forms, like LFs and other syntactic structures, are theoretical hypotheses about 
what competent users of language (speakers, thinkers) must know in order to have these intuitions. But we appear to 
have no direct, conscious access to these forms. So although it’s a nice line, attitude reports don’t appear to have 
relational logical form. They don’t appear to have any logical form whatever – if, again, this appearance is supposed to 
be anything like appears grammatical or appears valid. In any case, their logical form is not relational. This fact indeed explains 
our semantic/logical judgments. 
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Modulo the view on semantic values, this may then be seen to correspond with the ILF: 

 
<S, t> 

 
 
      <NP, the Earth>     <VP, the Earth> 
 
 

    <N, the Earth>       <V, the Earth> 
 
 
 <the Earth, the Earth>    <moves, the Earth> 

 
 

Pruning the non-terminal nodes, and replacing the extensional semantic values with Russellian 

semantic values, we have: 

 
 

 
 

<<‘the Earth’, the Earth> ,  <‘moves’, movement>> 
 

 

deleting the lexical items and brackets, then, we have a King- (2007) style proposition: 

 
 

 
 

                                the Earth*                               moves* 
 
 

with the Russellian semantic values represented King’s way. Replacing the Russellian semantic values 

with Fregean senses, we obtain a Fregean Thought, which we might represent: 

 
 

 
 

                               the Earth                                            MOVES 
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Remembering that these structures correspond with our eventish logical forms, we might then 

provide the following representation: 

 
 

 
 

∃e[subject(e, the Earth)                  &                         moving(e)] 
 
 

And as the structure of a Fregean Thought, we might wish to represent it: 

 
 

 
 

           ∃e[SUBJECT(e, the Earth)            &                     MOVING(e)] 
 
 

Branching, you will recall from chapter 1, is to syntactic form what conjunction is to logical form – 

and concatenation to surface form.56 

 The picture I am working with is (again, recall chapter 1) the following: 

 
 
 

                                                 
56 Of course, the tree structures are isomorphic with the labeled-bracket representations seen chapters 1, 2. And of 
course, these structures in turn could be represented in indefinitely many other ways – say, in a program language. 
Among the indefinitely many program languages in which this information might be encoded (the choice being mostly a 
question for engineering), (2), for example, might be represented something like this: 
 

<sentence> 
       <nounphrase> 
              <noun>the earth</noun> 
       </nounphrase> 
       <verbphrase> 
           <verb>moves</verb> 
       </verbphrase> 

</sentence> 
 
After all, on the working assumption, we’re computers. (But we’re working at a rather high level here. The devil, surely, 
is down in the machine code.) 
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It differs somewhat from what either a typical Russellian or Fregean would adopt. Frege, for one, as 

has been noted, recognized but one way of securing a semantic value, and that is by reference. On 

his view, a sentence refers to – in fact, names – the True or the False, depending – namely, we 

would now say, on the model or interpretation of the language. But I agree with Frege that (uses of) 

sentences (in context) express propositions (or Thoughts), which present states of affairs. An 

obtaining state of affairs, again, I take to be a fact; these being the truthmakers for (contextually 

used) sentences. On this view, states of affairs/facts are one thing, and sentences and propositions 

another: things being some way is one thing, one’s taking them to be that way another.57 A typical 

Russellian, by contrast, will claim that facts are just true propositions, understood in the Russellian 

way. But I share Frege’s incredulity about these propositions. And yet, their representations are 

suited to represent states of affairs/facts. Pairing the Fregean Thought with its truth-maker, the 

corresponding fact, we then have: 

 

 

                                                 
57 A property, remember, is a way something can be. Things being some ways are states of affairs – ways for the world to 
be. For one who has grasped some way for the world to be (some way the world might be), the property is a concept. The 
concept (sense, mode of presentation) enters propositions (Thoughts) as constituents. A way for the world to be, then, is 
a way for one to take (cognize, or re-cognize) the world to be. Properties, to repeat, are ways things might be. But there 
is no recognized way things might be recognition of which does not involve some way of taking things to be. And these 
ways we take things to be are revealed in the ways we talk about things. I say how the world is and thereby show you the 
way I take it to be, the way it is for me. We assimilate Frege’s reference/sense distinction to Wittgenstein’s say/show 
distinction.  

proposition 

 state of affairs    sentence 

  expresses presents 

specifies 
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         ∃e[SUBJECT(e, the Earth)                &                       MOVING(e)] 

 
 

 
 

 
                                the Earth*                                moves* 

 
 
 

Alternatively, removing redundancy: 

 
 

 
 

         ∃e[SUBJECT(e, the Earth)                &                       MOVING(e)] 
 
 

 
 

 
                                the Earth*                                moves* 

 
 
 
On the other hand, as I’ve discussed, I don’t quite agree with Frege about propositions either. I take 

senses as grasped to be concepts and concepts to be ideas in Frege’s sense. But all this was discussed 

chapter 1. I need only repeat that it is a mistake, I think, to think that these things are in the first 

instance objects. (Properties and propositions as objects of reference are plausibly hypostatizations of 

ways of talking/thinking about things being some way and taking/representing things to be some 

way. We turn things being (taken to be) some ways into ways for things to be (taken to be).) 

Repurposing the above picture, we let the Fregean thought be an interpreted sentence of an 

idiolect – a psychologically real Fregean Thought, a tokening of a sentence of one’s language of 

propositionally articulated thought. Again, contra Frege, to think the same thought it is not necessary 
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to stand in psychic relations of a type to the self-same object. The tokenings are events. So to think 

the same thought is to participate as subjects or agents in events of the same type. Just which 

properties of such events are relevant to their type-individuation is, as we’ve seen this chapter, an 

occasion sensitive matter: potentially, just about any property of the event might matter to its type-

individuation.58  

 We turn now to the possible worlds view. It’s the last view on our list. 

 

 

8 POSSIBLE WORLDS 

 

 All the theories so far discussed take the objects or contents of the attitudes and 

mental/speech acts – whether propositions, sentences, ILFs, or whatever – to be structured objects. 

Such is the majority view in the philosophy of mind and language. But there are theories adopting 

both RV and propositionalism, so the face-value theory, according to which propositions are 

unstructured. And by far the most widely accepted view of this kind is the possible worlds view, 

according to which propositions are functions from possible worlds to truth values, or (equivalently) 

sets of possible worlds. 

On what I take to be the most plausible view of what possible worlds are, they are 

comprehensive ways the (actual) world might have been or might be (see e.g. Stalnaker 1984). As I 

construe the idea, then, they are certain notional constructions: a possible world is not to be identified 

                                                 
58 As for how we come to type mental/speech acts and other events in the way we do, or determine what is said/what is 
thought, well, the question is essentially the same as the question how we come to judge that any two objects (for 
example, two letters) share a property (or, if you like, participate in a Form). We are, I suppose, trained up by the world 
at large, including importantly our language community. But we also have something like a ‘common store’ of innate 
concepts, predispositions, or cognitive structures that – together with similar learning histories – ensure convergence on 
these matters of judgment. See discussion chapter 1. 
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with the (maximally consistent) set of sentences that specifies it; it is rather what satisfies this 

specification. All the possible worlds so understood are just all the total states of affairs 

corresponding to all the (permissible) models of a language. Just as the number 12 might satisfy ‘the 

sum of 7 and 5’ without need of being concrete, so with possible worlds.59  

We can build up to the possible worlds view of propositions step-wise. On this view, 

expressions have not just extensions ‘at’ a world but intensions, which are functions – taken either 

‘in-intension’ or ‘-extension’. Taken the first way, the intensions of names, n-place predicates, and 

sentences are functions from possible worlds to individuals, sets of n-tuples, and truth-values. If 

names are rigid designators, they are assigned the same individual for every possible world (in which 

the individual exists); but assignments of extensions to predicates may vary with world, and so too 

may the truth-values of sentences.60 In other words, picking up the last, the intensions of sentences 

map worlds to true (or false) if the sentences are true (or false) at that world. And this has suggested 

to many the idea that such intensions are propositions. Taken in-extension, then, propositions are 

sets of possible worlds – to wit, the sets of possible worlds at which the sentences which express the 

relevant propositions are true. (Similarly, on this view, properties are identified with functions from 

worlds to sets of individuals, or (again equivalently) sets of individuals. – In fact, propositions are 

properties of worlds, which are individuals over which modal operators quantify.) 

But there is a very well-known problem for this view, namely (what Stalnaker 1984 calls) the 

problem of equivalence: every necessarily equivalent sentence expresses the same proposition. Thus, 

                                                 
59 There are other construals of possible worlds, including views which take possible worlds to be concrete. On this 
view, elaborated and defending most famously by Lewis (1973), ‘actual world’ just means this world. (We don’t know 
which exhaustive specification this world satisfies. It’s the point of inquiry to find that out – to find out, in other words, 
which world we’re in.) But what can I say? I’m incredulous. 
60 If there are essential properties, then an individual can’t have just any property in some possible world. To the extent 
that inquiry in this area is at all rigorous, it is in effect an explication of our conceptual-categorial scheme as encoded in 
language. The set of permissible models of a language is determined by semantic competence, so the questions turn 
essentially on just that. See §1.12. (For expository purposes at least, it is common to pretend that worlds are at stand-still, 
or else to take a time-slice of a world, or a world at a time. The picture must be considerably complicated to account for 
the fact that everything is changing all the time.) 
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every necessarily true or false sentence expresses the same proposition as every other necessarily true 

or false sentence. (The first is the set of all possible worlds and the second the null set.) For 

example, the sentences  

 

(30) Two and two make four. 

 

and  

 

(31) No three positive integers a, b, and c satisfy the equation an + bn = cn for any integer  

       value of n > 2. 

 

are said to express the same proposition. Obviously, however, this will not do if propositions, as 

expressed by (contextually used) sentences, are among the properties with respect to which we 

individuate events like mental/speech acts and attitudes.  

Let Sal be a two-year old. And suppose she believes that two and two make four. On the 

possible worlds view,  

 

 (32) Sal believes that two and two make four. 

 

is true iff  

 

(33) Sal believes that no three positive integers a, b, and c satisfy the equation an + bn = cn  

       for any integer value of n > 2. 
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is true. But this is implausible. (Sal might be precocious for a two-year old, but she certainly isn’t that 

precocious.) As was seen §2 with the first kind of neo-Russellian view, then, the possible worlds 

view does not square with our practices of assenting to and withholding assent from attitude 

ascriptions on the basis of assenting to and withholding assent from (contextually used) sentences. 

And however much Stalnaker might wish to turn this bug into a feature, it’s a bug.  

 An advantage of the possible worlds view of propositions is supposed to be that it goes 

more naturally with the practice of ascribing attitudes to non-linguistic beings, specifically in that it 

does not require for the truth of reports that individuals stand in attitude relations to sentence-like 

objects, whether structured propositions, sentences, or ILFs, etc., as RV + structuralism requires. 

And I agree with Stalnaker (1987) that this is a problem for proponents of RV + structuralism; but 

then, it isn’t our problem. On the view developed in the foregoing, the truth of reports does not 

require that there be objects of attitudes in the sense proponents of RV require, so the question 

whether we’re committed to ‘cognitively realistic’ objects of attitudes (whether of linguistic or non-

linguistic beings) simply does not arise. But in any case, even if this is a problem for RV + 

structuralism, the problem of equivalence is still a problem for the possible worlds view – in fact, I 

think, an insuperable one. 

That completes the survey of alternative views. I advertised §1 that the solution to (the variations 

on) FSP would not be ‘too complicated’. And I think I can now make good on that.  

 

 

9 THE SOLUTION TO FSP 

 

 The differences between the views we’ve discussed revolve principally around the question: 

What is the nature of the referents of that-clauses? What are the objects of the attitudes (belief, 
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desire, hope, …) and mental/speech acts (judgements, assertions, guesses, proclamations, …)?61 The 

various Frege cases are intended to test whether the theory of this object endows it with the 

properties needed to individuate attitudes of a kind and so explain our patterns of judgments of 

sameness and difference, truth and falsehood. But no object whatever plays this role. 

 On the view of the form and interpretation of reports developed in the foregoing, the 

question is rather: Which properties (and so what kinds of properties) exemplified by use- 

(utterance, inscription, production, performance, demonstration) in-context of the content sentence 

of ascription are relevant to the individuation of the event (act, state) introduced by the verb of 

report? And the answer is: It depends. It depends, namely, on which aspects of the demonstration 

are intended to be depictive, and this in turn will depend on the interests and purposes of the 

speaker and hearer.  

If the analysis is wanted in the form of a truth-clause, we may write: 

 

 Truth-clause 1: 

Instances of ┌x V that S┐ are true iff x participates as agent or subject in an event (act, state) 

exemplifying contextually salient properties exemplified by use-in-context of ┌S┐. 

 

That is: 

 

 Truth-clause 2: 

                                                 
61 Notice that the latter are all ambiguous between act and product of act, or completed act – the act and what it is 
intended to be. Each has a telos. Compare: representation, meaning, reference…. 
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Instances of ┌x V that S┐ are true iff x participates as agent or subject in an event (act, state) 

type-individuated by contextually salient properties exemplified by use-in-context of ┌S┐. 

 

Since events just are property exemplifications, this amounts to the following:  

 

 Truth-clause 3: 

Instances of ┌x V that S┐ are true iff x has the property of V-ing that S.  

 

But having the property of V-ing that S is just V-ing that S. So, for a maximally shallow analysis, we 

have: 

 

 Truth-clause 4: 

Instances of ┌x V that S┐ are true iff x V that S. 

 

Just what this property – V-ing that S – is depends on which properties exemplified by use-in-

context of ┌S┐ are salient, that is, again, on which aspects of demonstration are intended to be 

depictive, where this in turn depends on the interests and purposes of speaker and hearer. 

 When the report is direct (or mixed), a wide range of kinds of properties are potentially 

relevant, including all those highlighted by ILF theorists. When it comes to indirect and attitude 

reports, these properties are still relevant; however, not all of these properties are relevant in the same 

way. What matters in the latter cases I think is just the content of (demonstration of) the content 

sentence, whether (intended to be) read de re or de dicto; but the de dicto case the other properties 

exemplified by use-in-context of the content sentence (phonological, morphosyntactic, etc.) may 
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help identify which (whose) idiolect it is to which the dictum belongs.62 On my view, remember, 

propositions are properties of events; the expression-relation is a property-property instantiation or 

type-token relation. And just as it may contextually vary whether two objects are the same color 

(whether, if you like, they same-color one another), it may contextually vary whether two utterances 

samesay one another or express the same proposition.63 

In the de re case, what matters is the state of affairs specified by use of content sentence in 

context. (As discussed last chapter, potentially any element of the content sentence may be read de re 

or de dicto in a report of canonical de dicto form. Here, for simplicity, I am supposing the content 

sentence is read fully de re.) In the de dicto case, it matters how this state of affairs is specified, i.e. what 

proposition is expressed by use of content sentence in context. And in order to indicate this (viz. 

what proposition is thereby expressed, what way of taking/conceptualizing/representing the relevant 

state of affairs is shown), it may be necessary to demonstrate (utterance/inscription of) content 

sentence the way the subject of ascription would. And what this comes to is speaking (or making as 

if to speak) an idiolect (with its various semantic, phonological, morphosyntactic, etc. properties) 

other than one’s own. Oftentimes, within a language community, idiolects relevantly overlap; and in 

such cases we do not mind the de re/de dicto distinction. But breakdowns in communication do occur, 

and the de re/de dicto distinction helps work them out. 

                                                 
62 We could revert to the subscripting seen earlier: e.g. ‘Harvardpronounced /hahvahd/’. In using this, we would refer to Harvard 
and indicate the way it is used; in mentioning it, we would mention a way to refer to (so think about) Harvard. Similarly, 
we could view annotated ILFs as representing/displaying the relevant properties. But these would be only heuristic 
devices, or a form of notation to be used in written representations. They are not objects of (acts of) reference in reports 
which then do the work of individuating or type-specifying a reported event (act, state). In the typical case, there are no 
such objects. (I include the qualification to cover non-typical situations in which we might use what I call below deferred 
demonstration.) 
63 Few philosophers today explicitly defend the idea that in order for two objects to have (be) the same color, there must 
be some object, some abstract (publicly accessible) Form they are related to (from which, perhaps, they ‘inherit’ their 
color). And yet, when it comes to properties of mental/speech events and their products, this is precisely what many 
hold. (Of course, as discussed earlier, some hold that the Form is concrete (physical, specifically neural); but this is hardly 
an improvement.) See Chomsky, qtd. n. 20. 
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At this point, I think an excursus on Clark and Gerrig’s (C&G) (1990) account of quotation 

might be worthwhile. 

  

 

10 MORE ON QUOTATION (DEMONSTRATION) 

 

 C&G distinguish three ‘methods’ by which people perform communicative acts (i.e. acts 

governed by the intention to convey information), of which linguistic acts are a special case: 

indicating, demonstrating, and describing. 

The ‘primary function’ of indication, they explain, is to ‘designate things’ (765). With 

descriptions – you guessed it – we describe things. Put another way: we say how they are. When we 

demonstrate how things are, by contrast, we show how they are. That is, by ‘demonstrate’, C&G 

mean illustrate by exemplification (764, n. 2).64 ‘Demonstrations work’, they write, ‘by enabling others to 

experience what it is like to perceive the things depicted’ (765).  

Demonstrations are ‘non-serious’ and ‘selectively depictive’ actions and may be (i) 

interwoven with language use or (ii) a component part of language use. They are depictive as opposed 

to descriptive:  

 

Demonstrations and descriptions are fundamentally different methods of communication. 

Demonstrations depict their referents—what is demonstrated—whereas descriptions do not. 

(764) 

 

                                                 
64 They note that ‘these methods roughly correspond to Peirce’s division of signs into indices, symbols, and icons’ (765, 
n. 3). The difference between demonstration and depiction, they also note, can be traced at least as far back as Aristotle’s 
distinction between mimesis and diegesis. 
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(Obviously, they are not working with Wittgenstein’s (1921) extended use/sense of ‘depiction’.) 

Descriptions and demonstrations differ in ‘the way they represent their referents’: 

 

Alice’s demonstration of George’s limp doesn’t merely stand for, denote, or symbolize the 

limp. It depicts it. It differs from the assertion ‘George limps by cocking his left knee each 

time he steps’, which describes the limp instead. (767) 

 

Moreover, unlike paradigmatic descriptions, depictions are non-serious: they are only imitative or 

pretend.65 When, for example, one demonstrates what one looks like when one winces in pain (or, 

what wincing in pain looks like), one pretends to wince in pain. (One need not be wincing in pain.) 

In so doing, one depicts (shows) what it looks like when one winces in pain; one does not describe 

(say) what it looks like. (The parenthetical remarks are mine and are intended to tie what C&G say to 

what I have said.) 

Not all demonstrations need be component parts of language use. A mime might 

demonstrate many things while saying nothing.66 But some demonstrations may be component parts 

of language, and quotations – according to Clark and Gerrig – provide a case in point. 

                                                 
65 Cf. Wierzbicka’s (1974) dramaturgical theory of quotation. 
66 On the other hand, C&G appear to be of two minds about this. They provide this example (p. 765): 
 

Herb! [points to Eve] + [puts an imaginary camera to his eyes and clicks the shutter] 
 

about which they write: 
 

With his first gesture he refers to Eve by locating her, and with his second, he denotes the action of taking a 
photograph by depicting it. The first gesture is an indication, and the second, a demonstration. What he means 
is ‘Herb, Eve is taking a photograph.’  
 

Delete ‘Herb!’ and the actor is just miming. I assume that what C&G mean by the last claim is that the actor means what 
‘Herb, Eve is taking a photograph’ could be used to mean. If this is right, then combinations of indication and 
demonstration can convey descriptive content (cf. Haugeland (1991) on ‘discursive content’ as opposed to pictorial 
content), even without employing descriptions. If correct, this may suggest that the only difference between 
communicative gestures like the above and linguistic acts more specifically is that with the former it may be less 
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C&G emphasize that by ‘demonstrate’ they do not mean point to (in their terminology, 

indicate); instead, again, they mean illustrate by exemplification (or depiction). (They want to distinguish 

their account from Davidson’s (1979) demonstrative account.) But they note that we can 

demonstrate not just tokens or types of acts but tokens or types of other types of events, including 

processes and states, as well as (appearances of) objects, by showing, depicting, demonstrating ‘what 

in part it looks, sounds, or feels like to a person for an event, state, process, or object to be present’ 

(766).  

 

So people can demonstrate a cough, the rhythm of part of a Chopin prelude, the sound of a 

car engine, the sound and action of a jackhammer, the length of a fish, the size and shape of 

a platter, the speed of a snail, or the appearance of a chimpanzee, a palace guard, or a cripple 

(766-7). 

 

(Note that these are all events in the broad sense, i.e. property exemplifications.) These 

demonstrations will in fact be integral to the truth conditions of whatever is said with aid of them. If 

you say 

 

 (34) The palace guard is all [demonstration of the palace guard being some way]. 

 

and the palace guard isn’t that way (the way you just demonstrated the palace guard being), then what 

you said is false. 

                                                 
determinate exactly what message the actor intends to convey. (After all, why not: ‘Herb, take a photo of Eve!’?) That is, 
perhaps, they differ in their degree of articulation; cf. Goodman 1968. And see below on music and dance. 
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But on the other hand, C&G allow that one might demonstrate (illustrate by 

exemplification) by indicating (pointing to) something demonstrating something (e.g. indicating 

someone serving like McEnroe). Similarly, one might take advantage of a discourse context, as B does 

following A: 

 

 A: The earth moves. 

 B: Galileo said that. 

 

The situations are, indeed, the same: B indicates A’s performance as a demonstration (an 

exemplification) of what Galileo said (thus: an act of the contextually relevant type). This works even 

if A did not intend her performance as a demonstration. Of course, B might produce what A did 

herself. That’s what we typically do with direct reports, so quotations. And so we arrive at C&G’s 

primary thesis: ‘quotations are demonstrations that are component parts of language use’ (769) 

(Sometimes, what we might call deferred demonstration (on the model of ‘deferred ostension’, 

discussed chapter 2) seems obligatory. Suppose, for example, I want to show you what color my 

curtains are. I cannot so easily become the color they are. So we have examples like Heal’s (again, 

recall chapter 2): 

 

(35) My curtains are colored thus {holds up a color chip}. 
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(The claim will be false if the curtains are not so colored. Just how close the color must be to the 

color of the curtains will vary with context.) Thus, by way of the idea of deferred demonstration, we 

seem to collapse the distinction between demonstration in Davidson’s sense and C&G’s.67)  

As noted, not all aspects (properties) of a demonstration are relevant to what a reporter 

intends to convey in part by the demonstration. According to C&G, ‘demonstrators intend their 

recipients to recognize that their demonstrations divide into four parts’:68 

 

(A) Depictive aspects: aspects of the demonstration that exemplify relevant aspects of what 

is demonstrated 

(B) Supportive aspects: aspects of demonstration not themselves depictive but ‘necessary as 

support in the performance of the depictive aspects’ 

(C) Annotative aspects: aspects ‘added as commentary on what is being demonstrated’  

(D) Incidental aspects: remaining aspects ‘incidental to the demonstrator’s purpose in 

demonstrating, aspects he or she has no specific intentions about’ (768) 

 

If the recipient is to understand the point of the demonstration, C&G note, they must ‘decouple’ 

these different aspects of the performance; they must recognize the demonstrator’s intentions – 

which aspects they intend to be depictive, supportive, annotative, and which aspects are incidental. 

(C&G call the depictive aspects of the demonstration the ‘demonstration proper’ (769).) In their 

example, what the demonstrator demonstrates is the way McEnroe stands, moves his arm, head, 

body, etc. but not how fast he serves, what hand he uses, etc. (recall chapter 2).  

                                                 
67 They seem almost to acknowledge this. In a footnote, they write: ‘Demonstrations might be thought of as containing 
indications. When Alice demonstrates McEnroe’s serve, she is in effect pointing at her own actions as a means of 
locating what Ben should be attending to.’ (p. 765, n. 4) 
68 Here I paraphrase where I don’t quote. 
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Again, these demonstrations may be component parts of language – that is, I take it, 

integrated into the grammar of the language into which they are interwoven: ‘the depicted words 

must have a structure that [the reporter] can appropriate as part of the incorporating utterance’ 

(790). (Cp. Partee, discussed chapter 2.) Thus to embed a quotation is to assign it a 

grammatical/functional category – that is, to use the demonstration that is the quotation as (say) a 

noun phrase, predicate nominal, modifier, etc. (see pp. 771-2). Since quotation is demonstration of 

(uses of) language, there is linguistic structure to what is demonstrated. But that structure (in a pure 

or direct quotation) is accidental to the structure of the sentence which includes the demonstration 

as component part. To describe this, C&G distinguish between the ‘internal’ and ‘external’ structure 

of a quotation:  

 

An essential property of embedded quotations is that their external and internal structures 

are, in a certain way, independent of each other. The fact that [the demonstrator/reporter] is 

depicting [utterance of] a sentence doesn’t interact with the fact that he is using the 

demonstration as [e.g.] a noun phrase—as long as the demonstration has the right 

denotation.69 (771) 

 

They continue: 

 

The same internal structure can be embedded in a variety of external structures, and vice 

versa, and they will be structurally independent. The demonstration of the utterance of a 

sentence, for example, can be embedded in many types of external structures.  

 

                                                 
69 C&G use ‘refer’, ‘designate’, and ‘denote’ more or less interchangeably and so rather loosely. 



 229 

Externally, a quoted sentence may belong to a serious action (the reporter’s report), while internally 

it belongs to a non-serious action (the reporter’s demonstration of what is reported).70 And again: 

the grammatical category assigned to the quoted material may differ, depending on how it is 

embedded in the sentence. Recall Partee: 

 

It appears that the basic principle is that, in understanding A’s sentence, B must impose 

enough structure on it to perceive structurally significant relations between A’s sentence and 

his own. (418) 

 

(She adds, remember: ‘And apparently B can do this even if he cannot generate A’s sentence 

himself’ (418). That is, even if the reported material is no part of the reporter’s idiolect – and so 

would not be generated by her I-language.) C&G add (p. 772) that quotations need not be 

embedded in sentences to be component parts of language. They can be embedded in narratives or 

discourse contexts, as in the above example.71 More generally, they observe: ‘many actions are 

identifiable as demonstrations only from their relation to surrounding activity’ (766). And this 

surrounding activity may of course be linguistic. 

So what aspects of quotation (so direct reports) might be (intended to be) depictive? Well, 

again, just about any aspect you please – including all those noted by ILF theorists. In fact, a very diverse 

number and range of kinds of properties or aspects of demonstration fall under L&L’s label 

‘pragmatic’, including rhythm, intonation, and other aspects of prosody, accompanying facial and 

                                                 
70 As C&G observe, non-serious acts like demonstrations can be performed as parts of serious acts (766). Thus, A may 
report on B by demonstrating one of B’s acts. This demonstration will be non-serious but the report itself serious. For 
example, A may assert that B asserted that the earth moves without asserting that the earth moves. This process is 
recursive. C may then (seriously) report A’s report of B’s act by (non-seriously) demonstrating A’s act of reporting B’s 
act. And so on. 
71 See Partee on this, too.  
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bodily gestures, and so forth. Sometimes, also, the perspective of the one whose act or state is 

demonstrated matters – and sometimes not. Here C&G speak of ‘engrossment’. In 

demonstration/depiction, the speaker/actor engrosses the hearer/recipient in a simulacrum (or re-

production) of the event reported on by re-enacting or ‘revivifying’ it. They provide the following 

comparison for example: 

 

(36) Alice: George said, ‘I’ve had it up to here [Alice raises her hand to her forehead] with 

this goddam job. 

 

(37) Alice: George said that he was really fed up with his job. (793-4) 

 

The first, of course, is a direct report, the second indirect.  

So now we have another way of describing the contrast between indirect and direct. The first 

engrosses the hearer in (a simulacrum or reproduction of) the event reported on; the second 

describes it. (Novelists similarly engross their readers in the worlds of their characters by the way they 

use words.72 And of course, they often engross readers in more than what characters outwardly are 

and do in the worlds they inhabit; they also engross readers in their characters’ ‘inner worlds’, their 

thoughts.) Relatedly, then, as was noted, the contrast may be drawn in terms of perspective. In the 

first case, Alice takes on George’s perspective (indeed, she pretends to be George), whereas in the 

second she maintains her perspective and describes (relevant aspects of) what she demonstrates in 

                                                 
72 As C&G write: ‘Through its orthographic conventions, [written language] can represent such things as sentences, 
words, phonetic segments, and some temporal and intonational information, but not tone of voice, voice pitch, nasality, 
many speech defects, singing, or gestures’ (782-3). In written language, then, we resort to description where, when 
speaking, we may depict. But creative novelists have gone a long way to actually depicting such things with the written 
word. There are some illuminating discussions of this in literary theory. See e.g. Blackmur (1952) on the use of gesture in 
heightened, creative language – or, the use of language as gesture. (Here language is created.) 
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the first. And this is related, I think, to the degree to which reported material is incorporated or 

unincorporated into the grammatical structure of the reporting sentence – that is, into the speaker’s 

language, which is spoken, perforce, from her perspective. 

 There is much more in C&G’s very rich discussion, interwoven as it is with a large number 

of naturally-occurring examples of spoken and written quotation; but this should suffice. 

 

 

11 THE DEPICTION/DESCRIPTION DISTINCTION & ASCRIPTIONS TO 

NON-LINGUISTIC BEINGS 

  

The indirect/direct distinction is a distinction of theory – a taxonomic distinction; and a 

rather coarse-grained one at that. We could make finer-grained distinctions by analyzing reports into 

their relevant aspects (morphosyntactic, phonological, semantic, etc.) and asking whether they are 

intended to be depictive, supportive, etc. A grammatical mark of the depictive/supportive 

distinction would be incorporation into the reporting sentence (utterance, inscription). As noted last 

chapter, this would in fact take care of the work the de re/de dicto distinction is employed to perform: 

what occurs de re properly belongs to the reporting sentence, the language of the reporter; what 

occurs de dicto belongs to the subject of the report (or in any case, relevant aspects of the dictum are 

intended to so belong). According to C&G, direct but not indirect reports involve demonstration, so 

depiction, and not description (764). But what the Frege cases show is that even ‘indirect’ and so 

attitude reports may depict. In fact, this extends to the various related constructions noted last 

chapter, involving not ‘believes that’ or ‘says that’ but ‘wonders whether’ and the rest. For example, 

 

(38) Jason wonders whether /hahvahd/ is a good school. 
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might be true, and 

 

 (39) Jason wonders whether /harverd/ is a good school. 

 

false. Here, as we would normally write it, ‘Harvard’ occurs de dicto, that is – in the vocabulary lately 

suggested – it is used depictively. 

When, by contrast, ‘Ertha’ occurs de re in  

 

(40) Galileo {said/believes} that Ertha moves. 

 

use of ‘Ertha’ is supportive of depiction of Galileo’s ascribing (in speech, thought, or deed) the 

property of moving to the earth. In such occurrences, ‘Ertha’ is assumed to be intersubstitutable 

salva veritate with any term with which it is co-referential. (In the usual case, speaker and hearer 

assume their idiolects relevantly overlap. We assume this now.) It does not matter (to us) if Galileo 

would object to the report so read.  

But when ‘Ertha’ occurs de dicto, it does matter. Possibly, then, not just any word which the 

reporter takes to refer to the object she takes Galileo’s ‘la terra’ to refer to will do. But if, on the 

other hand, Galileo has no language (suppose we’ve ascribed just a belief, and probably not the belief 

that the earth moves, on the basis of his non-linguistic behavior), no difference may be recognized – 

as indeed, no difference may be recognized when we ascribe attitudes to pre-verbal humans and 

non-human animals. The fact is, we recognize it to be a property of the earth that ‘the earth’ is used 

to refer to it. But if the relations obtaining between linguistic acts of reference and predication and 

the objects we thereby refer to and describe are not recognized or indeed recognizable by the one to 
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whom we ascribe an attitude or thought, then no difference between the de re and de dicto is 

recognized. The truth-clauses – e.g. 

 

Truth-clause 1: 

Instances of ┌x V that S┐ are true iff x participates as agent or subject in an event (act, state) 

exemplifying contextually salient properties exemplified by use-in-context of ┌S┐. 

 

– still apply. 

In fact, the truth-clause, if true, explains how ascriptions of attitudes to non-linguistic beings 

may be true: the ascribees need only participate as subjects in events type-individuated by 

contextually relevant properties exemplified by use-in-context of the content sentence. Presumably, 

in the case of non-linguistic beings these will be properties pertaining to the states of affairs 

specifiable with use-in-context of the content sentence – states of affairs with respect to which 

ascribees may be behaviorally-related attitude-wise (a topic of next chapter). By the same token, 

then, the truth-clause explains how quotations (so direct reports) in translation are possible. For that 

matter, in fact, it explains how quotations/direct reports are possible (punkt). (We are continually 

translating between idiolects.)   

As C&G note, the commonly made ‘verbatim assumption’ would have it that only ‘the 

sentence uttered’ matters to quotation; whereas, to the contrary,  

 

speakers can be committed to depicting any combination of aspects. No one of them is 

privileged. (799) 
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In fact, except in the pages of reputable journals and news outlets, verbatim quotation is 

probably quite rare.73 It just has to be close enough, in contextually relevant respects, by contextually 

varying standards. This is already obvious from the fact that, as in the running example, we can have 

direct reports in translation. 

 If we thought that in order to provide a quotation or direct report, the words used by the 

reportee must be mentioned by the reporter, then – if we cared to observe how language is actually 

used, and even if we idealized away differences in idiolect – we could not but conclude that a 

vanishingly small number of quotations or direct reports have ever been provided – or even 

attempted, actually. And that the vast majority of those provided (or attempted) were inscribed 

quotations or direct reports of inscriptions. In fact, we would have to conclude that 

quotations/direct reports in (non-homophonic) translation are impossible.74 But not only would this 

not accord with the commonly accepted usage of ‘quotation’ (which recognizes quotations in 

translation), but it would make ‘quotation’ (scare-quotes) a minor and uninteresting object of study.  

Perhaps, come to think of it, that’s why ‘quotation’ so often is thought to be a minor and 

uninteresting object of study75 – and despite the very obvious syntactic and semantic parallels with 

the voluminously discussed cases of indirect and attitude reports. But in any case, the verbatim 

assumption is mistaken (as C&G do much to show). And now I get around to what I really want to 

say: the fact that the verbatim assumption is so widely assumed is attributable I think to the 

distorting influence of a myopic preoccupation with the written word.76 This in turn is I think related 

                                                 
73 And even then, it might be unprofessional to provide a truly verbatim report (see C&G p. 800). Word salad is not 
uncommon. And yet, we are right to insist that speakers are linguistically competent. And we should, I have argued, take 
the same attitude to people’s reasoning in/with language. In fact, I’m taking this opportunity: the more I think about it, 
the more downright mystifying I find the asymmetrical views on linguistics and logic vis-à-vis psychology among 
academic philosophers. It is, I think, especially odd for those who have spent time grading both term papers and exercise 
sets.  
74 As e.g. Goodman 1978 concludes, precisely on grounds of the verbatim assumption, as C&G note p. 798. 
75 I believe I read somewhere that Fodor once remarked that the only thing less interesting than quotation is 
punctuation. 
76 C&G note the ‘written language bias’ and point to Linnell 1982.  
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to the tendency (especially strong, I think, in philosophy of language) to think of language (in every 

theoretically interesting sense of the word) as a corpus, abstract or concrete – just a composable 

collection of objects at rest. I think this, moreover, is related to the idea that when we say something 

we say some thing, some object. And I think, finally, that this is a mistake – and that the mistake is 

carried over to theorizing about belief and the other attitudes.   

 

 

12 ACT, RECORD, & REPRESENTATION (UNFOLDING, COMPLETE) 

 

 Linguistics in the Chomskyan tradition, as discussed chapter 1, is a branch of psychology 

concerned principally to account for our capacity to produce and comprehend speech. It is 

concerned, in other words, with our linguistic competence. But perhaps it should be emphasized that 

our linguistic performances – which are exercises of capacity and evidence of competence – are in the 

first instance events – in fact, articulated acts. The written word is but a record of such acts. 

 When we think of logical forms, I think many of us tend to think of objects, and in 

particular of the forms of sentences such as these on a page or screen. The types of which these 

inscriptions are tokens, too, are supposed then to be objects, albeit non-concrete (or abstract) – 

hence: abstract objects. We think, in other words, of inscriptions, whether tokens or types. But of 

course, not everything that has structure or form – like a work of architecture – is an object. What 

unfolds in over time/space, according to some pre-determined order, i.e. systematically, also has form 

or structure.  

As Wittgenstein (1921) observes: 

 



 236 

There is a general rule by means of which the musician can obtain the symphony from the 

score, and which makes it possible to derive the symphony from the groove on the 

gramophone record, and, using the first rule, to derive the score again. That is what 

constitutes the inner similarity between these things which seem to be constructed in such 

entirely different ways. And that rule is the law of projection which projects the symphony 

into the language of musical notation. It is the rule for translating this language into the 

language of gramophone records. (4.0141) 

 

Of course, he here relates the structure of the score to the structure of the symphony as a completed 

piece to the structure of the groove on the gramophone record. But between each are acts (events) 

describing (making, producing) patterns. The musical score is a picture of ‘the musical idea’ (as 

Wittgenstein puts it), instructions for (re-)producing the series of sounds composing the symphony; 

and the groove of the record is a (literal) record of the series of sounds (changes of waveform in the 

medium of air) as they were produced on an occasion.  

The score presents (at a time) the structure of the symphony in space: the score is a structured 

object. And the record, too, for one who can read it (a record player), presents (at a time) the 

structure of the symphony in space. (When you play the record, or set it to play, the movement of 

the needle repeats the pattern the first needle made, as it was moved by the sounds that were 

played.) You can imagine a simpler structure from which one might read the pattern of its making: a 

simple spiral with ink:77 

                                                 
77 This image and the images below were pulled from the web. I saved them some time ago and neglected to note the 
sources. 
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If you are informed it begins in the middle, then it is now a picture of the (patterned) movement 

that made it. But the spiral as movement unfolding is not present at a time. The movement is something 

that takes place over time/space; but when the movement is complete, it is nowhere. Just so, the 

symphony as performed is never present at a time, and when it has been played, it is nowhere. What 

remains is the pattern (on the score, on the gramophone record, in your memory) for re-producing 

it. The record if enduring serves as a representation qua object. But it has this status only if it is used 

– in a representation qua act – as instructions for re-production. 

Every playing of the symphony (an event token, if you like) is a singularity. But as a 

patterned event, it’s a repeatable, a reproducible, a meme (a thing, as in ‘Yeah, well, you know, it’s a 

thing now’). It’s the pattern in its unfolding that makes it a thing. (Noise – unpatterned sound – is 

not similarly repeatable. A picture: 

 

 

 

It would be more difficult to reproduce the first.) You can re-cognize it. You’ve got the concept. 

Now you can sort the thing from other things: you can provide an equivalence class of played-

symphonies which same-symphony one another. There is of course no fine line between playing it 
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badly and failing to play it; and the standards and salient aspects in respect of which sameness is 

judged vary by context. But if we take Kaplan’s tolerant attitude toward words, which are just 

another class of memes – ‘pronounceable memes’ (Dennett 2018) – the differences can be about as 

great as you please. (The alphabet, of course, is a notation for sounding language: the written word is a 

picture of speech; see Wittgenstein (1921): 4.011. A record of your sounding out this sentence could 

be transcribed with it. If correct, the transcription will be a token of the same type.) 

Essentially the same remarks will apply to any event which unfolds according to some order 

or system. If, for another example, there is a dance a dancer is dancing (if it’s a thing she’s doing), if 

it is not (as we say) free-form (which is to say: free of form, random, without pattern, noise), then 

she will make a pattern over time/space. Describing the dance will then be describing this pattern, 

and any good notation of description (scheme of representation) will make this perspicuous. It will, 

in fact, provide a picture. We can work our way up to the idea by steps. 

Air is not the right medium for recording the pattern described by the dancer’s movement. 

(Attempting it would be like writing on water.78) But you can imagine the relative position and 

orientation of the feet on the ground leaving a record. One might then annotate this with direction 

of movement in something like the following way: 

 

                                                 
78 But the effect is achieved to some degree by dancing, as is sometimes done, with ribbons or smoke. A video-recording 
(a record videre the dance) is a different matter. Here we have a succession of moments making up the movement, a 
succession of still pictures (stills) of the light reflected by the dancer (and her surroundings). If the vantage point is 
appropriate, and the stills are laid out in space in order, then this will be a picture of the dance from which one might re-
produce it. But these are not records left in air. 
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But then we will want to know what to do with the rest of the body. So we might replace these 

footprints with figures signifying (depicting) bodily position or gesture, as well as movement 

between position. Abstracting relevant detail, we might have something like this: 

 

 

 

(The figures are crude, but with a little instruction they convey the idea.) Stringing them together, we 

might have something like this: 
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And here we have a picture of a dance, the Pastorall of Mr. Isaac, in Beauchamp-Feuillet notation. 

Apparently, the steps we just took in fact recapitulate the evolution of dance notation. This is one of 

the first. It allows us to see (at a time) the structure of the dance, the pattern described by the 

movement of the dancer over time/space – what would be recorded in the space of the dance, if 

only the medium were right. The structures are in fact quite intricate and beautiful and of varied 

forms. (The more beautiful and/or interesting forms are more often copied. Occasionally, there is a 

pleasant mutation, copied in turn.) Here’s another: 
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A similar effect is achieved by Benesh movement notation; here with partial key: 

 

 

 

The positions, inscribed on a staff (with the five lines corresponding to default head, shoulder, waist, 

knee, and feet position), are paired with music; and this way timing of position is kept. (There’s 

apparently an expression in dance instruction: place yourself in the notation. For this purpose, the drawn 

figures face away.) But this notation is still somewhat primitive.  
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 The body is articulated into joints (allowing articulation of the body).79 So carving a figure at 

select joints, we might have: 

 

 

 

Then we can let the endpoints (joints) define a line (limb), relative positions of which in three-

dimensional space are specifiable with a spherical co-ordinate system, a space of possible movement: 

 

 

 

We let fixed points define the center of a sphere of movement, with radius the length of the line. 

The free end is then defined by a pair of coordinates on the surface of the sphere.  

                                                 
79 Cf. the ‘Reason’ chapter of the Phenomenology, where Hegel theorizes language as a body or organ – the most plastic (so 
articulate) organ. 
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Providing a horizontal bar for each limb, and vertical bars for units of time, we can then describe the 

evolution of a dance something like this (reading left-to-right): 

 

 

 

(The limbs could be further subdivided: forearm, upper arm, etc.) And so we have another picture 

of articulated movement, this time in Eshkol-Wachman movement notation. It is a more precise, 

determinate notational system; and for this reason has application well beyond dance or even human 

movement. (It is used in ethology.) But there is still more we might wish to represent – for example, 

the way a movement (a transition between positions) is performed.  
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For this purpose (alongside others), Laban devised a comprehensive notational system – 

capturing, among other things, timing, direction, position, gesture, weight, transference of weight. 

It’s a fascinating, formidable system, as you can see:  

 

 

 

But the details don’t matter. I hope the point has been made. Here before you is a structured object, 

depicting the structure of an ordered event, providing instructions (for those who can read it) for 

reproducing it, that is, for producing a token of the same type. Laban called his notation, called by 

others Labanotation, Schrifttanz (written dance, dance script). 

Now what I would claim is that propositionally articulated thought is relevantly like dancing. 

It is, indeed, another articulated form of behavior, albeit one not always outwardly observable. Here 

I leave a record of my thought for you, in order that you might reproduce it. The sentence on the 

page or screen before you is a (token) proposition, a record of thought as event, and ‘a picture of the 
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reality with which it is concerned’ (4.011). It is, in fact, a concept script, a notation for thought, 

instructions for composing concepts.80, 81  

 

* 

 

We couldn’t make the complicated patterns we make together without this system of 

coordinates. We thus seek to co-ordinate our models, to get our idiolects aligned, i.e. to speak (to an 

approximation) the same language. The model describes a sphere of possible movement, the world 

in which (we take ourselves to) act, a world in which we are (or take ourselves to be) embedded and 

enactive.  

 

 

  

 

 

 

                                                 
80 Hopefully the instructions can be followed! (If you’ve got the concept, it will make us samethinkers.) 
81 Language of course is a digital system. This aids transmission between receiver and sender and helps ensure hi-fidelity 
re-production. In comprehending spoken language, we take a sampling of the continuous waveform, chunking 
(discretizing) it into phonemes, morphemes, words, phrases, sentences. (When I write down my thoughts, I do some of 
this work for you.) We isolate the signal from the noise. 
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4   

 

METAPHYSICS 

 

To say of what is that it is not, or of what is not that it is, is false, while to say of what is that 
it is, and of what is not that it is not, is true. (Aristotle) 

 
Much of academic philosophy can be interpreted as an attempt by individual thinkers to 
delineate the manifest image […] an image which is both immanent in and transcendent of 
their thinking. […] And it is, indeed, a task of the first importance to delineate this image, 
particularly in so far as it concerns man himself, for […] man is what he is because he thinks 
of himself in terms of this image, and the latter must be understood before it is proper to 
ask, ‘to what extent does manifest man survive in the synoptic view which does equal justice 
to the scientific image which now confronts us?’ (Sellars) 
 
The natural home of the propositional attitudes is in “commonsense” (or “belief/desire”) 
psychological explanation. If you ask the Man on the Clapham Omnibus what precisely he is 
doing there, he will tell you a story along the following lines: “I wanted to get home (to 
work, to Auntie’s) and I have a reason to believe that there – or somewhere near it – is 
where this omnibus is going.” It is, in short, untendentious that people regularly account for 
their voluntary behavior by citing beliefs and desires…That, however, is probably as far as 
the Clapham Omnibus will take us. What comes next is a philosophical gloss – and, 
eventually, a philosophical theory. (Fodor) 

 

 

1 THE END (A BEGINNING) 

 

We’ve made it to the end – and it comes, in a way, not with a bang but a whimper. There’s 

just not much left to do. Sometimes, one does get the sneaking suspicion philosophy leaves 

everything as it is. 

 I’m of course echoing Wittgenstein (1953: §124) with the last line. The paragraph begins: 

‘Philosophy may in no way interfere with the actual use of language; it can in the end only describe’. 

The wording is not clear. It’s not clear, in particular, whether this (meta-)philosophical claim is 
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intended to be descriptive or prescriptive.1 I suspect it’s intended to be both. In any case, as a matter 

of fact, all attempts to legislate ordinary usage are useless; if they succeed in anything, it is generally 

in making one look faintly ridiculous. That, of course, will not stop people from trying. 

 Most of philosophy, as I see it, is in the business only of making explicit what is implicit in 

our grasp of something – a language, say, or a particular stretch of it: talk of knowledge, virtue, 

freedom, meaning…belief and desire.2 What we seek, in other words, is a reflective understanding of 

our situation. There’s a grand way of putting this: We want to bring the species to self-

consciousness, to hold up a mirror. And now, of course, I’m echoing Sellars (1962).  

The image we construct of ourselves, the world in which we find ourselves, and the ways we 

get on in this world together, Sellars calls the manifest image. It is, as he puts it, a ‘conceptual 

framework’ in which we find ourselves reflectively. It is ‘a refinement and sophistication of what 

might be called the ‘original’ image’ – the world, I take it, as we (relatively) pre-reflectively take it to 

be.  

At first blush, these two images of philosophy look opposed. And maybe they are. It 

depends, I think, on whether you interpret what Wittgenstein says as description or prescription. We 

might try to bring the species to self-consciousness, but do the images we (philosophers) construct 

in fact change things? Yes and no, I think; it depends where you look.  

I think that with enough ingenuity we might be able to get people to say that concepts are 

pumpkins – or that truth is a fiction, or that nothing has ever been conscious. People do say strange 

things. And some think only far-flung anthropologists face problems of interpretation! – I have 

myself, of course, been to the far shore of philosophy and learned to speak with the locals and have 

                                                 
1 Meta-philosophy is, of course, philosophy; see op cit. §121. 
2 Beyond a certain point (beyond their ordinary application), ordinary concepts give out. What comes next is either 
‘conceptual engineering’ (as some have lately taken to calling it) or sound and fury (or else a flurry of counterexamples) 
without obvious significance.  
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in fact come back convinced there is nothing so strange it could not be true. But you can only seem 

to yourself to (dis)believe what you can’t. This passage from Quine (1960: 59) proves sound in 

philosophy, too: 

 

Assertions startlingly false on the face of them are likely to turn on hidden differences of 

language. This maxim is strong enough in all of us to swerve us even from the homophonic 

method that is so fundamental to the very acquisition and use of the mother tongue. The 

common sense behind the maxim is that one’s interlocutor’s silliness, beyond a certain point, 

is less likely than bad translation – or, in the domestic case, linguistic divergence. 

 

In any case, I think that most things (everything of a certain contextually relevant domain) would 

remain unchanged across whatever startling theories may be constructed, whether in the languages 

of the manifest or scientific images. Partly, I suspect, this is because it’s hard to stem the tide of 

millennia of talking and thinking some way; but partly because if we’ve spent millennia talking and 

thinking some way, there’s probably something to it. Probably, in fact, most of the basic elements of 

our conceptual schemes (the concern of philosophy), encoded I think in the languages we speak, are 

hardwired into us.  

What I’m getting around to saying is this: You are right to be incredulous when a philosopher 

tells you that there are no beliefs. And anyway, you probably can’t help disbelieving what they say. 

Nor, I think, can they. (It’s hard enough to believe someone who alleges not to believe they believe 

what they say. Try not believing at all!) As a matter of biological fact, I think we probably couldn’t 

eliminate (talk about) the attitudes if we wanted to (see Fodor 1987, Collins 2007). And if we could, 

and did, we’d have to give up a lot more besides: for example, everything that goes with the idea that 
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we are agents who act for reasons. And this would involve giving up, among other things, ourselves 

(see Baker 1995). 

Anyway, the arguments for eliminating (talk about) the attitudes are uniformly wholly 

unpersuasive (see e.g. Churchland 1981). For one thing, they miss the fact that ordinary belief-desire 

psychology is concerned to explain, predict, and rationalize behavior (including, importantly, 

linguistic behavior); whereas computational cognitive psychology (interfacing with cognitive 

neuroscience) aims to explain various competencies underlying manifest cognitive capacities (see 

Egan 1995, Matthews 2007) – like, for example, the capacities to produce, comprehend, and reason 

with language. So there just isn’t, as I see things, any clash between the everyday and scientific 

enterprises. They are not in any way in competition. They have different aims altogether. But I’ll 

return to this.  

If, on the other hand, you are a philosopher telling people they don’t have beliefs, well… 

This brings us to a third job description for philosophers: putting other philosophers out of 

business. That, of course, is Wittgenstein again. I’m not actually so harsh: trying to stop their memes from 

spreading unchecked is more like it. It’s still a dirty job, but someone has to do it.  

We all spend a lot of time talking about beliefs and desires and the rest of the attitudes, so 

philosophers have spent a lot of time talking about (talking about) the attitudes, too. Or mostly 

belief, to be frank. But what goes for belief is supposed to go, mutatis mutandis, for the rest of the 

attitudes. And for better or worse, I have followed others in this assumption. But I don’t agree with 

everything that’s been said. In fact, I don’t agree with the received view on this topic. So here I am, 

talking about it. 

 

 

2 WHAT WE ARE TALKING ABOUT 
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If you believe that at least one (contextually used) sentence of the form  

 

X believes that____. 

 

(with the blank filled by a sentence) is true, then you are committed to the existence of at least one 

belief. (Two, you will realize, if you are reflective. And that’s just the start.) But in fact, if you are 

committed to the existence of at least one belief, then you’ll have to allow that there are indefinitely 

many. For there isn’t any one belief you could have in total isolation. To believe anything at all is to 

believe many things. To believe, for example, that the earth moves, you must have all sorts of beliefs 

– for example, that the earth exists, that it is a concrete object, that concrete objects can move, that 

movement requires that space be traversed, and so on indefinitely.3 Likewise, mutatis mutandis, for 

desire talk of the form 

 

 X desires that____. 

 

And that’s, basically, all the attitude talk there is.  

On the one hand there are the belief-like attitudes (believing, supposing, assuming…), and 

on the other, the desire-like attitudes (desiring, hoping, wishing…), these being distinguished by 

their ‘direction of fit’, whether ‘mind-to-world’ or ‘world-to-mind’: a belief is true just in case the 

world is the way it is believed to be, and a desire is satisfied just in case the world comes to be the way 

                                                 
3 We can’t discover that things can move without changing location. And you simply can’t believe that something moved 
without believing that it changed location. With the meanings of words (concepts) fixed, many things follow. The 
meaning of the word may change, or the word may change. But that is another matter. I’m prepared to learn that 
something about our cognitive architecture can decide between these options, but it seems to be a matter of choice. 
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desired. And one could replace ‘belief’ or ‘desire’ with any other attitude of the type in these 

formulations. Importantly, the two kinds of attitude go together. Stalnaker (1987) puts it as well as 

anyone: 

 

To desire that P is to be disposed to act in ways that would tend to bring it about that P in a 

world in which one’s beliefs, whatever they are, were true. To believe that P is to be disposed 

to act in ways that would tend to satisfy one’s desires, whatever they are, in a world in which 

P (together with one’s other beliefs) were true. (15) 

 

(Where, of course, ‘P’ can be replaced by any sentence.)  

In general, one acts so as to satisfy one’s desires in light of one’s beliefs (which are formed in 

light of the world, including what people say). So knowing something about one’s beliefs and 

desires, we are in a position to explain, predict, and rationalize one’s behavior, including one’s 

linguistic behavior. If, on the other hand, there is no coherence here, if one does not make a pattern 

describable in terms of beliefs and desires, if one does not make ‘the pattern that rationality makes’ 

(see Davidson, Dennett, McDowell, et al), then one just isn’t a rational agent – that is, an agent we 

can rationalize, or make sense of in terms of beliefs and desires, combinations of which we call 

reasons for action. 

Obviously, some degree of incoherence must be tolerated; for otherwise none of us would 

be fit for rationalization. But there is no reason whatever to think that we should be able to say a 

priori and with full generality exactly how much incoherence is too much. (It’s a question of how 

much noise is allowed. Compare: How badly must one play the symphony before it fades into failing 

to play it?) In any case, when people are very incoherent, we do often give up rationalizing them (not 

altogether perhaps, but in certain respects, or sometimes). (Perhaps for example they have certain 
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characteristic lapses. We might either set about identifying some triggering conditions and removing 

them from their environment, or learn to shrug and let it go.) We thus descend to a ‘lower’ level of 

description – to what Godfrey-Smith (2004) calls the ‘wiring-and-connection facts’. We hypothesize 

that a bulb has gone out or that some wires have been crossed. And if we have the chance, we take a 

look beneath the hood. Here we may find our explanation. But even if so, it won’t restore the 

subject’s status as rational agent. Rational agents, again, are rationalizable. 

Here’s an example of what such an explanation looks like: 

 

Sal believes that class begins at noon; it is 11:50; and it will take approximately ten minutes 

for her to walk to class. Moreover, she desires, right now, to get to class on time. Prediction: 

Sal will start walking to class right about now.  

 

Right about now: Sal starts walking to class. Explanation: See above. Reason: See above. 

 

(Rationalizations are but one species of explanation, to wit, explanation with reference to reasons.) 

This is what we call a folk-psychological, commonsense psychological, or belief-desire explanation. 

The simplicity of this explanatory scheme is deceptive. If you tried to predict where Sal’s body 

would be at noon on the basis of, say, a physical description of Sal and her surroundings, you’d never 

come close to this accuracy of prediction. As Fodor (1987) observes: ‘If we could do [this] well with 

the weather, no one would ever get his feet wet’ (4). And yet we do this all the time (and with hardly 

any effort). In fact, most of the time we hardly even notice we’re doing it. As Fodor (1987: 3) 

observes: ‘the successes of commonsense psychology […] are ubiquitous and—for that very reason—

practically invisible. Commonsense psychology works so well it disappears.’ 
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And all this works not just with people whose psychology you know intimately: your closest 

friends, say, or the spouse of your bosom. It works with absolute strangers; people you 

wouldn’t know if you bumped into them. 

 

Barring miracles, then, it’s hard to avoid the conclusion that there is something to this way of 

thinking and talking about one another and ourselves – indeed, hard to avoid the conclusion that we 

are in fact picking up on real patterns (see Dennett 1991). 

Within its proper scope, the predictive and explanatory power of folk psychology is beyond 

dispute. Though perhaps unequipped to explain (with any detail) why Jane started routinely 

misplacing her keys at age 60, it explains with impressive economy why Susan entered the room at 

fifteen past noon on the fifth of December carrying Sam’s briefcase. It would be nice to know 

what’s going on here. 

The way to find out what’s going on is not, of course, to ask people what they are doing 

when they advert to thinking and talking of attitudes in explaining, predicting, and rationalizing 

others. After all, a surprising number of people consult astrology charts and tarot cards on occasion. 

Still less just to ask them what attitudes are. They might, after all, tell you they are pumpkins, or 

made of soul-stuff, or something like that. (The manifest image is after all littered with the remains 

of old philosophical and scientific theories. Cleaning things up is part of the dirty job.) That would 

be interesting, of course; but it isn’t what we’re interested in. Our project here is not ethnoscience, 

or (philosophical) anthropology. What we want to get after, instead, is something like the original 

image, as reflected in the way people talk unreflectively (or at least naturally, i.e. without schooling or 

special training – and especially in philosophy). (As in linguistics, I would expect to find universals 

here.) In other words, we want to get at what is implicit in whatever is involved in this capacity we 
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have to explain, predict, and rationalize one another. In fact, we’d like to know what the hell we are 

talking about. The latter will be my focus.  

I’d like to know what we are talking about when we talk about beliefs, desires, and the rest. 

That is, I’d like to know what attitudes are. And on my view, as explained and defended chapter 1, 

one good way of going about this is by undertaking an empirical investigation of the form and 

interpretation of the language we employ in thinking and talking about attitudes. The read off 

method seems to me, in fact, to involve little more than recognition of the truism from Aristotle I’ve 

supplied as an epigram. If we’ve got the form and interpretation of our talk about attitudes right, and 

we take some of our talk to be true, then we can read off what we’re committed to. And we do now, 

I think, have a correct account of the form and interpretation of our talk about attitudes. And we 

do, again, have very good reason to think our talk is sometimes true: belief-desire psychology is wildly 

successful. So we are in a position, I think, to say what attitudes are. 

The result will, of course, be a manifest image: an account of the world as we take it to be. 

But one true to the facts, one hopes. 

 

 

3 THE RECEIVED VIEW ABOUT ATTITUDES = RELATIONALISM 

 

 As discussed, on the received view of attitude reports – to wit, RV – attitude reports express 

relations between subjects and certain objects. And most proponents of RV (in fact, most 

philosophers) accept the read off method (tacitly or otherwise). This is why some philosophers, 

wishing to avoid commitment to propositions, or else to see attitudes not as relations but as 

monadic properties of their possessors, proposed we view the predicates of ascription as 

semantically fused. But as a view of the form and interpretation of reports, as discussed, this view is 
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hopeless. So most proponents of RV hold that attitudes are relations between subjects and certain 

objects. But views differ, as discussed, on what these objects are. Views also differ on what, exactly, 

the relation is.  

On the classical Fregean picture, for Galileo to believe that the earth moves, Galileo must 

‘grasp’ the proposition that the earth moves the belief-way – where, as discussed, the proposition is 

an abstract mind- and language-independent object with essential and absolute truth-conditions, 

residing somewhere in the ‘third realm’ (neither the physical nor the mental realms, but somewhere 

else altogether – Plato’s Heaven perhaps). Of course, one trouble with this view is that, if the object 

is in neither time nor space, there is no clear sense in which it is anywhere, let alone an object. But 

even supposing we make sense of this, how is it we grasp this object – and what, for that matter, is 

this grasping-relation? Frege isn’t much help here. 

Many philosophers, and I think Fodor is the primary architect here, essentially take Frege’s 

picture and psychologize it. Thus the proposition grasped becomes a mental representation 

(expressing, meaning, or having this proposition as content4) – the mental representation being a 

physical thing, literally located in one’s head – and the grasping relation becomes the way this object 

moves around in one’s head. Putting it as crudely as possible: It is in virtue of having this object 

moving around in your head that you are related to it and so may be said to have the attitude you 

have. In the vocabulary of computational cognitive psychology, the object of the attitude is a 

computational data structure, over which attitude-appropriate computations are performed. At the 

level of description at which this structure is so identified, it is multiply-realizable, meaning that 

algorithmic and implementation details may vary. (This is of course Marr’s (1982) terminology.) A 

picture: 

                                                 
4 Explaining how it gets this content or meaning is of course another problem, the concern of psychosemantics.  
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Roughly, the top level provides a formal specification of some function a mechanism might 

compute; the algorithmic level then says how it is computed; and the implementation level how all 

this is realized. I’m not sure that we’ve ever gotten (even close to) the full picture for any cognitive 

capacity. Mostly, there’s the work on the bottom level, and then the work on the top level.5 But 

ultimately, this work is supposed to meet in the middle. So in the end, the idea goes, it’s all going to 

be physical stuff, whether hardware or wetware. Taking this route, we thus seem to do away with the 

third realm (Plato’s Heaven) and to reduce the second (the mental) to the first (the physical). 

Bridging these levels would be a devilish task. But in any case, again, that’s the idea. And Fodor 

thinks that commonsense psychology will help – will help, that is, in limning the computational 

structure of the mind-brain, our cognitive architecture. 

On Fodor’s (1975, 1987, and elsewhere) view, since the content of this mental representation 

is propositional, i.e. a proposition, the representation must be lingua-form, i.e. syntactically 

structured, and thus (he reasons) a mental sentence (to wit, a sentence of Mentalese). And since he 

conceptualizes mental representations as objects, he speaks of their syntactic shapes (see e.g. his 1987: 

18-9). In fact, it is supposed to be in virtue of their shapes that mental representations and so the 

                                                 
5 Views differ here, the issue turning on questions of cognitive architecture. But it won’t matter to what I have to say 
here if you think most work in computational psychology is pitched at the algorithmic level. 
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attitudes with which they are associated have causal powers – that is, the ability to make other things 

move, including the subject with the object in its head. 

 Fodor (1987) thinks, in fact, that if you look at attitude reports and our practice of ascribing 

them (in other words, at commonsense psychology), what you’ll find is that attitudes have at least 

the following ‘essential’ properties: 

 

1. They are semantically evaluable. 

2. They have causal powers. 

3. They are inferentially-involved, systematic, productive. 

 

And if you accept the soundness of any argument like  

 

 Galileo believes that the earth moves. 

 That the earth moves is true. 

∴ Galileo believes something true. 

 

it will indeed be hard to avoid the conclusion that beliefs can be true – similarly, desires satisfied; 

both having to do with the obtaining of relevant conditions, that is, things being some way. So the first 

putative mark of the attitudes seems to me eminently plausible. The other two are far less clear to 

me.  

Take the second. Certainly, we encounter exchanges like this: 

 

 A: Why did you close the window?  

 B: Because I wanted to. 
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But is this ‘because’ (as it’s sometimes put) a ‘causal ‘because’’? Is it, in other words, I take it, 

relevantly like the following? 

 

The window broke because Sam threw a heavy rock at it (and he threw it moreover with 

considerable force, and he hit his target, and so forth).  

 

This is not at all clear to me. In fact, I don’t even have an inclination here; when I ask myself this 

question, I’m reduced to aporia. (Notice, besides, that we just as readily explain, predict, and 

rationalize behavior with reference to attitudes agents don’t have.6) And again, I don’t think it will 

help just to ask people what they think. It will not help, in particular, to ask whether they think they 

are caused by their beliefs and desires to do things. For one thing, chances are, they will have never 

thought about the matter in quite these terms; so what you’re asking for is for them to philosophize 

on the spot. And then you’re asking for it. Because, for another, the explicit folk conception of 

causation is likely to be a loose bag of ideas. (Aristotle did some early pioneering work on sorting 

this out. See Dennett 2018.)  

 The third mark is, similarly, unclear to me. Certainly, reasoning is inferentially-involved, and 

reasoning often leads to the fixation of belief. And if you can believe that John loves Mary, surely, 

you can (in principle) believe that Mary loves John. And chances are, if (for whatever reason) you 

believe that if John loves Mary, then Mary loves John, then if you believe that John loves Mary, you 

believe that Mary loves John. And likewise, mutatis mutandis, for desires. If it is possible for you to 

                                                 
6 There are other, related difficulties for the relationalist view, especially the psychologized version. It is not plausible 
that all the attitudes we take subjects to have are explicitly represented. Most proponents of relationalism acknowledge 
this and so draw a distinction between explicit and implicit or tacit attitudes. Providing a satisfactory account of this 
distinction is no easy task. 
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desire that John love Mary, then it is possible (again, in principle) for you to desire that Mary love 

John. But I don’t see how it follows from any of this that the attitudes per se are inferentially 

involved. I think, indeed, and now to make use of the third epigram, that the Clapham Omnibus will 

not take us far. What comes next is a philosophical gloss – or, more exactly, Fodor’s theory. 

 According to Fodor, if attitudes have the above three properties, then they must be what he 

says they are: namely, neurally-realized computational content-bearing data-structures of various 

syntactic shapes over which attitude-appropriate computations are performed under the skull-hoods 

of subjects with attitudes. In particular, the first and third marks require that lingua-form mental 

representations be involved; and the second requires that these mental representations be physically 

(so, most plausibly, neurally) realized. The idea, in other words, is that only representations 

(conceptualized as objects) have semantic properties; and (to use Fodor’s words) ‘whatever has 

causal powers is ipso facto material’ (1987: x). So here, in a nutshell, is the view: 

 

For any organism O, and any attitude A toward the proposition P, there is a 

(‘computational’/‘functional’) relation R and a mental representation MP such that 

 

MP means that P, and 

O has A iff O bears R to MP. (17) 

 

(You will have noticed that propositions creep back into the picture here, as they occasionally do in 

Fodor’s writings. On the same page, Fodor writes that MPs are ‘the immediate objects of 

propositional attitudes’. This suggests that Ps are – via mediation of MPs – mediate objects of the 

attitudes. This is, in effect, the intellectualist analog of the Veil of Ideas view of perception.) And 

while not everyone who accepts RV and the read off method accepts Fodor’s language of thought 
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hypothesis (so the idea that the relevant mental representations must be syntactically structured), it 

seems to me that most accept the rest of this picture. This picture, in fact, seems to be the received 

view. In fact, most people can’t help stating the view when stating what attitudes, propositions, or 

propositional attitude reports are. 

But although most philosophers accept the read off method (tacitly or otherwise), not 

everyone accepts the method. In fact, not everyone who accepts RV accepts the method. Or in any 

case, some explicitly deny that they accept the method. And the most detailed case in point is 

Matthews 2007. Since we’re working with the read off method here, we’ll have to address this view 

now. 

 

 

4 MEASUREMENT THEORY (AN ALTERNATIVE TO READ OFF?) 

 

 To begin with, Matthews agrees with the proponent of the received view of the attitudes 

(relationalists, as we may call them after Matthews), that ‘the sentences by which we attribute 

propositional attitudes are indeed relational in logical form, and hence do express relations’ (2011: 

829; see also his 2007: 102, 116, and elsewhere). And with this much, it must be said, the view is still 

of a piece with the read off method: since the form of the sentence is relational, it is held, it must 

express a relation. In fact, it is acknowledged that if a report is true, a relation must obtain. (Just 

what relation, we shall get to presently.) And that’s all to the good. Arguably, it would simply make no 

sense to claim that reports have relational logical form but don’t express relations. So how is Matthews 

not a relationalist – or for that matter, making use of the read off method?  

In a certain sense, he is. But according to Matthews, ‘the relations that […] predicates [of 

verbs of report] express are not relations that are in any way constitutive of the possessor’s 
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possession of the propositional attitudes attributed by these predicates’. In other words, attitude 

verbs, so attitude reports, express relations (and again, are true just in case a certain relation obtains), 

but attitudes per se are not relations. In fact, on Matthews’ positive view, attitudes are monadic 

properties of their possessors – certain aptitudes of their possessors, or 

 

states apt to produce certain characteristic effects, both in the sense that they are the sort of 

states that can produce [certain] effects and in the sense that in the appropriate context they 

do produce such effects, where these effects include both the behavior and the other mental 

states, both cognitive and affective, that we take to be the characteristic effects of 

propositional attitudes. (835)  

 

As he puts it in his 2007: propositional attitudes are ‘states that are apt to produce certain 

characteristic effects, specifically the characteristic effects of state of affairs-related behavior that 

manifests them’ (182).7 Setting aside my qualms about the causal character of this talk, this positive 

view of the attitudes is, I think, much closer to correct than the relationalist view. In fact, I agree 

with much in Matthews’ positive view, including the basic outlines of his view of the relation 

between commonsense and scientific psychology. But I do have some bones – both metaphysical 

and semantic – to pick. In fact, if I may appropriate Davidson’s (1971) words: if I am not mistaken, 

what emerges is a difference of opinion over how to do semantics, the study that relates language 

and ontology. 

 Noting, as we have noted, that just about any property of (utterance or inscription) of a 

content sentence of report may be relevant to the individuation of an attitude reported on, Matthews 

                                                 
7 Aptly, Matthews notes: ‘The English word attitude, which derives from the Latin aptitude (meaning fitness or suitability), 
still carries as one of its dictionary senses ‘a state of readiness to respond in a characteristic way’’. 
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suggests that we replace L&L/L&S’s ILFs with (what Matthews calls) interpreted utterance forms 

(IUFs).8 But instead of maintaining that these objects are the objects of the attitudes, as L&L do,9 he 

suggests further that we view them as but the representatives of the attitudes – objects with which we 

are permitted to reason surrogatively about the attitudes, provided that the properties of and 

relations definable on IUFs are the image of properties of and relations obtaining among attitudes. 

Accordingly, the relation that must obtain in order for an attitude report to be true is just the 

representation relation obtaining between an attitude’s representative and the attitude. And in this 

respect, it is said, the predicates with which we ascribe propositional attitudes are ‘very much like the 

numerical measure predicates by which we attribute various physical magnitudes such as length, 

mass, and temperature’ (2011: 829). As Matthews writes: 

 

To say that a subject has a certain propositional attitude is no more to say that the subject 

stands in a substantive psychological relation to the particular that is the referent of the that-

clause than is to say that an object has a temperature of 18°C to say that the object stands in 

a substantive physical relation to the number 18. Rather it is to attribute to that subject a 

certain psychological state or property which is specified by means of its location in a 

representational domain, in just the way that we specify the temperature of an object by 

means of its location on a numerical scale.  

 

                                                 
8 He adds: ‘They are arguably just the sort of rich linguistic entity that Davidson (1968) had in mind as the entities that 
speakers use to ‘samesay’ what others said’ (2011: 835). See also his 2007: 167. 
9 L&L explicitly call ILFs ‘objects of the attitudes’. But L&S may provide a somewhat different story. They write pp. 
444-5 that the problems that seem to be incurred by having subjects related to ILFs of languages with which they have 
no familiarity is ‘illusory’ and that, really, ILFs are just the ‘semantic objects’ of the attitudes and mental/speech acts 
reported on – objects which ‘give expression to’ attitudes and mental/speech acts. But unless something similar to 
‘something similar to’ is introduced into the RHS of the T-sentences for reports, and with this the difficulty discussed 
last chapter, this idea cannot be incorporated into their semantics. It has to instead be a matter for pragmatics. In any 
case, they say nothing more to illuminate the expression relation.  
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Accordingly, on this view, the alleged referents of that-clauses 

 

are simply abstract entities used to represent measurement-theoretically the propositional 

attitudes of those to whom these attitudes are attributed. They are not, in any sense, the 

psychological ‘objects’ of these states. 

 

The analogy is suggestive. If taken fully seriously, it would require that we specify the represented 

empirical relational structure of the attitudes and representing relational structures of their 

representatives and then provide representation and uniqueness theorems, establishing that a class of 

morphisms map the represented empirical relational structure (properties and relations among 

attitudes) into the representing relational structure (properties and relations among their 

representatives, IUFs). A tall order, as Matthews sees things. And while Matthews 2007 provides an 

informal sketch of how the proofs might go, that’s just a start. But anyway, do we need to go this 

route? 

 A number of other philosophers over the years have suggested taking this route (more or 

less in passing, and with little to no development) – including, most notably for our purposes, 

Churchland (1979), Dennett (1987), and Davidson (1989).10 All three, as Matthews notes, were 

motivated to the view as a way of avoiding ‘a metaphysically vexing commitment in psychology to 

propositions’ (2011: 829) (see above). And Dennett and Davidson, moreover, saw in the view a way 

                                                 
10 Stalnaker (1984) also voices sympathy for the view. As discussed, Stalnaker accepts RV, in fact the face-value theory, 
and moreover holds that propositions are (infinite) sets of possible worlds. Anyone who holds such a combination of 
views had better not think propositions are psychological objects of attitudes. (As Partee somewhere writes, we just can’t 
carry that much around in our heads.) So it is really no surprise that Stalnaker would be sympathetic to the 
measurement-theoretic view. But his view was criticized last chapter for not being able to account for the truth-
conditions of reports, and the view is in no way aided in this respect by adoption of the measurement-theoretic view. 
Incidentally, in the 1981 Postscript to his 1978, Field, too, presents a measurement-theoretic view of attitude ascriptions. 
But he argues that such a view requires a language of thought (in particular, the representation theorem, establishing a 
morphism between the empirical domain and the domain of their representatives, requires a language of thought). But I 
think that Matthews 2007 pretty well rebuts this line of thought. See also Stalnaker 1984. 
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of avoiding relationalism compatibly with accepting RV. (Alas, Davidson 1989: 202 caves to RV, 

dropping the paratactic/demonstrative view en passant.11 Churchland suggests a different logical 

form, to which I return.) This is clearly Matthew’s motivation, too (see e.g. his 2011: 829-30). And I 

can certainly sympathize. Their scruples are my own. And yet, I am – as I’ve explained – 

methodologically wed to setting my scruples aside. There is, I think, another way to discharging 

relationalism and a vexing apparent commitment in (belief-desire) psychology to propositions qua 

objects; and it involves no more than following language where it leads. 

 The logical form of reports, as seen, is not relational; and that-clauses aren’t singular terms. So 

they don’t have any referents, let alone abstract objects as referents. Thus, when Davidson (1989: 

204) writes, for example, that ‘we are free to divorce the semantic need for content-specifying 

objects from the idea that there must be any objects at all with which someone who has an attitude 

is in psychic touch’, we are free to reply – as I’ve been at pains to show, chapters 2, 3 – that there is 

no need for content-specifying objects. In fact, there need not be any objects at all. And this seems 

to undermine the primary philosophical motivation to a measurement-theoretic account.  

 But anyway, is the relational view of measure reports correct? ‘On any plausible semantics’, 

according to Matthews (2007), ‘the logical form of [‘Jones weighs 150 lbs.’] is a binary relation, 

relating Jones to a number on a scale’ (116). Similarly, in his 2011, he writes: 

 

That-clauses, like the numerical terms that appear in numerical magnitude predicates, appear 

to be singular terms: one can quantify over them and form wh-questions that question the 

argument position occupied by the that-clause. (832-3) 

 

                                                 
11 In an associated footnote, he alludes to concern for compositionality but seems not to know what to say. 
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But one can question more positions than just those occupied by singular terms. And the fact that 

we quantify into the position of that-clauses shows that they are singular terms only if it is also 

shown that this is first-order objectual quantification. Besides, ‘‘150 lbs’ refers to 150 lbs’ doesn’t 

sound right. In the measure report, it looks to me more like an adverbial – to wit, a measure adverbial. 

And this incidentally was Churchland’s (1979) suggestion: 

 

 Contexts like 

 

 x weighs 5 kg 

 x moves at 5 m/s 

 x radiates at 5 J/s 

 

are more plausibly catalogued with contexts like 

 

x weighs very little 

x moves quickly 

 x radiates copiously. 

 

In the latter cases, what follows the main verb has a transparent adverbial function. The same 

adverbial function, I suggest, is being performed in the former cases as well. (105) 

 

Extending the idea to attitude predicates, Churchland again sees this as a way of avoiding 

commitment to propositions qua objects of reference, ‘the Platonistic view that having a belief that p 

[…] is ultimately a matter of the self standing in relation to an abstract entity’ (ibid). The eventish 



 266 

logical forms provided in this work would naturally accommodate this suggestion, and indeed the 

analogy could be maintained: that-clauses are predicates of the event variable introduced by the verb 

of report, thus serving the function of type-specifying the event (state) in which the ascribee is said 

to participant as subject (or agent, in the case of reports on mental/speech acts).  

As discussed last chapter, participating as subject or agent in this event is being in some 

event/state, which is a state of affairs, for some duration (one of the key differences between 

attitudes and mental/speech acts being their duration, this difference showing up in differences in 

temporal-aspectual features of verbs of report; see Bach 1986 for a helpful typology). And granted 

that events (so states of affairs) are property exemplifications, this amounts to having a certain 

monadic property – for example, the property of believing that the earth moves. It is, if you like, a way of 

being in the world, or of participating in a spatio-temporally extended world event with respect to 

which ascribers may locate agents with certain pronenesses, readinesses, or aptitudes. That is, what I 

think we are doing in ascribing attitudes to a subject or agent is situating them in the world in which 

they are (or take themselves to be) embedded and enactive by specifying dispositions to state-of-

affairs-related behavior. I think we can say this much without claiming that attitudes are causes. 

But how we come to judge that someone (Galileo, say) has this property (believing that the earth 

moves) is, albeit importantly related, a different question. (We’ve been assuming, for one, that if 

Galileo sincerely says that the earth moves, he believes it. But we engage in more than linguistic 

behavior.) My primary concern here is what must be the case if what we say is true. But I should say, 

the methodology for answering the former question is I think essentially the same: reflection on our 

use of language, an empirical study of the patterns of holding and withholding assent to ascriptions, 

judgments of sameness and difference, and a close look at the conditions to which these differences 

in judgment are sensitive. Effectively, Matthews (2007, 2011) notes this methodology when he 
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writes, for example, that in order to specify the empirical relational structure of the attitudes, we 

must 

 

ask what minimally must be true of these psychological states that are the attitudes if they are 

to be the sorts of states that both find an image in our natural language representations of 

the attitudes and also support the sort of commonsense surrogative reasoning that we 

engage in using propositional attitude predicates. (2011: 835) 

 

(See also his 2007: 187-90.) What minimally must be true on his reckoning, as already noted, is that 

the attitudes be little more than aptitudes of their possessors – and that is, again, quite close to my 

view. And as I see things, the method, thus described, is in essence the read off method. 

But Matthews thinks that even after the properties of and relations among the attitudes have 

been specified – again, by reflection on our natural language representations of the attitudes, as they 

figure in reasoning about the latter – there is still more to know about them. He thus describes the 

need for a scientific psychology to specify ‘the intrinsic nature of propositional attitudes’, which 

specification ‘would explain why the domain of propositional attitudes has the empirical structure 

that it does’ (2011: 834), i.e. why attitudes have the properties they are recognized by reflection on 

language to have (see also his 2007: 237-41). But while I agree that a scientific psychology might, and 

should certainly in any case aspire, to explain how it comes to be that creatures like us can satisfy the 

belief-desire descriptions we provide in the everyday, this story will tell us nothing about the intrinsic 

nature of the attitudes. For there is nothing more to know. Attitude talk just isn’t that deep.  

Matthews (2007) writes that  
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in the absence of a worked out ‘measurement theory’ for belief states which specifies the 

mapping of belief states onto their linguistic representatives, we have no way of interpreting 

the import of the logical form of belief sentences for the metaphysics of belief and the 

psychology of believers. (118)  

 

But on the other hand, according to Matthews, as noted above, in order to specify the empirical 

relational structure for a measurement theory, we must (as I would now put it) read off the 

metaphysics of the attitudes from our reports and reasoning therewith. And on my view, once we’ve 

specified an independently motivated account of the form and interpretation of reports, there is 

nothing more for a semantics to do – and the metaphysics is already in hand. What comes next is 

scientific psychology; and what it provides at most are the enabling conditions for having attitudes – 

not their intrinsic nature. Talk of attitudes, again, just doesn’t go that deep. It lends hardly more 

assistance in limning the structure of the skull-internal world than it does the ‘outer’ non-notional 

world. The notional world, the everyday Umwelt we find ourselves in, is another matter. 

 

 

5 REAL PATTERNS (AND MORE ON MEASUREMENT) 

 

What we are talking about are certain aptitudes for making patterns in the world, the 

patterns that rationality makes – real patterns, signals in the noise for those attuned. (An analogy 

adopted from Dennett (1991: 47): 
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Where some find patterns, for others there is only noise. It is there, even if – to stick with the 

analogy – it disappears in the bit map: 

 

 

 

The ‘computer scientific image’, if you like.) The requisite mechanisms (various ‘measuring devices’, 

perhaps, as Matthews 2007: 155-7 suggests) for this attunement are a subject of scientific 

psychology. But nothing uncovered there can have any bearing on the constitutive nature of the 

attitudes themselves, which would indeed seem to be (in the words of Dennett 1987, approvingly 

echoed by Matthews 2007, 2011) innocently emergent vis-à-vis whatever mechanisms might be 
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employed under the hood. (Dennett’s (1981) famous example is a chess program that ‘wants to get 

its queen out early’: nothing in the description of the computational mechanisms and processes 

corresponds to this ‘want’. But the program has it all the same. That much is evident from watching 

it ‘play’ – its pattern of activity.) If we can see that the mechanisms described do enable the 

satisfaction by agents of belief-desire descriptions, then that will justify the claim that we’ve 

explained the relevant competencies (cf. Egan 1995). But attitudes, while they may implicate these 

competencies or capacities, are not these things. 

Likewise pointing to Egan (and again to Dennett), Matthews (2007: 242-9) himself advertises 

a ‘minimalism’ about the attitudes, contrasted with Fodor’s view as above described, and indeed 

insists that the ontological commitments incurred by use of attitude reports are ‘shallow’. But what 

I’ve been saying, in so many words, is that they are more shallow than he thinks. And that he thinks 

they are deeper than they are may help explain why he thinks he must reject the read off method. 

Perhaps, like Chomsky, he has in mind something more like the Kripke-Putnam picture discussed 

chapter 1, viz. the idea that if there’s something to what we say (about water, for example, or here: 

the attitudes) we’re somehow glomming on (to recur to Ludlow’s distinction) not just to I-

substances but P-substances. Ultimately, Matthews seems to think, the attitudes must be substantial – 

brain states, probably. 

Like Fodor 1987, as discussed above, Matthews holds the view (presumably on reflection on 

language, or our practice of ascribing attitudes) that attitudes must be causally efficacious; and 

following Fodor, he seems to think it follows that attitudes must be material or physical things – so, 

again, probably, brain states (even if non-representational, non-syntactic, and maybe even non-

computational). As discussed above, I’m not sure that attitudes are causes; and I’m not sure, actually, 

that causes must be physical things (see Dennett 2018) – or for that matter what the physical is (see 

Chomsky, Strawson 2003). But anyway, I no more think that we should identify attitudes with brain 
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states than we should identify water with H2O (cf. Sehon 2005). Or better, since I allow (as do 

Chomsky and Pietroski) that people can have a scientific use of ‘water’ (interchangeable then with 

‘H2O’): attitudes on my view, as on Dennett’s (1994) view, are more like schmust than water:12 

 

Suppose Twin Earth is just like Earth except for having shmust where we have dust--behind 

the books on the bookcase, along country roads during dry spells, etc. But surely, you 

protest, the concept of dust isn’t the concept of a natural kind--shmust is dust, in spite of 

what anybody says! Exactly. It’s a superficial concept, a nominal essence of scant interest or 

power. We already know enough about dust to know that science couldn’t discover that dust 

was really something else--or that there wasn’t any dust. Science could not uncover the secret 

nature of dust, because dust qua dust couldn’t have a secret nature. 

 

As Dennett emphasizes, a difference of opinion over whether ‘belief’ or another term of belief-

desire psychology is more like Dennett’s ‘schmust’ than Putnam’s ‘water’ ‘is a difference of opinion 

arising from different readings of the empirical facts’. (Of course, the concept of belief, unlike that 

of schmust, is of considerable interest and ‘power’.) And the empirical facts concern our thought 

and talk about the attitudes. If there is a difference of opinion here between Matthews and me, that 

again could be part of the explanation for why he thinks he must reject the read off method (despite, 

it seems to me, occasionally using it). 

Interestingly, Matthews also agrees with Fodor that if the attitudes are semantically evaluable 

(if, for example, Galileo’s belief that earth moves may be true), then attitudes must be relations to 

                                                 
12 This is textbook Dennett. For the original Twin Earth, see Putnam 1975. Cp. Pietroski’s (unpublished) ‘muddied 
thought experiment’ about the chemically uniform ‘wetdurt’ on ‘Fraternal Earth’. (Pietroski uses the thought experiment 
to argue that meanings don’t determine extensions. But like Chomsky, as discussed chapter 1, he seems to think that P-
substances would be required for extensions.) 
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representations and, one would think, mental representations in particular (certainly not public 

language sentences or something of the sort). But since he denies that attitudes are relations to 

mental representations, he denies that attitudes are semantically evaluable. This is difficult to square 

with the apparent soundness of arguments like this: 

 

Galileo believes that the earth moves. 

That the earth moves is true. 

∴ Galileo believes something true. 

 

And denying its soundness seems, in fact, to be inconsistent with the suggested method for 

specifying the empirical relational structure of the attitudes. Matthews’ explanation for why people 

generally think that arguments like the above are sound is that they conflate properties of the 

attitudes with properties of their representatives. I think that this is untenable, if only on 

methodological grounds. Why accept, on the basis of reflection on our ascriptions of the attitudes, 

the view that attitudes are causes – and not that they are semantically evaluable? While I’m dubious 

that the causal efficacy of the attitudes (whatever exactly this turns out to mean) can be read off our 

ascriptions (and dubious, for just that reason, that they are causes13), I’m quite sure that with 

arguments like the above their semantic evaluability can be. I square this with denial of relationalism 

by denial of the view, which Matthews seems to share with Fodor, that only representations qua 

objects could be semantically evaluable.  

 There is, finally, still a difficulty with PSP. If ‘that the earth moves’ in 

 

                                                 
13 Would the relevant concept of causal efficacy be a scientifically serviceable one anyway? Could it turn out that certain 
independently specifiable brain states are causally efficacious in just the way the folk allegedly think the attitudes are?  
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 (1) Galileo believes that the earth moves. 

 

refers, as Matthews claims, to the IUF that the earth moves, then ‘the IUF that the earth moves’ 

should be able to substitute for it salva veritate. But this it seems to me it cannot do. And replacing 

‘believes’ with just about any other verb, as the theory would allow, results in even more obvious 

failures of substitution: e.g. 

 

 (2) Galileo fears the IUF that the earth moves. 

 

 (3) *Galileo hopes the IUF that the earth moves. 

 

Matthews might emphasize that attitudes on his view are anyway not psychological relations to 

IUFs. But the fact would remain that semantically competent speakers recognize a shift in truth-

value with the substitution of what is alleged to be a co-referring term. In fact, in the second case, 

the sentence is not even grammatical, and ‘the IUF for ‘the earth moves’’ and related alternative 

expressions designating the IUF don’t seem to help. Even if you are quite happy attributing 

widespread confusion (or universal confusion, save by dint of philosophy) between properties of 

attitudes and their natural language representatives, a semantic theory it seems to me must comport 

with robust patterns of judgments of sameness and difference, truth and falsehood. If you condemn 

the folk of incompetence here, what becomes of the project of accounting for it? This is not a 

challenge to the read off method. But the very enterprise of semantics. And it won’t do to say that 

talk of IUFs belongs to a meta-language or that ‘believes’, ‘fears’, and the like as they appear in such 

truth-clauses as a measurement theory might provide are unexplicated technical terms. For either 
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they mean what ‘believes’, ‘fears’, and the like mean, in which case PSP remains, or they just aren’t 

the right truth-clauses.14  

In the end, one might still insist on a measurement-theory. But then for all the reasons I’ve 

noted, I would still recommend adopting my eventish logical forms.  

 

 

6 BEING IN THE WORLD 

 

 So the picture we have arrived at is this. What accomplishes individuation of the attitude is 

performance/utterance/demonstration of a content sentence exemplifying contextually salient 

properties predicated of the event introduced by the verb of report. When it is an attitude verb, the 

event introduced is more specifically a state, an enduring event, where events are construed as 

property exemplifications. The contextually salient properties exemplified by the contextually-bound 

demonstration thus type-individuate this state. Mental/speech acts – like, for example, attitude 

judgements/reports – are type-individuated likewise.  

Thus, to say that x Vs that p is to say that x participates as subject or agent in an event of 

some type. If, again, events are property exemplifications, then to say that x Vs that p is to say that 

they have the property of V-ing that p, or (for the maximally shallow analysis once more) that they V 

that p. We do then implicitly relate the reportee to a state of affairs (whether obtaining or not, 

concrete or otherwise), for the demonstrated content sentence of report specifies a state of affairs – 

to wit, the state of affairs with respect to which in the case of attitudes the reportee has specifiable 

dispositions or aptitudes, certain pronenesses of behavior, cognition, and affect. In the case of 

mental/speech acts, the state of affairs toward/with respect to which the agent was directed in 

                                                 
14 Recall discussion of L&L last chapter. 
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saying/thinking what they did. But the report is not an assertion of this relation; the relevant state of 

affairs is not an object of reference. Still more, it is not an object in the head of the reportee. So far 

as the truth conditions of reports go, there need be no such object.  

Only as a special case is the relevant state of affairs (literally) in the reportee’s head. But 

again, it is in any case not an object of reference. Whether the reportee must represent this state of 

affairs in order to have the attitude they are said to have is something about which the truth 

conditions of the report are insensitive. (This is why we can quite naturally extend belief-desire 

explanations to computers and other systems we reflexively take to be non-intentional.15) The 

proposition expressed by demonstration of the content sentence of report may be construed as the 

type of which this demonstration is token;16 and this may serve as mode of presentation of the state 

of affairs thus specified.  

The proposition expressed by demonstration of the content sentence of report is a property 

of the attitude ascribed. (It is also a property of the demonstration.) Propositions, remember, are 

ways of taking the world to be; states of affairs are ways for the world to be. The content sentence 

of report need not be something the reporter herself would typically generate. In a de dicto/depictive 

report, it is intended to be a sentence of the reportee’s idiolect. To have interpreted (relevant 

stretches of) an idiolect is to have in hand a (passing) model of the reportee’s notional world – the 

world the reportee takes himself to get around in. This will then serve as a system of coordinates for 

tracking his behavior, or describing the patterns he makes as he moves through the world. The 

structure of this world is logical.  

                                                 
15 I have, by the way, no mark of the intentional to offer; I am interested in how we treat systems we take to be 
intentional. Unlike Dennett, I don’t take the applicability of the intentional stance to be a sufficient mark of intentionality. 
16 On the view I’ve elaborated, the expression-relation is a type-token relation: The proposition a speech act expresses is 
the type of which the speech act is a token. Granting this, alongside the foregoing, the proposition a speech act 
expresses is then a property the speech act qua act of meaning has essentially. To mean, indeed, is to act. But this property, 
the proposition, is in turn said to be the act’s meaning, or what it expresses. 
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Pace Fodor, the relevant moving object isn’t located in the reportee’s head. It is the reportee, 

moving in the world in which they are located. (We can make room of course for thought-

movements. One moves around in one’s notional world, without observably moving one’s body.) 

What is tracked then are temporally extended patterns of activity, describable in terms of beliefs and 

desires, being aptitudes to characteristic state-of-affairs related behavior, cognition, and affect. The 

pattern, again, is the pattern that rationality makes. 

We may situate this picture with respect to what has gone before. Here we describe the 

conceptual moves in terms of manipulations of pictures-under-description.  

First, then, there’s Frege picture, in which an agent/subject (the circle) stands in the relation 

of ‘grasping’ (the arrow) a particular, Thought or proposition (the triangle).  

 

 

 

We arrive at Fodor’s picture by psychologizing (‘naturalizing’) Frege’s picture. This is accomplished 

in a few steps: Put Frege’s picture in an agent’s head and replace the proposition with a (perhaps 

isomorphic) Mentalese (LOT) sentence (with the proposition as its content).  

 

 

 

Then delete the agent within the agent (the homunculus) and replace the grasping relation with an 

attitude-specific functional/computational role. To depict this last, place the LOT sentence in a box 

(the ‘belief box’).  
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We can then remove commitment to the LOT hypothesis by maintaining only that what is in the 

belief box is a mental representation.17 Now, to depict my view, we may repurpose this picture.  

 

 

 

This is accomplished in a few steps: Let the head of Fodor’s view be the environment. Let the belief 

box be an event/state. And let the mental representation be the agent/subject participating in the 

event/state. To be sure, it’s not much for an empirical psychology to go on. Our everyday 

ontological commitments, incurred by the use of our language, just don’t go that deep. And for that, 

they do not risk elimination. 

   

 

7 SOME BIG PICTURES (TAKE-AWAYS) 

 

                                                 
17 However, in this case, there may not be precise content-matching between content of (utterance of) content sentence 
of belief report, which is encoded in ‘discursive format’, and the mental representation in the belief box, which may be 
of non-discursive format (see Haugeland 1991).  
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Maybe, as a matter of empirical fact, you couldn’t have attitudes if you had swiss cheese for a 

brain or a head full of jelly. But if you could, it wouldn’t matter. It wouldn’t matter, in fact, what the 

computational/functional organization of the stuff in your head is. Like chemical facts to everyday 

talk of water, computational psychological/cognitive neuroscientific facts to everyday talk of 

attitudes are irrelevant. They are, in the first instance, semantically irrelevant, since our patterns of 

judgment are in fact insensitive to these facts about our psychology (see Baker 1995, Sehon 1997, 

and most of Dennett’s work on the attitudes); and provided that metaphysics, as I’ve argued, is but 

the other side of the coin, they are also metaphysically irrelevant. I do, in fact, accept something like 

the following picture: 

 

 

 

It is, I suppose, a sort of criterialism (or modest, methodological verificationism, as Dennett puts 

it18), involving moreover a distinction between causal and constitutive stories.  

The fact is, if you ask me why I judge that Galileo believes that the earth moves, I will tell you 

something about what he has done and appears to be disposed to do (in the broadest possible sense 

of the term) in such and such circumstances. This doing (we could instead say: being) may of course 

involve not just linguistic behavior (though this is the most fertile grounds for ascription), but other 

                                                 
18 On the compatibility of this modest verificationism and realism, see e.g. Ross 2000. 
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non-linguistic behavior, cognition, and affect. If none of the associated behavior, cognition, and 

affect with which we associate the belief is ever manifest, then no further investigation is required: 

one just doesn’t have the belief. There’s no need to go cracking open skulls to determine the matter 

(cf. Schwitzgebel 2002).  

Fodor’s 1975 line is that all behavior, cognition, and affect deemed criterial for ascription is 

instead just evidence. And of course, it is evidence; but not just. I don’t mean to sound 

Wittgensteinian all the time, but I just can’t see how to avoid the conclusion that if there are no 

conditions (even counterfactual) in which one would act in such-and-such ways associated with the 

belief then it just doesn’t make sense to say that anyway one might have the belief. And this seems to 

show that the grounds for ascription are criterial. I hasten to add that I’m not in the least motivated to 

safeguard the attitudes from elimination, or to defend ‘the autonomy of the space of reasons’. 

(There is, again, nothing so strange that it could not be true.) I am caused no anxiety by the 

possibility of scientific encroachment (cf. McDowell 2004). I just think that this is the way things are and 

that this is in fact clear when you take an empirical look at the form and interpretation of our 

language and the way we use it.  

But on the other hand, as I stated at the start of this work, a specification of the forms of the 

relevant stretch of language (viz. of attitude reports and the related constructions of indirect, direct, 

and mixed reports) is part – a small part, perhaps, but I think a key part – of a formal specification 

of competence models of our capacities to produce, comprehend, and reason in language. And 

insofar as these capacities are importantly implicated in our practices of explaining, predicting, and 

rationalizing one another and ourselves as minded beings, relevant competence models of this 

capacity (or capacities) will likely interface with those of the language-involving capacities just noted. 

One can imagine sketching out the relations by filling in the blanks of a picture like this: 
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But this is work for further cognitive science. Metaphysics, as I understand it, can provide little in 

the way of guidance here. Of course, that’s not to say one can’t speculate. There’s a time and a place 

for speculative psychology (as Fodor 1975 labels his work). As for that, what follows is a pulling 

together of things in the air. 

To begin with, I very much doubt that the best way to think about commonsense, belief-

desire or folk psychology is as a theory. And certainly not if the theory is supposed to be of the old 

covering-law sort that Fodor had in mind in 1987 (see e.g. Hempel and Oppenheim 1948). I think 

that attitudes are not plausibly thought of as theoretically postulated unobservables, in a manner 

reminiscent of the postulates of Sellars’ (1956) ‘Myth of Jones’. Churchland 1981 assumes this view. 

And arguably, in fact, the conditions for the possibility of the famous Fodor-Churchland realist-

eliminativist debate re: the attitudes depends essentially on this questionable, common ground.  

Given the lines of thought exposed last chapter with discussion of depiction, demonstration, and 

engrossment, simulation theory (according to which in ‘mentalizing’, ‘mindreading’, or ‘folk-

psychologizing’ others we simulate their mental states, put ourselves in their ‘mental shoes’, or take 
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on their perspective), seems to me a far more promising line.19 The hypothesis would then be that 

we engross ourselves in simulacra of – so simulate; better: realize – the thoughts of others when 

attempting to explain, predict, and rationalize them.20  

But this said, if a model of an idiolect may be figured a theory of one’s notional world, then 

simulation and theory will not be incompatible. In fact, perhaps becoming the sorts of folk 

psychologists we are crucially involves learning a language. I think that McGeer (2007) is on to 

something when she writes: 

 

When we develop as folk psychologists, we no doubt hone our interpretive skills; but, more 

importantly, we come to live in a world where the kind of interpretive work we need to do is 

enormously enhanced by how much meaning our interactions already carry for us and carry 

because of the way we habitually conform to norms that invest our actions with common 

meaning. Becoming a skilled folk psychologist is, in this sense, no different from becoming a 

native speaker within a linguistic community. The ease with which we speak comprehensibly 

and understand others is based on the practices we share. Of course, the relationship 

between conforming to folk-psychological norms and conforming to linguistic norms is 

closer than mere analogy: in becoming proficient speakers of our native tongue, we become 

able folk psychologists, and vice versa. These two skills are importantly intertwined, since so 

many of our methods of being comprehensibly minded are embedded in the semantics and 

pragmatics of our language. (150) 

 

                                                 
19 Heal 2003, discussed chapter 2, pursues something like this line on similar considerations. On the empirical support 
for simulation theory, see e.g. Goldman 2006. 
20 On the realize/simulate distinction, see e.g. Searle 1980. 
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McGeer sees this ‘skill-based account of folk-psychological expertise’ as alternative to the simulation 

theory (as well as the theory theory); but on my understanding of the semantics (and, alright, I guess, 

pragmatics) of the relevant stretches of language (including, centrally, that stretch of central concern 

to this work), I can’t see that they are incompatible. Other lines from McGeer accord with this: 

 

Folk-psychological expertise is insider expertise, the ‘first-person’ expertise of someone who 

is skilled at reading others in accord with shared norms because she is skilled at living herself 

in accord with those norms, and vice versa. As with the insider expertise of linguistic fluency, 

these two capacities come together. Indeed, it would be more accurate to say they are one 

and the same capacity exercised in two different respects: speaking, on the one hand, and 

listening, on the other – or, more generally, expressing and attending to what is being expressed. (150) 

 

(On my view, since we think in our idiolects, listening to (and comprehending) something said by a 

member of our speech community is tantamount to having a thought occur to us. And in point of 

fact, it is not clear that even in the latter case we have much control. Phenomenologically speaking, 

as you might have noticed, most of what goes on under the hood just happens.)  

But she may be right that too much attention has been paid to explanation and prediction, 

and not enough to shaping and regulation. As she writes: 

 

Very often when we make such attributions to one another or ourselves, we are not engaged 

in the activity of explaining and/or predicting behaviour at all. We are engaged in the activity 

of moulding behavior – cajoling, encouraging, reprimanding, promising and otherwise giving 

ourselves over to the task of producing comprehensible patterns of well-behaved agency in 

ourselves and others from a folk-psychological point of view. (149) 
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Possibly, this goes some way to solving what might otherwise appear to be a computational 

tractability problem:21  

 

If we make ourselves more readable to one another by conforming to shared norms of 

readability, it follows that much of the work of understanding one another in day-to-day 

interactions is not really done by us at all, explicitly or implicitly. The work is done already 

and carried by the world, embedded in the norms and routines that structure such 

interactions. (149-50) 

 

If correct, language plays an obviously crucial role in this.  

 I hope you’ll allow me just three more block quotes. For the resonances with Sellars’ 1962 

here are I think profound, and why put it another way when it’s been put so well? 

 

To say that a certain person desired to do A, thought it his duty to do B but was forced to 

do C, is not to describe him as one might describe a scientific specimen. One does, indeed, 

describe him, but one does something more. And it is this something more which is the 

irreducible core of the framework of persons.22  

 

Sellars expands on the idea: 

 

To think of a featherless biped as a person is to think of it as a being with which one is 

                                                 
21 This is a point emphasized by Matthews in unpublished work. 
22 With this passage, we find McDowell’s inspiration for his position re: the two logical spaces. 
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bound up in a network of rights and duties. From this point of view, the irreducibility of the 

personal is the irreducibility of the ‘ought’ to the ‘is’. But even more basic than this […] is 

the fact that to think of a featherless biped as a person is to construe its behaviour in terms 

of actual or potential membership in an embracing group each member of which thinks of 

itself as a member of the group.  

 

And continues: 

 

[We may] call such a group a ‘community’. Once the primitive tribe, it is currently (almost) 

the ‘brotherhood’ of man, and is potentially the ‘republic’ of rational beings (cf. Kant's 

‘Kingdom of Ends’). An individual may belong to many communities, some of which 

overlap, some of which are arranged like Chinese boxes. The most embracing community to 

which he belongs consists of those with whom he can enter into meaningful discourse. The 

scope of the embracing community is the scope of ‘we’ in its most embracing non-

metaphorical use. ‘We’, in this fundamental sense (in which it is equivalent to the French ‘on’ 

or English ‘one’) is no less basic than the other ‘persons’ in which verbs are conjugated. Thus, 

to recognize a featherless biped or dolphin or Martian as a person is to think of oneself and 

it as belonging to a community.  

 

Again, we find language – meaningful discourse – playing a central role. 

But in fact, part of this world we co-inhabit is a world of our construction by the use of 

language. As sounds and shapes are produced to convey messages, they are re-produced – both act 

and product, as discussed last chapter, being re-producibles which we may accordingly, and I think 

profitably, construe as memes (viz. replicable and perceptually transmissible ways of behaving: doing, 
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making, saying, thinking). In aggregate, memes yield selective environments – cognitive or cultural 

niches (see e.g. Dennett 2018) – in which minds are shaped. And this probably is key to our capacity 

to coordinate very complex behaviors and may in fact as McGeer (2007) and Zawidzki (2013) 

among others have suggested, be a key part of any explanation of how it is that we can explain, 

predict, and rationalize one another so effortlessly, despite what enormously complicated things we 

are. As Fodor (1987) writes, following the above line re: predicting the weather: ‘the etiology of the 

weather must surely be child’s play compared with the causes of behavior’ (4).23  

This capacity to pick up on and replicate the memes in cognitive-cultural niches, of course, 

presupposes many other capacities. We have, for one, a remarkable capacity to imitate. We are it 

seems wired to copy. Behaving some way thus becomes, for us, very naturally a way to behave. It 

becomes, in an apt expression used last chapter, a thing. These ways as discussed can be anything 

from song and dance to gesture and language (with words, in fact, being among the most successful 

species of meme).  

Those familiar with his work will know that I am echoing ideas from Dennett here. But after 

all, there has to be some grand way of pulling it all together – some way of unifying the cognitive 

sciences as we’ve been taught to picture them: 

                                                 
23 As I’ve discussed, I’m not sure that our belief-desire explanations are causal explanations; and I doubt that what’s 
going on when we provide these explanations is theorizing as Fodor thought of it. But I’m assuming with everyone else 
that our behavior is (in some sense) caused and that the causal story is very complicated indeed. 
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This is of course from Gardner 1985. There Gardner writes:  

 

If cognitive scientists want to give a complete account of the most central features of 

cognition […] they (or other scientists) will have to discover or construct the bridges 

connecting their discipline to neighboring areas of study—and, specifically, to neuroscience 

at the lower bound, so to speak, and to cultural studies at the upper. How to do this (or 

whether it can be done at all) is far from clear. (44-5) 

 

But memetics, I think, promises to be the way to do this. It is a way of looking at the phenomena 

which promises a synoptic view.24 The philosopher with knowledge of the various areas is well-

placed to play the role of speculative cognitive scientist. And I think that what I have said about 

what the attitudes and mental/speech acts are fits nicely into this picture. 

 

                                                 
24 This was in fact emphasized by Dawkins in his 1976, the book in which he introduced ‘memes’. 
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8 A BEGINNING (THE END) 

 

As language-wielding communal beings embedded in the niches of our cultures, the forms of 

life into and out of which the language is interwoven by its use, we are inducted into practices of 

giving and asking for reasons – for our attitudes and actions, for what we say and do (Dennett 2018, 

Wittgenstein 1953, Brandom 1994). Indeed, part of what enables the coordination of our behavior, 

and part of what binds us together, is precisely this practice of giving and asking for reasons.  

We give reasons for what we have done, reasons for what we plan to do, and justifications 

for our reasoning; and we ask of others that they do the same. The reasons we provide are of course 

the results of reasoning, and our reasoning, too, is effable. We display our reasoning, just as we may 

express our beliefs, in what we say. And of course, among the things about which we reason are 

each other and ourselves as minded beings – including, centrally, our attitudes and our linguistic and 

other intentional behavior.  

If our actions are to be intelligible to one another – if, indeed, we are to be agents – there 

must also be coherence between belief, desire, and action. It is constitutive of being an agent that 

one act so as to satisfy one’s desires in light of one’s beliefs. In light of recognized beliefs and 

desires, we rationalize (that is, explain with reference to reasons) our actions – both to ourselves and 

to others. We make a pattern in the world – a real pattern, the pattern that rationality makes.  

As we individuate beliefs by their contents and contents are expressed by sentences, we use 

sentences to individuate attitudes. These sentences, or what we express by them, in turn allow us to 

reason about others’ belief states, which, in turn, allows us to rationalize what people say and do. 

And without that, we wouldn’t have the communities we have. Indeed, we wouldn’t be the agents 

we are.  
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* 

 

The connections it would appear are many. Plenty for a speculative psychology to draw on. 

In fact, maybe there’s after all still a lot of work left to be done. And I suppose that’s as good a 

promissory note as any to end on. 
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‘Method and Metaphysics in the Study of Cognition’, New Trends in the Metaphysics of Science, La 
Sorbonne (Fall 2015) 
 
‘Putting the Mind to Work: Cognition as Activity’, Montreal’s Cognitive Science Day, Concordia 
Center for Cognitive Science (Fall 2015) 
 
‘Deliberation, Agency, and Epistemic Blind Spots’, Agency, Causality, and Free Will, The Institute of 
Philosophy (Fall 2015) 
 
‘On the Proper Epistemology of Perceptual Knowledge’, 3rd Annual Philosopher’s Cocoon 
Philosophy Conference, University of Tampa (Fall 2015) 
 
‘On the Incompatibility of McDowell’s Disjunctivism and the Sellarsian Typology of Perceptual 
Experience’ (awarded second best essay), 2nd Annual University of Nevada, Reno Graduate 
Philosophy Conference (Fall 2015) 
 
‘On the Question Whether the Doxastic Conditions of Deliberation are Consistent with Belief in 
Determinism’, 12th Annual Intermountain West Student Philosophy Conference at the University of 
Utah (Spring 2015) 
 
DEPARTMENTAL TALKS & GUEST LECTURES 
 
‘A Unified Solution to Some Substitution Problems’, Hammond Society Colloquium Series (Fall 
2018) 
 
‘Representation without Representations’, Hammond Society Colloquium Series (Spring 2016) 

 
‘Method, Metaphysics, and Meaning in the Study of Cognition’, Prometheus (Spring 2016) 

 
‘Method and Metaphysics’, Hammond Society Colloquium Series (Fall 2015) 

 
‘Cognitivism and its Discontents’, Graduate Summer Seminar (Summer 2015) 

 
‘Methodological Reflections on the Philosophy of Mind’, Prometheus (Spring 2015) 
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‘Extended Cognition and the Problems of Representation’, Hammond Society Colloquium Series 
(Spring 2015) 

 
‘Cognitive Science’, invited guest lecture for History of Psychology (Fall 2014) 
 
‘Why Philosophy of Mind?’, invited talk for the Cognitive Science Undergraduate Society (Fall 2014) 

 
‘On the Proper Epistemology of Perceptual Knowledge’, Graduate Summer Seminar (Summer 
2014) 

 
‘An Assessment of George Rey’s Ecumenical Proposal: Concerning the Paradox of Concept 
Learning’, Graduate Summer Seminar (Summer 2013) 

 
‘Grounds for Truth: A Solution to the Liar Paradox’, Prometheus (Spring 2013) 
 
ACADEMIC HONORS, AWARDS, & FELLOWSHIPS 
 
Allen Grossman Teaching Fellowship, Johns Hopkins University (JHU) (Fall 2019-Spring 2020, 
declined) 
 
Dean’s Prize Fellowship, JHU (Spring 2018) 
 
Lovejoy Fellowship, JHU, Department of Philosophy (Spring 2017) 
 
Dean’s Teaching Fellowship, JHU (Fall 2016) 
 
William Miller Essay Prize, JHU, Department of Philosophy (Spring 2015) 
 
Top Collegiate Scholar, University of Tennessee, Knoxville (UTK) (Spring 2009) 
 
Outstanding Philosophy Graduate, UTK Philosophy Department (Spring 2009) 
 
Extraordinary Academic Achievement Award, UTK Psychology Department (Spring 2009) 
 
Eta Sigma Phi, Honorary Society for Classical Studies (Spring 2009) 
 
Psi Chi, Honor Society in Psychology (served as President of UTK chapter) (Fall 2008/Spring 2009) 
 
Phi Beta Kappa 
 
GRADUATE COURSEWORK AT JOHNS HOPKINS (*=audit) 
 
In the Philosophy Department (some cross-listed with the Cognitive Science and Psychology and 
Brain Sciences departments): 
 
Philosophy and Cognitive Science: Perception and Cognition  
Philosophy and Cognitive Science: Innateness 
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Philosophical, Foundational, and Methodological Issues Connected to Bayesian  
Approaches in Cognitive Science* 

Topics in the Philosophy of Language: Pragmatism, Minimalism, and Metaphysics 
Graduate Seminar: Topics in Formal Semantics*  
Seminar on Skepticism – Ancient and Modern  
Graduate Seminar: Knowledge and Perception*  
Formal Logic  
Modal Logic and Its Applications  
Axiomatic Set Theory*  
Philosophical Logic* 
Free Will and Responsibility  
Kant’s Critique of Practical Reason  
Seminar in Hegel’s Phenomenology of Spirit  
Hellenistic Philosophy  
Greek Philosophy: Plato and His Predecessors  
 
In the Cognitive Science Department: 
 
Visual Cognition* 
Foundations of Cognitive Science* 
 
OTHER COURSEWORK 
 
North American Summer School for Language, Logic, and Information (NASSLLI) at University of 
Maryland, College Park – Summer 2014: 
 
Topics in Update Semantics  
Dynamic Logic for Formal Epistemology  
Mapping Possibilities in the Grammars of Natural Languages  
Quantification and Computation  
 
PROFESSIONAL TRAINING 
 
The Johns Hopkins Expository Writing Program Pedagogy Workshop 
 
The American Association of Philosophy Teachers, Teaching and Learning Workshop, at the 
University of Pennsylvania (Fall 2017)  
 
Preparing Future Faculty Teaching Academy, Certificate Program, at Johns Hopkins University (Fall 
2016) 
  
PROFESSIONAL ACTIVITIES 
 
APA Eastern Division Meeting, Chair for colloquium on Metaphysics and Mind (Winter 2018) 
 
Volunteer for The Society for Philosophy and Psychology, 43rd Annual Meeting, held at Johns 
Hopkins University (JHU) (Summer 2017) 
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Submission Referee for Nature and Norms: Values in a Material World, Graduate Philosophy 
Conference, JHU (Fall 2015) 

 
Hammond Society Colloquium Committee Member, JHU (Fall 2014-Spring 2015) 
 
Department Colloquium Committee Member, JHU (Fall 2013-Spring 2015) 

 
Head of Prometheus Editorial Workshop, JHU (Spring 2014) 
 
Graduate Liaison to Prometheus, the JHU Undergraduate Philosophy Group (Fall 2012-Spring 
2015) 
 
Vice President of the Hammond Society, JHU (Fall 2012/Spring 2013) 
 
PROFESSIONAL MEMBERSHIPS 

 
American Association of Philosophy Teachers 
American Philosophical Association 
Aristotelian Society 
 
 


