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ABSTRACT 
 
Problem Statement 

Human health risk assessments require accurate exposure assessments to be meaningful. 

Answering, or improving current answers, to exposure questions can require novel 

methodologies that provide additional utility to existing approaches. We demonstrate three 

such methods, one for data collection and two for data analysis. While the methods were 

developed specifically for this dissertation, they are scalable to other applications and can be 

generalized to similar research questions.  

 

1) In a situation where there is a nearly 30-year gap in data collection, estimate 

benzene exposure and cancer risk to non-occupational and occupational groups 

from commercial gasoline station filling operations. 

2) With an existing low-cost sensor network measuring ambient PM2.5, utilize 

probabilistic machine learning models to improve on predictive accuracy of 

previously developed linear models and then use the output to conduct 

probabilistic exposure assessments. 

3) Create a probabilistic machine learning calibration model for CO sensors 

deployed in an occupational low-cost sensor network and use the models to 

create probabilistic concentration hazard maps and American Industrial Hygiene 

Association exposure category hazard maps to assist with decision making.  
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CHAPTER SUMMARIES 

 
Chapter II 

Gasoline station exposures were measured using consumer self-sampling protocols 

where study participants were unsupervised and in control of the start and stop of their 

sampling period using whole air canisters to match the duration of their filling activities. 

Benzene exposures and cancer risks associated with gasoline station filling operations 

were found to be within accepted risk tolerance levels for both consumer and modeled 

occupational situations. Additionally, cancer risk from ambient benzene was found to be 

greater compared to pumping risk in all consumer scenarios and the majority of 

occupational scenarios. 

Chapter III 

The probabilistic GBDTs for calibrating PM2.5 measurements from low-cost sensor 

networks were trained and tested on identical splits as an existing linear model for the 

same dataset. However, the GBDT used raw sensor data whereas the linear model used 

lab corrected data. The results of the GBDT were then spatially interpolated in a 

probabilistic manner to create exposure assessments based on administrative borders. 

The probabilistic gradient boosted decision trees were found to not only be more accurate 

than linear models at calibration at predicting reference concentrations, but directly used 

raw sensor data, not laboratory calibrated sensor data like the linear models.  

Chapter IV 

Utilizing a probabilistic calibration model for occupational CO exposures from a low-cost 

sensor network eliminated the need for laboratory calibrations and multiple linear 

calibration models. The model was then used to demonstrate how probabilistic 

predictions can create probabilistic hazard maps both of CO concentrations and AIHA 
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exposure ratings, an AIHA method for creating discrete exposure categories based on 

the uncertainty surrounding the 95th percentile of the sampling distribution. The AIHA 

exposure rating hazard maps were shown as a tool for improving decision making and 

also illustrated the weakness of traditional point predictions in terms of accurately 

estimating occupational exposures. These small sample size exposure rating calculations 

can be substantially underestimate or overestimate exposures, leading to incorrect 

industrial hygiene resource apportionment and potentially health and/or regulatory 

overexposures. 

Conclusion 

The novel exposure assessment methodologies presented, both in terms of data 

collection and data analysis are viable tools for capturing exposure information necessary 

for human health risk assessments.  

 

Using self-sampling protocols in data collection for non-occupational groups allows for 

sampled individuals to complete the sampled task in as normal a manner as possible. 

While COVD-19 impacts reduced the sample numbers by over 60 percent from its 

intended size, the exposure data from this chapter filled a nearly 30-year gap in the 

literature and was used to demonstrate that gasoline pumping activities for consumers 

and occupational groups do not present an unacceptable amount of risk. With regards to 

low-cost sensor networks for ambient air pollution, both indoors and out, non-linear 

machine learning techniques can eliminate the need for time intensive lab calibration of 

sensor instruments and improve on linear approaches. In addition, probabilistic models 

can be used to create spatial exposure assessments that fit neatly into a probabilistic risk 

assessment framework for environmental exposures, or the American Industrial Hygiene 

Association exposure rating framework. 
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CHAPTER I: INTRODUCTION 

Exposure Assessment Strategies 

In 2012, the National Academies published a resource detailing the needs for exposure 

assessments and exposure science in the 21st century (National Research Council 2012). 

Within the document, they outline short, medium, and long-term goals for research needs 

regarding modernizing exposure assessments into three categories. The three aims of this 

dissertation each correspond to one primary research need group, and all three together seek 

to address the criteria set out by the National Academies to push exposure assessment and 

exposure science into the 21st century.  

 

Dissertation Aims and Structure 

The three aims of this dissertation are as follows: 

1) Determine benzene exposure and cancer risk from commercial gasoline station filling 

operations among non-occupational and occupational groups 

2) Provide a probabilistic modeling framework for PM2.5 exposure assessments with low-

cost sensor networks that also reduces the need for lab calibrations 

3) Within the context of the American Industrial Hygiene Associations’ exposure ratings, 

develop a probabilistic calibration model for CO low-cost sensor networks that assists 

with regulatory decision making, while also demonstrating the improved utility of 

probabilistic models over point predictions for occupational exposure estimation.  

 

Three manuscripts, Chapters II, III, and IV, make up the main body of the dissertation. Chapter 

I is the introductory materials and Chapter V is the conclusion. 
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Aim 1: Commercial Gasoline Station Filling  

 

National Academies Criteria: “Providing effective responses to immediate or short-term public-

health or ecologic risks requires research on observational methods, data management, and 

models”. 

 

In the United States as of 2013, nearly 40 million consumers purchase automotive gasoline per 

day (National Association of Convenience Stores 2013). Approximately 80% of that gasoline is 

purchased at convenience stores/gasoline stations and 16% is purchased at grocery or large 

chain retail stores (National Association of Convenience Stores 2019). The gasoline available 

for purchase in the United States is a non-unform hydrocarbon mixture that can vary by 

refinery, brand, time of year, etc. (ATSDR 1996; IARC 1989). Within the constituents of 

gasoline, benzene is one component that is federally regulated, with any refinery or importer 

average not to exceed 0.62% benzene by volume (Bruckner et al. 2008; Environmental 

Protection Agency 2012). The regulation is in place due to the established carcinogenicity of 

benzene as established by the Environmental Protection Agency, U.S. Department of Health 

and Human Services, and the International Agency for Research on Cancer (ATSDR 1996; 

IARC 1989; IRIS 2003). Benzene is primarily causative of acute myeloid leukemia (AML), but 

has also been linked to acute nonlymphocytic leukemia (ANLL) and myelodysplastic syndrome 

(MDS) as well (ATSDR 2006; Keenan et al. 2013). Notwithstanding the established 

carcinogenicity of benzene and the millions of exposed consumers per day, virtually no 

exposure assessments have been conducted in the United States to determine exposure 

and/or risk in this population in approximately the last 30 years, despite substantial studies on 

other downstream populations (Verma et al. 2001). In addition to exposures from gasoline 

station filling, benzene is an ambient pollutant from fossil fuel combustion and is considered by 
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the National Air Toxics Assessment (NATA) to be a ‘national cancer risk contributor’ from 

ambient exposure (ATSDR 2006; EPA 2015, 2018; Galbraith et al. 2010).  Using a novel whole 

air self-sampling protocol, we conducted gasoline station filling operations exposure 

assessments on consumers, and corresponding probabilistic risk assessments for consumer 

and occupational scenarios. The risk assessment results indicated that filling operations for 

both consumers and occupational groups likely carry no excess risk of leukemia. Furthermore, 

the whole air self-sampling protocol developed for Aim 1 allows for short- or long-term whole air 

sampling of individuals based on tasks of interest or simply ambient exposures that can be then 

linked to the exposome, fulfilling the National Academies criteria for increased personal 

monitoring capabilities.    

 

Aim 2: Low-Cost Sensor Networks for Ambient PM2.5 

 

National Academies Criteria: “Supporting research on health and ecologic effects that 

addresses past, current, and emerging outcomes” 

 

Particulate matter (PM2.5) air pollution is well established as a serious human health hazard, 

with the World Health Organization (WHO) estimating that PM2.5 is causative of nearly 7 million 

deaths per year (World Health Organization 2018). PM2.5 has both carcinogenic and non-

carcinogenic health effects, and has been linked to lung cancer, cardiovascular disease, and 

stroke (International Agency for Research on Cancer 2016). Urban areas often experience the 

highest burden of PM2.5 exposures due to the fact that PM2.5 is produced via hydrocarbon 

combustion from vehicle traffic, electricity generation, cooking, and other sources. (International 

Agency for Research on Cancer 2016; Saha et al. 2020). In order to ensure that PM2.5 levels 

meet federal regulatory standards established by the Clean Air Act, the Environmental 
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Protection Agency mandates that states operate high quality reference monitors in counties 

around the country (Environmental Protection Agency 2010; Maryland Department of the 

Environment 2018). However, given that these federally mandated monitors are stationary 

monitors required to prove compliance data at the county-level, there are only 275 monitors 

covering the over 110 million people in the 25 most populous urban areas – resulting in limited 

spatial coverage on the intra-city scale (Apte et al. 2017, Environmental Protection Agency 

2010). In order to increase the spatial coverage of PM2.5 monitoring, low-cost sensor networks 

consisting of numerous spatially distributed sensors of lower accuracy, precision, and cost than 

federal reference monitors have been implemented (Buehler et al. 2020; Datta et al. 2020).  

 

These low-cost networks can measure exposure gradients on much smaller spatial scale 

across the area under observation than the reference monitors can provide (Piedrahita et al. 

2014; Snyder et al. 2013; Szpiro et al. 2009). Despite increased spatial coverage and 

resolution, direct utilization of the raw PM2.5 sensor data is not encouraged due to the reduction 

in accuracy and precision associated with the low-cost sensors that have not been corrected for 

environmental biases (Borrego et al. 2018; Buehler et al. 2020; Morawska et al. 2018). The raw 

sensor data often needs a lab calibration or other method to ensure the sensors are returning 

measurements that are accurate and precise, especially as PM2.5 measurements are impacted 

by both temperature and relative humidity (Borrego et al. 2018; Datta et al. 2020; Levy Zamora 

et al. 2019; Morawska et al. 2018). However, the laboratory calibration process is highly time 

intensive and requires specialized facilities and equipment to calibrate each sensor for climate 

conditions of their deployed environment and the theoretical range of exposure levels (Levy 

Zamora et al. 2019). Frequently, linear calibration models are created to turn the raw sensor 

readings into a lab-calibrated value that can be used for exposure estimates (Datta et al. 2020; 
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Levy Zamora et al. 2019). While non-linear terms are added to the linear regression models, 

the calibration equations can fail to capture peaks and valleys in the reference measurements.  

 

Despite traditionally a linear regression-based approach, calibration models have been 

conducted with a variety of modeling approaches including polynomial regression, gain/offset 

linear regression, land use regression, and machine learning methods like gradient boosted 

decision trees (GBDT) and random forests (Johnson et al. 2018; Lim et al. 2019).  Using a 

novel fully probabilistic gradient boosting library (NGBoost) we developed models that provided 

increased point prediction and distributional accuracy to linear models. Furthermore, these 

models used raw data, not the calibrated data required for the linear model, showing that 

increased predictive power is possible without the intermediary step of lab calibration. Lastly, 

the unique modeled mean and variance for each prediction was used to create a framework for 

probabilistic spatial exposure assessments. The National Academies highlighted specifically 

that exposure modeling methodologies need to be modernized to better address and account 

for uncertainty in data and results. The use of NGBoost and a spatial interpolation Monte Carlo 

to propagate uncertainty throughout the exposure assessment process combined with utilizing 

sensor network data explicitly fulfills the research goals set out by the National Academies. 

 

Aim 3: Occupational Low-Cost Sensor Networks for Industrial Hygiene Decision Making 

 

National Academies Criteria: “Addressing demands for exposure information among 

communities, governments, and industries with research that is focused, solution-based, and 

responsive to a broad array of audiences” 
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The Occupational Safety and Health Administration (OSHA) promulgates legally enforceable 

permissible exposure limits (PEL) for workplaces in the United States. Additionally, OSHA 

provides guidance on a sampling strategy for conducting the compliance exposure assessment 

based on a very small number of samples taken on the highest risk workers (Ramachandran 

2005). However, this strategy is likely to both underestimate the true exposures to the sampled 

workers and also entirely fail to discern exposures to workers not sampled (OSHA 2001; Tuggle 

1981). However, the American Industrial Hygiene Association (AIHA) provides a framework that 

is less likely to underestimate exposures by incorporating the uncertainty of the true 

underlaying concentration distribution as opposed to just the sampling and analytical 

uncertainty of the OSHA strategy (Ramachandran 2005). The AIHA framework is four sets of 

exposure ratings ranging from ‘Highly Controlled’ to ‘Poorly Controlled’ which provide industrial 

hygienists with guidance about where to focus control efforts (Ramachandran 2005). Despite 

the improvements on the OSHA compliance sampling strategy, the AIHA framework still 

generally relies on a small number of personal samples. However, by utilizing low-cost sensor 

networks, multiple low precision/accuracy sensors spatially distributed across a workplace, 

exposure data can be collected at a small enough spatiotemporal scale to allow for substantial 

utility over single higher precision measurements (Peters et al. 2006; Thomas et al. 2018; 

Vosburgh et al. 2011; Zuidema et al. 2019). The high resolution data can then be spatially 

interpolated to create hazard maps, a type of mapping that shows exposure gradients over 

time, space, or both to provide full worksite exposure estimates (Koehler and Peters 2013; 

Koehler and Volckens 2011). These high-resolution hazard maps can be then used to estimate 

personal exposures based on the location of an individual on the facility floor. However, with 

multiple lower quality sensors, calibration to a reference standard is a non-trivial amount of 

work that can require frequent site visits, specialized laboratory facilities, and person hours 

(Afshar-Mohajer et al. 2018; Datta et al. 2020; Levy Zamora et al. 2019; Zuidema et al. 2019). 
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Entirely modeling based approaches to calibrate low-cost sensor networks (following collection 

of reference data) have been utilized to great effect, although the models that perform best tend 

to be non-linear machine learned based approaches (Zimmerman et al. 2018, Chapter III). 

Thus far, this approach has not been used on an entirely indoor occupational low-cost sensor 

network. Using data from an approximately 40 unit low-cost sensor network deployed in a 

heavy equipment manufacturing facility, we developed probabilistic calibration models for 

carbon monoxide (CO) using gradient boosted decision trees that eliminated the need for 

laboratory calibration (Zuidema et al. 2019). The model’s predictions were spatially interpolated 

to create probabilistic concentration hazard maps as well as AIHA exposure rating hazard maps 

to create a framework that allows industrial hygienists to be more informed about where to 

direct control resources. Additionally, the probabilistic results showed how utilizing a mean or 

point prediction alone creates the potential to incorrectly identify areas of highest exposure, 

even when using large sample sizes associated with network data. The results of this chapter 

fulfill the requirements from the National Academies for research that is solution based, as we 

provide a framework for occupational exposure assessments that vastly outperform prior 

methodologies and can be used to improve both worker health and regulatory compliance. 
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1. Abstract 

Tens of millions of individuals go to gasoline stations to purchase gasoline on a daily basis in 

the United States. One of the constituents of gasoline is benzene, a Group 1 carcinogen that 

has been strongly linked to both occupational and non-occupational leukemias. While benzene 

content in gasoline is federally regulated, there is approximately a thirty-year data gap in 

benzene exposures specifically from pumping gasoline. Using a novel self-sampling protocol 

with whole air canisters, we conducted a gasoline pumping exposure assessment for benzene, 

toluene, ethylbenzene, and xylene (BTEX) on Baltimore, MD area consumers. Exposures 

averaged 5.7 ppb, 23.5 ppb, 3.9 ppb, and 16.7 ppb respectively on 32 samples. Using the 

benzene exposure results, we conducted consumer and occupational probabilistic risk 

assessment scenarios and then contextualized the gasoline pumping risk with ambient benzene 

exposure risk. We found that the consumer scenarios did not approach the 1:1,000,000 excess 

risk management threshold and that the occupational scenario approached but did not exceed 

the 1:10,000 excess risk management threshold. Further, we found that in all case the ambient 

risk from benzene exceed that of pumping risk for consumers, but that in approximately 30% of 

occupational trials the pumping risk exceeded the ambient risk.  

 

2. Introduction 

According to the National Association of Convenience Stores, in 2019 there were approximately 

129,000 convenience store gasoline stations and mass merchandising gasoline stations in the 

United States, accounting for 96% of all commercial gasoline sold (National Association of 

Convenience Stores 2019; NACS | Convenience Stores Fuel America). There were 

approximately 40 million fill ups per day at these gasoline stations as of 2012 (National 

Association of Convenience Stores 2013). The main form of gasoline sold is automotive 

gasoline, the primary fuel for internal combustion engines found in non-diesel cars, 
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motorcycles, non-diesel trucks, and other small engines (ATSDR 1995). Gasoline is a complex 

non-uniform mixture comprised of a variety of alkanes, alkenes, isoalkanes, cycloalkanes, 

cycloalkenes, and aromatics; many blends also contain performance-enhancing additives 

(IARC 1989). The exact ratios of these compounds vary by manufacturer and location, and 

even from batch to batch, depending on factors such as the source of the crude oil, the refining 

process used in its production, and the product specifications (ATSDR 1995; IARC 1989). 

Since the Clean Air Act Amendments of 1990, gasoline frequently contains ethanol in addition 

to petroleum products. The two most common mixtures in the United States are 10% 

ethanol/90% gasoline (E10) and 15% ethanol/85% gasoline (E15) (Alternative Fuels Data 

Center 2017). Approximately 95% of gasoline sold in the United States is E10 (Alternative 

Fuels Data Center 2017). However, the amount of ethanol used in blending can vary 

substantially, with maximums nearing 85% ethanol, primarily used outside of the United States 

(Alternative Fuels Data Center 2017). 

 

Gasoline is a known human and animal carcinogen based on the toxicity of its components 

(ATSDR 1995; IARC 1989). Amongst the constituents of gasoline, benzene has the strongest 

body of evidence supporting its carcinogenicity (leukemias) in occupational and non-

occupational settings, and the Environmental Protection Agency (EPA), U.S. Department of 

Health and Human Services, and International Agency for Research on Cancer (IARC), all 

identify benzene as a human carcinogen (ATSDR 2006; IARC 1989; IRIS 2003). There is 

epidemiological and toxicological evidence that excess benzene exposure can result in the 

development of acute myeloid leukemia (AML) in humans (Bergsagel et al. 1999; Paxton et al. 

1994a, 1994b; Wong 1995). Other leukemias, including acute nonlymphocytic leukemia (ANLL) 

and myelodysplastic syndrome (MDS), have also been found to be associated with elevated 

benzene exposure (ATSDR 2006; Keenan et al. 2013). Benzene content is federally regulated, 
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with any refineries or importers required to  average less than or equal to 0.62% benzene by 

volume in their gasoline (Environmental Protection Agency 2012). Generally, gasoline in the 

United States is likely to contain 0.5-2.0% benzene by volume (Bruckner et al. 2008; 

Environmental Protection Agency 2012). Additionally, in terms of non-occupational exposures, 

the National Air Toxics Assessment (NATA) ambient air pollution monitoring includes benzene 

as a ‘national cancer risk contributor’ and provides excess cancer risk associated with that 

ambient benzene exposure (EPA 2018b, 2018a). 

 

Benzene exposure has been extensively studied in both upstream (petroleum extraction and 

production) and downstream (refining and marketing) settings (Verma et al. 2000, 2001). 

However, there is little information regarding potential exposures to the gasoline station 

consumer, a population of millions of individuals per day in the United States. According to the 

Agency for Toxic Substances and Disease Registry (ATSDR), non-occupational exposures to 

gasoline occur as a result of customers using the gasoline pumps and inhaling any volatilized 

part of the gasoline mixture (ATSDR 1995). The bulk of the studies and samples associated 

with consumers filling their own vehicles occurred in the 1980s and 1990s and were conducted 

by consulting firms or industrial sources (Northeast States for Coordinated Air Use 

Management 1985; Page and Mehlman 1989; Verma et al. 2001). Additionally, of the studies 

that were conducted in other countries (e.g., Singapore, Italy, England), approximately five 

percent of the mean benzene concentrations were greater than 2.5 ppm for short-duration, 

consumer focused measurements, the short-term occupational exposure limit issued by the 

American Conference of Governmental Industrial Hygienists.  However, studies conducted in 

Europe in the 2000s indicate significantly reduced exposures compared to the 1980s and 

1990s (OSHA 2020; Page and Mehlman 1989; Periago and Prado 2005). In addition to 

consumers, there are approximately 21,000 gasoline service station attendants across the 
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country as of 2019 who may also pump gasoline as part of their job description (BLS 2019). 

Furthermore, in New Jersey (and to a much smaller extent in Oregon), there are nearly 5,000 

pump attendants who are legally required to pump gas for customers (Nobile 2018; Weller 

2018).  

 

We conducted an exposure assessment for consumers to characterize benzene and 

associated volatile organic compounds exposures associated with filling their gas tank using 

modern sampling and analysis methodologies. In addition, an exposure assessment was used 

to inform a consumer risk assessment for gasoline station filling. The risk assessment was 

extended to an occupational setting by developing a worker exposure scenario to estimate 

excess risk values for gasoline service station attendants and pump attendants. Lastly, the risk 

assessment results for the consumer and occupational groups were compared to the risk 

values provided by NATA in order to contextualize the risk from gasoline station benzene 

exposures with the risk from ambient benzene exposures.  

 

3. Methods 

3.1. Consumer Sampling – Design 

The study participants consisted of 34 Baltimore, Maryland area consumers who were aged 18 

or over, English speaking, literate, had a valid driver’s license, had access to a working 

gasoline powered vehicle, and were able to fill their vehicle with at least five gallons of gasoline. 

Active smokers and pregnant or nursing women were excluded. At the time of consent into the 

study, each consumer was provided with a backpack (Figure 1) containing sampling equipment, 

demographic surveys, and fill-up specific questionnaires including questions such as ‘How 

many times per month do you pump gas?’, ‘What make and model of car do you drive?’, and  
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questions on related topics. The study was approved by the Johns Hopkins Institutional Review 

Board.  

 

Figure 1: Consumer sampling backpack containing an evacuated steel canister, sampling line, 

flow regulator and start/stop knob, and MSR climate monitor 

 

The consumer sampling was conducted using a backpack containing sampling equipment and 

electronics. The air sampling equipment was comprised of a 1.0 L MiniCan (Entech Instruments, 

Simi Valley, CA, USA) Silonite lined passivated steel canister evacuated to -30.00 mmHg and 

an attached Silonite lined steel sampling line with a flow regulator, open/close knob, and screw 

cap. Once opened, the canisters draw in whole air at 0.167 L/minute, for a six-minute 

operational limit. However, due to a loose gasket seal on the inlet valve with the first ten 

canisters used, a revised gasketless valve design was implemented for all other canisters. The 

flow rate, pressure, and canisters were otherwise identical. The backpack also contained an 

MSR 145 Data Logger (MSR Electronics GmbH, Seuzach, Switzerland) with temperature, 

relative humidity, and light sensors recording data on one-second intervals. Chubb 

Environmental Health Laboratory (Cromwell, CT, USA) provided the canisters and designed and 
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provided the custom sampling lines. Prior to providing each consumer with a backpack, each 

line was cleared with a clean vacuum canister and each sampling canister had its vacuum 

measured and recorded with an electronic pressure gauge.  

 

3.2. Consumer Sampling – Procedure 

Using the backpack from Figure 1, each consumer was directed to drive to the gas station of 

their choice (unknown to study staff), open the sampling line and cap, exit their vehicle, and 

pump gas as they normally would, enter their vehicle when finished, and then close the 

sampling line and cap. Participants were also instructed to remain near their vehicles while 

filling. The sampling backpacks were returned to study staff within 24 hours. Upon return of 

each backpack the canisters were checked to verify use; no other assessment of protocol 

adherence was performed. Personal sampling was conducted from August 2019 through March 

2020, with sampling stopping due to COVID-19 related shutdowns. 

 

3.3. Consumer Sampling – Analysis 

Following collection, all canisters were measured for final pressure and returned to Chubb 

Environmental Health Laboratory (Cromwell, CT, USA). Canisters were analyzed for BTEX 

(benzene, toluene, ethylbenzene, xylene) via EPA TO-15 and TVOC (total volatile organic 

compounds) via NIOSH 1500. Any samples that were below limit of detection were assigned a 

value as the limit of detection divided by the square root of two (Hornung and Reed 1990).  

3.4. Consumer Risk Assessment 

Each consumer has a single benzene concentration for the recorded length of their fill-up based 

on the sampling results. Additionally, each consumer provided the number of times per month 

they typically fill up their vehicle from the questionnaires. Using the EPA’s most conservative 

unit risk value for benzene inhalation carcinogenicity of 2.2x10-6, the excess risk per million 
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people can be calculated following the standard EPA and NIOSH approach in Eq. 1a (EPA 

1987; Integrated Risk Information System (IRIS) 2000; NIOSH 2017).  

 

Eq. 1a: General non-occupational inhalation cancer risk assessment equation 

𝐸𝑥𝑐𝑒𝑠𝑠	𝑅𝑖𝑠𝑘!"#	%& = 	1,000,000 ∗ 	𝑈𝑅 ∗ 	0'(	∗	*+	∗	*,	∗	*-
(+

1  

 

From Eq. 1a, UR is the unit risk, CA is the benzene concentration, ET is the exposure time per 

day based on the length of time of fill-up, EF is the exposure frequency based on fill-ups per 

year, ED is the exposure duration of fifteen years, and AT is the averaging time of a lifetime of 

70 years. Fifteen years was chosen for the exposure duration based on evidence in the 

literature that benzene exposures are causative of AML only at an approximate 10-20 year 

latency, and that exposures that occurred more than 20 years prior have no influence on the 

likelihood of developing leukemia (Finkelstein 2000; Galbraith et al. 2010; Glass et al. 2004; 

Richardson; Rinsky et al. 2002). Excess risk values that exceed 1:1,000,000 would be 

considered an unacceptable risk for consumers, a non-occupational group (EPA 2014; NIOSH 

2017). However, in order to utilize all the collected data and expand the possible combinations 

of exposure and risk values, a probabilistic Monte Carlo risk approach will be utilized as 

recommended by NIOSH and the EPA for conducting risk assessments (Daniels et al. 2020; 

EPA 2014). Benzene concentrations were log-transformed and parameterized into  

𝑁(𝑥, 𝜎)!"#(%&'(&'&). To determine the duration the canister was active, the flow regulator 

(constant rate) and canister had a maximum fill time of six minutes, corresponding to 5 ppm of 

vacuum decrease per minute of active sampling. Using the initial canister vacuum, subtracting 

the final canister vacuum, and then dividing by five produced an approximate sampling, or fill-up 

time. Fill times were parametrized into a truncated Normal distribution (Ntrunc) with a minimum 
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of 0.5 minutes, maximum of six minutes, and mean and standard deviation based on calculated 

fill times per consumer and then converted into 𝑁𝑡𝑟𝑢𝑛𝑐(𝑥, 𝜎,𝑚𝑖𝑛 = 0.5,𝑚𝑎𝑥 = 6)*+',-&./0+11. Fill-

ups per month were parameterized into a positive Poisson distribution of count data as 

𝑃𝑜𝑖𝑠(𝜆)0+11	345./*"'-6, with l as the mean of the fill-up counts. The full list of parameters for the 

consumer risk assessment are provided in Table 1. 

 

Table 1: Parameters for probabilistic consumer risk assessment 

Name Variable Value 

Benzene Concentration CA 𝑁(𝑥, 𝜎)!"#(%&'(&'&) 

Exposure Time ET 𝑁𝑡𝑟𝑢𝑛𝑐(𝑥, 𝜎,𝑚𝑖𝑛 = 0.5,𝑚𝑎𝑥 = 6)*+',-&./0+11 

Exposure Frequency EF 𝑃𝑜𝑖𝑠(l)0+11	345./*"'-6 

Exposure Duration ED 15 years 

Averaging Time AT 70 years 

Unit Risk UR 2.2x10-6 

 

In order to generate risk values for the consumer population, Eq. 1b, the probabilistic version of 

Eq. 1a, will be run 100,000 times with each iteration sampling from the distributions provided in 

Table 1.  

 

Eq. 1b: Consumer inhalation cancer risk assessment equation with probabilistic components 

provided as their distributions 

𝐸𝑥𝑐𝑒𝑠𝑠	𝑅𝑖𝑠𝑘!"#	%& = 	1,000,000 ∗ 	𝑈𝑅 ∗

	0	.(0,2)789(:;<=;<;)	∗	(.4#567(0,2,896:;.=,8>0:?)>?</@?AA)/?;	∗		(%A	∗	BC9D
(E)@?AA	BCDE/>8<FG)	∗		*-

(+
1  
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Following the resampling using Eq. 1b and the values from Table 2, percentiles of risk for the 

consumer population will be calculated from the resulting distribution of excess risk values. 

 

3.5. Occupational Risk Assessment 

While no direct occupational samples were collected, an occupational exposure scenario was 

considered using the near-pump concentrations from the consumer data and using a similar 

probabilistic methodology with appropriate exposure factors for an occupational setting. The 

consumer exposure concentrations of 𝑁(𝑥, 𝜎)!"#(%&'(&'&) will be reused directly for the 

occupational scenario whereas exposure time and exposure frequency will be new for the 

occupational exposure scenario. Exposure time (length of exposure per day) will be assumed to 

be normally distributed with a mean of seven hours and standard deviation of 0.5 hours, 

𝑁(7, 0.5)H",I./345, with the expectation that this is a conservative estimate as it is possible that 

employees are not actively pumping gasoline an entire workday. Lastly, the exposure frequency 

(days exposed per year) will be drawn from a normal distribution with a mean of 260 days and a 

standard deviation of ten days, 𝑁(260, 10)345./J&4I, based on the 260-262 work days in a 

calendar year and the possibility an employee works more or less based on their personal 

situation (Office of Personnel Management 2011). Furthermore, the occupational risk 

assessment will be conducted with an excess risk management limit of 1:10,000 (NIOSH 2017). 

The parameters for the occupational risk assessment are shown in Table 2. 
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Table 2: Parameters for probabilistic occupational risk assessment 

Name Variable Value 

Benzene Concentration CA 𝑁(𝑥, 𝜎)!"#(%&'(&'&) 

Exposure Time ET 𝑁(7, 0.5)K"IL	H",I./345 

Exposure Frequency EF 𝑁(260, 10)K"IL	345./J&4I 

Exposure Duration ED 15 years 

Averaging Time AT 70 years 

Unit Risk UR 2.2x10-6 

 

Again using 100,000 iterations, Eq. 1c and the values from Table 2 will be used to create the 

distribution of excess risk values for the occupational scenario. 

 

Eq. 1c: Occupational inhalation cancer risk assessment equation with probabilistic components 

provided as their distributions 

𝐸𝑥𝑐𝑒𝑠𝑠	𝑅𝑖𝑠𝑘!"#	%;F = 	10,000 ∗ 	𝑈𝑅 ∗

	0	.(0,2)789(:;<=;<;)	∗	.(G,%)M8NO	P8QNE/BCD	∗	.(A?;,%;)M8NO	BCDE/R;CN	∗	*-
(+

1  

 

3.6. National Air Toxics Assessment Risk Context 

After the risk assessments have been completed for both the consumer and occupational 

groups, they will be contextualized with NATA provided excess cancer risk from ambient 

benzene concentrations that are provided on the census tract level (EPA 2018b). However, in 

order to expand the contextualization for consumers beyond just the specifics of the study 

population, a probabilistic Monte Carlo approach will be used that takes into account the 
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possibility of a consumer living and working in any area of Baltimore City or Baltimore County. 

Over the course of 100,000 iterations, two random census tract NATA excess risk values will be 

drawn from Baltimore City or Baltimore County, with one being assigned as the home tract with 

a weight of 0.8 and the other a work tract with a weight of 0.2, based on an approximate 40-hour 

work week. The census tracts will be weighted by population for the home tract, so a tract with a 

higher population is more likely to be selected than a less populated tract. The home and work 

values will be averaged according to their 0.8 and 0.2 weights. Each census tract pair’s 

averaged NATA excess risk value will then be divided by a random draw from the consumer 

pumping risk distribution to create a distribution of ratios that compare consumer gasoline 

pumping risk to ambient risk. Additionally, the same process will be conducted for the 

occupational groups, where the average NATA excess risk value will be divided by a random 

draw from the occupational risk distribution. Because NATA excess cancer risk is reported as 

1:1,000,000, the occupational pumping risk distribution will be converted to 1:1,000,000 to allow 

direct comparison.  

 

3.7. Software 

All data analysis and visualization was performed in R 4.0.2 “Taking Off Again” (R Core Team 

2020).  
 

4. Results 

4.1. Consumer Sampling 

From August 2019 through March 2020, 34 consumer samplers were collected. The 

temperatures during sampling ranged from -1.7°C to 33.9°C with a mean of 19.7°C and a 

median of 22.5°C. Two samples were not used in the exposure and risk assessment process. 

Consumer 29 had a canister leak in transport and was entirely discarded. Consumer 8’s 
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canister was intact, but the reported sampling results were one to three orders of magnitude 

above the remaining samples. We believe this is the result of potential equipment malfunctions 

for Consumers 1-10 using inlet valves with loose gaskets that could require the consumer to 

touch the inlet orifice to move the gasket out of the way or even return the gasket after it fell out 

of the equipment entirely into the hand or onto the ground. Given the potential for gasoline 

contamination on hands while pumping or on the ground in the vicinity of a gasoline pump, 

Consumer 8’s results will not be used for the remainder of the risk assessment. Additionally, the 

remainder of samples for Consumers 1-10 fell within plausible boundaries of exposure and were 

retained. Violin plots for the sampling distributions for BTEX and TVOC are provided in Figure 2, 

where plot width indicates density of samples and the height indicates concentration.  

 

 

Figure 2: BTEX and TVOC concentration distributions from consumer sampling (n=32) 

 

Despite sampling for benzene, toluene, ethylbenzene, and xylene, only the benzene 

concentrations were used in the risk assessment. IARC considers xylene and toluene to be 

Group 3, or not classifiable to human carcinogenicity, and neither xylene nor toluene have 
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inhalation unit risk values necessary to conduct an inhalation risk assessment (International 

Agency for Research on Cancer 1999a, 1999b; NIOSH 2019d, 2019c). While ethylbenzene is 

classified as Group 2B, or possibly carcinogenic to humans, the relevant exposure limits 

provided by OSHA (PEL 100 ppm) and NIOSH (REL 100 ppm) as well as epidemiological 

studies in ethylbenzene workers indicate that ethylbenzene’s potential carcinogenic effects 

would require many orders of magnitude higher levels of exposure than seen in this chapter to 

produce excess risk (International Agency for Research on Cancer 2000; NIOSH 2019b).  

 

Of the 32 valid samples, 31 were below the benzene NIOSH REL of 0.1 ppm (100 ppb) and 32 

were below the OSHA PEL of 1.0 ppm (1000 ppb) (NIOSH 2019a). All samples were below the 

RELs and PELs for toluene, ethyl-benzene, and xylene (NIOSH 2019c, 2019d, 2019b). Both the 

REL and PEL for benzene are 8-hr time weighted averages (TWAs), whereas the samples are 

short term task lengths of less than six minutes. Therefore, the consumer samples are less than 

six-minute exposures at concentrations that NIOSH deems health protective for eight hours of 

exposure. The fully parameterized versions of the distributions introduced in Table 1 are 

presented below in Table 3 based on the results of the sampling. Plots of all distributions used 

in the risk assessments are presented in the Appendix. 

 

Table 3: Fully parameterized distributions for probabilistic consumer risk assessment 

Name Variable Value 

Benzene Concentration CA 𝑁(−5.73, 0.98)!"#(%&'(&'&) 

Exposure Time ET 𝑁𝑡𝑟𝑢𝑛𝑐(3.08, 1.56	,𝑚𝑖𝑛 = 0.5,𝑚𝑎𝑥 = 6)*+',-&./0+11 

Exposure Frequency EF 𝑃𝑜𝑖𝑠(2)0+11	345./*"'-6 
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4.2. Consumer Risk Assessment 

Following the probabilistic risk assessment for consumers, zero percent of the 100,000 

simulations exceeded the excess risk management level of 1:1,000,000. The full distribution is 

show in Figure 3a, where 1:1,000,000 is denoted by the vertical line at zero, or the base ten log 

of one. The 50th percentile of the consumer excess risk distribution was -2.8, the 75th was -2.5, 

and the 95th was -2.0. Therefore, the 95th percentile of risk was approximately 100 times lower 

than the excess risk management limit. 

 

 

Figure 3a: Distribution of excess benzene related cancer risk from gasoline station pumping for 

consumers 
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4.3. Occupational Risk Assessment 

The distribution of excess benzene related cancer risk from gasoline station pumping for 

occupational groups is shown in Figure 4b. The distribution exceeded the excess risk 

management limit of 1:10,000 on less than 0.01 percent of 100,000 trials, with a 50th percentile 

of -1.6, 75th percentile of -1.3, and a 95th percentile of -0.9. Therefore, the 95th percentile of 

occupational excess risk is approximately ten times less than the relevant 1:10,000 risk 

management limit. The entire excess risk distribution is presented in Figure 3b. 

 

 
Figure 3b: Distribution of excess benzene related cancer risk from gasoline station pumping for 

occupational groups 
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4.4. National Air Toxics Assessment Risk Context 

The results of the NATA ratio Monte Carlo are presented in Figures 4a and 4b, where both are 

on the scale of 1:1,000,000. Base ten log ratios greater than zero indicate that the pumping risk 

for consumer or occupational groups exceeds that of the NATA excess risk. For the consumers 

(Figure 4a), zero percent of the simulations exceeded zero. The 50th percentile of the ratio 

distribution was -3.44, the 75th percentile was -3.08, and the 95th percentile was -2.57, indicating 

that NATA excess risk was predominantly between two and three orders of magnitude larger 

than the excess risk from gasoline pumping alone. For the occupational group (Figure 4b), the 

50th percentile was -0.24, the 75th percentile was 0.05, and the 95th percentile was 0.47. Based 

on the increased exposure duration and frequency, the log base ten ratio distribution for the 

occupational group exceeded zero on 28.9% of the simulations.  

 

 

Figure 4a: Distribution of the ratio of gasoline pumping excess cancer risk from benzene 

exposure to excess cancer risk from ambient benzene exposure for consumers 
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Figure 4b: Distribution of the ratio of gasoline pumping excess cancer risk from benzene 

exposure to excess cancer risk from ambient benzene exposure for occupational groups 

 

5. Discussion 

Millions of individuals per day are exposed to benzene, a known carcinogen, at commercial 

gasoline stations. In the United States, it has been nearly 30 years since a comprehensive 

evaluation of these exposures was conducted (Verma et al. 2001). Previous approaches used 

inconsistent or out of date sampling methodologies and were conducted via simulation studies. 

In addition, the results were often poorly documented and do not necessarily hold relevance 

based on the changes to fuel and fuel delivery technology (Alternative Fuels Data Center 2017; 

ATSDR 1996, 2006; IARC 1989). To address these data gaps and scientific challenges we 

implemented a novel self-sampling protocol that allowed consumers to perform their fill-ups as 

normally as possible, while collecting high-quality exposure data. The strengths of this protocol 

were that the consumers were likely to fill-up at a gas station they normally use, at a usual time, 

and in a more standard manner compared with a situation where the consumers were directed 
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to a set study site and observed. The intention was to capture the variability of possible 

exposure concentrations, and the self-sampling protocol was employed for that reason.  

 

The exposure results for the consumers showed that 32 of the 33 viable samples for benzene 

were below the NIOSH Recommended Exposure Level of 100 ppb and 33 were below the 

OSHA Permissible Exposure Level of 1 ppm. While these are occupational standards, the REL 

is intended to be generally health protective (NIOSH 2018). In terms of the risk assessment, 

zero percent of the consumer risk distribution exceeded the 1:1,000,000 excess risk 

management limit. Using study participant specific data, 32 of 32 valid participants were 

between two and four orders of magnitude below the 1:1,000,000 excess risk limit.  The 

occupational distribution had 0.006 percent of the risk values exceed the 1:10,000 excess risk 

management limit. Therefore, even with conservative assumptions for the occupational cohort, 

the excess risk management limit was not reached. These risk values for both the consumers 

and the occupational workers indicate that, in general when considering strictly pumping 

gasoline at commercial gasoline stations into automobiles, there is not an unacceptable cancer 

risk. It is important to note that these risk values do not take into account additional hazardous 

exposures that are possible at gasoline stations, particularly for an occupational cohort, such as 

sustained elevated PM2.5 exposures from traffic or diesel exhaust fumes. Additionally, this risk 

assessment is explicitly only for exposures to benzene related to commercial gasoline station 

fill-ups and does not include other potential sources such as smoking cigarettes (Integrated Risk 

Information System (IRIS) 2000).  

 

When contextualized with excess cancer risk from Baltimore City and Baltimore County ambient 

benzene concentrations (NATA), the consumer risk distribution did not exceed the NATA 

values, whereas approximately 29 percent of the occupational excess risk distribution did 
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exceed the NATA values, indicating that more cancer risk was due to occupational exposure 

than from ambient exposures. However, Baltimore City (mean = 4.4/1M, std = 0.31/1M) and 

Baltimore County (mean = 3.76/1M, std = 0.39/1M) are both in the 95th percentile of NATA 

excess risk from benzene nationwide. Therefore, in counties with less ambient benzene 

exposure, gasoline pumping could make up a larger percentage of an individual’s total excess 

benzene risk than what was presented in Figure 4a and 4b. Additionally, the lack of spatial data 

associated with the gas stations (proximity to roadways, traffic patterns, etc.) does not allow for 

further characterization of station specific exposures. 

 

The two main limitations of the exposure and risk assessment are the difficulty in verifying that 

the sampling protocol was followed by the participants and the likely low variability in sampling 

locations, population, and season. While COVID-19, reduced the intended sample size of 100 to 

34 and the study duration to August 2019 through March 2020, there were still only plans to 

sample Baltimore area consumers. It is possible that additional exposure data outside of the 

existing distributions would be captured with additional multi-state and multi-season sampling. 

 

6. Conclusion 

Based on the results of the exposure assessment and the risk assessment, excess cancer risks 

from benzene exposures due to fuel pumping are low for both consumers and workers. In the 

context of Baltimore and other urban areas where excess cancer risk from benzene in ambient 

air is higher than the 1:1,000,000 excess risk management limit for the general population, 

consumer risks from re-fueling are very low. However, the upper 29 percent of the excess risk 

distribution for the worker scenario was equivalent or slightly higher than the ambient benzene 

risk but still below the NIOSH risk management limit.  Additionally, the use of a novel self-

sampling protocol for consumers allowed for a unique exposure assessment on an understudied 
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population that previously relied entirely on simulation studies. The use of whole air sampling 

means that the protocol can be reused for a range of chemical exposures of concern and could 

easily be extended to a longer duration task.  
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8. Appendix 

The following figures show the distributions used in the consumer and occupational risk 

assessments. These distributions were based on sampling information, professional judgement, 

and the literature (Office of Personnel Management 2011) 

 
Figure A1: Distribution of consumer benzene exposures on log-ppb scale  
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Figure A2: Distribution of consumer fill events per month  
 

                        
Figure A3: Distribution of consumer fill event durations  
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Figure A4: Distribution of occupational days exposed per year 

 

              
Figure A5: Distribution of occupational hours exposed per workday 
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CHAPTER III: MACHINE LEARNING FOR IMPROVING ACCURACY 

AND UTILITY OF LOW-COST AIR POLLUTION SENSOR NETWORKS 

FOR PROBABILISTIC SPATIAL EXPOSURE ASSESSMENT 
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1. Abstract 

Low-cost sensor networks for monitoring air pollution are an effective tool for expanding spatial 

resolution beyond the capabilities of existing state and federal reference monitoring stations. 

Linear regression-based field calibration using co-located reference data is often used to 

improve low-cost monitor data quality. However, low-cost sensor data commonly exhibit highly 

non-linear biases with respect to climate conditions that cannot be captured by linear models. 

Hence, extensive lab calibrations are often carried out prior to field-deployment of these 

sensors, converting raw sensor readings to viable concentrations which are then subsequently 

input to the field calibration models. Using data from Plantower A003 PM2.5 sensors deployed in 

Baltimore, MD from November 2018 through November 2019, we demonstrate that direct field-

calibration of the raw low-cost sensor data using probabilistic gradient boosted decision trees 

(GBDT) can circumvent this two-step process and resource-intensive lab calibration, while also 

improving the point and distribution accuracy of the linear model. We provide a framework for 

utilizing the GBDT to conduct probabilistic spatial assessments of human exposure with inverse 

distance weighting (IDW) that predicts the probability of a given location exceeding an exposure 

threshold and provides percentiles of exposure. These probabilistic spatial exposure 

assessments can be scaled to time and space with minimal modifications. Here, we used the 

probabilistic exposure assessment methodology to create high quality spatial-temporal PM2.5 

maps on the neighborhood-scale in Baltimore, MD. 

 

2. Introduction 

According to The World Health Organization (WHO), fine particulate matter (PM2.5) is 

responsible for approximately 7 million premature mortalities per year (World Health 

Organization 2018). Within the United States, 88,000 annual deaths are attributed to PM2.5 

exposure (Cohen et al. 2017). Further, PM2.5  is considered a Group 1 carcinogen according to 
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the International Agency for Research on Cancer (IARC) (International Agency for Research on 

Cancer 2016). The WHO estimates that air pollution is responsible for approximately one 

quarter of all adult mortalities and leads to heart disease, stroke, and lung cancer (World Health 

Organization 2018). Given that one prominent source of PM2.5 is combustion, concentrations 

are often highest in densely-populated urban areas with a higher levels of car/truck traffic and 

fuel combustion at power plants or on more localized scales leading to the potential for 

variability in PM2.5  concentrations over small spatial scales. (International Agency for Research 

on Cancer 2016).  

 

Within the United States, PM2.5 concentrations are required to meet the primary and secondary 

National Ambient Air Quality Standards (NAAQS) established by the Environmental Protection 

Agency (EPA) via the Clean Air Act (Environmental Protection Agency 2010). For PM2.5, the 

current primary, or health protective standard, is an annual mean of 12 µg/m3 averaged over 

three years and the secondary, or infrastructure protective standard, is an annual mean of 15 

µg/m3 averaged over three years (Environmental Protection Agency 2010). In comparison, the 

WHO recommends that in order to reduce morbidity and mortality, PM2.5 annual ambient 

concentrations should not exceed 10 µg/m3 (World Health Organization 2018). Additionally, the 

EPA also provides a combined primary/secondary standard of a 24-hour 98th percentile of 35 

µg/m3 averaged over three years (Environmental Protection Agency 2010).  

 

In order to ensure that the air quality meets the NAAQS standards, the EPA requires that states 

operate monitoring sites with high quality sampling equipment that meets a Federal Reference 

Method (FRM) or Federal Equivalent Method (FEM) in major urban areas. However, there are 

only 935 PM2.5 monitors to cover the entirety of the United States, and of the 25 most populous 

urbanized areas with a total population of 111 million people, there are only 282 PM2.5 monitors 
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(Apte et al. 2017). Therefore, the spatial resolution on high quality PM2.5 data can be severely 

lacking for major urban areas. For example, in Baltimore City, there is only a single FEM 

monitor administered by the Maryland Department of the Environment located near the 

geographic center of Baltimore City (Maryland Department of the Environment 2018). This is 

highly relevant as intra-city air pollution exposure ranges have been proposed to be as large or 

larger than exposure ranges between cities (Ye et al. 2020). Additionally, Saha et al. (2020) 

indicate that based on multi-site PM2.5 monitoring and modeling in Pittsburgh, PA, there is 

substantial spatial variation in PM2.5 concentrations within a city on a 1-4 km spatial scale (Saha 

et al. 2020). In addition to spatial resolution concerns, gravimetric methods in use at certain 

FRM stations requires 24-hr sampling, sacrificing the ability to measure PM2.5 on shorter 

timescales (Maryland Department of the Environment 2018). 

 

In order to fill the spatiotemporal data gaps in air pollution monitoring, low-cost sensor networks 

have been developed and deployed. These networks can consist of many types of sensors 

that, while less accurate than reference monitors, provide the ability to produce high resolution 

spatial and temporal measurements relevant at the urban level. (Piedrahita et al. 2014; Snyder 

et al. 2013; Szpiro et al. 2009). One example of a low-cost sensor network is the Solutions for 

Energy, Air, Climate, and Health (SEARCH) Center’s investigation into neighborhood-level 

variations of air pollutant concentrations in Baltimore, MD which has been operational since 

December 2018 (Buehler et al. 2020; Datta et al. 2020). The SEARCH network encompasses 

low-cost monitors spread across the city measuring PM (mass and number concentrations), 

ozone, nitric oxide, nitrogen dioxide, carbon monoxide, carbon dioxide, methane, relative 

humidity, and temperature (Buehler et al. 2020).  However, the reduction in precision compared 

with an FEM measurement adds complexity to the monitoring such that utilization of the raw 

sensor data is discouraged without accounting for environmental biases (Buehler et al. 2020; 
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Morawska et al. 2018). Therefore, in order to gather sensor data that is both accurate and 

precise, a combination of field and lab calibration is often recommended to ensure the sensor 

data is reliable (Borrego et al. 2018; Levy Zamora et al. 2019).  Lab calibration is both labor 

intensive and requires laboratory facilities, which is not an option for all low-cost sensor network 

administrators. However, with the presence of an FEM monitor as gold standard, co-locating 

one or more network sensors with the FEM monitor allows for the creation of models that use 

raw sensor readings to accurately predict ‘gold standard’ or reference values.  

 

Various strategies have been developed to optimize the efficacy of co-locations between low-

cost sensor networks and reference monitors. Studies in California and China have co-located 

sensors with reference monitors at the start and end of the sampling period (Gao et al. 2015; 

Mukherjee et al. 2019). Others have conducted extensive lab calibration followed by rule based 

filtering or bias correction methods (Heimann et al. 2015; Mead et al. 2013). In addition, a 

variety of modeling approaches for training the calibration/modeling to reference data have 

been conducted, including polynomial regression, gain/offset linear regression, land use 

regression, and machine learning methods like gradient boosted decision trees (GBDT) and 

random forests (Johnson et al. 2018; Lim et al. 2019).   

 

However, the existing approaches to model reference values from sensor measurements have 

not been evaluated at the spatial and temporal scales observed within the SEARCH network, 

and also only produce point estimates and/or confidence intervals for predictions. While point 

estimates and confidence intervals are useful, a full unique distribution for each prediction is a 

much more versatile model output. For example, the model uncertainty with the distribution can 

be used to answer questions such as what percentage of time the monitor reports values 

greater than a certain threshold. Linear regression only models the mean but not the shape or 
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spread of the data distribution. Many machine learning techniques allow for complex non-linear 

modeling of the mean. However, not all machine learning techniques provide any estimate of 

uncertainty around the prediction, let alone a full probability distribution. From a more applied 

sense, probabilistic modelling can be used in a probabilistic exposure assessment and risk 

assessment framework as suggested by EPA and NIOSH, both of which recommend 

simulations to more accurately characterize the full distribution of possible exposure and/or risk 

(Daniels et al. 2020; EPA 2014; NIOSH 2017).  

 

We propose using probabilistic machine learning for calibration of low-cost PM2.5 sensors, 

where both the spread and mean of the response is modeled with GBDT, resulting in several 

gains upon a traditional linear approach. First, like many other machine learning methods, 

GBDT can model non-linearity of the calibration equation with respect to temperature and 

relative humidity at a minimum. This is important as intermediate lab-corrections of the raw data 

using meteorological variables are often highly non-linear (Levy Zamora et al. 2019). Hence, 

linear field calibration models (like Datta et al. 2020) rely on these lab-corrections for the non-

linear effects. Second, the GBDT proposed here directly used raw sensor data to predict 

reference concentrations. By utilizing raw data, this method removes the need for the lab 

calibration of the sensors. Additionally, we will show that the GBDT have more predictive 

accuracy than previously developed linear regression models for the same task. Further, we 

use the GBDT modeling results to conduct probabilistic spatial exposure assessments based 

on a Monte Carlo spatial interpolation. Finally, we aim to use the modeling and Monte Carlo 

approach to create highly customizable exposure assessments. For example, exposures can 

be aggregated by time and place in such a manner that the probabilistic nature of the exposure 

assessment is retained. These exposure assessments provide health relevant characterization 

of possible PM2.5 exposures as opposed to a simple deterministic option.  
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3. Methods 

3.1. Reference Data 

There is one FEM monitoring site located in Oldtown in central Baltimore, and another in Essex 

on the eastern border of the city. Oldtown lies within the city limits of Baltimore in an area with 

high traffic density, whereas Essex is outside of the city limits and is within Baltimore County, 

the county surrounding Baltimore city. The Oldtown site measures PM2.5 on an hourly basis 

using FEM Beta Attenuation, and the Essex site measures daily average PM2.5 once every six 

days using a gravimetric FRM (Maryland Department of the Environment 2018). Both sites are 

operated by the Maryland Department of the Environment (MDE) (Maryland Department of the 

Environment 2018). 

 

3.2. SEARCH Data 

The SEARCH data in this chapter consists of hourly PM2.5 measurements from November 2018 

through November 2019 taken by 34 separate monitors.  Each of the 34 monitors deployed in 

the network contains a Plantower A003 optical PM2.5 sensor as well as a variety of other 

sensors for gaseous pollutants. Additionally, each monitor has a built-in temperature and 

relative humidity sensor. Each monitor contains both internal memory storage and a wireless 

cellular connection via a SIM card that uploads data to a remote server every ten seconds. The 

locations of the deployed monitors were chosen based on spatial and environmental factors as 

well as willingness of a property owner to host the monitor. The network has been online since 

October 2018. The locations of the SEARCH network monitors, Oldtown FEM Monitor (centrally 

located) and Essex FRM Monitor (eastern coast) are presented in Figure 1. 



 46 
 

  

Figure 1: Map of Baltimore and Baltimore County SEARCH network monitors and FEM 

monitoring sites 

 

There are two SEARCH monitors (B25 and B33) that were co-located with the Oldtown monitor 

and three monitors (B62, B21, and B8) that were co-located with the Essex monitor (monitor 

identification numbers are not indicative of the total number of monitors). However, only two of 

B62, B21, and B8 were ever active at one time. B25 and B33 were deployed from December 

2018 through October 2019, and B61, B21, and B8 from February 2019 to August 2019. These 

monitors will serve as basis for the analysis for the remainder of the study. 
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3.3. Modeling 

Three separate models were used to model sensor data to reference data. Two models are 

GBDT approaches that use raw sensor readings to model to reference data. In order to 

demonstrate the efficacy of GBDT, they were benchmarked against the linear regression 

approach conducted by Datta et al. (2020) that used lab-corrected sensor data. 

 

3.3.1. Gradient Boosted Decision Trees 

Gradient boosted decision trees (GBDT) are a powerful modeling tool for both regression and 

classification that excels on non-linear data (Friedman 2001). They dominate machine learning 

competitions for tabular data (as opposed to computer vison, language data, etc.) and work well 

on relatively small data sets out-of-the-box (Chen and Guestrin 2016; Duan et al. 2019). In 

contrast, deep learning techniques such as neural networks often require substantially more 

data and technical knowledge to fit and do not, as of yet, perform as well as GBDT on tabular 

data (Duan et al. 2019). GBDTs work by combining numerous weak learner decision trees 

additively in a forward stepwise pattern (Kuhn and Johnson 2013; Schapire 2003). Each weak 

learner is a slight improvement on a random guess, and as they are combined, the residual 

from each step is computed and used to generate the next weak learner (Kuhn and Johnson 

2013). A variety of regularization approaches are used to avoid models that overfit to the data 

(Kuhn and Johnson 2013). 

 

3.3.1.1. Light Gradient Boosting Machine (LightGBM) 

One of the most widely used GBDT algorithms is LightGBM, created and developed as an open 

source project by Microsoft (Guolin et al. 2017). It can be considered one of the gold standard 

public libraries for GBDT alongside XGBoost and CatBoost (Chen and Guestrin 2016; 
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Dorogush et al. 2017). LightGBM models provide point predictions without estimates of 

uncertainty.    

 

3.3.1.2. Natural Gradient Boosting (NGBoost) 

NGBoost is a novel probabilistic gradient boosting framework – effectively serving as a wrapper 

that can boost a variety of base learning models such as decision trees, random forest, etc. 

(Duan et al. 2019). This chapter will use an NGBoost regression on a decision tree, resulting in 

a GBDT (all packages and libraries provided in Appendix A) (Pedregosa et al. 2011). NGBoost 

is a probabilistic modeling tool and returns a point prediction, (in this case a mean), and form of 

variance depending on the output distribution chosen. This variance is modeled for each 

individual prediction and is not a uniform value. While NGBoost does allow for a variety of 

custom distributions (Laplace, Log-Normal, etc.), a normal distribution was selected for this 

chapter based on the shape of the input data and the flexibility it provides. Therefore, the point 

prediction and mean of the normal distribution output are identical.  

 

3.4. Linear Regression Baseline Model 

Based off lab calibration work on the SEARCH monitors conducted by Levy Zamora et al. 

(2019), calibrations equations were developed to convert raw sensor readings to lab-corrected 

data. Using that lab-corrected data, a gain/offset linear regression was developed by Datta et 

al. (2020) to model to the reference data. The linear regression equation is shown in Eq. 1. 
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Eq. 1:  Linear regression for PM2.5 calibration to reference monitors using laboratory corrected 

sensor readings 

𝑃𝑀S.U𝑅𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 = 𝛽V +	𝛽W ∗ 	𝑅𝐻 +	𝛽S ∗ 	𝑇 +	𝛽X ∗ 	𝑑𝑎𝑦𝑡𝑖𝑚𝑒 +	𝛽Y ∗ 	𝑤𝑒𝑒𝑘𝑒𝑛𝑑 +	𝛽U ∗ 	𝑅𝐻 ∗

𝑃𝑀S.U𝑆𝑒𝑛𝑠𝑜𝑟 +	𝛽Z ∗ 	𝑇 ∗ 𝑃𝑀S.U𝑆𝑒𝑛𝑠𝑜𝑟 +	𝛽[ ∗ 	𝑑𝑎𝑦𝑡𝑖𝑚𝑒 ∗ 𝑃𝑀S.U𝑆𝑒𝑛𝑠𝑜𝑟 +	𝛽\ ∗ 	𝑤𝑒𝑒𝑘𝑒𝑛𝑑 ∗ 

𝑃𝑀S.U𝑆𝑒𝑛𝑠𝑜𝑟 

 

The covariates of this model are the lab-corrected low-cost sensor measurement (PM2.5-

Sensor), relative humidity (RH), temperature (T), a binary flag for between 7am and 5pm 

(daytime), and a binary flag for weekend (weekend). PM2.5-Reference refers to the PM2.5 as 

measured by a reference monitor. The model was trained on data where PM2.5-Reference was 

the measurements from the Oldtown MDE reference monitor, and PM2.5-Sensor was lab-

corrected measurements from either monitors B25 or B33.  

 

3.5. Model Features 

In order to ensure a valid comparison between the existing linear regression and the GBDTs 

and demonstrate the efficacy of the GBDT with a small feature space, only five baseline 

features will be used in each model, the same ones present in Eq. 1: relative humidity (RH), 

temperature (T), daytime, weekend, and PM2.5-Sensor. The primary difference between the 

linear regression and the GBDT is that linear regression used the lab-corrected PM2.5 sensor 

data, whereas the GBDT used raw PM2.5 sensor data. Additionally, whereas the linear 

regression explicitly includes interaction terms, the structures of decision trees include them 

implicitly. 
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3.6. Training and Testing Datasets 

In order to compare and contrast results from the linear models using lab calibrated data 

presented by Datta et al. (2020) with the GBDTs, the time intervals for training and testing from 

the study will be duplicated with an additional ‘monthly’ interval added as well. The seven 

modeling splits are shown in Table 2. While the Full, Prospective, and three seasonal splits are 

intended to compare directly to Datta et al. (2020) and cover accuracy by season, the Essex 

split is intended to test the validity of the approach on fully out of sample data and monitors. 

The Monthly split is intended to test the model performance on small training set size as well as 

being able to capture some component of sensor drift. 

 

Table 1: Training and testing splits for linear and GBDT models using Oldtown PM2.5 data 

Type Training Set Testing Set 

Full 80% from 12/2018-11/2019 20% from 12/2018-11/2019 

Prospective all from 12/2018-7/2019 all from 8/2019-11/2019 

Spring 80% from 3/2019-5/2019 20% from 3/2019-5/2019 

Summer 80% from 6/2019-7/2019 20% from 6/2019-7/2019 

Winter 80% from 12/2018-2/2019 20% from 12/2018-2/2019 

Essex 
100% Oldtown data from 12/2018-

11/2019 

reference MDE data from Essex (24hr 

averages) from 12/2018-11/2018 

Monthly 
each single month from 1/2019-

10/2019 

each subsequent month from 2/2019-

11/2019 

 

For example, in the full modeling split, the entire dataset of B25 and B33 data with 

corresponding Oldtown reference PM2.5 (the target for the regressions) with be split 80% into a 
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training set and 20% into a test set.. For both NGBoost and LightGBM, 10% of the training data 

was set aside for each Full, Prospective, etc., for five-fold cross validation with early stopping 

during the tuning process to prevent overfitting. Hyperparameters, the rules by which the 

GBDTs learn and fit the data, were tuned using a random search over a grid of values 

(Pedregosa et al. 2011). The exact hyperparameter search space for each GBDT is provided in 

the Appendix A. It is important to note that the Essex split is trained on exclusively Oldtown 

data and tested on monitors co-located with the Essex MDE monitor. This entirely out of 

sample and separate monitor test is needed to ensure the validity of the methodology on 

monitors that were not used to build the model. However, given that the Essex monitor 

produces 24-hr average PM2.5 concentrations, hourly predictions were made and then averaged 

up into a 24-hr prediction to allow for comparison. This averaging process will compress the 

values and, as such, the model evaluation metrics for the Essex split should not be directly 

compared to other train/test splits. 

 

3.7. Model Evaluation 

The primary method of evaluation of point predictions from the PM2.5 models is root mean 

square error (RMSE) on the test set. RMSE is calculated as shown in Eq. 2. RMSE is defined 

as the square root of the mean of the squared residuals, and due to the squaring is always 

positive. Lower values of RMSE indicate more accurate predictions, and the values are on the 

scale of the predictors. The linear regressions, LightGBM, and NGBoost will all be evaluated on 

RMSE, shown in Eq. 2.  

 

Eq. 2:  Root Mean Square Error (RMSE) 

𝑅𝑀𝑆𝐸 =	O
∑ (𝐴𝑐𝑡𝑢𝑎𝑙 − 	𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑)S'
+]W

𝑛
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Actual is the measured PM2.5 value by the MDE monitor, predicted is the model prediction, and 

n is the total number of samples under evaluation, in this application the number of hourly 

measurement and prediction pairs in the testing set. The second method of evaluation is the 

continuous ranked probability score (CRPS) and utilizes the probabilistic results of NGBoost 

and the confidence intervals of the linear regression. Probabilistic predictions provide more than 

just a point estimate, and therefore require evaluation of the spread around the point prediction 

as well as the point prediction itself. For linear regression, each prediction has the identical 

standard deviation around the mean, whereas NGBoost produces a unique standard deviation 

for each prediction based on the learned training data.  CRPS will only be used to evaluate 

NGBoost and the linear regression as LightGBM does not provide intervals in its regression 

predictions. Similar to RMSE, CRPS is in the same units as the predicted variable, with smaller 

values indicating more accuracy. It can be considered a generalization of mean absolute error 

for probabilistic predictions (lower values indicate more accuracy) and takes into account the 

spread and mean of each prediction distribution (Gneiting and Raftery 2007). CRPS values 

were calculated using the properscoring package made available by The Climate Corporation 

(Barrett et al. 2015). 

 

3.8. Spatial Interpolation 

In order to use the results of the model to conduct exposure assessments, the calibrated data 

needs to be spatially interpolated across Baltimore. However, for NGBoost the model 

predictions are not simply hourly point predictions at each SEARCH monitor, but a mean and 

standard deviation of a normal distribution referred to as 𝑁(𝑥, 𝜎)^_%"".-. Therefore, a 

resampling process using the distributions as part of the interpolation process was conducted. 
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3.8.1. Inverse Distance Weighting 

Inverse distance weighting (IDW) was used as the interpolation method. IDW operates under 

the assumption that locations in close proximity are more likely to have similar measurements 

than those further away, and that the weight of each known measurement in predicting at a 

location is inversely related to how far away the two are. The general formula for IDW is shown 

in Eq. 3 with d as distance between the interpolation location and the measured value, i is a 

sampled location, zi the value at the sampled location i, and n as the total number of points 

used in the averaging.   

 

Eq. 3: Inverse Distance Weighting (IDW) 

 

𝑧!"#$%&#!' =	
∑ 1

𝑑$
( 𝑧$)

$*+

∑ 1
𝑑$
(

)
$*+

 

 

The power parameter, p, is used to control the strength of the inverse distance relationship. For 

larger values of p, more distant measurements are devalued, whereas p = 0 corresponds to a 

straight average across all monitors. While the default selection for p is often 2.0, leave one out 

cross validation (LOOCV) on the SEARCH monitor predictions was conducted to ensure that 

the power parameter was selected properly and to ensure that interpolation error is propagated 

through the exposure assessment. IDW was conducted on a 256x256 grid using the spatstat 

package’s IDW function in R (Baddeley et al. 2015). 
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The first step in the IDW LOOCV was to find 50 random hours where each monitor was active 

with at least eight other monitors active as well. Next, for one monitor at a time, that monitor was 

excluded (i.e. left-out) from one of the 50 hours and an IDW was conducted five times with 

power parameters equal to 1.0, 1.5, 2.0, 2.5, and 3.0. This was repeated so that each monitor 

resulted in 250 IDWs where it was not included in the interpolation. For each of the 250 IDWs, 

the prediction at the excluded monitor location was compared to the true value and residuals 

were calculated. After the LOOCV was complete, the residuals were grouped by power 

parameter and confirmed for normality via a Shapiro-Wilk normality test, and then 

parameterized into a single normal distribution by taking the mean and standard deviation as 

𝑁(0, 𝜎)`II"I. The power parameter with the smallest standard deviation of residual was chosen 

as the optimal value. 

 

3.8.2. IDW Monte Carlo 

With the power parameter of the IDW selected, the next step is to conduct a Monte Carlo 

simulation using the IDW with the predicted distribution values from the NGBoost model. The 

Monte Carlo was chosen to run 250 simulations for each hour to balance runtime with 

accuracy. The IDW Monte Carlo was conducted using the following steps: 

 

Step 1: Select a single one-hour slice of the data 

Step 2: Produce a single draw from each SEARCH monitor’s 𝑁(𝑥, 𝜎)^_%"".- prediction from the 

hour selected 

Step 3: Using the single draws from all available locations, conduct an IDW on a square 

256x256 grid encompassing Baltimore city limits 

Step 4: For each grid point sample from 𝑁(0, 𝜎)`II"I and add to IDW predicted values  
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Step 5: Following the Monte Carlo, combine all 250 predictions per grid point to obtain the 

estimated concentration distributions 

 

Following the Monte Carlo simulation, each grid cell’s interpolated values were parameterized 

to a normal distribution following confirmation of normality via a Shapiro-Wilk normality test. 

Therefore, for each grid location results were recorded as 𝑁(𝑥, 𝜎)a3K based on the mean and 

standard deviation of the interpolated PM2.5 values.  

 

3.9. Exposure Assessment 

The Monte Carlo results in each grid location by hour, having a predicted normal distribution of 

PM2.5, is referred to as 𝑁(𝑥, 𝜎)a3K. In order to aggregate an exposure assessment to 

administrative boundaries, the average of each 𝑁(𝑥, 𝜎)a3K	within the borders of the 

administrative geometry was defined as the exposure for that zip code, Census Tract, 

neighborhood, etc. This exposure assessment can also be aggregated temporally, going from 

single hour bins to days, weeks, or months by averaging the 𝑁(𝑥, 𝜎)a3K for each hour bin up 

into the time units desired prior to spatial aggregation.  

 

In order to demonstrate the probabilistic framework, three exposure metrics will be used in an 

example exposure assessment. The mean and 95th percentile prediction will be provided and 

are more conventional metrics. The third, is a threshold-based metric, offering the probability of 

exceeding a threshold for a given administrative region and time window. While there are 

monitors in many of the administrative regions that could theoretically provide single exposure 

values, the combination of multiple monitors will allow for a complete gradient across the area 

of interest that can be fit to any scale exposure assessment. Additionally, using multiple 

monitors for estimation increases the robustness of the estimate and includes information that 
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takes into account bordering regions. For PM2.5, the example threshold was the primary EPA 

annual standard of 12 µg/m3 (Environmental Protection Agency 2010). It is important to note 

that all three values are produced directly from the IDW results of one model. The exposure 

assessments were conducted on the Community Statistical Area (CSA) level, clusters of similar 

and known neighborhoods determined by the Baltimore City Planning Department (Baltimore 

City Department of Health 2017). 

 

3.9.1. Exposure Variability  

Exposure assessments were aggregated to daily, monthly, and three-month periods to evaluate 

the change in spatial variability with increasing length of aggregation time intervals. For each 

time period, starting on February 1, 2019, the standard deviation across all CSA predicted 

mean PM2.5 exposures was calculated. The averages of the standard deviations were then 

compared across time aggregation intervals. 

 

3.10. Software 

All linear and GBDT modeling was conducted in Python 3.7.7 with spatial analysis and data 

visualization conducted in R 4.0.2 ‘Taking Off Again’ (R Core Team 2020). The full list of 

modeling packages, libraries, and their version numbers is provided in Appendix B. 

 

4. Results 

4.1. Sensor Modeling 

The predictions from the NGBoost model for the week of February 1, 2019 through February 7, 

2019 are compared to the linear regression results and the corresponding MDE reference data 

in Figure 2a. 



 57 
 

 

Figure 2a: Time series for the first week of February 2019 comparing linear regression and 

NGBoost predictions to the MDE reference standard 

 

This week in February 2019 was an abnormally poor air quality event (mean MDE PM2.5 during 

February of 8.6 µg/m3). NGBoost generally did a better job of capturing high exposure, short 

duration events such as the highlighted week (e.g., Feb 05). Figure 2b shows a time series 

comparison for a week with more typical PM2.5 concentrations in August 2019 (mean MDE 

PM2.5 during August of 9.4 µg/m3). Even at lower overall levels of PM2.5, NGBoost was better 

able to capture short duration high and low concentrations better than the linear model. 

However, some peaks and troughs are missed by both models (e.g., Feb 02-03 and Aug 24-

25). 
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Figure 2b: Time series for the final week of August 2019 comparing linear regression and 

NGBoost predictions to the MDE reference standard 

 

The model evaluation results are presented for RMSE in Table 2 and CRPS in Table 3. In 

general, both forms of GBDT and the linear regression are broadly comparable in terms of 

RMSE, although NGBoost performance is the best, with an average RMSE of 2.7 µg/m3 

compared to 2.9 µg/m3 and 3.1 µg/m3 for LightGBM and the linear regression, respectively, 

across all testing splits. NGBoost dramatically outperformed the linear regression in the winter 

split, with an RMSE of 2.9 µg/m3 compared to 3.8 µg/m3, a 30% increase in accuracy in that 

season. In terms of the probabilistic predictions, NGBoost also has at least a 30% decrease in 

average CRPS compared to the linear regressions, which takes into account both the spread 

and the mean of the prediction distribution. Therefore, the distribution spread for NGBoost is 

approximately one third more accurate than the spread for the linear regression model on a 
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per-prediction basis. These accuracy improvements are despite the fact that the GBDT 

(LightGBM and NGBoost) used the raw uncalibrated sensor data as opposed to the lab-

corrected data used by the linear regression. Additionally, due to averaging across 24-hrs, the 

Essex evaluation results will have RMSEs that are far lower than those of the other evaluation 

splits. However, the improved accuracy of the GBDT compared with linear regression on the 

fully out of sample Essex data, demonstrates the transportability of the calibration approach to 

other monitors. 

 

Table 2: Model Evaluation Results Comparing Linear Regression with GBDT Across Identical 

Training and Test Splits - RMSE 

Type 
RMSE (µg/m3) 

Linear Regression NGBoost LightGBM 

Full 3.2 2.8 2.9 

Prospective 2.9 2.9 2.9 

Spring 2.6 2.4 2.4 

Summer 2.8 2.6 2.7 

Winter 3.8 2.9 3.5 

Essex 2.2 (24hr) 2.0 (24hr) 2.1 (24hr) 
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Table 3: Model Evaluation Results Comparing Linear Regression with GBDT Across Identical 

Training and Test Splits – CRPS 

Type 
CRPS (µg/m3) 

Linear Regression NGBoost LightGBM 

Full 2.3 1.5 - 

Prospective 2.2 1.7 - 

Spring 1.9 1.4 - 

Summer 2.1 1.4 - 

Winter 2.6 1.7 - 

 

It is worth noting that while average performance was somewhat comparable, NGBoost’s 

RMSE spread across all train/test splits was much tighter (2.4-2.9 µg/m3) than the linear 

regression (2.6-3.8 µg/m3) or LightGBM (2.4-3.5 µg/m3).  

 

In addition to the full, prospective, and three seasonal splits, a monthly split was also 

performed. Both models were trained on one month of data and then tested on the sequential 

months. For example, training on May and testing on June-November. The results from this 

analysis are shown in Figure 3.  
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Figure 3: RMSE results from training on a single month and testing on subsequent months 

 

In general, the performance capability for both models was acceptable for similar climate 

months in the near future (1-3 months in future from training month) with an NGBoost RMSE of 

3.6 µg/m3 and a linear regression RMSE of 3.4 µg/m3. However, performance degraded sharply 

when predicting months 4-10 into the future, with an average NGBoost RMSE of 4.2 µg/m3 and 

an average linear regression RMSE of 4.3 µg/m3. 

 

4.2. IDW Power Parameter Cross Validation 

The LOOCV used to select the optimal power determined that the commonly used power value 

of 2.0 produced the residual distribution with the smallest standard deviation, although the 
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values across the search space of 1.0, 1.5, 2.0, 2.5, and 3.0 were within one percent of one 

another. The residual distribution was found to be 𝑁(0, 1.8)a3K. Therefore, 𝑁(0, 1.8)a3K	was 

added to each iteration of the IDW Monte Carlo to ensure that interpolation error is propagated 

through to the exposure assessment in addition to modeling error. 

 

4.3. Exposure Assessment 

IDW predictions were created for every hour from February 2019 through November 2019. An 

example of a single day exposure assessment on the CSA level within Baltimore city limits was 

conducted on June 5, 2019 to highlight the spatial variability observed using the network. June 

5, 2019 had the largest difference in single day mean CSA predictions between any two 

monitors of a day with more than 20 monitors in operation of approximately 10.3 µg/m3. Mean 

and 95th percentile PM2.5 values are shown for June 5, 2019 in Figure 5a. For comparison, 

August 1, 2019, is shown in Figure 4b with a maximum CSA predicted difference of 3.5 µg/m3. 

For both Figure 4a and 4b, although more pronounced in Figure 4a, there is a high 

concentration area in the center of the city, with additional high concentration areas in the 

northeast and northwest areas, likely corresponding to commuting traffic on major interstates I-

83, which runs north-south through the center of the city and I-695 beltway that surrounds the 

city slightly outside the city limits (not shown).  
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Figure 4a, 4b: Mean (left) and 95th Percentile (right) PM2.5 exposures by Community Statistical 

Association (CSA) for June 5, 2019 and August 1, 2019 with major roads and highways in 

black. 

 

While the mean and 95th percentile exposure are valuable metrics, they are easily obtainable 

from standard linear models. Therefore, the probabilistic nature of the NGBoost enables the 
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use of the model the mean and standard deviation for each prediction to be used to determine 

the probability of exceeding 12 µg/m3   for the 24-hr period on June 5, 2019 as shown in Figure 

5. The result is a powerful approach to assess spatially-resolved risk for exceeding threshold 

values in a complex urban landscape using low-cost distributed measurement networks. 

 

Figure 5: Probability of daily mean PM2.5 exceeding 12 µg/m3 by CSA on June 5, 2019 with 

major highways and roads in black 
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Of the 278 CSAs in Baltimore on June 5, 2019, 158 had a greater than 50% chance of 

exceeding 12 µg/m3 and 28 had a greater than 90% change of exceeding 12 µg/m3.  The CSAs 

with the highest exceedance probabilities are the center city areas near major commuting 

intersections (76.6°W, 39.3°N), and the northern areas that are adjacent to major interstate 

traffic (north and northwest borders), however, this is only one possible explanation for June 5th 

exposures, as traffic is not the only source or causative factor for PM2.5 exceedances. 

 

4.3.1. Exposure Variability 

As the time period of aggregation increases (weeks, months, seasons, etc.) the spatial 

variability in PM2.5 concentrations across the city decreases. The reduction in spatial variability 

averaging the monitor-specific PM2.5 concentration from day, month, and three months are 

presented in Table 4. There is a 32% reduction in the standard deviation (spatial variability) 

across all sites comparing daily to monthly aggregations, and a 57% reduction comparing daily 

to three-month periods.  

 

Table 4: Standard deviation of SEARCH monitor average measurements over three 

aggregation time periods 

Time Period SD of Monitor Means (µg/m3) 

2/1/2019 3.7 

2/1/2019-2/28/2019 2.5 

2/2019-4/2019 1.6 
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5. Discussion 

The use of machine learning for predictive purposes in air pollution sensor data has seen 

substantial growth in the last several years. Large-scale approaches often utilize satellite data, 

country scale sensor networks, land use data, topography, etc. and have been built using 

random forests, GBDTs, and neural nets (Chang et al. 2020; Huang et al. 2018; Zhan et al. 

2018; Zhao et al. 2020). On a smaller scale more analogous to SEARCH, personal monitoring 

device networks, mobile sampling networks, and city-scale sensor networks have also 

demonstrated the utility of machine learning regression techniques to optimize predictions and 

take into account environmental factors (Brokamp et al. 2017; Lim et al. 2019; Loh and Choi 

2019; Zimmerman et al. 2018). However, while prediction of PM2.5 using sensor measurements 

and additional data has been conducted by numerous studies, this chapter on SEARCH fills a 

unique position by providing a methodology for both increasing the utility of low-cost sensor 

networks by creating a probabilistic output useful for exposure assessments, a state-of-the-art 

model that improves on existing approaches, and also removes the need for lab-calibrated 

data, a time intensive process for mitigating environmental biases. 

 

The optical sensors used in this work produce voltages that are automatically converted to a 

raw sensor concentration based on the manufacturer settings within the sensor. This raw 

sensor can be lab-calibrated (accounting for known environmental biases), a time and resource 

intensive process, in order to ensure accuracy and precision (Borrego et al. 2018; Levy Zamora 

et al. 2019). However, the SEARCH network is also deployed in the region of a Maryland 

Department of the Environment PM2.5 monitoring station which measures PM2.5 using a 

reference Federally Equivalent Method (FEM) PM2.5 measurement (Maryland Department of the 

Environment 2018). Therefore, in previous studies, co-located SEARCH sensor monitors with 

the FEM monitor were used to develop a linear regression model that used lab-calibrated 
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sensor data, temperature, relative humidity, weekend (binary), and daytime (binary) to model 

gold standard PM2.5 (Datta et al. 2020). Although, temperature and relative humidity are known 

parameters of concern when measuring PM2.5, they have established non-linear relationships 

with the ultimate PM2.5 measurement as well as each other, and these non-linear relationships 

are the reason why lab calibration is often necessary (Datta et al. 2020; Levy Zamora et al. 

2019). Alternately, in order to capture the non-linear relationships without lab calibration, a non-

linear modeling approach was used. Gradient boosted decision trees (GBDT), a popular tool for 

non-linear regression were used and showed that not only were they more accurate than 

traditional linear approaches without the additional lab calibration step. In addition, the GBDT 

utilized probabilistic methods, producing unique means (point predictions) and standard 

deviations for each prediction output, in contrast to linear regression which provides a uniform 

standard deviation across all predictions. Additionally, by evaluating the models on an entirely 

out of sample dataset (Essex split), the results show the GBDT calibration models can be 

transferable to other monitors in the network and improve upon existing linear models even 

when using raw, uncorrected data. 

 

While creating models that produce accurate probabilistic predictions is interesting from an 

academic perspective, it is the application of the models that can result in actionable data 

products, as seen in Figure 5, that presents exceedance probabilities for relevant 

regulatory/health protective standards. Leveraging the probabilistic prediction optimized 

NGBoost allows for the use of the distribution for further analysis such as probabilistic risk 

assessments, more accurate best and worst case scenarios, and any other situation where a 

parameterized distribution would be more useful than a point prediction. Approximations such 

as using the 95th percentile prediction from NGBoost would approach a worst-case scenario, 

but one that is modeled with a unique mean and standard deviation based on the input data. 



 68 
 

This is in contrast to a linear regression where a 95th percentile is based on a uniform standard 

deviation across all data points. Therefore, GBDT allows for low probability occurrences such 

as the 95th percentile outcome to be modeled with precision, i.e., predictions for worst-case 

situations should still be accurate. Further, as demonstrated in Figure 5, any quantile of 

predictions could be used either in terms of exceedance probability or more simply, a straight 

quantile of exposure plot. Aside from strictly using predicted means, the use of the standard 

deviation of the predictions could be used to gauge the variation in exposures in a given 

location post-interpolation, identifying which locations experience the largest swings in PM2.5 

concentration. The GBDT used have the advantages over traditional linear models in terms of 

capturing the non-linear relationships between climate parameters as well as creating fully 

probabilistic outputs. Further, the exposure assessment process is highly flexible using this 

modeling approach. Any number of aggregations based on time and space could be conducted. 

Daily and seasonal values for CSAs were shown for illustrative purposes only. The model 

framework allows for consideration of any time and space aggregation of interest.  

 

In terms of limitations, the specific tuned and fitted models covered in this paper are not 

universally applicable. The intent was to provide a framework for other investigators to use this 

approach on their own sensor networks and pollutants. Unique models should be tuned and 

fitted for every application, which is both a potential limitation but also lends itself to highly 

customizable solutions. Furthermore, the features for the GBDTs in this setting were not 

engineering or optimized but were simply the same as what was identified to be optimal for the 

linear regression by Datta et al. (2020). Therefore, it is likely that feature engineering 

specifically with the intent of improving the GBDT would yield increased accuracy.  
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Further research into these methods and data should consider the addition of more reference-

sensor pairs that would allow for features that more completely characterize the local 

environment of each pair. For example, adding land use, topographic, or traffic features would 

be possible with ease with the GBDT approach. While adding FEMs would be impossible, a 

short-term high cost/accuracy instrument could be co-located with a number of monitors to 

provide reference data across the entire network. In addition to the potential for an expanded 

feature space, one of the primary adjustments to make in order to apply this framework is to 

determine the amount of training data needed. While this will vary by pollutant, features, model 

choice, and prediction quality desired, it is clear based on Figures 4a, 4b, and 5 that capturing 

climate variation across several months would be recommended. Further, it is possible that an 

ensemble of high bias low variance linear models (not likely to overfit, but likely overly 

generalized) and low bias high variance GBDT (possibility of overfit, but not overly generalized) 

would be useful in a setting where a limited amount of training data was available with no option 

to acquire more. This can be seen in Figure 3 where NGBoost performs equivalently to linear 

regression on single month training sets – likely slightly overfitting to that one month. Therefore, 

it is not surprising that with increased training data such as in the full and prospective splits, 

both NGBoost and LightGBM are more accurate than linear regression. 

 

Lastly, It is possible that a temporal weighting feature that weights newer data more strongly in 

the model tuning process would additionally yield increased accuracy as a means to combat 

sensor drift (Levy Zamora et al. 2019). One method of temporal weighting would be to use a 

type of exponential decay on sample weight of a measurement. The parameters of the 

exponential weighting could be tuned using a variety of grid searchers or solvers to produce a 

weight that optimizes next day predictive power based on RMSE or any error metric of choice.  
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6. Conclusions 

The framework for converting uncalibrated PM2.5 sensor data into a probabilistic exposure 

assessment using probabilistic gradient boosted decision trees captures the non-linearity of the 

relationship between PM2.5, relative humidity, and temperature, while providing more accurate 

and more useful probabilistic and deterministic output. The exposure assessments derived from 

the probabilistic modeling allows for small scale understanding of PM2.5 exposure and variability 

that can be of use in acute and sub-chronic epidemiological studies. Additionally, with 

adjustments to the model and feature space this process could be applicable to other air 

pollutants of concern as well such as O3, CO2, or NO2. The primary limitation of the study as 

presented is the lack of multiple sensor colocations with the reference site. Two sensors are 

permanently co-located with the reference, but additional information could be leveraged by 

rotating co-locations with other sensors.  Further, GBDTs are likely to provide optimal utility in a 

situation with enough data to prevent overfitting, nearly a year of hourly data in this case. While 

the exact amount of data needed is not definable ahead of time, using linear regression or a 

blended approach would be suggested if there are concerns about a limited about of data. 
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8. Appendix 

8.1. (A) Modeling and Spatial Analysis Packages and Libraries 

8.1.1. Python 3.7.3 

lightgbm==2.3.1 

ngboost==0.2.2.dev0 

numpy=1.19.0 

pandas=1.0.5 

properscoring==0.1 

scikit-learn==0.23.1 

scipy==1.5.1 

statsmodels==0.11.1 

8.1.2. R 4.0.2 “Taking Off Again” 

ggmap_3.0.0 

nlme_3.1-149 

rgdal_1.5-16      

rpart_4.1-15           

sf_0.9-5            

sp_1.4-2            

spatstat_1.64-1      

tidyverse_1.3.0    

8.2. (B) NGBoost Hyperparameter Search Grid 

base_learner = DecisionTreeRegressor(criterion = 'mse') 

param_grid = { 

      'Base': [base_learner], 

      'Base__max_depth': list(range(2, 200, 10)), 
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      'Base__max_features': ['auto'], 

      'Base__min_samples_leaf': list(range(1, 200, 10)), 

      'Base__min_samples_split': list(range(2, 200, 10)), 

      'n_estimators': list(range(500, 3000, 500)), 

      'minibatch_frac': [1.0, 0.5] } 
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CHAPTER IV: PROBABILISTIC MACHINE LEARNING WITH LOW-

COST SENSOR NETWORKS FOR OCCUPATIONAL EXPOSURE 

ASSESSMENT AND INDUSTRIAL HYGIENE DECISION MAKING 
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1. Abstract 

Occupational exposure assessments have traditionally been dominated by small sample sizes 

and low spatial and temporal resolution with a focus on conducting Occupational Safety and 

Health Administration regulatory compliance sampling. However, this style of exposure 

assessment is likely to underestimate true exposures and their variability in sampled areas, and 

entirely fail to characterize exposures in unsampled areas. The American Industrial Hygiene 

Association (AIHA) has developed a more realistic system of exposure ratings based on 

estimating the 95th percentiles of the exposures that can be used to better represent capture 

some semblance of exposure uncertainty and variability for decision-making; however, the 

ratings can still fail to capture realistic exposure with few numbers of small sample sizes. 

Therefore, low-cost sensor networks consisting of numerous lower quality sensors have been 

implemented to measure occupational exposures at a high spatiotemporal scale. However, the 

sensors must be calibrated in the laboratory or field to a reference standard. Using data from 

carbon monoxide (CO) sensors deployed in a heavy equipment manufacturing facility for eight 

months from August 2017 to March 2018, we demonstrate that machine learning with 

probabilistic gradient boosted decision trees (GBDT) can model raw sensor reading to 

reference data highly accurately, entirely removing the need for laboratory calibration or 

developing multiple models by sensor, season, etc. Further we indicate how these models can 

produce probabilistic hazard maps of the manufacturing floor, creating a visual tool for 

assessing facility-wide exposures. Additionally, the ability to have a fully modeled prediction 

distribution enables the use of the AIHA exposure ratings, providing an enhanced industrial 

decision-making framework than simply whether a single measurement was above or below a 

pertinent occupational exposure limit. Lastly, we show how probabilistic modeling exposure 

assessment with high spatiotemporal resolution data can prevent inaccuracies associated with 

traditional models that rely exclusively on point predictions. 
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2. Introduction 

Occupational exposure assessments in the United States are underpinned by the Occupational 

Safety and Health Administration (OSHA) permissible exposure levels (PEL), or the legally 

enforceable exposure threshold for a particular contaminant or hazard (Ramachandran 2005). 

However, the OSHA strategy for exposure assessment only requires a minimal number of 

samples taken from the highest risk workers, which are then compared against the PEL. If, for 

any of the samples, the upper confidence limit (exclusively based on sample and analytical 

error) exceeds the PEL, the workplace is determined to be in violation (Rappaport 1984; 

Tornero-Velez et al. 1997). This type of compliance monitoring does little to represent true 

exposure concentrations in a workplace due to the extremely limited spatial and temporal range 

of the sampling, and usually results in underestimated exposures in facilities where 

concentrations are poorly controlled, although overestimates are also possible (OSHA 2001; 

Rappaport 1984; Tornero-Velez et al. 1997; Tuggle 1981). However, the American Industrial 

Hygiene Association (AIHA) provides exposure assessment guidelines that more properly take 

into account the uncertainly of small sample estimation by acknowledging the likely lognormal 

distribution of the true contaminant exposures and is therefore less likely to underestimate 

exposures (Bullock et al. 2006; Hewett et al. 2006). Unlike compliance sampling which provides 

only a binary response, the AIHA guidelines provide a set of ratings, (highly controlled, well 

controlled, nominally controlled, poorly controlled), that assist with decision making processes 

post sample collection (Hewett et al. 2006; Ramachandran 2005). However, the AIHA ratings 

still often suffer from small available sample sizes, regardless of the appropriate uncertainty 

factors applied during exposure rating calculation (Hewett et al. 2006; Ramachandran 2005). 

 

In an effort to fully characterize occupational exposures independent of compliance monitoring, 

low-cost sensor networks have been deployed, consisting of many lower accuracy, precision, 
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and sensitivity/specificity sensors spread throughout a facility that can collect measurements at 

high spatial and temporal resolution (Zuidema et al. 2019a). In addition to occupational settings, 

these low-cost networks have seen far more use in environmental applications (Buehler et al. 

2020; Gao et al. 2015; Heimann et al. 2015; Lim et al. 2019). One of the primary benefits of the 

high spatiotemporal resolution from networks is that the facility’s exposures can be visualized 

with hazard maps, a method that shows the gradient of exposures in a given area and avoids 

the interpolation errors associated with mapping with low resolution data (Koehler and Peters 

2013; Koehler and Volckens 2011).  

 

One of the primary challenges associated with multi-monitor low precision networks is 

calibration of each sensor to a reference standard (Afshar-Mohajer et al. 2018; Datta et al. 

2020; Levy Zamora et al. 2019; Zuidema et al. 2019a). Calibration ensures that the sensors 

provide reliable measurements across the range of possible climate and exposure settings 

(Borrego et al. 2018; Datta et al. 2020; Morawska et al. 2018). However, laboratory calibration 

is a highly time-intensive process that can require specialized equipment and facilities (Levy 

Zamora et al. 2019; Zuidema et al. 2019c). However, calibration models have been developed 

for use with low-cost sensor networks that reduce or entirely eliminate the need for pre-

deployment laboratory calibrations or complex intra-deployment calibrations such as unique 

models for each sensor or location or changing the model by season (Zimmerman et al. 2018, 

Chapter III). In particular, non-linear approaches (random forest, gradient boosted decision 

trees) have had success modeling the non-linearity of the relationship between climate data 

and the contaminant of concern (Zimmerman et al. 2018, Chapter III). In particular, in Chapter 

III we demonstrated the utility of using fully probabilistic non-linear calibration models as 

opposed to traditional linear approaches that fail to fully characterize the non-linearity of climate 
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and measurements, and also only provide point estimates with general measures of variance 

(e.g., confidence intervals).  

 

In order to validate the probabilistic calibration model approach on occupational data collected 

with an entirely indoors low-cost sensor network, we will build a model on data described by 

Zuidema et al. (2019a) in a heavy equipment manufacturing facility in the United States. This 

network was composed of 40 monitors that were active from August 2017 to March 2018, 

collecting data on a range of physical and chemical hazards (Zuidema et al. 2019a). We will 

show that the use of probabilistic gradient boosted decision trees can leverage the full suite of 

data collected by the low-cost sensor network and produce accurate predictions of a reference 

dataset from each sensor measurement, eliminating the need laboratory calibrations and/or 

need multiple linear calibration models. Further, we show how these models can be used to 

create probabilistic hazard maps where exposure percentiles or exceedance probabilities can 

be visualized. Hazard maps using the AIHA exposure rating framework will also be created, 

providing a visual decision-making assistance tool for industrial hygienists. Lastly, we show how 

the use of the probabilistic models highlights the weakness of exposure assessments that rely 

strictly on a mean or point prediction to determine occupational exposures. 

 

3. Methods 

3.1. Sensor Network Data 

An array of 40 monitors was deployed in a heavy equipment manufacturing facility (construction 

and forestry) in the United States from August 2017 through March 2018 (Zuidema et al. 

2019a). Work tasks such as welding, machining, shot blasting, and laser cutting took place on 

the facility floor (Zuidema et al. 2019a). The development and specifics of the monitors has 

been previously described in detail (Thomas et al. 2018). Briefly, each of the 40 monitors in the 
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network contained a sensor for PM2.5 (GP2Y1010AU0F, SHARP Electronics, Osaka, Japan), 

CO (CO-B4, Alphasense Ltd., Essex, UK), noise (custom), and temperature and relative 

humidity (AM2302, Adafruit, New York, NY, USA) (Zuidema et al. 2019a). Each sensor 

recorded data on two second intervals that was averaged to five-minute intervals and wirelessly 

transmitted and stored in a database from August 4, 2017 to March 27, 2018 (Zuidema et al. 

2019a). The layout of the sensors within the manufacturing facility was optimized for maximum 

spatial variability and to prevent duplicative locations (Berman et al. 2018; Zuidema et al. 

2019a). Only temperature, humidity, and CO data will be used for the remainder of the study to 

demonstrate the application of the method. Data from Thanksgiving, Black Friday, Christmas 

Eve, Christmas Day, New Year’s Eve, and New Year’s Day was excluded as operations were 

drastically altered from normal during these times. 

 

3.2. Reference Data 

The reference data for CO was collected using an EL-USB-CO (Lascar Electronics, Erie, PA, 

USA) at three quarters throughout the year, the first on August 17, 2017 (Q1), the second on 

December 20, 2017 and December 21, 2017 (Q2), and the third on March 23, 2018 and March 

26, 2018 (Q3) (Zuidema et al. 2019a). The reference instruments were placed at a total of ten 

unique locations within the bounds of the monitoring network on five days over the three 

quarters, some exactly spatially collocated with sensor monitors (approximately 85 percent of 

reference measurements), and some intentionally non-collocated (approximately 15 percent of 

reference measurements). Reference data was collected throughout the workday on each 

measurement day. 
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3.3. Spatiotemporal Weighting 

Over the course of the five days of reference sampling, most monitors still did not have a 

collocated reference measurement. In order to expand the sample size from exclusively 

spatially and temporally collocated sensor and reference pairs, a weighting system was utilized. 

Within each of the five reference sample days, all sensor measurements were paired with all 

reference measurements as shown in an example version in Figure 1, where the blue, green, 

and purple unique network measurements are each paired with every orange and red unique 

reference measurement. Therefore, the sample size for training increased from the number of 

exactly collocated in time/space measurements (n = 1,785 unique sensor measurement-

reference measurement pairs) to the count of sensor measurements multiplied by the count of 

all reference measurements (n = 1,182,290 unique sensor measurement-reference 

measurement pairs). Utilizing non-exactly collocated measurement pairs takes advantage of 

known spatial and temporal dependence in the data, i.e., measurements closer in space and 

time are more likely to be similar than those further apart. 

 

The difference in minutes (∆𝑡) between the two measurements was then used as an exponential 

weight in 𝐶∆-, with 𝐶, a numerical constant, taking possible values of 0.70, 0.75, 0.80, 0.85, 0.90 

and 0.99, representing between two percent weight (i.e., 0.7010 = 0.02) and 90 percent weight at 

ten minutes. Additionally, the distance between the sensor monitor and the reference instrument 

in yards (𝐷) for each sensor measurement was used to create a spatial weight of 1/(1 + 𝐷c), 

where 𝑃 takes possible values of 1.0, 1.5, or 2.0. Lastly, the time weight and the spatial weight 

were multiplied together to form the total weight for the observation. The result is a weighting 

factor with a maximum value of 1.0 (100%) for a sensor measurement that was spatially and 

temporally collocated with a reference measurement, and a smaller weight for sensor 

measurements that differed by time and/or space. The exact values for use in the final model 
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were determined by re-tuning the model	with all possible pairs of  𝐶	and 𝑃 and finding the set 

with the least error. Measurements with a total weight of less than five percent were eliminated 

from the dataset prior to modeling to reduce computational costs (approximately 90% of the 

total sensor measurement-reference measurement pairs). For example, some of these 

eliminated measurements would include sensor and reference pairs from different days and/or 

hundreds of feet away. 

 

Figure 1: Example of data expansion prior to spatiotemporal weighting where blue, green, and 

purple represent unique low-cost sensor network measurements and red and orange represent 

unique reference instrument measurements
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3.4. Modeling 

3.4.1. Gradient Boosted Decision Trees 

Gradient boosted decision trees (GBDT) are a machine learning methodology that utilizes 

numerous weak decision tree learners combined in a forward stepwise additive manner (Kuhn 

and Johnson 2013; Schapire 2003). Each new weak learner is added based on the residual of 

the predictions from the previous step (Kuhn and Johnson 2013; Schapire 2003). Although there 

are a variety of GBDT implementations that could be used (XGBoost, LightGBM, CatBoost, 

etc.), this chapter will use NGBoost, an open source python library developed by the Stanford 

Machine Learning Group that boosts a base learner, in this case a scikit-learn 

DecisionTreeRegressor (Duan et al. 2019; Pedregosa et al. 2011). For regression, NGBoost 

supports fully probabilistic predictions where both the mean and standard deviation in the form 

𝑁(𝑥, 𝜎), are modeled for each prediction (Duan et al. 2019). Hyperparameters, or the values that 

control how the model learns, were tuned using a random search over a grid of parameter 

values with the specific grid details shown in Appendix A (Bergstra and Bengio 2012; 

Pedregosa et al. 2011). 

 

3.5. Model Features 

Given that the sensor network was deployed in one contiguous climate controlled indoor 

manufacturing floor, extreme outliers of climate conditions (e.g., very high relative humidity or 

very cold temperatures) were interpreted as measurement errors. Therefore, to keep the 

measurements in the data set, but to minimize the effect of the climate measurement errors and  

preserve climactic trends within a day, a separate general additive model (GAM) was fitted to 

temperature and relative humidity with the minute of the day as the single covariate (Wood 

2011). These smoothed temperature and relative humidity values for the facility as a whole 

(xTemperature and xRH respectively) were then assigned to each sensor measurement based 
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on minute and day to provide a more stable estimate of current climate conditions. The raw 

temperature and humidity measurements were also included as features the model to capture 

an estimate of any local events which occurred (e.g., welding, heating, etc.), as well as to 

understand how a climate sensor misread could impact other measurements. The full set of 

features as well as the target and weights for the GBDT are presented in Table 1. All data, both 

reference and sensor, was restricted to the hours of 6:00 am-6:00 pm. Few if any workers were 

present outside this window.  

 

Table 1: Description of target, features, and weighting for GBDT model 

Data Description (units) Source Model Use 

CO 

Reference 
Reference measurement (ppm) 

Reference 

instrument 
Target 

CO Sensor Raw sensor measurement (mV) Sensor Feature 

Hour Hour of day (6-18) Sensor Feature 

Temperature Raw sensor temperature (°C) Sensor Feature 

RH Raw sensor relative humidity in (%)  Sensor Feature 

xTemperature Modeled facility temperature (°C) Model Feature 

xRH Modeled facility relative humidity (%) Model Feature 

East 
X-coordinates of sensor location on 

factory floor (feet) 
Manual entry Feature 

North 
Y-coordinates of sensor location on 

factory floor (feet) 
Manual entry Feature 

Total Weight 
Spatiotemporal weighting for sensor 

measurement (0-1) 
Calculated Weight 

 

 

3.6. Training and Testing Datasets 

In order to determine the quality of the GBDT model, two types of training and test splits were 

used. The first, or the ‘Full’ split, is all of the data split randomly 80/20 into training and test set 
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(Pedregosa et al. 2011). The second is training on one quarter of data (one of Q1, Q2, Q3) and 

testing on the other two quarters. These splits will determine not only the validity of the model 

on out of sample data but will also assist with the determination of how much reference data is 

needed to build an effective model. The sample sizes for each split with the most restrictive 

(smallest possible sample sizes) and least restrictive (largest possible sample sizes) and 

weighting are shown in Table 2. 

 

Table 2: Training and testing set sizes for all train/test splits with most restrictive (smallest 

sample size) and least restrictive weighting (largest sample size) 

Training Set & Split Name 
Training Size 

(Min/Max) 
Testing Set 

Testing Size 

(Min/Max) 

‘Full’ (80% of all data) 2,859/36,087 20% of all data 715/9,022 

Q1 455/5,708 Q2, Q3 3,119/39,401 

Q2 1,552/19,561 Q1, Q3 2,022/25,548 

Q3 1,567/19,840 Q1, Q2 2,007/25,269 

 

3.7. Sensitivity Test 

In addition to various training and test splits, a sensitivity test on the number of datapoints 

included in the model was conducted using the optimized 𝐶 and 𝑃 parameters. Instead of using 

an 80/20 training split, the model will be trained and tested on 60/40, 40/60, and 20/80. These 

intentionally down-sampled training set models were then compared with the full dataset model 

baseline for accuracy.  
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3.8. Model Evaluation 

The models were evaluated on two forms of accuracy, root mean square error (RMSE) and 

continuous ranked probability score (CRPS), both exclusively on test set data not used in 

model training. RMSE is the square root of the mean of the squared residuals and is always 

greater than or equal to zero. Smaller values of RMSE indicate a more accurate model. The 

equation for RMSE is shown in Eq. 1, where ‘Actual’ is the reference measurement, ‘Predicted’ 

is the mean of the 𝑁(𝑥, 𝜎) prediction from the GBDT, and n is the total number of predictions 

under evaluation. Additionally, the units of RMSE are those of the prediction, or in this case, 

ppm of CO. 

 

Eq. 1:  Root Mean Square Error (RMSE) 

𝑅𝑀𝑆𝐸 =	'
∑ (𝐴𝑐𝑡𝑢𝑎𝑙 − 	𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑)!"
#$%

𝑛
 

 

While RMSE is used to evaluate a point prediction, CRPS is used to evaluate both the point 

prediction (mean) and the spread (standard deviation) of the 𝑁(𝑥, 𝜎) prediction for each 

measurement. Similar to RMSE, CRPS is in the units of the prediction and smaller values 

indicate a more accurate fit. CRPS is a generalized form of mean absolute error for use with 

probabilistic predictions (Gneiting and Raftery 2007). CRPS values were calculated using the 

python properscoring package provided by The Climate Corporation (Barrett et al. 2015; 

Pedregosa et al. 2011).  
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The results of the model evaluation will also be compared to the results obtained using the 

linear calibration equation developed and utilized by Afshar-Mohajer et al. (2018) and Zuidema 

et al. (2019a) respectively. These linear regressions modeled low-cost sensor response to 

known concentrations of CO in a laboratory setting, but did not include temperature or relative 

humidity as covariates (Afshar-Mohajer et al. 2018). Of note, the linear calibration model in 

laboratory settings failed when reference concentration measurements exceeded 12 ppm, as 

the low-cost sensor became saturated and produced a non-linear response at high 

concentrations (Afshar-Mohajer et al. 2018).  

 

3.9. Spatial Interpolation and Hazard Mapping 

The predictions from the GBDT are used to create hazard maps via spatial interpolation of CO 

predictions using a 256x256 grid to cover the approximately 800,000 square foot factory floor. 

However, in order to best utilize the fully probabilistic predictions, a Monte Carlo resampling will 

be conducted to interpolate over the full range of possible values. Interpolation was conducted 

using inverse distance weighting (IDW), a non-statistical process by which values closer to the 

interpolation point are given more weight than those further away. The equation for IDW is 

shown in Eq. 2 where di is the distance between the interpolation point and the measured 

value, i is a location with known data, zi is the data value at the location i, and n is the total 

number of points used in the averaging. The power parameter, p, determines the intensity of 

the inverse distance relationship with larger values weighting further apart locations less. The 

value of P was set at 2.0 based on convention and prior research (Chapter III). IDW was 

conducted using the spatstat package in R (Baddeley et al. 2015). 
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Eq. 2: Inverse Distance Weighting (IDW) 

 

𝑧!"#$%&#!' =	
∑ 1

𝑑$
( 𝑧$)

$*+

∑ 1
𝑑$
(

)
$*+

 

Prior to performing the interpolation for the exposure assessment, the interpolation error was 

determined using a methodology from Chapter III for repeated leave-one out cross validation 

(LOOCV) of IDW predictions. 500 random five-minute measurement times were selected over 

the entire study period, and for each measurement time an IDW was performed with each 

active monitor left out once (approximately 40 IDWs per measurement time). Residuals were 

calculated from the difference of the IDW prediction at the left-out monitor location and time and 

the mean of the 𝑁(𝑥, 𝜎)_%3d for that location and time. The resulting residual distribution was 

parameterized into an appropriate symmetrical probability distribution based on negative 

loglikelihoods.   

 

Following determination of the IDW error, the Monte Carlo simulation using all the 𝑁(𝑥, 𝜎)_%3d 

can be conducted using methods described in Chapter III, where the IDW is repeatedly 

conducted using values from 𝑁(𝑥, 𝜎)_%3d with each interpolation location also sampling from 

the parameterized error distribution and adding that sample to the IDW result. The product is an 

interpolated surface where each grid point is 𝑁(𝑥, 𝜎)a3K, incorporating uncertainty from the 

modeling process and error from the interpolation. The interpolated surface can be aggregated 

to any timescale greater than the minimum sensor resolution by averaging the	𝑁(𝑥, 𝜎)_%3d at 

each monitor across the time period of interest prior to the interpolation. As the surfaces are 
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probabilistic; various percentiles can be mapped to show best case scenarios, worst case 

scenarios, etc.  

 

3.10. Using Mean Concentrations to Estimate 95th Percentile Concentrations  

In order to characterize the spatial relationship between mean exposures and 95th percentile 

exposures, daily (n = 223) hazard maps were generated. Each location on the 256x256 grid will 

have its mean and 95th percentile of exposure via 𝑁(𝑥, 𝜎)a3K separately binned into daily 

quintiles, resulting in QuintileMean and Quintile95 respectively. The QuintileMean, Quintile95 location 

pairs will then be compared to determine if a location’s QuintileMean can properly estimate 

relative (compared across the facility) upper bound exposure levels. For example, if a location’s 

QuintileMean and Quintile95 are both in the same quintile, then the mean exposure can properly 

estimate relative upper bound exposure at that location. However, if QuintileMean < Quintile95, 

then the mean exposure underestimates the relative upper bound exposure, or if QuintileMean > 

Quintile95, then the mean exposure overestimates the relative upper bound exposure.  

 

3.11. AIHA Exposure Ratings 

In addition to visualizing percentiles of CO concentrations, the prediction distributions can be 

directly utilized with the American Industrial Hygiene Associations’ Exposure Rating framework 

which is provided in Table 3 (Ramachandran 2005). These ratings are intended to allow 

industrial hygienists to make clear determinations as to where to focus resources for additional 

controls, if necessary. Additionally, the flexibility of a custom OEL allows for selection of action 

thresholds that can serve as signal events before reaching a regulatory over exposure or a 

health relevant over exposure. In order to generate exposure rating hazard maps, the 95th 

percentile (X0.95) of 𝑁(𝑥, 𝜎)a3K at each point was calculated and classified based on AIHA 

instructions.  
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Table 3: AIHA Exposure Rating framework with ratings, descriptions, explanations, and 

numerical interpretations 

Exposure 

Rating 
Description Explanation Numerical Interpretation 

1 
Highly 

controlled 

Exposures infrequently 

exceed 10% of the limit 
𝑋V.eU 	≤ 0.10 ∗ 𝑂𝐸𝐿 

2 
Well 

controlled 

Exposures infrequently 

exceed 50% of the limit and 

rarely exceed the limit 

0.10 ∗ 𝑂𝐸𝐿	 < 𝑋V.eU 	≤ 0.5 ∗ 𝑂𝐸𝐿 

3 
Nominally 

controlled 

Exposures infrequently 

exceed the limit 
0.50 ∗ 𝑂𝐸𝐿	 < 𝑋V.eU 	≤ 𝑂𝐸𝐿 

4 
Poorly 

controlled 

Exposures frequently 

exceed the limit 
𝑂𝐸𝐿	 ≤ 𝑋V.eU 

 

 

However, the AIHA exposure ratings are generally determined using Eq. 3, where the upper 

confidence limit of the 95th percentile of exposure is calculated due to typically small sample 

sizes (less than ten). In Eq. 3, 𝛾 is the confidence level, 𝑝	is the proportion, 𝑛	is the sample size, 

𝑦̂ is the natural log of the geometric mean, and 𝑠5	is the natural log of the geometric standard 

deviation, and 𝐾 is the value from a K-value table based on the corresponding parameters.  

 

Eq. 3: American Industrial Hygiene Association UCL95 

𝑈𝐶𝐿!" =	𝑒($%&	(!,#,$∗*%) 
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Due to the extremely dense data as a result of the sensor network, the 95th percentile was 

directly determined without any additional uncertainty introduced by the use of the K-factor in 

Eq. 3. The AIHA ratings are assumed to be based on personal exposures, while the sensor 

network by definition measures area exposures. However, following interpolation, the 

concentration surfaces allow for an individual location to be assumed to be the exposure to a 

stationary worker.  

 

3.12. Compliance Sampling Comparison 

In order to demonstrate the accuracy of compliance sampling to assess occupational 

exposures, a comparison of UCL95 for small sample sizes (3, 5, 10, 50) against the network-

based assessments was conducted. Given the large sample size of the network measurements 

following the construction of the daily (n = 223) interpolated hazard maps, the network 

exposure 95th percentile will be considered the reference the UCL95 is compared against. To 

simulate a compliance sampling system, at 50 randomly chosen locations on the factory floor 

(to approximate the exposures for 50 stationary workers), a series of random daily exposure 

values were chosen from the 223 possible daily time-weighted average concentrations; each of 

three, five, ten, and 50 daily exposure values were each randomly sampled 100 times. For 

example, one location using three days of exposures would be analogous to a stationary 

worker in that location being sampled on three days. Then, using the number of daily TWA 

exposures, the upper confidence limit of the 95th percentile of exposure (UCL95) was calculated 

based on ACGIH guidance using Eq. 3 (Hewett et al. 2006; Ramachandran 2005). The 

exposure rating and estimated exposure for the worker based on the UCL95 for each of the 

number of days sampled was compared against the exposure rating and estimated X95 

exposure based on the sensor network concentrations. 
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3.13. Software 

All linear and GBDT modeling was conducted in Python 3.8.3 with spatial analysis conducted in 

R 4.0.2 ‘Taking Off Again’ (R Core Team 2020). The full list of modeling packages, libraries, 

and their version numbers is provided in Appendix A.  

 

4. Results 

4.1. Sensor Modeling 

The weighting parameter values that minimized model error via RMSE and CRPS were 𝐶 = 

0.75 and 𝑃 = 2.0. Using 𝐶 = 0.75 and 𝑃 = 2.0, the models were refit and the prediction results 

on the test sets for the four splits are presented in Table 4.  

 

Table 4: Sample size, RMSE, and CRPS for all test/train splits with C = 0.75 and P = 2.0 

Training Set & 

Split Name 
Training Size Testing Set Testing Size 

RMSE 

(ppm) 

CRPS 

(ppm) 

‘Full’ (80% of all 

data) 
4,293 

20% of all 

data 
1,073 0.36 0.16 

Q1 682 Q2, Q3 4,684 1.91 1.11 

Q2 2,330 Q1, Q3 3,036 2.35 1.98 

Q3 2,354 Q1, Q2 3,012 1.39 0.73 

 

 

The full split, with an RMSE of 0.36 ppm on the test set, was almost four times lower than for 

the other splits. This accuracy is likely a result of the larger and more diverse training set and a 

test set that is composed of the same time mix of data as the training set whereas Q1, Q2, and 
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Q3 were tested on fully out of sample data. The relatively higher error in the Q2 split (this held 

true during the 𝐶 and 𝑃	tuning as well) is potentially due to atypical production schedules 

associated with reference sampling occurring shortly before the Christmas holiday (Thomas et 

al. 2018; Zuidema et al. 2019a). Additionally, using 𝐶 = 0.75 and 𝑃 = 2.0 all GBDT train and test 

splits performed better than the previously utilized linear calibration equation which produced 

RMSE values of 2.42 ppm on a full dataset test. The time series of a single collocated 

reference and monitor pair on August 18, 2017 is shown in Figure 2 with linear calibration, the 

GBDT calibration, and the reference measurement (Afshar-Mohajer et al. 2018; Zuidema et al. 

2019a). As seen in previous work, the GBDT is both more accurate and able to capture more 

peaks and valleys in reference measurements than a linear model (Chapter II).  

 

Figure 2: Time series comparison of linear calibration, GBDT calibration, and reference 

measurements at single reference-monitor collocation on August 18, 2017 
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The results for this sample size sensitivity test with 𝐶 = 0.75 and 𝑃 = 2.0 are shown in Table 5. 

The error increases with decreased sample size. However, the only approximately 52% 

increase in RMSE with an 80% decrease in training sample size could point to the possibility of 

reducing the number of reference sample days for future network deployments.  

 

Table 5: RMSE and CRPS for baseline (80/20) split and additional splits with reductions in 

training size with C = 0.75 and P = 2.0 

Training/Test Split Training Size Testing Size RMSE (ppm) CRPS (ppm) 

80/20 (baseline model) 4,293 1,073 0.36 0.16 

60/40 3,220 2,146 0.43 0.17 

40/60 2,146 3,220 0.46 0.19 

20/80 1,073 4,293 0.55 0.24 

 

 

4.2. Spatial Interpolation and Hazard Mapping 

The tuned full split model on the entire dataset with 𝐶 = 0.75 and 𝑃 = 2.0 was used to predict 

𝑁(𝑥, 𝜎)_%3d at each sensor location and time across the full eight-month deployment. These 

predictions at sampled locations were then interpolated and used to determine the IDW error. 

Following the 500 measurement periods where LOOCV was conducted for each active monitor, 

the residual distribution was most accurately parametrized via likelihood estimation into a 

Laplace distribution of 𝜇 = 0.0, 𝑏 = 0.71, referred to as 𝐿𝑎𝑝𝑙𝑎𝑐𝑒(0.00, 0.71)`II"I. Likelihood 

estimation was conducted using the MASS and ExtDist packages in R (Venables and Ripley 

2002; Wu et al. 2015). The residual distribution and parameterized distribution are shown in 

Figure 3. 𝐿𝑎𝑝𝑙𝑎𝑐𝑒(0.00, 0.71)`II"I was sampled on each iteration of the IDW Monte Carlo and 
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added to each location’s IDW predicted value to propagate modeling and interpolation error 

throughout the interpolation, resulting in a probabilistic surface of CO concentration data. 

 

Figure 3: Residuals from LOOCV IDW Monte Carlo and corresponding parameterized 

distribution of Laplace(0.00, 0.71) 

 

With probabilistic interpolated surfaces, hazard maps for any percentile of interest can be 

created, instead of simply relying on a mean point prediction. The mean and 95th percentile 

hazard map for the entire dataset spanning August 4, 2017 to March 27, 2018 is shown in 

Figure 4, overlaid with locations of the sensors denoted by “x”.  
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Figure 4: Hazard map of estimated mean and 95th percentile CO concentrations (ppm) for 

August 4, 2017 to March 27, 2018  

 

The mean exposure hazard map and 95th percentile exposure hazard map have concentrations 

ranging from approximately 4.5 ppm to 6.0 ppm and 7.5 ppm to 9.5 ppm respectively. The 

primary point of interest is that the 95th percentile concentration map is not simply a linear 

multiple of the mean concentration map scaled up by a constant, likely indicating that 

concentration variability is not uniform across the facility. However, given that this data is 

aggregated over 223 days, the 95th percentile for any daily exposure can be could be higher or 

lower than this range.  
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4.3. AIHA Exposure Rating Hazard Maps 

Utilizing the 95th percentile interpolated values from Figure 4 allows for direct use in the AIHA 

exposure ratings framework. Each grid location can then be assigned to an exposure category 

based on a selected occupational exposure limit (OEL). For the dataset used in this analysis, 

the CO exposures were significantly below the OSHA PEL of 50 ppm, and an entirely artificial 

OEL of 8.25 ppm was used for illustrative purposes only (NIOSH 2019). Using the full 

timeseries of network deployment, as shown in Figure 4, the exposure category hazard map is 

shown in Figure 5.  

 

Figure 5: AIHA exposure ratings based on full dataset prediction and interpolation for August 4, 

2017 to March 27, 2018  
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Areas in red are ‘Poorly Controlled’ meaning that for an assigned OEL of 8.25 ppm, the 95th 

percentile of exposure is greater than the OEL. Orange areas are ‘Nominally Controlled’ with 

the 95th percentile of exposure between one half of the OEL and the OEL.  Due to the 

simulation process and the probabilistic model, there are granularities, or non-contiguous 

exposure zones in the hazard map at the borders of well-defined exposure regions. However, 

the micro-scale exposure gradients should not be used by industrial hygienists as evidence of 

true exposure variation, but as a level of general variability and uncertainty in a transition 

region. 

 

4.4. Using Mean Concentrations to Estimate 95th Percentile Concentrations  

The 223 QuintileMean and Quintile95 pair counts were aggregated and grouped by season. If a 

location’s QuintileMean and Quintile95 are in identical quintiles, then the mean exposure can be 

used to approximate relative upper bound exposure at that location. However, if QuintileMean < 

Quintile95, then the mean exposure underestimates the relative upper bound exposure, or if 

QuintileMean > Quintile95, then the mean exposure overestimates the relative upper bound 

exposure – both are considered exposure misclassifications. The exposure misclassification 

counts are shown in Figure 6 where each season is broken out by the percentage of days in 

that season where greater than 20 percent of the factory floor has an exposure 

misclassification.  

 

Comparing across seasons, estimating relative upper bound exposure from the mean is least 

effective in the summer months (August and September), with approximately half the days 

having at least 20 percent of the facility inaccurately classified. The remaining three seasons 

were slightly more accurate using the mean to estimate the 95th percentile, with between 10 
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and 25 percent of the days in those seasons having at least 20 percent of the facility 

misclassified.   

 

Figure 6: Percentage of days, by season, where greater than 20 percent of the factory floor 

would be misclassified using mean exposures (QuintileMean) to estimate relative upper bound 

exposures (Quintile95) (August 4, 2017 to March 27, 2018) 

 

 

4.5. Compliance Sampling Comparison 

The results of the comparison between simulated compliance sampling and the sensor network 

for exposure assessment are shown in Table 6. For the majority of the locations (simulated 

workers), the compliance sampling significantly overestimated the exposures both in terms of 

the peak exposures (UCL95 vs. 95th percentile) and the exposure rating categories. 

Approximately two thirds of locations were incorrectly classified into a higher exposure category 

(4 as opposed to 3) than they should have been.  Geometric means and standard deviations 

were used for the mean comparisons due to the lognormal distribution of the UCL95 values 
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when using different sampling data. The geometric standard deviation is across 100 replicates 

and all locations. Even with 50 sampling days, the geometric mean UCL95 is more than 10 

percent higher than the X95 from the network data. 

 

Table 6: Comparison of simulated compliance sampling exposures with sensor network 

exposures for 50 workers/locations and range of ‘sampling days’, each repeated 100 times 

Simulated Compliance Sampling 
Network 

Sampling % of Locations with 

Overestimated Exposure 

Category 
Sampling 

Days 

Geo. Mean 

UCL95 (ppm) 

Geo. SD 

UCL95  

Geo. Mean 95th 

Percentile 

(ppm) 

3 30.55 2.60 

8.14 

68 

4 18.56 1.75 68 

5 15.11 1.48 68 

10 10.96 1.19 68 

50 9.06 1.06 65 

 

 

5. Discussion 

The primary utility of a low-cost sensor network is to capture measurements on a smaller 

spatial and temporal scale than a single reference monitor (Piedrahita et al. 2014; Snyder et al. 

2013; Szpiro et al. 2009). In an occupational setting, these networks can monitor an entire 

facility floor, characterizing exposures across time and space in a way that would be impossible 

with traditional industrial hygiene sampling (Thomas et al. 2018; Zuidema et al. 2019b). 
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However, sensors in low-cost networks tend to be individually less accurate and precise than 

more expensive instruments that are used for either calibration or confirmatory sampling (Datta 

et al. 2020; Levy Zamora et al. 2019; Thomas et al. 2018; Zuidema et al. 2019a). Therefore, the 

low-cost sensors need to be calibrated, either in the lab or the field, to provide measurements 

that are usable from an exposure assessment context, especially given the non-linear 

relationship of certain pollutants of concern with climate data (Datta et al. 2020; Zuidema et al. 

2019c). Instead of conducting any pre-deployment lab calibrations or intra-deployment sensor 

adjustments, this chapter utilized a fully probabilistic gradient boosted decision tree (GBDT) that 

modeled reference measurements directly from raw sensor readings in millivolts, as well as 

climate and location data for each low-cost sensor. The fully probabilistic GBDT (NGBoost) 

allowed for a unique mean and standard deviation to be modeled for each prediction. 

Additionally, by utilizing a spatiotemporal weighting system, the size of the dataset used for 

modeling increased substantially by not exclusively using reference and sensor measurement 

pairs that were perfectly collocated in time and space. For example, a sensor measurement 

that was ten feet and five minutes from a reference measurement was not discarded but 

weighted according to a tuning process that optimized for predictive accuracy.  

 

The results from the model and sensitivity tests indicated that CO reference concentrations can 

be predicted with high accuracy (between two- and five-times reduction in error from traditional 

linear methods) when training on reference data that covers a range of climate conditions 

(August, December, and March), but training in a single season reduces the accuracy 

substantially. While this chapter is in an occupational setting measuring a gas, a similar 

probabilistic GBDT calibration model for environmental spatial exposure assessments on low-

cost sensor networks measuring particulate matter was developed by in Chapter III with 

comparable predictive results. Therefore, in two very different exposure scenarios, the 
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probabilistic GBDT calibration method for spatial exposure assessments has been shown to 

improve upon existing approaches and provide utility (unique estimates of variance on a per-

prediction level, capture non-linear relationships, etc.) not possible with traditional calibration or 

modeling approaches.  

 

However, the accuracy of the model alone is not the primary advantage to this probabilistic 

calibration approach. The probabilistic predictions can be interpolated across the entire facility 

floor to produce hazard maps showing exposures for a user-selected percentile (Figure 3) or in 

terms of threshold exceedance probabilities (e.g., the likelihood that a given location exceeded 

5 ppm) (see Chapter III). The ability to provide a full distribution of values based on the 𝑁(𝑥, 𝜎) 

at each grid location adheres to the American Industrial Hygiene Association’s (AIHA) exposure 

categories, which explicitly rely on the 95th percentile exposures, as opposed to mean or 

median exposures (Ramachandran 2005). Figure 5 presents an example of an exposure 

ratings assessment that provides a simple (easily understandable by non-technical employees), 

graphical display of an exposure scenario. Such maps could be used by an industrial hygienist 

to indicate that areas of a facility that need immediate attention or to prioritize controls or 

additional high-quality sampling (badges, canisters, etc.) at those locations and tasks. However, 

exposure rating variation between adjacent grid cells should not be used by industrial 

hygienists as evidence of micro-scale exposure gradients, but as a level of general variability 

and uncertainty. Furthermore, as seen in Table 7, the utilization of traditional compliance 

monitoring sampling protocols is non-competitive with network-based exposure assessments in 

terms of both exposure category accuracy and exposure accuracy. 

 

An additional point of emphasis for using the 95th percentile is that using mean exposures 

alone can potentially result in exposure misclassifications. For example, as shown in Figure 6, 
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on approximately 50 percent of the days the network was active in the Summer, 22 percent of 

the factory floor would have had incorrect exposure assignments using exclusively the mean 

exposure as opposed to the 95th percentile exposures. Using the mean as a proxy for the 

upper bound exposures essentially prevents the accurate characterization of facility-wide 

exposures.  These misclassifications could lead to prioritization of industrial hygiene control 

resources on areas that may not yield desired reductions in worker exposures.   

 

The primary limitations for this chapter are the lack of additional exact co-locations between 

sensors and the reference instruments, which would obviate the need for the computationally 

costly spatiotemporal weighting and also provide a larger training set. Although the 

spatiotemporal weighting was able to provide an increase in sample size over requiring an 

exact time and space match, additional exact co-location data would allow for additional testing 

as well, measuring error by location of reference instrument or time of day for example. Further 

improvements on the model could be made in by incorporating recent measurements explicitly, 

where 𝑡𝑖𝑚𝑒V	is predicted by 𝑡𝑖𝑚𝑒fW, 𝑡𝑖𝑚𝑒fS, etc. 

 

The exposure assessment framework presented in this paper was explicitly not about the actual 

CO exposure levels compared to the true PEL, as all concentrations measured suggest the 

concentrations were very well controlled. The goal was to demonstrate the utility of a modeling 

process that is substantially more complex than traditional calibration methods. Despite the 

increased technical costs, implementation of this framework is expected to provide immense 

time savings on laboratory and air sampling data collection and analysis. These time savings 

are on top of the ability to create highly accurate probabilistic predictions with models that can 

handle enormous amounts of data, both in terms of potential features and number of 

measurements. Based on the information provided, it should be possible to implement this 
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framework on already existing systems or as part of the design of an entirely new network. 

Lastly, the models demonstrated here could be relatively easily implemented with a live or 

streaming data pipeline that could serve as a real-time exposure assessment tool or early 

warning system across an entire facility.   

 

6. Conclusions 

Using probabilistic gradient boosted decision trees is an effective way to calibrate an indoor 

occupational low-cost sensor network. In the occupational setting these probabilistic models 

prevent both the need for lab calibration and also the need to collocate reference instruments at 

all sampling points. They also create predictions that can be accurately used to conduct spatial 

probabilistic exposure assessments following the American Industrial Hygiene exposure ratings 

guidelines. Additionally, the model used in this chapter demonstrated how utilizing simple 

means or medians and small sample sizes are not sufficient for high quality occupational 

exposure assessments as exposure misclassification is likely. Finally, these models could be 

used to predict on live streaming sensor data, creating a real-time exposure assessment tool. 
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8. Appendix 

8.1. (A) Modeling and Spatial Analysis Packages and Libraries 

8.1.1. Python 3.8.4 

ngboost==0.2.2.dev0 

numpy=1.19.0 

pandas=1.0.5 

properscoring==0.1 

scikit-learn==0.23.1 

scipy==1.5.1 

statsmodels==0.11.1 

8.1.2. R 4.0.2 “Taking Off Again” 

ggmap_3.0.0 

MASS_7.3-52 

mgcv_1.8-32 

nlme_3.1-149 

numDeriv_2016.8-1.1 

optimx_2020-4.2 

rdist_0.0.5 

rgdal_1.5-16      

rpart_4.1-15           

sf_0.9-5            

sp_1.4-2            

spatstat_1.64-1      

tidyverse_1.3.0    
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zoo_1.8-8 

8.2. (B) NGBoost Hyperparameter Search Grid 

base_learner = DecisionTreeRegressor(criterion = 'mse') 

param_grid = { 

      'Base': [base_learner], 

      'Base__max_depth': list(range(2, 200, 10)), 

      'Base__max_features': ['auto'], 

      'Base__min_samples_leaf': list(range(1, 200, 10)), 

      'Base__min_samples_split': list(range(2, 200, 10)), 

      'n_estimators': list(range(500, 3000, 500)), 

      'minibatch_frac': [1.0, 0.5] 

        } 
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CHAPTER V: CONCLUSION 

Summary Findings 

1) Determine benzene exposure and cancer risk from commercial gasoline station filling 

operations among non-occupational and occupational groups 

 

The goal of Chapter II was to determine benzene exposures and cancer risks for consumer and 

occupational groups from commercial gasoline station filling activities. We sampled 34 

individuals (32 valid samples) while they filled up their vehicles at commercial gas stations from 

August 2019 through March 2020. All were analyzed for benzene, toluene, ethylbenzene, 

xylene, and total volatile organic compounds (TVOC). All samples were below the OSHA PEL 

and NIOSH REL for ethylbenzene, toluene, and xylene. Thirty-two of the samples were below 

the OSHA PEL for benzene, and 31 were below the benzene NIOSH REL. When combined 

with demographic information captured in surveys, the probabilistic risk assessment for 

benzene related cancer for consumers averaged three orders of magnitude below the relevant 

1:1,000,000 excess risk management level, with zero exceedances. For the occupational 

scenario, less than 0.01 percent of the probabilistic trials exceeded the 1:10,000 excess risk 

management limit, with an average of 65 times lower than the limit. These low excess risk 

values for the consumers and occupational scenarios indicate that there is minimal excess risk 

for pumping operations at commercial gasoline stations.  

 

2)  Provide a probabilistic modeling framework for PM2.5 exposure assessments with low-

cost sensor networks that also reduces the need for lab calibrations 
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The aim of Chapter III was to build a probabilistic machine learning calibration model for low-

cost sensor networks that outperformed traditional linear regression approaches, reduced the 

need for laboratory calibrations, and could be used in novel probabilistic exposure 

assessments. We built a probabilistic gradient boosted decision tree (GBDT) using NGBoost 

that outperformed traditional linear regression as quantified by RMSE and CRPS for modeling a 

low-cost sensor to a reference standard. In terms of RMSE, the GBDT averaged 2.7 µg/m3 

across all test splits and the linear regression averaged 2.9 µg/m3, and in terms of CRPS, the 

GBDT averaged 1.5 µg/m3 and the linear regression averaged 2.2 µg/m3. In addition, the GBDT 

utilized raw data, as opposed to the lab corrected data of the linear regression, completely 

eliminating the initial calibration step. The GBDT was also fully probabilistic such that each 

prediction has a modeled mean and standard deviation unlike the linear regression that 

provides a single variance value across all predictions. The prediction distributions were then 

leveraged with an inverse distance weighting Monte Carlo simulation to conduct spatial 

exposure assessments that contained modeled and interpolated uncertainty to produce a 

probabilistic output with a mean and standard deviation of exposure aggregated to the 

neighborhood level.  

 

3)  Within the context of the American Industrial Hygiene Associations’ exposure rating 

categories, develop a probabilistic calibration model for CO low-cost sensor networks to 

assist with regulatory decision making, while also demonstrating the improved utility of 

probabilistic models over point predictions for occupational exposure estimation.  

 

The goal of Chapter IV was to create a probabilistic machine learning calibration model for CO 

on an occupational low-cost sensor network that would be able to be integrated with the AIHA 

exposure ratings framework and at the same time show the failings of a traditional compliance 
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sampling (mean/median focused) approach. NGBoost was used to create a fully probabilistic 

calibration model from raw sensor readings in millivolts to a reference concentration. 

Spatiotemporal weighting on millions of measurements was tuned and optimized to reduce 

computational costs and increase training and test set sizes. The model had an RMSE of 0.36 

ppm predicting on test data similar to the training set and approximately 1.60 ppm on fully out of 

sample test data. The predictions were interpolated using a Monte Carlo framework developed 

in Chapter III and were used to create both probabilistic hazard maps of CO concentrations and 

AIHA exposure rating hazard maps. Lastly, the probabilistic model demonstrated how using a 

simple point prediction for exposure estimation is likely to underestimate and mischaracterize 

peak spatial exposures.  

 

Future Research & Public Health Implications 

Future research is needed to collect individual exposures on a chronic level to fully characterize 

exposures across time and space. While single canisters/samples can inform about single task 

exposures, the chronic or day-to-day exposures remain poorly characterized beyond large 

scale ambient information like NATA. Combinations of in-home and personal networked 

monitors that push data to the cloud continuously should be used in conjunction with 

conventional whole air sampling to provide a full 24-hour picture of exposures. This data should 

be collected with the plan of using more advanced and computationally intensive modeling 

methods such as neural networks that can learn relationships in high dimensional data to 

predict adverse health outcomes. While BTEX and TVOC were studied in Chapter II, additional 

pollutants of concern could be analyzed using this framework.  

 

In terms of probabilistic exposure assessments for low-cost sensor networks, additional 

research is needed in terms of understanding how sensor drift impacts measurement and 
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modeling error. Specifically, characterizing both the drift and accuracy/precision on a per-

sensor level as part of the modeling process remains an area needing additional research.  

Lastly, how and when to ensemble high variance/low bias and low variance/high bias models 

when utilizing limited data sets would allow sensor networks to be deployed and used quickly 

without having to wait for many months for enough data to run machine learning models without 

the risk of overfitting. Using environmental low-cost networks with probabilistic/machine 

learning calibration models, while more computationally difficult to create than linear regression 

models, can produce more accurate sensor predictions that allow for more nuanced 

understandings of health effects resulting from environmental exposures. Additionally, while the 

development of these models is non-trivial from a time perspective, their development can be 

conducted without the need for specialized laboratory facilities, and their flexibility and 

portability would also contribute to significant time savings upon traditional approaches. Lastly, 

while only PM2.5 and CO were used as example pollutants in Chapter III and Chapter IV, there 

is no reason why this approach would not work on a variety of pollutants measured by a 

networked sensor, as long as appropriate interfering parameters are available. In particular, 

compounds such as ozone are difficult to calibrate with traditional methods and machine 

learning approaches could learn the complex non-linear relationships, allowing previously 

unusable data to be modeled with accuracy. 
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