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Abstract

We develop a Large Eddy Simulation (LES) model that can predict the tur-

bulent transport and evolution of droplet size distributions, for a specific sub-

set of applications in which the dispersed phase can be assumed to consist

of spherical droplets, at low volume fraction. We use a population dynamics

model for polydisperse droplets specifically adapted to a LES framework in-

cluding a model for droplet breakup due to turbulence, neglecting coalescence

consistent with the assumed small dispersed phase volume fractions. Existing

breakup models assume the scale of droplet–eddy collision to be in the iner-

tial range of turbulence. In order to also model smaller droplets comparable

to or smaller than the Kolmogorov scale we extend the breakup kernels using

a structure function model that smoothly transitions from the inertial to the

viscous range. The model includes a dimensionless coefficient that is fitted by

comparing predictions in a one-dimensional version of the model with a labora-

tory experiment of oil droplet breakup below breaking waves. The LES model

is applied to a three-dimensional turbulent jet subjected to a uniform cross-
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flow and droplet size distributions downstream of the injection are compared

with experimental data with good agreement. The LES results also enable us

to quantify size distribution variability. We find that the probability distribu-

tion functions of key quantities such as the total surface area and the Sauter

mean diameter of oil droplets are highly variable, some displaying strong non-

Gaussian intermittent behaviour. Further applications with smaller nozzles

require an inlet conditions for coarse LES. We develop a hybrid approach where

the inlet condition is prescribed using a one dimensional (1D) parcel model that

accounts for the evolution of the dispersed phase along the jet centerline due

to the combined effects of advection, radial turbulent transport and droplet

breakup. We examine the statistics of the velocity field and the concentration

profiles of the polydisperse oil droplet plumes for two droplet Weber numbers.

We find that the centerline decay rate of the droplet concentration is modified

in the breakup dominated zone. Additionally due to trajectory crossing effects

the dispersion of larger droplets is suppressed.

Primary Reader and Advisor: Charles Meneveau

Secondary Readers: Rui Ni and Harihar Rajaram
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Chapter 1

Introduction

A globally increasing demand for energy has led to increased offshore deep-

sea extraction of oil and gas. According to the U.S energy information adminis-

tration (EIA) offshore production accounts for about 30% of the global crude oil

output. This increased demand comes with the associated risk of an accidental

deep-sea blowout. A recent example of such a blowout is the BP Gulf of Mex-

ico Oil spill, considered to be the largest marine oil spill in the history of the

petroleum industry. The oil flowed from the bottom of the sea for 87 days, re-

leasing 800 million litres of oil and forming an oil slick which covered an area of

up to 175,000 km2 77. The spill had a devastating environmental and ecological

impact affecting more than 2100km of shoreline8. Although preventing a spill

is the primary goal, in the event of a blowout strategies for remediation that

address both the surface and subsurface conditions are essential. Accurate

1



CHAPTER 1. INTRODUCTION

modelling and prediction of the transport of the oil considering factors such as

breakup, coalescence, dissolution and turbulent dispersion is necessary.

The ejected oil jet undergoes breakup into polydisperse droplet plumes as

it flows towards the ocean surface (see Figure 1.1). On ejection from the well

head, oil and gas rises through the ocean with the initial momentum generated

by the pressure at blowout location. The further rise of the droplets towards the

surface is governed by buoyancy. The droplet plume grows due to entrainment

of ambient water. The subsurface stable stratification results in a reduction

in buoyancy forming horizontal intrusion layers (shown in Figure 1.1). Only

oil droplets with large enough buoyancy continue to rise. In the Gulf of Mex-

ico oil spill, it was found that droplets with diameter 60 − 80 µm rose slowly

to the surface while being dispersed by the subsurface flow. Larger droplets

(d > 300 µm) directly reached the surface with minimal dispersion76. After

the initial jet ejection phase the subsequent fate of the oil is governed by the

generated polydisperse oil plumes. Understanding the evolution of the droplet

size distribution is critical in predicting the subsequent transport of oil neces-

sary in developing remedial strategies77;75. The size of oil droplets affects their

rise velocity and can influence the entire plume’s transport characteristics in

the ocean18. Moreover, smaller droplets are influenced by the ocean turbulence

and are more horizontally dispersed. A particular remedial strategy that has

been used is to apply dispersants to the oil at the well head and at the surface to
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break larger droplets into small ones. Dispersants reduce the surface tension

of the oil thereby increasing the frequency of droplet breakup. Understanding

mechanisms such as breakup and coalescence is critical in characterizing the

complete evolution of the droplets.

Information regarding size distributions of droplets is needed in many other

applications. In engineering systems, such as atomization, detailed informa-

tion of the droplet size is of great importance in the design and application

of spray systems71. Of much interest during the Covid-19 epidemic, the size

distribution of drops generated by coughing affects their residence time in the

air as well as the ability of masks to prevent their transmission70. The parti-

cle size distribution also plays a significant role in environmental systems. In

clouds, the particle size distribution affects cloud dynamics and the thermo-

dynamic characteristics of the system63;41. Bubbles in the open ocean play an

important role in upper ocean physical processes including marine aerosol pro-

duction, optical scattering and air-sea heat and moisture transfer25. Accurate

characterization of the dispersed phase size distribution is thus crucial in the

context of numerous natural and engineering multiphase flow processes.
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Figure 1.1: Fate and transport of oil from an underwater blowout

1.1 Population Balance Equation

Population balances can be regarded as a subject with a very rich literature

that has its origins in the Boltzmann equation presented more than a cen-

tury ago98. Initially formulated to study aggregation processes95, Population

balance equations (PBE’s) have been extended by numerous researchers39;85;83

to include additional phenomena such as breakup, coalescence, nucleation and

condensation. PBE’s have been used to model a wide range applications includ-

ing aerobic fermentation, combustion, crystallization, chemical reactors and oil

spill modelling. The population balance equation is a transport equation that

describes the temporal and spatial rate of change of the number density in a

dispersed two-phase flow. The number density function f(d,x, t)d(d)dxdt rep-

resents the number of particles of diameter d, about an interval dd, located at

a spatial position x at time t about intervals dx and dt respectively.
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For a discrete system the number density n(di,x, t) can be related to the

more general continuous number density distribution function f according to

n(di,x, t) =

∫ di+1/2

di−1/2

f(d,x, t)d(d), (1.1)

where [di+1/2 − di−1/2] is the ith bin width. The population balance equation

considering only the effects of droplet breakup and coalescence can be written

as :

∂n(di,x, t)

∂t
+∇x · [v(di,x, t)n(di,x, t)] = Sb,i + Sc,i, (1.2)

where n(di,x, t) is the number density of droplets of diameter di, v(di,x, t) is

the droplet velocity, Sb,i and Sc,i are source terms for droplet breakup and co-

alescence affecting droplets of diameter di (within bin i), respectively. The di-

vergence is calculated with respect to the spatial coordinate x. In order to

close the equation, one needs reliable models for the breakup and coalescence

source terms. In systems with small dispersed phase volume fractions, droplet

coalescence can be neglected (Sc,i = 0). The complex nature of the PBE pre-

cludes analytical solutions for all but simple breakage and aggregation ker-

nels26;121. Numerical solution methods have been developed to obtain solutions

for equation (1.2). The most extensively used methods include the method of

moments39;69;66;65;115, multi-class method66;53;105;52, method of weighted residu-
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als110 and Monte-Carlo methods57;117.

The method of moments aim to solve the PBE by approximating the mo-

ments of the number density function by an n-point quadrature and is popular

for growth problems69. Another approach developed was the direct quadra-

ture method of moments (DQMOM)66 that transported the primitive variables

(weights and abscissas) instead of the moments. The major limitation of these

methods was the difficulty of coupling them with Computational fluid dynam-

ics (CFD). For instance, DQMOM method is known to fail for purely hyperbolic

transport equations with velocity as the internal co-ordinate. The coupling of

methods of moments with CFD is still an important research topic. In partic-

ular, capturing effects like particle trajectory crossing in Large Eddy Simula-

tions (LES) requires a large number of moments to capture both the effects of

the subgrid-scale on the dispersed phase as well as trajectory crossing due to

large-scale eddies55.

The multi-class formulation allows us to study the evolution of polydisperse

liquid droplets with high accuracy while preserving important moments of the

distribution. In this method the internal co-ordinate (droplet size, velocity

etc.) is divided into a number of small contiguous subclasses, and the PBE

is converted into a number of discretized transport equations for each class

(bin)86;51. These methods are relatively easier to couple with large-eddy simula-

tions and has found success in applications studying oil plume transport in the

6



CHAPTER 1. INTRODUCTION

ocean112;113;19. The major limitation of such a method is it becomes computa-

tionally expensive for a large number of classes. Therefore, there is a trade-off

between accuracy (requiring large number of classes) and computational costs.

There is a need to formulate a model that can accurately capture the size dis-

tribution using a relatively smaller number of classes (10-20) to discretize the

size range.

1.2 Droplet Breakup Models

In order to solve the population balance equation described in equation

(1.2), one needs a model for the breakup source term Sb. The source term can

be written as,

Sb(d, t) =

∫ ∞
d

m(d0)β(d; d0)g(d0, t)n(d0, t)d(d0)− g(d, t)n(d, t) (1.3)

The first term on the right-hand side of equation (1.3) represents the birth

of droplets of diameter d due to the total contribution from breakups of larger

droplets. The second term accounts for death of droplets of size d due to breakup.

The factor β(d; d0) is the probability density function associated with the forma-

tion of a droplet of size d due to the breakup of a parent droplet of size d0 and

m(d0) is the number of daughter droplets formed. In order to solve equation

(1.2), models are needed for the probability density function β(d; d0) and the
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breakup frequency g(d).

For a turbulent flow, breakup due to shearing-off processes and due to inter-

facial instabilities are often neglected61. A number of models for the breakup

frequency have been developed for breakup due to turbulent fluctuations. The

turbulent fluctuations need to overcome the main resistive forces in the droplet,

namely surface tension and viscosity. Existing models are typically based on

four breakup criteria61 : (1) turbulent kinetic energy of droplets Ed greater

than a critical energy Ec
23;17; (2) Velocity fluctuation around the particle sur-

face ∆u greater than a critical value73;4; (3) Turbulent kinetic energy of bom-

barding eddies Ee greater than a critical value Ec 81;104;62;67 and; (4) inertial force

of the bombarding turbulent eddy being greater than the interfacial force of the

smallest daughter particle58;59.

Eddy-collision models are among the most popular models where the inter-

action between eddies and droplets are treated similar to collisions between

molecules in the kinetic theory of gases81;104. A collision frequency is defined

based on the size of the eddy and droplet, and their typical relative velocity

at that scale. The relative velocity is generally calculated by assuming Kol-

mogorov scaling. The requirement for breakup in such a model follows cri-

teria (3) where the turbulent kinetic energy of the colliding eddy is greater

than the potential energy associated with the resistive forces of the droplet.

The resistive forces include the droplet surface energy and viscous resistive
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stresses93;119. In most formulations, the scales of the colliding droplets and

eddies were assumed to be in the inertial range of turbulence. Hence a Kol-

mogorov scaling valid for the inertial subrange was used to estimate the mag-

nitude of eddy-velocity fluctuations at a particular scale. This precludes these

models from being able to calculate the breakup frequency for droplets that fall

in or near the viscous range, e.g. below η up to approximately 15η, where η is

the Kolmogorov length scale. For instance, consider the stirred tank experi-

ment74 with an average energy dissipation ε = 9 m2s−3, has a viscous range of

approximately 13η = 260 µm where η = (ν3/ε)
1/4 is the Kolmogorov microscale.

The size range of droplets observed in the experiment ranged from 40− 500 µm

having a significant portion of the size distribution in the viscous range. More-

over, the overestimation in eddy fluctuation velocities (see Figure 2.1) for vis-

cous range droplets result in existing models needing system dependent model

constants to fit the data. There is a need to develop breakup models that is

valid for the entire spectrum of turbulence. Recently, there has been progress

in including the entire turbulence spectrum while modelling the breakup fre-

quency99. Breakup frequencies obtained by incorporating the structure func-

tion valid for the viscous range, has shown promise when compared to single

droplet breakup experiments44;45.

In addition to the breakup frequency, a model for the breakup probability

density function β(d; d0) is required. Numerous empirical37, phenomenolog-
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ical104;62;67;58;107 and statistical73;81 models have been presented in the litera-

ture. There is little agreement over the correct form of the probability density

function. Most models either espouse a
⋃

-shaped or
⋂

-shaped distribution.

Phenomenological or statistical distributions only depend on the size of the

droplets and ignore the turbulence properties of the fluid. Models taking into

account turbulence properties of the system have been developed either from

phenomenological arguments or directly from the breakup frequency67;106. Re-

cently, Qi et al. 82 developed a breakup probability model based on experimen-

tal constraints that sought to reproduce the bubble size distribution spectrum.

They found that the correct form of the probability density function was critical

in determining sub-Hinze scale droplet size distribution, whereas the breakup

frequency determined the super-Hinze scale scalings.

1.3 Numerical Modelling of Turbulent

Polydisperse Systems

There have been numerous models developed to predict the mean diameter

or the steady state droplet size distribution6;11;42;118;119 in two-phase turbulent

systems. One of the earliest applications of modelling a polydisperse system

using population balance equations in a turbulent fluid was in agitated liquid–

liquid dispersions (stirred tank reactors)23;73;12;104;81;106.
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In turbulent particle-laden simulations the evolution of the carrier (fluid)

and the dispersed phase (bubbles/droplets) are often coupled with dynamics

of one phase affecting the other. Large-eddy simulations (LES) are effective

in resolving the large and intermediate scale structures of a turbulent flow,

and only require modeling of the unresolved subgrid turbulent effects. Pedel

et al. 79 used large eddy simulation (LES) coupled with an Eulerian solver for

the droplet phase to predict droplet concentrations using the direct quadra-

ture methods of moment (DQMOM). Further work combining LES for the car-

rier flow with PBE for droplets can be found in Seubert et al. 91, Sewerin and

Rigopoulos 92 and Salehi et al. 87, the latter of which used LES for the carrier

phase coupled with a statistical Lagrangian approach for the droplets. LES

for modelling two phase systems are broadly classified into either Eulerian-

Eulerian models where the distribution of droplets in the entire size range is

described by a continuous number density field114;87 or Eulerian-Lagrangian,

where individual droplets or droplet clusters are tracked in a Lagrangian fash-

ion15;5. Introducing breakup or coalescence in the Lagrangian framework leads

to an uncontrollable computational load due to change in number of numerical

particles. Moreover the Lagrangian approach requires a subgrid scale model to

represent the small scale features, (thin films, micro bubbles etc.16). Eulerian

methods, although limited to applications with relatively low volume fractions,

can be advantageous since they are not limited by the number of droplets, as
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the distribution of droplets in each size range is described by a continuous con-

centration field. The fast-Eulerian method31 models the droplet velocity as a

function of the droplet time scale, instead of having to solve separate transport

equations (as is done in the two-fluid model). The limitation of this method is

that it assumes the particle stokes number to be small.

Many important systems can be idealized to the case of droplet formation

and breakup processes in turbulent jets and plumes. The turbulence proper-

ties of these flows can be well characterized in both experiments and simula-

tions. It is therefore the ideal flow configuration to study droplet breakup and

transport. Many dispersed phase systems such as spray combustion, spray

coating and oil spill modelling rely on understanding particle-turbulence in-

teraction for mixing and dispersion47. Polydispersity adds an additional layer

of complexity in modelling particle dispersion. Preferential concentration of

particles could result from inertial effects ( lift forces on different sized par-

ticles), clustering ( either strain or vorticity dominated) or buoyancy effects (

modified diffusion due to crossing of trajectories)24;108 . These effects have been

studied extensively for mono-dispersed systems30;9;28. There have been recent

efforts in coupling LES flow solvers, with a probability density function (PDF)

formulation of the population balance equation in order to study particle dis-

persion88;89. Moreover, Eulerian–Eulerian LES has been used to successfully

model monodisperse bubble plumes in a quiescent fluid114. This thesis works
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towards developing an Eulerian-Eulerian LES model for polydisperse droplet

plumes.

In most applications, two-phase jet flows are characterized by a large sepa-

ration of scales ranging from a few hundred microns (droplet scale), to the order

of millimeters (nozzle scale), and up to meters (jet far field or plume). In envi-

ronmental applications this separation of scales can be even larger. Direct nu-

merical simulations of such systems becomes intractable due to the high com-

putational cost involved in attempting to capture all relevant scales. Modeling

approaches are needed, and focus on providing averaged or ’coarse-grained’ so-

lutions. Such approaches must make judicious choices weighing computational

cost with accuracy and considering how much details about the simulated phe-

nomena are needed. While simulating smaller nozzle sizes, a coarse Eulerian

LES-PBE approach requires an inlet boundary condition for the droplet size

distribution that is generated in the primary breakup zone. Typically, a mono-

disperse size distribution is used as inflow in such cases, but this is not suffi-

ciently realistic. In the case of atomization, integral models have been devel-

oped to predict the mean diameter generated in the near nozzle region. The

characteristic diameter in conjunction with an assumed distribution such as

a ”Rossin-Rammler”35;29 or ”lognormal”96 can be used for the inlet cumulative

volume fraction. However, an approach based on physical mechanisms would

be more robust rather than statistical descriptions.
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1.4 Experimental Data for Model Vali-

dation

There is an extensive body of literature studying droplet breakup in turbu-

lent liquid-liquid dispersions. Numerical modelling needs to be supplemented

by suitable experimental data for validation. It is essential that the turbulence

is well characterized in the experiments and the measurement techniques be

non-intrusive in order to accurately characterize the droplet distribution in the

flow. Turbulent systems exhibiting high levels of anisotropy and spatial hetero-

geneity are difficult to characterize. For instance, stirred tank systems contain

highly localized high shear regions near the surface of the impeller blades and

strong tip vortices shed by the blades. Experiments of liquid jets or oil droplets

injected in a turbulent jet or plume are ideal candidates for model validation.

Martı́nez-Bazán et al. 67 designed and carried out a series of experiments

where air bubbles were injected into a fully developed turbulent water jet. This

ensured that the turbulence was well characterized and size distributions could

be measured using non-intrusive optical techniques. Eastwood et al. 27 injected

droplets of varying density, viscosity and interfacial tension into a fully de-

veloped water jet and tracked particle size distributions using digital image

processing techniques. Brandvik et al. 11 performed oil jet experiments in a

very large cylindrical tank. They measured droplet size distributions using
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an in situ laser diffractometer. Murphy et al. 72 used an oil jet in cross-flow

to study the droplet breakup and resulting size distributions. Their experi-

ment consisted of a nozzle supported by a carriage that was moved at a con-

stant speed thus setting up a cross-flow. The size distribution was measured

non-intrusively using in-line holographic techniques. Zhao et al. 120 conducted

a large scale experiment of underwater oil release through a 25.4 mm pipe.

They measured size distributions using two LISSTs (laser in situ scattering

and transmissometry) in the range of 2.5–500 µm. Recently there have been

advances in using ultra-small angle x-ray scattering46 and refractive index

matching with planar laser-induced fluorescence111 in order to probe the near

nozzle region of the jet.

1.5 Outline

This thesis works towards coupling population balance equations with large-

eddy simulations in order to study the evolution and transport of polydisperse

liquid droplets in a turbulent flow. Furthermore, we seek to improve the state

of the art in breakup modelling by formulating a droplet breakup kernel valid

for the entire turbulent spectrum. In this project we (1) develop and validate

a droplet breakup model based on eddy-droplet collisions valid for the iner-

tial and viscous range of turbulence; (2) predict the droplet size distribution

15



CHAPTER 1. INTRODUCTION

of liquid droplets in a turbulent jet by coupling a population balance equation

with large-eddy simulations; (3) develop a hybrid ODE-LES approach based

on turbulent jet theory to determine the inlet size distribution for coarse large-

eddy simulations of turbulent round jets; and (4) quantify the variability of key

quantities derived from the size distribution. The rest of the thesis is organized

into the following chapters.

In Chapter 2, we formulate a droplet breakup model valid for inertial and

viscous range of turbulence and validate it with experimental data. We dis-

cuss in Chapter 3 the numerical methods (LES) and tools used to study the

evolution of polydisperse droplets in a turbulent flow. We discuss the method

of generating coarse turbulent jets in LES and include validations with experi-

ments. In Chapter 4 we present results from LES of a lab scale oil spill using a

jet in crossflow as a surrogate for the experimental configuration. Additionally,

we explore the variability of key quantities of the size distribution. Chapter 5

presents a hybrid ODE-LES approach to generate realistic inlet conditions for

coarse LES of turbulent oil jets using turbulent jet theory. Chapter 6 presents

simulations of a turbulent round jet at two different Weber numbers, quantify-

ing statistics of the velocity and concentration fields. Additionally, we quantify

the radial profiles of the mean and variability of the Sauter diameter, total sur-

face area breakup source terms. Chapter 7 explores the size based differential

droplet dispersion due to trajectory crossing effects. Conclusions and future
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work are discussed in Chapter 8.
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Chapter 2

Droplet Breakup Model

The mechanisms governing droplet or bubble breakup in turbulent disper-

sions has been the subject of significant theoretical and experimental study54;61.

As discussed in Chapter 1 there are numerous models proposed for the droplet

breakup frequency g(d) and the droplet breakup probability density β(d; d0).

Coulaloglou and Tavlarides 23 were among the first to introduce a simple

macroscopic formulation to study breakup and coalescence in an agitated liquid–

liquid dispersion. Over the years, a considerable number of studies have been

performed for steady-state size distributions in stirred vessels23;104;81;106. In

most of the previous formulations, the scales of the colliding droplets and ed-

dies were assumed to be in the inertial range of turbulence. Hence a Kol-

mogorov scaling valid for the inertial subrange was used to estimate the mag-

nitude of eddy-velocity fluctuations at a particular scale. This precludes these
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models from being able to calculate the breakup frequency for droplets that

fall in or near the viscous range, e.g. below η up to approximately 15η, where

η is the Kolmogorov length scale. In Figure 2.1 we compare the (square) eddy

fluctuation velocity (or second order structure function) assuming Kolmogorov

scaling (black dashed line) to the expression valid for both inertial and Kol-

mogorov scale. We can see that considering only an inertial scaling for the fluc-

tuation velocity can lead to an overestimation for viscous range interactions.

Moreover, the LES grid scale (examples shown as blue vertical dashed lines

in equation (2.9)) can lie in either the inertial or the viscous range. A model

for the subgrid velocity fluctuations that can encompass both the inertial and

viscous range is essential.

A unified treatment is needed to extend these models to the entire spectrum

of turbulence. One approach is to consider a model energy spectrum80 for the

complete range of scales. Using a Fourier series transform, an expression for

the second-order structure function can be derived, that includes the viscous

range99. The resulting expressions are quite complicated, owing to the partic-

ular functional form of the viscous cutoff in spectral space. However, a more

direct approach and simpler expressions can already be found in the literature,

based on the Batchelor blending function7 written directly for the structure

function in physical space to model the eddy-velocity fluctuations (equation

(2.9)
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The Chapter is organized as follows. We discuss the breakup probability

model and the formulation of the breakup frequency model in section 2.1. We

then determine the model constant in section 2.2 using a wave-breaking ex-

periment60 and present the model validation using an experiment studying

the breakup of oil droplets injected at the centerline of a turbulent jet27. We

present conclusions in section 2.4. The content in this chapter is published in

Aiyer et al. 1.

2.1 Breakup Model Formulation

The population balance equation, neglecting the effect of coalescence and

written using the droplet size (diameter di) as the internal coordinate, is given

by

∂n(di,x, t)

∂t
+∇ · [v(di,x, t)n(di,x, t)] = Sb(di,x, t), (2.1)

where n(di,x, t) is the number density of droplets in the ith bin representing

droplets of diameter around di, at location x at time t. The divergence is calcu-

lated with respect to the spatial coordinate x. The source term due to breakup

is written according to Zhao et al. 119,

Sb(di,x, t) =
n∑

j=i+1

P (di, dj)g(dj,x, t)n(dj,x, t)− g(di,x, t)n(di,x, t). (2.2)
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The first term on the right-hand side of equation (2.2) represents the birth of

droplets of size di due to the total contribution from breakups of larger droplets

of diameter dj. The second term accounts for death of droplets of size di due to

breakup. The factor P (di, dj) is the probability of formation of a droplet of size

di due to the breakup of a parent droplet of size dj, and g(di,x, t) is the breakup

frequency of a droplet of size di (in bin i). The breakup probability can be

related to the probability density function β(di, dj), i.e. P (di, dj) = β(di, dj)δ(di),

where δ(di) is the width of the bin centred at di.

2.1.1 Model for the Breakup Probability.

Models for the breakup probability function P (di, dj) (or β(di, dj)), can broadly

be classified as statistical, phenomenological or empirical54;61. In this study we

use the phenomenological model proposed by Tsouris and Tavlarides 104 that

leads to a “U-shaped” distribution. We keep in mind, however, that experi-

ments for bubble breakup67 have led to other possible shapes for P (di, dj) and

that there remains considerable uncertainty about the best model to use. Here

we proceed with the model of Tsouris and Tavlarides 104 because it is based on

a relatively simple physical reasoning as shown below.

The breakup is considered to be binary, and P (di, dj) is formulated based

on the formation energy required to form the daughter droplets of size di and

a complementary droplet to ensure volume conservation104. The formation en-
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ergy is proportional to the difference in initial and final surface areas according

to

Ef (di, dj) = πσ
[
(d3
j − d3

i )
2/3 + d2

i − d2
j

]
, (2.3)

where σ is the interfacial tension between the dispersed and continuous phase.

It can be shown using equation (2.3) that the breakup of a parent droplet into

two equal size daughter droplets is a maximum energy process. Substituting

di = dj/2
1/3 in equation (2.3) we get a maximum formation energy equal to

Ef,max = πσd2
j(2

1/3 − 1). (2.4)

Equation (2.3) is minimized when di = 0, that is no breakup of the parent

droplet. To allow for breakup, a minimum diameter dmin is specified and the

corresponding surface formation energy is

Ef,min = πσ
[
(d3
j − d3

min)2/3 + d2
min − d2

j

]
, (2.5)

where dmin = 1 µm in this study. Making the crucial assumption that the

probability of breakup of a drop of size dj leading to a droplet of size such

that it falls in a bin around di decreases linearly with the required formation

energy and remains within the bounds specified above, the discrete breakup
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probability P (di, dj) can be written as

P (di, dj) =
[Ef,min + (Ef,max − Ef (di, dj))]∑j−1
k=1 [Ef,min + (Ef,max − Ef (dk, dj))]

. (2.6)

where Ef (di, dj) is the surface formation energy defined in equation (2.3). Also,

we assume that the bin sizes are logarithmically distributed. Thus equation

(2.6) is meant to model the discrete probability that a particle of size dj breaks

up into a particle inside a bin centred at di with a width of δ(log(di)), and its

complement dc (to conserve volume). This distribution is U-shaped, with a

minimum probability for the formation of two equally sized daughter droplets

(when Ef (di, dj) = Ef,max which leads to a maximum of required energy), and

probability maxima at the two ends (which have formation energy minima).

Martı́nez-Bazán et al. 68 derived constraints that apply to the droplet size

probability density function β(di, dj) for the breakup process to be volume con-

serving. The discrete probability of forming a droplet in bin di must be equal to

the probability of formation of the complement in bin dc (for binary breakup).

The discrete breakup probability in equation (2.6) conserves volume, since

P (di, dj) = P (dc, dj) . We note that expressing this probability in terms of a

universal density β(di, dj) presents further challenges68 that are left for future

analysis (see Chapter 8), while here we use the discrete version.

23



CHAPTER 2. BREAKUP MODEL

2.1.2 Model for Breakup Frequency

Modelling breakup based on encounter rates of turbulent eddies and their

characteristic fluctuations with droplets of a certain size has been a popular

method in the literature. The phenomenological model by Coulaloglou and

Tavlarides 23 postulates that a droplet in a liquid–liquid dispersion breaks up

when the kinetic energy transmitted from droplet–eddy collisions exceeds the

surface energy. Many other papers have pursued this approach, mostly in the

RANS context e.g73;17. Here we follow the approach of Prince and Blanch 81 and

Tsouris and Tavlarides 104, where the droplet–eddy collisions are treated akin

to the of collisions between molecules in kinetic theory of gases. The breakup

frequency is computed as an integral over the product of a collision frequency

and a breakup efficiency according to

g(di) = K

∫ di

0

π

4
(di + de)

2 ue(de) Ω(di, de) dne(de). (2.7)

Here di is the diameter of the droplet, de is the eddy size, ne(de) is the num-

ber density of eddies of size de, ue(de) is the characteristic fluctuation velocity

of eddies of size de (in a frame moving with the advection velocity caused by

larger eddies), Ω(di, de) is a breakup efficiency and the integral is evaluated

over all eddies, up to the size of the droplet (i.e. for de up to de = di). A crucial

assumption of the model is that eddies larger than the scale of the droplet are

24



CHAPTER 2. BREAKUP MODEL

assumed to be only responsible for advection of the droplet, not contributing to

collisions with the droplet that require relative velocity. One could develop a

“smoother” model in which the lack of deformation due to eddies larger than

di is included as an additional cutoff behaviour in the function Ω(di, de). Here

we choose to include that cutoff behaviour by following earlier work104;62 as a

sharp cutoff, while lumping any possible dependencies on the exact cutoff scale

into the unknown model parameter K, expected to be of order unity.

The number density of eddies, ne(de), can be estimated from the energy

spectrum104;34;100;97, or more simply by assuming the eddies to be space filling,

i.e, ne(de) ∝ d−3
e . The latter argument leads to dne(de) = C1d

−4
e d(de), where C1 is

a constant of order 1.

The eddy fluctuation velocity ue(r) written in terms of the two-point sepa-

ration distance, r, is assumed to be expressed based on the second-order longi-

tudinal structure function S2(r) as ue(r) ∼ [S2(r)]1/2. The structure function is

defined according to80:

S2(r) =< [uL(x + reL)− uL(x)]2 >, (2.8)

where uL is the fluid velocity component in the direction of unit vector eL and

the angular brackets represent statistical averaging. In previous models104;6;119

a Kolmogorov scaling valid in the inertial range of turbulence was used for
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Figure 2.1: Normalized eddy fluctuation velocity calculated using inertial range scal-
ing ( ) and using a scaling valid for the viscous and inertial range of scales ( ). LES
filter scale is denoted by the blue dashed line.

S2(r), leading to ue(r) ∼ (εr)1/3. However, this expression cannot be used if the

size of the droplet is near the viscous range of turbulence. In order to capture

both inertial and viscous ranges, as well as a smooth transition between the

two ranges, we use the approach of Batchelor 7 with a blending function. In

this approach, the structure function is given by

S2(r) = C2ε
2/3r2/3

[
1 +

(
r

γ2η

)−2
]−2/3

, (2.9)

where η is the Kolmogorov length scale. We choose the usual value for the

Kolmogorov coefficient C2 ≈ 2.180. The parameter γ2 = (15C2)3/4 ≈ 13 sets the
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cross-over scale between the inertial and viscous range. As can be seen from

Figure 2.1, the eddy fluctuation velocity is proportional to r2 in the viscous

range and r2/3 in the inertial range with equation (2.9) providing a smooth

transition between the two. We note that while most prior models are for use

in a RANS framework using the average energy dissipation, ε, in LES we can

use a local value of the instantaneous rate of dissipation averaged over the

grid scale, modelled as the subgrid-scale (SGS) dissipation rate. As a result,

even though equation (2.9) is based on K41 theory, in LES we only assume K41

scaling for the scales below the grid scale while intermittency in the resolved

range of scales can be explicitly computed, and its effects on breakup rates

taken into account in the LES model.

The breakup efficiency Ω(di, de) in equation (2.7) is the probability that a

given eddy interacting with the droplet has sufficient energy to overcome the

resistive forces in the system, namely surface tension and viscosity. It is as-

sumed to be given by the usual formation potential in terms of an exponen-

tial23;81

Ω(di, de) = exp

(
−Eσ(di) + Eν(di)

Ee(de)

)
, (2.10)

where Eσ(di) is resistive energy associated with a droplet of size di due to sur-

face tension, Eν(di) is the viscous resistive energy and Ee(de) is the kinetic

energy of the turbulent eddy at scale de. The resistive surface tension energy

Eσ is defined as the integral of the formation energy Ef (d′, di) multiplied by a
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measure of the breakup probability (see equation (2.6)):

Eσ(di) =

∫ di

0

c [Ef,min + (Ef,max − Ef (d′, di))]Ef (d′, di)d(d′), (2.11)

where c is a normalization constant so that the integral of the probability

between 0 and di is unity. Using equation (2.3), changing the integration to

ξ′ = d′/di and evaluating the integral numerically, we obtain

Eσ(di) = 0.0702 πσd2
i , (2.12)

where σ is the surface tension of the droplet. The viscous resistive energy of

the droplet at steady state can be expressed as12;93;119

Eν(di) = α
π

6
ε1/3d

7/3
i µd

√
ρc
ρd
, (2.13)

where α ≈ 2, ρc and ρd are the carrier and droplet phase density, and µd is the

dynamic viscosity of the dispersed droplet phase. For Ee(de), the kinetic energy

of the turbulent eddy, we use the longitudinal structure function S2, defined in

equation (2.9) applied to all three coordinate directions for the eddy fluctuation

velocity, ue. Assuming the volume of the eddy to be equal to that of a sphere,

with density equal to the carrier phase density, the total energy contained in
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an eddy can be written as

Ee(de) =
3

2

(π
6
ρcd

3
e

)
S2(de). (2.14)

In order to formulate a parameterization for the breakup frequency, here we

identify the important nondimensional numbers of the system. The breakup

frequency can be re-written as a function of the Reynolds number (Rei) based

on droplet diameter and a velocity scale defined as udi = (εdi)
1/3, the Ohnesorge

number (Ohi) of the dispersed phase controlling the relative importance of vis-

cosity to surface tension of the droplet, and the density and viscosity ratio of

droplet to carrier flow fluid. These nondimensional numbers are defined below,

Rei =
ε1/3d

4/3
i

ν
; Ohi =

µd√
ρdσdi

; Γ =
µd
µc

(
ρc
ρd

)1/2

(2.15)

After some manipulation, equation (2.7) can be rewritten as

gi = K∗
1

τb,i

∫ 1

0

r−11/3
e (re + 1)2

1 +

(
reRe

3/4
i

γ2

)−2
−1/3

Ω(Ohi, Rei,Γ; re) dre,

(2.16)

where, re = de/di is the eddy size normalized by the droplet diameter, τb,i =

ε−1/3d
2/3
i is the breakup time scale for an eddy of size equal to that of the droplet

as if it were in the inertial range (it does not have to be), and Ω(Oh,Re,Γ; re) is
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the nondimensional breakup probability,

Ω(Oh,Re,Γ; re) = exp

−Γf2

Re

[
1 +

(
reRe

3/4

γ2

)−2
]2/3

r−11/3
e

 , (2.17)

where

f2 = 0.14
Γ

ReOh2
+ 0.583. (2.18)

All the nondimensional prefactors appearing when rewriting equation (2.7)

have been absorbed into K∗. Equation (2.16) provides a frequency for droplet

breakup that depends on Rei, Ohi and Γ. Note that if we had only considered an

inertial range scaling for the eddy fluctuation velocity, we can combine Re and

Oh into a Weber number, defined as We = Re2 Oh2. The breakup frequency

would then only depend on We and Γ. The integral represents a correction

to the frequency calculated by solely considering an eddy equal to the size of

the droplet, by evaluating the effect of collisions of eddies smaller than the

droplet. If di falls in the viscous range, the integral cancels the inertial range

scaling assumed by the prefactor τb,i = ε−1/3d
2/3
i so that this situation is also

accounted for. We note that the value of the integral giτb,i/K∗ in equation (2.16)

will inevitably depend on the assumed maximum eddy size interacting with

the droplet, which is currently taken to be exactly the droplet size di. However,

if one were to take a different upper integration limit (still of order di but not

exactly di), the breakup frequency may not change much since the modified
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value of the integral will be largely (but not exactly) canceled when fitting the

prefactor K∗ to data. This behaviour is demonstrated in the next section.

In LES, gi needs to be evaluated on every grid point and timestep, depending

on the local Reynolds number Rei and the local rate of dissipation. Evaluating

numerically the integral in equation (2.16) at every timestep and grid point

would be prohibitive in practice. Hence, we develop an empirical fit to prior

numerical integrations. The speedup obtained from the fits is discussed in Ap-

pendix A. We develop the parameterization for a wide range of Reynolds and

Ohnesorge numbers, for a fixed value of Γ. We define gf (Re,Oh,Γ) as the inte-

gral in equation (2.16), i.e. gf (Re,Oh,Γ) = gi(Rei, Ohi,Γ) τb,i/K
∗, and evaluate

it numerically for a range of Re and Oh values for a fixed Γ. Then, a fit can be

developed in the following form,

log10(gf ) = axb + cxd − e, (2.19)

where x = log10Re, and a, b, c, d, e are functions of Oh. Further details of the

functional form of the coefficients are provided in appendix A. The final model

for the breakup frequency (for a given value of Γ) thus has the form

gi(Rei, Ohi; Γ) =
K∗

τb,i
10G(Rei,Ohi),

G(Rei, Ohi) = a [log10(Rei)]
b + c [log10(Rei)]

d − e,

(2.20)
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where the fits for parameters a–e as functions of Oh are provided in appendix

A for a few representative values of Γ.

The breakup frequency model is thus complete except for the prefactor K∗

appearing in equation (2.16). Its value is obtained by fitting results from an ex-

periment (see next section), and the fitted value will then be used subsequently

for comparisons with other data and for future applications.

2.2 Determining the Model Constant

2.2.1 Wave Breaking Experiment

In order to fit a specific value for the parameter K∗ we use the data of a

breaking wave experiment from Li et al. 60. The experiments were performed

in an acrylic tank 6 m long, 0.6 m deep and 0.3 m wide. Breaking waves were

generated mechanically using a piston-type wave maker consisting of a vertical

plate that extends over the entire tank cross section. The tank was filled with

water up to a height of 0.25 m. The wave height and characteristics were con-

trolled by varying the frequency and stroke of the vertical plate. Oil was placed

on a patch at the surface. The wave impingement and subsequent breakup pro-

cesses were recorded using 3 high-speed cameras. The droplet size distribution

was measured using digital inline holography. A sketch of the setup is de-
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Figure 2.2: Left: Sketch of the wave breaking experiment of Li et al. 60 . Right:
schematic dependence of ni(z, t) on time and height for a particular droplet size, start-
ing from a step-function initial condition that is assumed to be well mixed initially
down to a depth of 13 cm below the surface and having zero concentration below.
At increasing times, turbulent diffusion smooths the step and droplets rise towards
the surface at different speeds depending on their size. The dotted horizontal line at
z = −11.1 cm is where the experimental data is available.

picted in Figure 2.2. The oil patch on the surface was broken up into droplets

by the plunging wave. The size distribution generated due to this process was

recorded at a depth of 11.1 cm from the free surface. A simplified sketch of the

evolution of the concentration of a particular droplet size is shown in the right

panel of Figure 2.2.

2.2.2 A Column Model for Droplet Size Distribu-

tions

As shown by Li et al. 60, the time evolution of the droplet size distribution

at the measurement location could be represented well by a simple model that
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includes the effects of turbulent diffusion and droplet buoyancy only. Since

the dissipation rate was quite low at the measurement location, Li et al. 60 ne-

glected the effect of droplet breakup in their model. Consequently, for the case

of crude oil with dispersants, the model under-predicted the number of smaller

size droplets generated. This is due to the fact that with the effect of disper-

sants, the surface tension of the oil droplets was significantly lowered, resulting

in droplet breakup despite of the weak turbulent dissipation rate. The Weber

number (We = 2ρ(εd)2/3d/σ) based on the droplet diameter for the case with

dispersants is approximately We = 3, confirming that the effects of droplet

breakup are important. Our goal is to expand the model of Li et al. 60 by in-

cluding breakup and select a value of K∗ that can achieve improved agreement

with their experimental data.

Adding the effect of breakup and following Li et al. 60 in considering only

vertical diffusion and droplet rise velocity, the ensemble averaged number den-

sity ni(z, t) for a droplet of size di obeys

∂ni(z, t)

∂t
+ wr(di)

∂ni(z, t)

∂z
= D(t)

∂2ni
∂z2

+
n∑

j=i+1

P (di, dj)g(dj)nj(z, t)− g(di)ni(z, t),

(2.21)

where z is the vertical coordinate, wr(di) is the buoyancy-induced rise velocity of

droplets of size di and D(t) is the turbulent diffusion coefficient. The daughter

droplet probability function P (di, dj) and the breakup frequency g are evaluated
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following the model presented in §2.1. The droplet rise velocity is calculated as

a balance between the drag and buoyancy force acting on a droplet.

wr(d) =


wr,S, if Red < 0.2,

wr,S(1 + 0.15Re0.687
d )−1, 0.2 < Red < 750,

(2.22)

where

wr,S =
(ρ0 − ρd)g d2

18µf
, (2.23)

and Red = ρ0wrd/µf is the droplet rise velocity Reynolds number (not to be

confused with the eddy Reynolds number Rei used to express the breakup

frequency). The time-dependent diffusion coefficient can be estimated using

D(t) = kDu
′(t)L(t), where u′(t) is the time-dependent turbulent fluctuation

(root-mean-square) velocity as measured in the experiment and L(t) is the cor-

responding integral length scale, also measured. The constant kD is known to

be between 0.23 and 0.6 for diffusion of droplets in isotropic turbulence90;36. We

chose a value of kD = 0.3 in accordance with Li et al. 60 for this study. Li et al. 60

fit the values of u′(t) (in m/s) and ε (in m2s−3) with a power law in time. The

data can be represented as (ε/ε0) = (t/t0)p and (u′/u′0) = (t/t0)q where ε0 ≈ 0.2

m2s−3, u′0 ≈ 0.2 m/s and t0 ≈ 7 s. The exponents p and q can be related by

p = 2q − 1, and the data were fitted with q = −0.8960. The integral length scale

L(t) is then calculated as u′(t)3/ε(t).
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Figure 2.3: Time evolution of the droplet size distribution for two values ofK∗, at the
measurement location. The symbols correspond to the experimental data, t = 5 s ( )
represents the initial condition where experiment and column model are matched,
t = 15 s (∗), t = 35 s ( ), t = 55 s ( ), while the lines correspond to the column model,
t = 15 s ( ), t = 35 s ( ) and t = 55 s ( ). The green stars ( ) in (a) correspond to
the size distribution at t = 55 s using Nd = 15 bins .

We solve equation (2.21) numerically for the number density of the oil droplets.

We discretize the size range into Nd = 70 bins and assume that at the initial

time all the concentrations are spatially homogeneous in the z direction down

to an initial intrusion depth of z = 13 cm (see Figure (2.2)). The concentra-

tion equations are solved for each droplet size using a second-order Crank–

Nicholson temporal discretization method. The boundary condition at the bot-

tom of the domain, at z = −25 cm is that of no flux, i.e. niwr − D ∂ni

∂z
= 0. A

Neumann boundary condition is applied at the top surface, i.e. ∂ni

∂z
= 0. We

initialize the concentration of each diameter bin with the measured concen-

tration at z = −11.1 cm which was recorded after 5 s of impingement in the

experiment. We integrate the model using different values of K∗ ranging from
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0 to 1.

In Figure 2.3 we compare the modelled size distributions (lines) to the ex-

perimental data (symbols) at various times, for K∗ = 0.2 and K∗ = 1, at the

measurement location z = −11.1 cm. Since the initial condition (black circles in

Figure 2.3) already includes the effects of significant initial breakup of the oil, a

size distribution is already formed. Since the energy dissipation at the point of

measurement, z = −11.1 cm is relatively low, the rate of further breakup is not

very large and thus the effect of K∗ in the model is subtle. Nevertheless, close

inspection shows that there is too much breakup effect for the large droplets for

K∗ = 1, as we can see that the number density of the larger droplets is lower

than the experimental data, especially for later times. Qualitatively, it appears

that K∗ = 0.2 captures the distribution slightly better, for both small and large

droplets at the various time instants. We also calculate the size distribution

in (2.21) using a coarser discretization of Nd = 15 bins. The resulting number

density n̄ is shown in Figure 2.3(a) at t = 55 s using green stars. We see that

for this coarser resolution there is a good agreement with the Nd = 70 case.

In order to make a quantitative comparison we define an error measure E

as the integrated squared difference between the logarithmic experimental and

modelled size distributions. The error is calculated for each droplet size, and
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Figure 2.4: Average square error between predicted and measured logarithms of
number densities averaged over 3 times during the evolution, at the measurement
position, as a function of the breakup constant K∗ assumed in the model.

integrated over all bins (the bin size varies logarithmically):

E = 〈
imax∑
imin

[log10(nexpt(di))− log10(nmod(di))]
2 δdi
di
〉t, (2.24)

where δdi is the bin width, nexpt refers to the experimental size distribution, and

nmod is the modelled one. The maximum diameter at which the experimental

data are reported is d ≈ 500 µm. Therefore, we select imax = 52 corresponding

to d = 505 µm. And we use imin = 4 corresponding to d = 86 µm. The error is

averaged over the three available times, t = 15 s, 35 s and 55 s.

As can be seen from Figure 2.4, the absolute value of the error is smallest

at K∗ ≈ 0.2 and hence this value is chosen as the fitted parameter for future

applications of the model. Note that K∗ = 0 corresponds to the case without
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breakup. We can see from Figure 2.4 that the error is larger, showing the im-

proved agreement when including the breakup term in the model.

As stated earlier in the text, previous breakup models use an inertial-range

scaling for the eddy fluctuation velocity for the entire range of scales,

u2
e = 2.1(εde)

2/3. (2.25)

This approach results in overestimated velocities of eddies in the viscous range.

In order to illustrate the net effects of this overestimation of turbulence at

small scales in the overall model predictions, we can use equation 2.25 in (2.7)

to compute the breakup frequency using K∗ = 0.2 for this scaling of eddy ve-

locity (through numerical integration). We solve equation (2.21) and plot the

resulting size distributions in Figure 2.5. The left panel, Figure 2.5a compares

the computed size distributions with the experimental data. We see that there

is too much breakup effect resulting in too few of the larger droplets and an in-

crease in the concentration of the intermediate-size droplets. In order to obtain

a better agreement with the experiment we would need to set K∗ ∼ O(10−2).

Thus, we conclude that in order to maintain reasonable range of value for the

parameter K∗ (which is expected to be of order unity), it is important to cap-

ture both the inertial and viscous range scalings as in equation (2.9) for the

eddy fluctuation velocity.
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We can also study the effect of using a different breakup probability model

β(di, dj). We use a truncated normal distribution of Coulaloglou and Tavlar-

ides 23 for simplicity. In this case it is assumed that the daughter droplet sizes

for a parent drop of diameter dj are normally distributed about a mean value,

d̄ = dj/2
1/3, i.e.

β(di, dj) =
1

s
√

2π
exp

[
−(di − d)2

2s2

]
, (2.26)

where s = dj/(3× 21/3). This gives us a maximum probability for equal volume

breakup. We plot the resulting size distributions for K∗ = 0.2 in Figure 2.5b. We

observe a bump in the size distribution at d ≈ 300 µm and a more rapid cutoff of

the large droplets as compared to Figure 2.3(a). Additionally, we do not find an

optimum value of K∗ that minimizes equation (2.24), i.e. the error grows with

increasing K∗. Hence, we may conclude that the form of the particular droplet

breakup probability distribution is also important, though it plays a weaker

role as compared to the effect of including the viscous range for this particular

wave breaking case. In Chapter 8 we explore different breakup probability

models formulated conservatively68 by using a beta distribution.

We demonstrate the effect of an increase in the assumed maximum eddy

size (upper limit of integration in equation allowed to break the droplets in

Figure 2.6. We find that for a maximum eddy size 20% larger than the droplet

size (de,max = 1.2di), the fitted prefactor is reduced to K∗ = 0.1. Using this value

of K∗ we see from Figure 2.6a that the steady state size distribution is in good

40



CHAPTER 2. BREAKUP MODEL

10
1

10
2

10
3

d ( m)

10
-4

10
-2

10
0

10
2

n

(a) K∗ = 0.2.

10
1

10
2

10
3

d ( m)

10
-4

10
-2

10
0

10
2

n

(b) K∗ = 0.2.

Figure 2.5: Time evolution of the droplet size distribution for K∗ = 0.2. (a) uses an
inertial scaling of ue. In (b) we plot the effect of using a normal distribution proposed
by Coulaloglou and Tavlarides 23 . The symbols correspond to the experimental data,
t = 5 s ( ) represents the initial condition where experiment and column model are
matched, t = 15 s (∗) , t = 35 s ( ), t = 55 s ( ), while the lines correspond to the column
model, t = 15 s ( ), t = 35 s ( ) and t = 55 s ( ).

agreement with case where de,max = di and K∗ = 0.2. Clearly, however the

resulting breakup frequency shows some dependence on the upper cutoff of the

integral (Figure 2.6b).

2.3 Droplet Breakup Model Validation

In order to begin testing the model when applied to a system with different

flow properties than the case for which K∗ was fitted, we consider the experi-

ment by Eastwood et al. 27. Oil droplets of varying density, viscosity and inter-

facial tension are injected continuously at the centerline in the fully developed

region of a turbulent water jet. The downstream evolution of the centerline

41



CHAPTER 2. BREAKUP MODEL

10
1

10
2

10
3

d ( m)

10
-4

10
-2

10
0

10
2

n

(a)

10
1

10
2

10
3

d ( m)

10
-8

10
-6

10
-4

10
-2

10
0

10
2

g
(d

) 
(1

/s
)

(b)

Figure 2.6: We depict the effect of changing the maximum diameter size on the size
distribution and breakage frequency. In (a) the symbols correspond to the experimen-
tal data, t = 5 s ( ) represents the initial condition where experiment and column
model are matched, t = 15 s (∗) , t = 35 s ( ), t = 55 s ( ), while the lines correspond to
the column model using K∗ = 0.2, t = 15 s ( ), t = 35 s ( ) and t = 55 s ( ). The
green dashed line ( ) corresponds to the case where de,max = 1.2di and K∗ = 0.1 was
used to calculate g(di). In (b) we compare the resulting breakup frequency for the two
cases, de,max = 1.2di( ) and de,max = di( ).

velocity and dissipation rate was well characterized and found to obey classic

scalings of a turbulent round jet,

U0

U(x)
=

1

Cu

(
x

Dj

− x0

Dj

)
,

εDj

U3
0

= C

(
x

Dj

− x0

Dj

)−4

, (2.27)

where Cu = 4.08 and C = 36 are empirical constants. The virtual origin

x0/Dj = 5.47 was found by fitting the experimental data with equation (2.27).

The breakup and downstream evolution of oil droplets were tracked using digi-

tal image processing techniques27. The authors defined a characteristic droplet

size dmax whose number density n(dmax) can only change due to its own breakup
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Oil dmax(mm) We ρd (kg/m3) µd (Pa s) σ (N/m)

Heptane 1.9 10 684 5.00× 10−4 4.8× 10−2

Olive Oil 1.91 30 881 7.19× 10−2 2.0× 10−2

10 cSt silicone oil 1.92 20 936 9.70× 10−3 3.5× 10−2

50 cSt silicone oil 1.81 20 970 5.09× 10−2 3.7× 10−2

Table 2.1: Dispersed fluid properties.

but cannot increase due to breakup of other (larger) droplets. This condition

isolates the effect of the breakup frequency on the evolution of the number den-

sity. Mathematically the evolution of the size distribution can be tracked using

equation (2.1), where for the size dmax we can drop the first term in equation

(2.2). Additionally for the quasi-one-dimensional steady state jet flow consid-

ered, we can write the PBE for the largest size as

∇x · [v(dmax,x)n(dmax,x)] = −g(dmax,x)n(dmax,x), (2.28)

where n(dmax, x) = N(dmax,x)/Vw, with Vw being the volume of the interrogation

window and N(dmax, x) the total number of droplets measured in the window

at x. The droplet velocity v(dmax,x) can be approximated by the local mean

velocity of the turbulent jet, U(x). Equation (2.28) can then be written for the

number of droplets N(dmax, x) as,

d

dx
[U(x)N(dmax, x)] = −N(dmax, x)g(dmax, x). (2.29)
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The maximum diameter dmax represented the size where at least 80% of the

volume of the distribution was contained in droplets smaller than dmax. The

overall decay of N(dmax, x) with downstream distance was found to be similar

when this criterion was enforced, thereby ensuring that the evolution of the

largest size class is being captured. In order to validate our model with the ex-

periments, we solve equation (2.29) using a fourth-order explicit Runge-Kutta

method (ode45 in MATLAB). Equation (2.16) is used to calculate the breakup

frequency g(dmax, x) with K∗ = 0.2 for all the oils considered. A summary of the

physical properties of the different oils used for the simulation along with the

corresponding size dmax is provided in Table 2.1.

We compare the model predictions with the experimental data in Figure 2.7.

We see that the model does a good job of capturing the decay of the number of

droplets for the 50 cSt silicone oil and the olive oil cases. For heptane and 10

cSt silicone oil the predicted decay is too rapid and K∗ = 0.2 appears not to be

the optimal value, while K∗ = 0.1 and K∗ = 0.15 are seen to give better agree-

ment with the data. We have not found any obvious parameter dependencies

that could explain the different K∗. Single droplet breakup experiments could

be used in order to better tune the model and determine whether weak depen-

dency on system parameters exist (see Chapter 8) . For the rest of the thesis

we use K∗ = 0.2, which works well for majority of the cases considered.
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Figure 2.7: Evolution of the N(dmax) with downstream distance for the four different
oils in 2.1. The symbols correspond to the experimental data of the different oils, 50
cSt Silicone oil ( ), Olive oil ( ), 10 cSt Silicone oil ( ) and Heptane (∗). The different
lines correspond to the model, 50 cSt Silicone oil ( ), Olive oil ( ), 10 cSt Silicone
oil ( ) and Heptane ( ) with K∗ = 0.2. Also shown are the model for Heptane ( )
with K∗ = 0.1 and 10 cSt Silicone Oil ( ) with K∗ = 0.15.
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2.4 Conclusions

We follow the general procedure of Konno et al. 50, Prince and Blanch 81 and

Tsouris and Tavlarides 104 in which the breakup is modelled as due to collision

of turbulent eddies with droplets. Previous models assumed the droplet size

to be in the inertial range of turbulence and use Kolmogorov scaling (K41) for

the velocity increment valid for the inertial range. For many applications the

droplet size range can lie in the viscous subrange. We have thus proposed a

model that includes the effect of the viscous range of scales of turbulence using

a generalized structure function approach to characterize the eddy fluctuation

velocity. The formulation contains an adjustable parameter K∗ that has been

fitted using experimental data. To reduce computational cost, we parameterize

the breakup frequency in terms of the various (locally changing) nondimen-

sional parameters, and provide practical fits that enable rapid calculation. The

model is finally validated with an experiment of oil droplets injected in a tur-

bulent jet27 where we find that K∗ = 0.2 works well for majority of the cases

considered.
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Large Eddy Simulations :

Methods

Large eddy simulations capture the large and intermediate scale turbulent

motions (depending on the grid resolution), and only require modeling of the

unresolved subgrid-scale turbulence effects. While the cost of LES is higher

than Reynolds-Averaged Navier–Stokes simulations, LES provides the ability

to resolve unsteady spatially fluctuating phenomena at least down to scales on

the order of the grid scale. In this thesis we will highlight this strength of LES

in the context of simulations of the evolution and transport of size distributions

of polydispersed oil droplets in water. The LES equations used to describe the

large scales of a turbulent jet are discussed in Section 3.1.

In this thesis, high-fidelity large-eddy simulations use an inhouse LES code
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(LESGO). Initially adapted from the LES code of Albertson and Parlange 3,

the code has since been used to simulate air pollutant transport in urban

canopies103, flow over fractal trees20, wind farms13, heat entrainment under

arctic sea ice84 and buoyant plumes from oil blowouts112;113. In Section 2.1 we

describe the fast Eulerian method used to solve for the concentration field.

3.1 LES Governing Equations

3.1.1 Filtered Navier-Stokes Equations

The jet and surrounding fluid are governed by the three–dimensional in-

compressible filtered Navier–Stokes equations with a Boussinesq approxima-

tion for buoyancy effects:

∇ · ũ = 0, (3.1)

∂ũ

∂t
+ ũ · ∇ũ = − 1

ρc
∇P̃ −∇ · τ d +

(
1− ρd

ρc

)∑
i

(Vd,iñi)ge3 + F̃e3. (3.2)

A tilde denotes a variable resolved on the LES grid, ũ is the filtered fluid ve-

locity, ρd is the density of the droplet, ρc is the carrier fluid (seawater) density,

Vd,i = πd3
i /6 is the volume of a spherical oil droplet of size di, τ = (ũu − ũũ) is

the subgrid-scale stress tensor with deviatoric part, τ d = τ − [tr(τ )/3]I where

I is the identity tensor, P̃ = p̃/ρc + tr(τ )/3 + |ũ|2/2 is the pseudo-pressure, with

p̃ being the resolved dynamic pressure, F̃ is a locally acting body force used to
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generate a coarse turbulent jet, and e3 is the unit vector in the vertical direc-

tion.

In order to solve equation (3.2), a closure model for the subgrid stress ten-

sor τ dij is needed. We use an eddy viscosity based model where the stress as

represented as :

τ dij = −2νT S̃ij, (3.3)

where S̃ij is the filtered strain rate tensor

S̃ij =
1

2

(
∂ũi
∂xj

+
∂ũj
∂xi

)
(3.4)

The problem is now reduced to finding a suitable model for the eddy viscosity

νT . In this thesis we use the Lilly-Smagorinsky eddy viscosity model94, where

the eddy viscosity is given by

νT = C2
s∆2|S̃|; |S̃| = 2S̃ijS̃ij (3.5)

where Cs is the Smagorinsky coefficient and ∆ is the filter width. In this thesis

we adopt a dynamic approach to prescribe the eddy viscosity Cs. This elim-

inates the need of an adjustable parameter and dynamically determines the

Smagorinsky coefficient. The dynamic model uses multiple filter sizes, ∆ to

determine the Smagorinsky coefficient in the resolved scales of the flow33;10
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We use the Lagrangian-averaged scale-dependent (LASD) model10 which ac-

counts for spatial inhomogeneity to dynamically determine Cs. The LASD

model has been validated for flows over homogeneous and heterogeneous rough

surfaces10, stable and unstable atmospheric boundary layer simulations48 and

in wind farm simulations109. The LES code with the LASD model has been

used successfully in a number of prior LES studies103;48;13;112;114.

3.1.2 Filtered Concentration Equation

The droplet size range is discretized into a finite number of classes. The

number concentration for each droplet size is described by a continuous field,

ñi whose evolution follows the equation :

∂ñi
∂t

+∇ · (ṽiñi) +∇ · πi = S̃b,i + q̃i, i = 1, 2..N. (3.6)

ñi is the resolved number density of the droplet of size di The filtered version of

the transport equation for the number density ñi(x, t; di) is given by equation

(3.6). The term πi = (ṽini − ṽiñi) is the subgrid-scale concentration flux of

oil droplets of size di (no summation over i implied here) and q̃i denotes the

injection rate of droplets of diameter di.

The SGS scalar flux πi is modelled using an eddy-diffusion SGS model. We

use the approach of prescribing a turbulent Schmidt/Prandtl number, Prτ =
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Scτ = 0.4114 (not to be confused with the RANS-level diffusivity and Schmidt

number used in the previous section for the 1D model). The SGS flux can be

parameterized as πn,i = −(ντ/Scτ )∇ñi. With the evolution of oil droplet concen-

trations being simulated, their effects on the fluid velocity field are modelled

and implemented in (3.2) as a buoyancy force term (the last term on the right-

hand side of the equation) using the Boussinesq approximation. A basic as-

sumption for treating the oil droplets as a Boussinesq active scalar field being

dispersed by the fluid motion is that the volume and mass fractions of the oil

droplets are small within a computational grid cell.

In the fast Eulerian method31, the droplet velocity is modeled as a func-

tion of the droplet timescale. This saves on computational cost as separate

momentum equations need not be solved for the velocity of each droplet size.

The validity of the method requires the both small Stokes number and small

volume fraction.

The droplet transport velocity ṽi is calculated by an expansion in the droplet

time scale τd,i = (ρd + ρc/2)d2
i /(18µf )

31. The expansion is valid when τd,i is much

smaller than the resolved fluid time scales, which requires us to have a grid

Stokes number St∆,i = τd,i/τ∆ � 1, where τ∆ is the turbulent eddy turnover

time at scale ∆. The transport velocity of droplets of size di, ṽi, is given by31

ṽi = ũ+ wr,ie3 + (R− 1)τd,i

(
Dũ

Dt
+∇ · τ

)
+O(τ

3/2
d,i ), (3.7)
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where wr,i is the droplet terminal (rise) velocity, e3 is the unit vector in the

vertical direction, and R = 3ρc/(2ρd + ρc) is the acceleration parameter.

In the formulation of the droplet velocity described by equation (3.7) the

Stokes number is assumed to be small. For St > 1, additional higher order

terms need to be incorporated to provide a complete description. The velocity

due to the Saffman lift force has been neglected in equation (3.7) and can be

written as31

ṽm =
3J∞
2π2

√
3Rτd
|ω̃|

ω̃ × (−wre3), (3.8)

where ω̃ is the vorticity, J∞ = 2.255 and τd is the droplet response timescale

that can be related to the rise velocity

τb =
wr

(R− 1)g
(3.9)

The migration velocity compared to the droplet rise velocity can be written as :

|ṽm|
wr
∼ 3J∞

√
3R

2π2

√
τb|ω̃| ∼ 0.6

√
τb
τ∆

, (3.10)

where R ≈ 1 (for oil droplets) and τ∆ is the eddy turnover time of the resolved

eddies in LES and can be estimated as

τ∆ =
l

w′

(
∆

l

)2/3

, (3.11)
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where w′ is the r.m.s of the velocity fluctuation and l is the integral length-scale

of the jet (related to the half-width). The inertial velocity |ṽm|/wr ∼ O(0.1) and

can be neglected for St < 0.2. In the simulations considered in this study the

Stokes number, St < 0.5 except very near the nozzle exit. In Chapter 6 the

Stokes number in the near nozzle region is ∼ O(1) for the largest droplet size.

However the inertial migration velocity can be neglected as |vm/u| << 1. In

the self-similar region where the present study’s focus lies and most results for

velocity and concentration field are presented and analyzed, the Stokes number

St < 1 even for the largest droplet sizes.

The term S̃b,i in equation (3.6) represents the rate of change of droplet num-

ber density due to breakup and is modelled using equations (2.6) and (2.20)

described in §2.1. The breakup rate gi is evaluated using the fits presented in

Appendix A and depend on the local Reynolds number expressed in terms of

the local rate of dissipation. From the SGS model, the local rate of dissipation

at the LES grid scale is given by

ε(x, t) = 2(cs∆)2|S̃|S̃ijS̃ij. (3.12)

In implementing the model, when evaluating the filtered source term, we

use the filtered parameters (e.g. grid-scale dissipation rate, etc.), that is to

say, we assume g̃n ≈ g̃ñ, and further that g̃(ε, ..) ≈ g(ε̃, ..). This means that we
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neglect the subgrid correlations between locally fluctuating dissipation rates at

scales smaller than the grid scale and subgrid fluctuations in the concentration

field. The neglect of such subgrid-scale contributions to the modelled source

terms must be kept in mind, especially for applications at very high Reynolds

numbers when the Kolmogorov scale is much smaller than the grid scale where

further refinements and new subgrid models may be required.

3.2 Numerical Treatment

The numerical discretization for the velocity field used in the LES combines

a pseudo-spectral representation in the horizontal directions (x and y) and a

second-order centered finite difference in the vertical direction (z). The second-

order Adams-Bashforth method is used for time integration. The continuous

fields are represented by a discrete mesh with Nx nodes in the x-direction, Ny

nodes in the y-direction, and Nz nodes in the z-direction with the total domain

size Lx × Ly × Lz . The LES employs uniform grid spacing in each direction,

such that the grid-spacing is defined as

∆i = Li/Ni, (3.13)

where the subscript i denotes the Cartesian co-ordinate directions (x, y and

z). The locations for storing the primitive variables in physical space of a node
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Figure 3.1: Primitive variables with respect to staggered mesh. Left : Variables on
the pseudo-specral grid. Right : Finite volume grid. (Adapted from Chamecki et al. 14 .

indexed with (i, j, k) in each dimension are shown in Figure 3.1.

The horizontal components of velocity (ũ and ṽ), pressure (p̃) and scalar con-

centration (C̃) are located at the center of the grid node. The vertical component

of the velocity (w) is placed on a staggered grid. All variables represent nodal

values of the fields. As the horizontal directions are assumed to be periodic (in

the pseudo-spectral formulation), a discrete variable can be represented by its

Fourier series as

ũm(x, y, z) =
∑
kx

∑
ky

ûm(kx, ky, z)e
i(kxx+kyy) (3.14)

where tilde denotes a variable resolved on the LES grid, ûm is the complex

Fourier amplitude, kx and ky are the wavenumbers in the x and y directions

55



CHAPTER 3. LES METHODS

with summations ranging over the integer numbers−Nx/2+1 ≤ kx ≤ Nx/2, and

−Ny/2+1 ≤ ky ≤ Ny/2. Horizontal spatial derivatives are calculated in Fourier

space, while vertical derivatives are calculated through finite differences. The

x and y derivative of equation (3.14) can be written as :

∂ũm(x, y, z)

∂x
=

∑
kz

∑
ky

kx 6=Nx/2,ky 6=Ny/2

(ûm(kx, ky, z)ikx) e
i(kxx+kyy) (3.15)

∂ũm(x, y, z)

∂x
=

∑
kz

∑
ky

kx 6=Nx/2,ky 6=Ny/2

(ûm(kx, ky, z)iky) e
i(kxx+kyy), (3.16)

where the summation is over all wavenumbers except the Nyquist wavenum-

bers. The horizontal derivatives are calculated at the same spatial location

as the variable (uv-nodes). The vertical derivatives are calculated using finite

differences on the uv-node. The staggering ensures that all the derivatives

needed to calculate the divergence are calculated at the same location. The

vertical derivative can be written as :

∂ũm(x, y, z)

∂z
=
ũm(x, y, z + ∆/2)− ũm(x, y, z −∆/2)

∆z
(3.17)

Although horizontal derivatives are calculated in the Fourier domain, prod-

ucts between variables are calculated in physical space to avoid calculating

expensive convolutions in the Fourier domain. Aliasing errors arise as we at-

tempt to resolve the product of two variables withN modes, while each variable
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itself is resolved using N modes. The variables are dealiased by padding and

subsequent truncation. Fourier transforms are evaluated using 3N/2 points

and then truncated to N nodes. The transform calculated using 3N/2 modes

results in aliasing between 3N/2 ≤ k ≤ 2N to the wavenumbers between N

and 3N/2 that the subsequent truncation removes.

The concentration equation is solved using a finite-volume algorithm with

the center of the volume (Cijk) located on the uv-node (3.1). The advection term

is computed using the SMART (Sharp and Monotonic Algorithm for Realistic

Transport) scheme32. The finite volume grid used for the concentration field is

placed so that the center of the volume corresponds to the uv-node (where the

concentration Cijk is stored. As shown in Figure 3.1 the velocity on the spectral

grid is denoted by (u, v, w) while the face velocities are denoted by (U, V,W ).

The horizontal face velocities are obtained by interpolation, whereas the verti-

cal W face velocity is directly available due to the staggered grid arrangement.

The conservation of mass (equation (3.2) is enforced using spectral (non-local)

derivatives. In general the velocity field interpolated on the surfaces of the

control volume will not satisfy the divergence free condition. We use the con-

servative interpolation scheme developed by Chamecki et al. 14 in order to cir-

cumvent this problem. The conservative interpolation method uses the spectral

derivatives instead of the velocity along with an integration scheme consistent

with the finite volume discretization. The spectral derivatives are known at
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the center of the control volume and satisfy the conservation of mass exactly :

(
∂ũ

∂x

)spec.
+

(
∂ṽ

∂y

)spec.
+
w̃(i, j, k + 1/2)− w̃(i, j, k − 1/2)

∆z
= 0 (3.18)

Using a centered second order discretization, the interpolated velocities can

be obtained from :

Ui+1/2,j,k − Ui−1/2,j,k

∆x
=

(
∂ũ

∂x

)spec.
, (3.19)

Vi,j+1/2,k − Vi,j−1/2,k

∆y
=

(
∂ṽ

∂y

)spec.
. (3.20)

In equation (3.19) and (3.20) the neighbouring indices are coupled for each (i,j)

and a bi-diagonal matrix system needs to be solved to obtain the face veloc-

ities. One obtains Ny decoupled systems of Nx equations for the U elements

and Nx systems with Ny equations for the V elements. The system is under-

determined since equation from the periodicity is a linear combination of two

other equations. One cannot fully determine the velocity field by imposing only

the derivatives everywhere. Therefore, we impose the equality condition for

the average velocity along a line between original field (u, v) and interpolated

field (U, V ) as an additional equation. The system for the (j,k) line of the U
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velocity can be written as :



−1 1 0 ... 0 0

0 −1 1 ... 0 0

0 0 −1 ... 0 0

... ... ... ... ... ...

0 0 0 ... −1 1

1 1 1 ... 1 1





U1−1/2,j,k

U2−1/2,j,k

U3−1/2,j,k

...

UNx−1−1/2,j,k

UNx−1/2,j,k



=



(∆x)
(
∂ũ
∂x

)spec.
1,j,k

(∆x)
(
∂ũ
∂x

)spec.
2,j,k

(∆x)
(
∂ũ
∂x

)spec.
3,j,k

...

(∆x)
(
∂ũ
∂x

)spec.
Nx−1,j,k∑

i (ũi,j,k)



, (3.21)

and similarly for Vi,j−1/2,k. The solution for the system Ax = b can be im-

plemented efficiently as all the matrices for each velocity component are the

same, and the inverse of the matrix A depends only on N.

A−1 =



(1−N) (2−N) (3−N) ... (N − 1−N) 1

1 (2−N) (3−N) ... (N − 1−N) 1

1 2 (3−N) ... (N − 1−N) 1

... ... ... ... ... ...

1 2 3 ... (N − 1−N) 1

1 1 1 ... (N − 1) 1



. (3.22)

The face velocities can be obtained by simply calculating the spectral deriva-

tives and assembling the vectors on the right-hand side of equation (3.21) The

required velocity components are then obtained by multiplying the vectors by
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the matrix A−1 given above.

3.3 Generating a Turbulent Jet via Body

Forcing

The injected jet is modelled in the LES framework using a locally applied

vertically upward pointing body force F̃ (3.2, since at the LES resolution used

in the simulation it is not possible to resolve the small-scale features of the in-

jection nozzle. To minimize the effect of Gibbs phenomena, the applied force is

spatially smoothed in the x and y directions using a super-Gaussian smoother

defined as

G̃(x, y) = F

(
A exp

[
−
(

(x− xp)2 + (y − yp)2

2σ2

)p])
(3.23)

where xp and yp is the source location of the applied forcing F , p is the or-

der of the super-Gaussian function and A is a suitable normalization constant

ensuring that
∫
G̃(x, y)dxdy = F . The value of the exponent determines the

”smoothness” of the forcing. A values of p = 2 results in a Gaussian distribu-

tion, whereas a large value results in a top hat profile. Through trial-and-error

we find a value of p = 5 to be sufficient as a compromise between locality (large

p) and smoothness (small p). The forcing is analogous to a body force, acceler-

ating fluid around the region where the force is applied resulting in an upward
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injection of momentum. The resulting injection velocity of the jet is controlled

by the strength of the imposed body force. A simple analysis using the inviscid

Euler equation including the forcing F̃ would suggest that the injection velocity

WJ scales as the square root of the applied force i.e WJ ∼
√
|F |.

Since the details of the nozzle cannot be resolved, the body force can be

thought to be applied at a location downstream of the real nozzle, where the jet

is expected to have grown to a scale at which the numerical grid is sufficient to

resolve at least the mean velocity profile. It is important to validate whether

the forcing method reproduces well known scalings for turbulent round jets in

the far field. The main results for a round turbulent jet are : 1) the centerline

velocity decays as a function of downstream distance with a known inverse

power-law, 2) the half-width of the jet grows linearly as a function of down-

stream distance and 3) the far field of the jet is self-similar. Self-similarity

implies that as the jet decays and spreads, the mean velocity profile changes,

but the shape of the profile does not change80. We present a simulation of a

coarse round turbulent jet generated using the forcing method, and validate

the resulting velocity decay and jet growth with experimental data.

Let (x, y, z) be the coordinate directions and the corresponding velocity com-

ponents denoted by (u, v, w). The simulation is performed in a rectangular box

with dimensions (Lx, Ly, Lz) = (1, 1, 2.5) m using a grid resolution of (Nx, Ny, Nz) =

(288, 288, 384). The simulation represents a turbulent jet with nozzle diameter
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DJ = 3 mm and an injection velocity of w0 = 11.9m/s. The injection velocity

magnitude is controlled by the applied forcing. As the injection nozzle of the

jet cannot be resolved by the grid resolution of the LES, the location of the forc-

ing is chosen downstream of the nozzle at z = 10 DJ with the corresponding

injection velocity of w0 = 7 m/s (less than the original injection velocity due

to the known decay of the velocity as a function of downstream distance). The

jet is then simulated by marching equation (3.2) using a second-order Adams-

Bashforth scheme with a timestep ∆t = 6×10−5. Three-dimensional snapshots

of the entire simulation domain are recorded every 350 timesteps for statistical

analysis.

Taking advantage of the axisymmetric nature of the flow, statistics are cal-

culated using a cylindrical coordinate system with z being the axial coordinate.

The time averaging is supplemented with additional averaging over the angu-

lar θ direction. The axial velocity of the jet is known to follow the well known

inverse power law (hyperbolic)40;78 :

w0

w0(z)
=

1

Cu

(
z

DJ

− z0

DJ

)
, (3.24)

where Cu is the decay constant for the velocity, w0 is the injection velocity and

z0 is the virtual origin of the jet.

The jet half-width r1/2 is defined as the radial location where the velocity
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has dropped to half the centerline value80,

〈w̃(z, r1/2(z), 0)〉 =
1

2
〈w̃0(z)〉, (3.25)

where z is the distance downstream measured from the nozzle exit. Figure 3.2

examines the evolution of the centerline velocity 〈w̃0(z)〉 and half-width r1/2 as

a function of downstream distance scaled by the nozzle diameter DJ = 3 mm.

The injection velocity w0 = 11.9 ms−1 at z = 0 is used to scale the data. The

inverse centerline velocity growth shown in Figure 3.2 follows the expected

hyperbolic law (3.24) with a decay coefficient of Cu = 6.3 calculated from the

slope of the curve. This is in good agreement with existing experimental40;78

and numerical data64. The jet growth in the region between z = 50 DJ and

z = 300 DJ is linear. The slope of the curve, S = 0.097 compares well with

values obtained in the literature of S ≈ 0.178;40

We also document the radial distribution of velocity at different downstream

locations, in Figure 3.3. As expected from theory, the velocity profiles show ap-

proximate collapse on self similar behavior when normalized by the centerline

value and plotted as a function of the similarity coordinate r/r1/2, the radial

coordinate scaled by the jet half-width.

Additionally we plot the the constant eddy-viscosity similarity solution to

be discussed later in this thesis (in equation (5.6) in Chapter 5). The LES
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Figure 3.2: Downstream variation of half width of the jet ( , right axis) and the
evolution of the inverse of the averaged centerline velocity ( , left axis) from LES. The
linear fit to the data is depicted by the black dashed line ( ).
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Figure 3.3: Downstream variation of half width of the jet ( , right axis) and the
evolution of the inverse of the averaged centerline velocity ( , left axis) from LES. The
linear fit to the data is depicted by the black dashed line ( ).
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data shows good agreement with the theoretical solution in the central part

of the jet, whereas it falls below the constant eddy viscosity solution at larger

r values, a behavior typically ascribed to the decreasing eddy viscosity in the

outer parts of the jet80. The DNS result from Lubbers et al. 64, shown as the

black dashed lines, agrees well with LES data also in the outer portions of the

jet. The round turbulent jet generated using the local body force successfully

reproduces the decay and spread of the jet along with the self-similar behaviour

in the far-field.

We show the radial stress, < v′rv
′
r >, axial stress < w′w′ > and the turbu-

lent transport < w′v′r > in Figure 3.4 along with the corresponding DNS data.

The terms < w′v′θ > and v′rv
′
θ are zero due to circumferential symmetry and

absence of mean swirl. The primes denote fluctuating quantities obtained by

subtracting the time averaged mean from the LES variables,

w′ = w̃ − w̃. (3.26)

Here the () denotes the time average. We see that the transport, 〈w′v′r〉 is accu-

rately captured by the LES. Due to the coarse grid resolution the normal stress

〈w′w′〉 is under-resolved as compared to the DNS. A possible explanation could

be due to the fact that the vertical z direction is the finite difference direction

in the code that is less accurate than the spectral (horizontal) directions. In-
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Figure 3.4: Downstream variation of half width of the jet ( , right axis) and the
evolution of the inverse of the averaged centerline velocity ( , left axis) from LES. The
linear fit to the data is depicted by the black dashed line ( ).

creasing the grid resolution in the finite difference direction could increase the

accuracy of the prediction.

3.4 Conclusions

In this chapter we presented the governing equations and the numerical

methods that are used throughout this thesis. The droplet concentration is

solved using an Eulerian formulation, with the droplet velocity modelled as a

function of the droplet time scale. The breakup kernel is added as a source

term to the droplet concentration equation and is solved using a population
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balance equation. A round turbulent jet is generated in the LES using a locally

acting upward body force. The decay of the centerline velocity and the growth

of the jet is validated with experimental data and shows good agreement.
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Chapter 4

LES of Polydisperse Droplets in a

Jet-in-crossflow

A jet subjected to crossflow is an ideal surrogate for a deep water oil-spill.

We describe here a method to combine LES with PBE’s in modelling polydis-

perse oil plumes using the method of classes. The velocity and concentra-

tion field are described using the Eulerian-Eulerian LES method presented in

Chapter 3 and the droplet breakup model (Chapter 2). We focus on the droplet

breakup and transport occurring in regions away from the nozzle and compare

the size distributions to experimental data of Murphy et al. 72. In the present

LES application, the nozzle details will not be resolved and thus the initial

breakup mechanisms of oil into large droplets near the nozzle will be replaced

by an appropriately chosen initial inflow condition of droplets of a given diam-
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eter. (A method for developing more realistic inlet conditions is presented in

Chapter 5). The focus of the study will be on comparing the size distributions

far away from the nozzle with available experimental data, and to showcase

the advantage of LES in being able to predict variability and intermittency of

the size distribution and characteristic scales of the droplets. The content in

this chapter is published in Aiyer et al. 1.

4.1 Simulation Setup

A sketch of the simulation domain is shown in Figure 4.1. We simulate a

turbulent jet with imposed crossflow aiming to reproduce the experiments of

Murphy et al. 72, who studied a turbulent oil jet in crossflow and measured

droplet size distributions using a submersible digital inline holography tech-

nique. The experiments were carried out in a 2.5 m×0.9 m×0.9 m acrylic tank.

The injection nozzle was connected to a carriage, driven by a stepper motor to

generate desired crossflow speeds. The injection nozzle had a Dexpt = 4 mm

diameter orifice and was located at a distance of 0.14 m from the bottom of the

tank. The oil was injected at a flow rate of Q = 1.9 L/min, (i.e. an injection ve-

locity of Uj,expt = 2.5 m/s) and the carriage was towed at a speed of Uc = 0.15 m/s.

In the experiments performed, the number of droplets was measured using a

holocam fixed at the center of the tank in the horizontal plane, and at a dis-
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tance of 0.47 m from the nozzle exit. It thus sampled different sections of the

jet in the cross stream direction in the course of its evolution. Numbers of

droplets in various size bins were measured at two times, at t = 3.4 s and

t = 6.9 s. Additionally, the total oil distribution calculated by summing over

five time measurements was recorded. As the nozzle in the experiments moved

with a constant speed of 0.15 m/s, this corresponds to a downstream location of

measurement at x = 0.76 m and x = 1.3 m respectively, in a frame moving with

the jet nozzle (as will be done in the simulation). The total oil concentration

at the measurement location height corresponds to the sum of the number of

droplets measured as a function of downstream distance. In the experiments,

the droplet size distributions were measured in 3 realizations of the experi-

ments, hence the resulting size distribution and droplet concentrations were

not fully statistically converged but the shape of the size distribution (relative

size distribution) was well captured in the measurements.

As shown in Figure 4.1, the simulations are performed in a rectangular box

of size (Lx, Ly, Lz) = (2, 0.781, 1) m in which the jet is stationary but a constant

inflow (crossflow) velocity is prescribed. The domain size is chosen to mimic

the experimental setup and the length is sufficiently large to capture the com-

plete turning of the jet. The crossflow is imposed along the x direction while

the jet is pointed in the z direction. In order to handle the inflow and outflow

conditions at the two boundaries in the x direction within the code that uses
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Ucross

Figure 4.1: Sketch of the simulation domain and dimensions.

a Fourier-series based pseudo-spectral method, we specify a fringe zone that

starts at x = 1.666 m, which damps out the velocity towards the inflow value.

The simulations use a grid with Nx×Ny×Nz = 384×150×384 points for spatial

discretization, and a timestep ∆t = 0.0002 s for time integration. The resolu-

tion in the horizontal directions is ∆x = ∆y = 5.2 mm, and is ∆z = 2.6 mm in

the vertical direction for the finite difference method. Since the latter can be

regarded as requiring about twice as much resolution for the same accuracy,

we regard the overall numerical resolution to be about 5.2 mm. The injected

jet is modelled in the LES using a locally applied vertically upward pointing

body force, since at the LES resolution used in the simulation it is not possible

to resolve the small-scale features of the injection nozzle. We choose to posi-

tion the body force at a location where the experimental jet is expected to have

achieved the half-width equal to the simulated jet’s inflow radius, that is we re-
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dsim

dexpt

Figure 4.2: Sketch depicting the nozzle placement in LES (at vertical position
zm = 54 mm downstream of the experimental nozzle), the virtual origin of the ex-
periment (assumed to be at z0 = 16 mm = 4dexpt downstream of the nozzle), and the
measurement location (at a height of zML = 470 mm above the experimental nozzle
position - in the experiment with cross-flow, there is additional displacement in the
horizontal direction).
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quire that r1/2,expt = dsim/2. The applied force is spatially smoothed in a region

over three grid points in x, y and z using a super-Gaussian smoother (of order

5 and width σG = ∆x) centered at zm as shown by the sketch 4.2. We recall

that r1/2,expt(zm) = S(zm − z0), where z0 is the virtual origin of the experimental

nozzle. Using the value dsim = 7.8 mm found above, we solve for zm − z0 and

find zm − z0 = dsim/(2S) = 38.2 mm, i.e. we apply the force 38.2 mm above the

location of the real nozzle’s virtual origin. The last parameter to determine is

the jet centerline velocity, Uj,sim, at location z = zm. The simulated injection jet

velocity will be set equal to the experimental centerline velocity at that loca-

tion, thus reproducing the mean flow of the jet as the most basic condition to be

met at that location, where the LES grid resolution is just sufficient to resolve

a jet’s mean velocity profile. Using the classical scaling, the centerline velocity

at zm in the experiment may be obtained by

U0,expt(zm) =
Uj,exptB dexpt
zm − z0

. (4.1)

Setting Uj,sim = U0,expt(zm) and replacing zm − z0 = r1/2,expt/ S = dsim/(2S) we

obtain

Uj,sim =
2S Uj,exptB dexpt

dsim
. (4.2)

Substituting dsim = 7.8 mm, S = 0.102, B = 6 and Uj,expt = 2.5 m/s we can
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calculate Uj,sim ≈ 1.6 m/s. The body force magnitude is adjusted in the LES so

as to achieve this value of the maximum velocity in the region where the body

force is applied. We note that the magnitude of the velocity is lower than that

in the experiment owing to the fact that the centerline velocity has already de-

cayed at the simulated injection point. A uniform crossflow of Ucross = 0.15 m/s

is imposed at the inflow boundary in order to simulate a jet in crossflow. The

droplet number density fields are initialized to zero everywhere. Oil droplets

of size d = 1 mm are injected at the jet source after a delay of 1 s to allow

the flow to be established. The number density transport equation for the bin

corresponding to the largest droplets (i = Nd with di = 1 mm) contains a source

term on the RHS which represents injection with a specified volume flow rate

that matches the experimental value of Q= 1.9 L/min as in Murphy et al. 72.

The source is distributed over two grid points in the z direction with weights

0.25 and 0.75 and over three grid points in the x and y directions centered at

x = 0.245 m, y = 0.385 m with weights 0.292 for the center and 0.177 for the

neighbouring points. The physical properties of the oil and the simulation pa-

rameters are given in tables 4.1 and 4.2. The Weber number (We) has been

calculated using the near nozzle dissipation 〈ε〉 = 30 m2s3 and the injection

droplet size d = 1 mm.

The jet in crossflow is simulated for a total of 26 s, corresponding to 13× 104

timesteps. The oil droplets are released after t = 1 s giving sufficient time for
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ρd (kg/m3) νd (m2/s) σ (N/m) ρc (kg/m3) Γ

864 1.02× 10−5 1.9× 10−2 1018.3 10.5

Table 4.1: Physical properties of fluids used in the simulation.

Re = UJDJ

νc
We =

2ρc〈ε〉2/3d5/3
σ

UJ (m/s) DJ (mm) Dexpt (mm)

12500 10 1.6 7.8 4

Table 4.2: Simulation parameters.

the jet to become fully turbulent. Starting from t = 12 s, 350 three-dimensional

snapshots of the entire simulation domain are recorded for statistical analysis

with an interval of 0.04 s (200 timesteps) between each snapshot.

4.2 Instantaneous and Mean Concentra-

tion Distributions

We plot a volume rendering of an instantaneous snapshot of the 20 µm-

droplet plume in Figure 4.3. The concentration of the 1000 µm plume is shown

using solid spheres on the same plot for visualization purposes. Qualitatively

we can observe that the upper plume boundary for the 1000µ;m droplets is

higher than the 20 µm plume due to a larger rise velocity.

In Figure 4.4 we show contour plots of instantaneous number density in

logarithmic scale (log10(ñi)) for four representative droplet sizes on the mid y-
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Figure 4.3: Volume rendering of an instantaneous snapshot of the 20µ m droplet
plume with the 1 mm droplets shown as solid spheres.

(a) d = 1000 µm. (b) d = 432 µm

(c) d = 107 µm (d) d = 20 µm

Figure 4.4: Contour plots of instantaneous concentration fields at the midplane of
the jet. The concentration is plotted in logarithmic scale. (a) is the concentration of the
droplet of size 1000 µm, (b) for d = 432 µm, (c) for d = 107 µm, and (d) for d = 20 µm.

76



CHAPTER 4. LES JET IN CROSSFLOW

plane as function of x and z. The largest droplet size is in the top left panel and

the smallest one is in the bottom right. The spatial distributions of the number

densities for different droplet sizes show distinct qualitative behaviours. The

plumes of the smaller droplets appear significantly more dispersed than those

of the larger sizes, showing some presence also in the bottom portions of the

domain and clear effects of vertical column vortices. The largest droplets are

more concentrated towards the upper portions of the overall plume (consisting

of all size bins) as expected from their larger rise velocity.

Figure 4.5 shows the time averaged number density fields of the various

droplet sizes at the mid y-plane. The maximum concentration for each bin size

occurs in the near-nozzle region where the energy dissipation is also the high-

est and thus the breakup rate is fastest. The larger droplets are more buoyant,

having a larger rise velocity and thus their average plume has a higher incli-

nation angle with respect to the crossflow direction.

4.3 Relative Droplet Size Distributions

To make a quantitative comparison with the experiments we compare droplet

size distributions measured at the two cross-stream locations indicated in Fig-

ure 4.1. The measurement locations are centered at a vertical distance of 42 cm

above from the nozzle (see Appendix B). The width of bins used in the experi-
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(a) d = 1000 µm. (b) d = 432 µm

(c) d = 107 µm (d) d = 20 µm

Figure 4.5: Time averaged concentration fields at the midplane of the jet plotted in
logarithmic scale. Panel (a) is the concentration of droplets of size 1000 µm, (b) shows
the concentration field for d = 432 µm, (c) shows the concentration field for d = 107 µm,
and (d) shows the concentration field for d = 20 µm.

78



CHAPTER 4. LES JET IN CROSSFLOW

ments are not necessarily the same as that used in the simulation. In order to

make comparisons with the experiments, we define a number density normal-

ized by the bin width, i.e.

n∗i =
ñi
δdi

, (4.3)

here ñi is the number of droplets per m3 of fluid in bin i, δdi = 1
2
(di+1 − di−1) for

i = 2 to 14, δd1 = d2 − d1 and δd15 = d15 − d14. This normalization ensures that

the result is conceptually independent of the discretization of the size range,

i.e. the bin width. The simulated number density fields are averaged in time

and the normalized time-averaged number density n∗i in each bin is obtained.

Since the experimental data are not fully converged statistically, a compar-

ison of the average total oil concentration (integrated over all bins) between

experiment and simulation yielded differences of factors of 1.4 and 3.7 at down-

stream locations corresponding to x = 0.76 m and x = 1.3 m respectively, in

this case. Therefore, here we focus the comparison between experiment and

simulation on the shape of the resulting size distribution rather than the to-

tal concentration. In particular, we normalize the size distribution for both

the experiment and the simulation by the total volume concentration (n∗i × Vi)

summed over the entire size range, where Vi is the volume of a droplet of size
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di, as defined earlier. We define the relative size distribution, N∗i according to

N∗i =
n∗i∑

j(n
∗
jVj)δdj

. (4.4)

Figure 4.6 depicts the log of the total volume-averaged concentration of oil,

log10(
∑

i ñiVi). The black squares show the locations of the measurement vol-

umes used to obtain the size distributions. We compare the relative size and

volume distributions obtained from the simulations with the experimental data

in Figures 4.7 , 4.8 and 4.9. The left panel depicts the relative size distribution

and the right panel shows the relative volume defined by N∗Vi, where Vi is the

volume of a particular bin. The data reported in the experiment represents an

average over three realizations recorded during 1 s. In the simulation, the noz-

zle is fixed, and so the measurement at t = 3.4 s for the experiment translates

to a window between x = 0.76–0.91 m. We chose a region from y1 = 0.37 m

to y2 = 0.4 m and z1 = 0.56 m to z2 = 0.59 m for our measurement volume.

We can see that the simulation captures the overall relative size volume dis-

tribution at this location, although the experimental data have large scatter.

The number density for the smallest droplet sizes are higher in the simulation

than in the experiment, and we do not observe the dip seen in the experimental

data. The higher number density for the smaller sizes seen in the LES results

may be due to the fact that the breakup probability density function favors the
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formation of small droplets according to the model equation used for P (di, dj).

The reported data is not statistically converged and the experiment can only

measure droplets with diameter larger than about 20 µm.

In order to explore the sensitivity of the results to the assumed initial size

distribution at the injection point, we perform a second simulation in which

instead of placing the entire volume injection rate into a single bin at 1 mm,

it is distributed equally among the two largest bins. As shown in Figure 4.7

(circles with dot dashed line), the results for droplets smaller than 400 µm are

the same and are quite robust to details of the injection distribution at the

large droplets.

Figure 4.8 shows the normalized size distribution at t = 6.9 s for the ex-

periment corresponding to a window of x = 1.285–1.435 m for the simulation.

We see that the relative size and volume distribution is well matched for this

later time, now also including the smaller droplets. Finally, Figure 4.9 shows

the total normalized size distributions for the experiment. The total size dis-

tribution was measured in the experiment using data from 5 time instances

corresponding to a spatial window x = 0.76–1.66 m in the simulation. We see

that the model captures the relative size and volume distributions well.

We can track the plume paths of the different droplet sizes by calculating

the centroid of the plume in the axial direction for each droplet size as a func-

tion of cross-stream distance. We can see from the left panel of Figure 4.10 that
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Figure 4.6: Contour plot of the logarithm of the averaged total volume concentration
of oil showing the measurement location at x = 0.76 m and x = 1.3 m.
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Figure 4.7: Comparison of LES model at x = 0.76 m for mono-dispersed injection
( ) and bi-dispersed injection ( ), and experimental data from72 measured at the
corresponding time (∗). Left panel: Relative size distribution from LES, Right panel:
Relative volume distribution.
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Figure 4.8: Comparison of LES model at x = 1.3 m ( ) , and experimental data
from72 measured at the corresponding time (∗). Left panel: Relative size distribution
from LES, Right panel: Relative volume distribution.
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Figure 4.9: Comparison of LES model averaged over a spatial window of x =
0.76–1.66 m ( ) , and total averaged experimental data from72 (∗). Left panel: Rela-
tive size distribution from LES, Right panel: Relative volume distribution.
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as the jet moves farther downstream, the centroid for the larger droplets moves

above the smaller ones, with the difference in height being related to the differ-

ence in rise velocities as noted already. The centroid evolution for the smallest

droplets shown (20 and 107 µm) are indistinguishable. The rise velocities for

these droplet sizes are very small (3× 10−5 and 9× 10−4 m/s, respectively) and

their trajectories and plume centroids are thus dominated (equally for both

droplet sizes) by mean flow and turbulence, but not appreciably by buoyancy.

We can also examine the concentration distribution of the different sizes

along the axial direction at different cross-stream locations. In the right panel

of Figure 4.10 we plot the concentration distribution at x = 1 m. We can see

that the concentration is peaked more towards the top end of the plume. This

trend can be attributed to the counter-rotating vortex pair generated due to

the jet in crossflow22. This results in droplets being moved from the bottom of

the plume towards the top, leading to a higher concentration at the top end.

We can also confirm that the plume of smaller droplets is wider than that of

larger droplets, showing that the smaller droplets are more dispersed by the

turbulence.

The simulation showcases the importance of including the viscous range

of scales in the formulation of the breakup frequency. The Kolmogorov scale

in the near nozzle region, close to the injection location (x = 0.125 m and

z = 0.14 m) where 〈ε〉 = 30 m2s−3 can be calculated as η = (ν3/〈ε〉)1/4 ≈ 13 µm.
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Figure 4.10: Left panel: evolution of centroid of various droplet plumes. Right panel:
logarithm of the concentration profile as function of height at a downstream distance,
x = 1 m and transverse position y = 0.385 m. The lines are d = 1000 µm( ), d =
432 µm( ), d = 107 µm( ) and d = 20 µm( ).

Droplets smaller than ≈ 10η = 130 µm would lie in the viscous range. Further

downstream at the y-mid-plane, where the average dissipation has decayed to

〈ε〉 ≈ 0.1 m2s−3, η ≈ 60 µm. Thus most of the droplet size range is in the

viscous range. Earlier models that assumed that all the sizes were in the in-

ertial range would predict incorrect breakup frequencies for these droplets as

it would overestimate the eddy fluctuation velocity at the scale of the droplet.

This highlights the importance of having a framework that can smoothly tran-

sition between droplets in the inertial and viscous range.

In order to characterize the ‘typical size’ of droplets, one may evaluate the

widely used Sauter mean diameter, denoted as d32, that expresses the mean

diameter of the polydisperse oil by taking into account the volume to surface

area ratio of the distribution. It is calculated directly from the distribution
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using the formula,

d32 =

∑
i ñid

3
i∑

i ñid
2
i

. (4.5)

Using the mean concentrations from the LES, the d32 value can be computed at

various locations of the flow. Figure 4.11 shows the downstream evolution of d32

as a function of the downstream distance x at three heights. Clearly the mean

droplet size decreases as the jet flow evolves along the downstream direction

of the crossflow due to droplet breakup, though the rate of change diminishes

and appears to reach a stationary scale of about d32 ≈ 300 µm at large distances

away from the nozzle.

Another scale often used is the Hinze (maximum) diameter, dmax ∼ 〈ε〉−2/5(σ/ρc)
3/5,

by assuming that droplet coalescence does not occur49;38 and using Kolmogorov

scaling. Since here the dissipation rate varies greatly from one location to the

next, it requires us to first compute the average dissipation. It is computed as

the time average of ε according to equation (3.12) from the LES. Typical val-

ues are 〈ε〉 ≈ 0.6 m2/s3 at x = 0.3 m and z = 0.29 m near the nozzle, and

〈ε〉 ≈ 0.001 m2/s3 at x = 0.75 m and z = 0.56 m further downstream. Accord-

ingly, using ρc = 1018.3 kg/m3 and σ = 1.9 × 10−2 N/m (see table 1), we obtain

dmax = 1 mm near the nozzle while dmax = 18mm far from the nozzle. The lat-

ter value is consistent with the fact that far from the nozzle breakup becomes

far less frequent and the distribution has acquired an equilibrium value. The

results show that the Hinze scale at a particular location in which the flow has
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Figure 4.11: Average d32 diameter as function of downstream distance x at various
plume heights. The lines correspond to z = 0.55 m ( ), z = 0.50 m( ) and z =
0.45 m( )

large differences in dissipation rates from one location to another (as is usually

the case in turbulent shear flows) cannot be used to determine the typical local

droplet scale that is, instead, influenced mostly by upstream events. Note that

at a few grid points from the nozzle exit, where the dissipation 〈ε〉 ≈ 30 m2/s3

the Hinze diameter, dmax = 300 µm. The dissipation in a turbulent flow is

highly intermittent, a property that is captured in the current study and is

discussed further subsequently. Hence, we prefer to continue the discussion of

the median diameter d32 and its variability in the next section.
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(a) x = 0.75 m, z = 0.56 m.
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(b) x = 0.9 m, z = 0.56 m.

Figure 4.12: Representative time signals (left panels) and histograms (right pan-
els) for the Sauter mean diameter, d32 at two downstream locations on the centerline.
Dotted lines denote mean values.

4.4 Variability of Droplet Size Distribu-

tion

As mentioned earlier, LES enables us to diagnose variability of the droplet

size distributions and number density transport that RANS cannot obtain,

since the latter only predicts time or ensemble average values. In order to

illustrate this capability of LES, we now ask what is the inherent variability of

typical droplet sizes as well as that of other practically relevant quantities.

We plot a time signal and histograms of the d32 diameters at different plume

locations in Figure 4.12. We can see that there is a high variability of the di-

ameter about the time averaged mean value. This variability can be observed

in LES since we are solving for 3D time-dependent number density fields for
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each bin and so d32 can be evaluated at any grid point at any timestep. At

x = 0.75 m, where the averaged d32 diameter is about 800 µm, we see a vari-

ability from 300 µm to 1000 µm. The PDF also shows non-Gaussianity, with

two peaks, clearly showing that the average values of d32 do not provide a com-

plete description. The peak near 900 µm is affected by the discrete bins. This

scale corresponds to the first bin considered in the summation corresponding

to d = 1 mm.

Recall that in LES the breakup time scale depends upon the local value of

dissipation, which is also known to be highly intermittent in turbulent flows. In

order to illustrate the (grid-scale averaged) dissipation intermittency, in Figure

4.13 we show time signals of the logarithm of dissipation as well as histograms.

The histogram of the logarithm of dissipation is reminiscent of Gaussian (log-

normality) but with a non-Gaussian highly asymmetric tail and some outliers

at very low dissipation, corresponding possibly to laminar regions outside the

plume. This highly variable quantity then determines the local time scale of

droplet breakup in the LES model.

Next, we consider a property that is crucial in determining reaction rates

for processes that occur on the droplet surface such as bio-degradation. The

total rate of bio-degradation will depend on the total surface area of the oil

available for microorganisms to act upon. Given the instantaneous concentra-

tion of droplets in each bin, the instantaneous total surface area available for
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(a) x = 0.75 m, z = 0.56 m.
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(b) x = 0.9 m, z = 0.56 m.

Figure 4.13: Representative time signals (left panels) and histograms (right panels)
of log10(ε) at two downstream locations on the centerline. ε is in m2/s3. Dotted lines
denote mean value.

surface reactions can be evaluated according to

Atot(x, t) =

Nd∑
i=1

ñi(x, t) (πd2
i ). (4.6)

Representative signals and histograms of Atot(x, t) are shown in Figure 4.14,

again at the two locations x = 0.75 m and x = 0.9 m at z = 0.56 m and the

plume center in the transverse direction.

We can see from the panels in Figure 4.14 that there is a high variability

of the total area about the mean of about 30 m2 per cubic meter of water at

x = 0.75 m and about 16 m2 per cubic meter of water at x = 0.9 m (even

though one may expect smaller droplet sizes to be associated with an increase

in total surface area, further downstream the total oil concentration has also
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(b) x = 0.9 m, z = 0.56 m

Figure 4.14: Representative time signals (left panels) and histograms (right panels)
of total surface area of the oil per cubic meter of fluid at two downstream locations on
the centerline. Atot is in m2/m3. Dotted lines denote mean values.

decreased due to turbulent transport thus leading to the smaller area there).

The root mean square of the surface area distribution is quite significant, of

similar order of magnitude to the mean area.

It is also instructive to examine time signals and statistics of the breakup

source term for each droplet size, S̃b,i, normalized by the concentration. This

normalization can be interpreted as an inverse time scale for the droplet breakup,

i.e. it tells us the inverse of the time taken for the number of droplets in any

given bin to change appreciably over its existing value, at any given scale. In

Figure 4.15 we show representative signals of S̃b,i(x, t)/ñi(x, t) in logarithmic

scale, as well as its histograms at two locations. As can be seen from the right

panel of Figure 4.15a, the average values are around 0.5 s−1, with very large

variability about this value. It means that it takes about 2 seconds for the local
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(b) x = 1.21 m, z = 0.56 m.

Figure 4.15: Representative time signals (left panels) and histograms (right panels)
of log10(S̃b,i/ñi) for d = 20 µm plotted at two downstream locations of the plume at a
fixed height. The values of S̃b,i/ñi are given in 1/s. Dotted lines denote mean values.

breakup rate to appreciably change the local concentration of droplets of size

20 µm but occasionally the breakup can be far more rapid.

Finally, we document the breakup source term by plotting it in linear units

for different droplet sizes, at two different locations as shown in Figure 4.16. We

can see that the time signals for the source term are highly intermittent, with

the largest size (i.e. 15th bin) acting as a source for the smaller ones (negative

source term in its transport equation). Further downstream at x = 1.56 m,

Figure 4.16b shows much smaller frequencies indicating a decreased breakup

of the largest droplets. Some of the intermediate bins display both positive and

negative values, as some intermediate droplet sizes act as both sources and

sinks at different locations along the plume (for example see panel for Sb,7/n7

in Figure 4.16c).
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Figure 4.16: Time history of S̃b,i normalized by concentration for different droplet
sizes at z = 0.56 m on the centerline. (a) and (b) represent the droplet of size 1000 µm at
two different x locations, (c) is the time history for d = 432 µm and (d) is for d = 20 µm.
Dotted lines denote mean values.
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We still see a significant variance in the volume median diameter (d32) at

this location despite the magnitude of the normalized source terms for the

larger droplets being small. Clearly, the turbulent nature of the flow prevents

us from solely relying on the averaged quantities to provide us with a complete

view of the droplet size distribution in this flow, while LES contains significant

amount of new information regarding the fluctuations, at least down to the grid

scale.

4.5 Conclusions

We have proposed a method to couple LES with a population balance equa-

tion to study the evolution of polydisperse oil droplets in turbulence. We use

the method of classes to discretize the droplet size range into contiguous sub-

classes and consider the case of spherical droplets at relatively low volume

fraction for which coalescence can be neglected. Using a jet in crossflow as a

flow application inspired by previous studies on deep-water oil spills, the model

can be used to predict the turbulent transport of droplets of various sizes while

accounting for breakup due to the turbulent flow field. The formulation was

tested by comparing the size distributions of oil droplets obtained at different

locations along the plume with the experimental data of Murphy et al. 72. We

find that the relative droplet size distribution from the simulation showed good
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agreement with the experimental data.

Finally, we used the LES results to quantify various new properties of the

distribution as it refers to the inherent variability of turbulence. We show

how the LES provides information on the variability of the median diameter,

the total area available for surface reactions and illustrate the highly non-

Gaussian properties of the source (reaction) terms in the transport equations

for each bin of droplet concentration fields.
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Chapter 5

Hybrid ODE-LES Approach :

Model Development

5.1 Introduction

Brandvik et al. 11 performed a series of oil jet experiments in a large cylin-

drical tank with a diameter of 3 m and a height of 6 m filled with 40 m3 of water

. Crude oil was injected from a nozzle in the form of a submerged turbulent jet

into the system at a controlled temperature at various flow rates. The nozzle

diameter size ranged from DJ = 0.5 mm to DJ = 3 mm with injection flow rates

varying from Q = 0.5 L/min to Q = 5 L/min. The steady state droplet size dis-

tribution was measured using an in situ laser diffractometer. The apparatus

had a maximum detection size of 460 µm which could be insufficient for some
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of the cases simulated. In all these experiments the droplet size distribution

in the near nozzle region is difficult to characterize due to the high turbulence

intensity and opacity and measurements were taken 2 m downstream of the

injection location. Simulating smaller nozzle diameters is challenging as the

near nozzle region requires high resolution to capture deforming interfaces.

Coarse simulations, focusing on the secondary breakup use a mono-disperse

inlet droplet size distribution, however this is not sufficiently general.

We develop a hybrid modeling approach that allows us to specify more real-

istic inlet size distributions for use in a coarse LES of a turbulent jet. As shown

schematically in Figure 5.1 the LES starts some distance downstream of the

experimental nozzle, where the initial jet has spread sufficiently so that it can

be resolved by the coarse LES mesh. In this Chapter we discuss a method to

determine the inlet size distribution for coarse LES using a one-dimensional

version of the population dynamics approach (denoted as 1D ODE model) as

a reduced order parcel model for the breakup processes. The model assumes

droplet breakup due to turbulence at smaller scales than what we can resolve

initially in our simulation. We use simplified (eddy-viscosity based) theory of

turbulent jet evolution to account for the radial turbulent transport of center-

line concentrations. This approach predicts the actual rather than the relative

concentration distribution at the centerline. The 1D ODE population dynam-

ics model is validated with experimental data available downstream11, and is
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Dsim

1D ODE 
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Figure 5.1: Schematic diagram of the hybrid ODE-LES modeling approach: Between
the nozzle and the end of the 1D ODE model region, the size distribution is obtained
by integrating a 1D ordinary differential equation for the centerline concentrations.
The results are used as inflow concentrations for the Eulerian-Eulerian LES further
downstream.

then used to provide the inflow size distribution (inlet condition) for the coarse

large-eddy simulations.

5.2 One-Dimensional ODE Model

Following the approach of Chapter 2, the size distribution of drops is as-

sumed to be governed by a population dynamics equation including the effects

of advection, radial diffusion and droplet breakup due to turbulence. In gen-

eral, one can include other source terms for coalescence, evaporation or aggre-

gation into the framework but here we focus on dilute turbulent jets and limit
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the discussion to droplet breakup.

5.2.1 Model Development

We begin using a 2D polar co-ordinate system to develop the model with z

as the axial and r the radial coordinate. The origin is at z = 0 corresponding to

the nozzle exit shown in Figure 5.1. We use a Reynolds-averaged Navier-Stokes

(RANS) formulation (unlike the eddy-resolving LES case treated in Chapter 4)

coupled with a simple eddy-viscosity approach. The 2D approach is then cast

as a 1D problem by only considering the centerline evolution (r = 0). The

total concentration field of oil droplets is discretized into a finite number of

bins based on the droplet diameter. The total concentration is related to the

concentration in each bin through the equation

c(z, r) =
N∑
i=1

Vini(z, r), (5.1)

where, N is the total number of bins used to discretize the droplet size range, ni

is the number of droplets of size di perm3 of fluid and Vi = (π/6) d3
i is the volume

of a droplet of diameter di. The overbar denotes RANS averaging. The steady-

state population dynamics equation for the droplet concentration including the

effects of advection, radial diffusion and droplet breakup can be written for
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each droplet size as,

w
∂niVi
∂z

+ v̄r
∂niVi
∂r

= Sb,i Vi +
DT

r

∂

∂r

(
r
∂

∂r
niVi

)
, (5.2)

where v̄r, w are the mean radial and axial velocities, respectively, and Sb,i Vi is

the droplet breakup source term to model the change of the concentration due

to droplet breakup, to be described later. The eddy diffusivity DT is assumed to

be independent of radial position and only depend on z. The rise velocity of the

individual droplets has been neglected as it would be small compared to the jet

centerline velocity in the near nozzle region. The molecular diffusivity is also

neglected since typically D << DT .

The mean velocity is modeled following the classic eddy viscosity approach.

The conservation of mass and momentum in a round turbulent jet, expressed

in polar co-ordinates using the boundary-layer approximation, read:

∂w

∂z
+

1

r

∂(rv̄r)

∂r
= 0, (5.3)

w
∂w

∂z
+ v̄r

∂w

∂r
= νT

1

r

∂

∂r

(
r
∂w

∂r

)
(5.4)

Above, νT is the z-dependent eddy viscosity. Again, the molecular viscous dif-

fusion term is neglected in the high Reynolds number cases considered. The
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mean velocity profile using the assumption of a similarity variable can be writ-

ten as80,

w(z, r) = w0(z)f(η), (5.5)

where η = r/(z − z0) is the similarity variable. For the case of r−independent

eddy viscosity, the resulting self-similar velocity profile f(η) reads80;56,

f(η) =
1

(1 + α2η2)2 , (5.6)

where the coefficient α is related to the spreading rate S of the jet, α2 = (
√

2−

1)/S2. The downstream centerline velocity, jet width, and dissipation can thus

be deduced :

w0

w(z)
=

1

Cu

(
z

DJ

− z0

DJ

)
, r1/2 = S(z − z0),

εDJ

w3
0

= C

(
z

DJ

− z0

DJ

)−4

, (5.7)

where Cu = 6, S = 0.1 and C = 6567;101;40 are empirically determined constants,

z0 is the virtual origin of the jet, and DJ is the nozzle diameter. Next, we

consider the droplet concentration equation (5.2). Similar to equation (5.7),

we aim for a formulation that describes the centerline concentration evolution

as function of z only, and must therefore replace the radial derivatives term

with a suitable approximation. To this end we assume that the relative radial

dependence of the solution is unaffected by the source term. Setting Sb,i = 0 in
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equation (5.2), the concentration in each bin obeys the same evolution equation

of the total mean concentration, c, given by:

w
∂c

∂z
+ v̄r

∂c

∂r
=
DT

r

∂

∂r

(
r
∂

∂r
c

)
(5.8)

that is amenable to solution using a similarity variable. To complete the simi-

larity solution, one must express it in terms of the total scalar flux injected at

the source, Q0, defined as

Q0 = 2π

∫ ∞
0

w(z, r) c(z, r) r dr, (5.9)

which remains constant independent of z.

We can introduce a non dimensional scalar profile similar to equation (5.5)

for equation (5.8) according to:

ci(z, r)

c0,i(z)
= φ(η) =

c(z, r)

c0(z)
. (5.10)

In order to find φ(η) we can substitute equation (5.10) into equation (5.8). Using

the expressions for the self similar velocity profile and the evolution of the

mean centerline velocity field described in equations (5.6) and (5.7), we obtain
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an ordinary differential equation for φ(η),

D−1
T η

(
1 + α2η2

)2
φ
′′
+

(
D−1
T

(
1 + α2η2

)2
+
Cuw0DJη

2

2

(
1 + α2η2

))
φ
′
+Cuw0DJηφ = 0.

(5.11)

In order to write equation (5.11) in terms of α and the turbulent Schmidt

number, ScT = νT/DT , we note that for the constant eddy-viscosity solution,

CuDJw0 = 8α2νT
80. Equation (5.11) can then be re-written as,

Sc−1
T η

(
1 + α2η2

)2
φ
′′

+
[
Sc−1

T

(
1 + α2η2

)2
+ 4α2η2

(
1 + α2η2

)]
φ
′
+ 8α2ηφ = 0.

(5.12)

The solution to the above equation that monotonically decreases away from

the centerline is given by56,

φ(η) =
1

(1 + α2η2)2ScT
. (5.13)

Equation (5.13) is an exact solution to 5.8 but only approximately valid for

the individual bin concentration fields as we had neglected the breakup source

term in its derivation (for which no similarity solution exists in general). Note

however that we only make this approximation in evaluating the radial deriva-

tive term, and then set η = 0. Substituting equations (5.6) and (5.10) into
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equation (5.2) we obtain,

w0(z)f(η)
∂

∂z
[n0,i(z)φ(η)] = Sb,i +

1

r

∂

∂r

(
rDT

∂

∂r
[n0,i(z)φ(η)]

)
. (5.14)

Substituting the similarity solution given by equation (5.13), evaluating the

derivatives with respect to r and setting r = η = 0 we obtain the centerline

evolution of each bin’s number concentration,

d

dz
n0,i(z) = Sb,i(z, 0)

z

w0CuDJ

− n0,i(z)

z
, i = 1, 2, 3..N. (5.15)

Equation (5.15) describes a system of ODEs that needs to be solved numeri-

cally to obtain the evolution of the individual droplet concentrations, account-

ing for droplet breakup and turbulent transport at the centerline. Note that the

breakup source term Sb,i, does not alter the decay rate of the overall concentra-

tion, c(z) defined through equation (5.9). This can be verified by multiplying

equation (5.15) by the corresponding droplet volume Vi and summing over all

droplet sizes and noting that
∑

i Sb,iVi = 0.

The breakup source term is modeled based on Chapter 2. The source term

can be written as :

Sb,i(z, 0) =
N∑
j>i

P (di, dj)g(z, 0, dj)nj(z, 0, dj)− g(z, 0, di)ni(z, 0, di). (5.16)
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The first term on the right-hand side of equation (5.16) represents the birth of

droplets of size di due to the total contribution from breakup events of larger

droplets of diameter dj. The second term accounts for death of droplets of size

di due to breakup. P (di, dj) is the probability of formation of a droplet of size di

due to the breakup of a parent droplet of size dj. The breakup is considered to

be binary, and P (di, dj) is formulated based on the formation energy required

to form the daughter droplets of size di and a complementary droplet to ensure

volume conservation104;1 (see Chapter 2 for additional details).

5.2.2 Model Validation

We validate the 1D ODE model in equation (5.15) with data from turbulent

oil jet experiments11. The experimental setup consists of a cylindrical tank

with a diameter of 3 m and a height of 6 m with crude oil being injected at a

controlled temperature at various flow rates. The details of the cases used in

this work are provided in table 5.1. The droplet size distribution for each case

was measured 2 m above the nozzle exit using a LIST-100X laser diffractome-

ter. For each experiment oil volume fractions (i.e oil concentration of a partic-

ular bin, normalized by the total concentration of all bins) were provided for

29 logarithmically spaced droplet size classes ranging from 4.5 µm to 460 µm.

Droplets larger than 460 µm could not be recorded by the instrument. The ex-

perimental data is reported as a relative volume fraction of oil for each size at
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the measurement location. In order to make comparisons with the 1D ODE

model, we first need to determine the total oil concentration of the reported

distribution.

The overall centerline concentration can be determined as a function of

downstream distance, Schmidt number, ScT and the inflow rate Q0 using equa-

tion (5.9). Substituting the similarity profiles for w(z, r) and φ(z, r) into the

equation we obtain

Q0 = 2πz2

∫ ∞
0

w0(z)

(1 + α2η2)2

c0(z)

(1 + α2η2)2ScT
η dη. (5.17)

The integral in equation (5.17) can be evaluated analytically and yields :

I = c0(z)w0(z)(2α2)(2ScT + 1)−1 (5.18)

We can therefore evaluate the centerline concentration as a function of down-

stream distance z and the centerline mean velocity w0(z) as:

c0(z) =
Q0α

2(2ScT + 1)

πw0(z) z2
. (5.19)

Given the known total oil injection rate Q0 in the experiments, the total (all

sizes) centerline oil concentration as a function of downstream distance, c0(z),

can be obtained using equation (5.19). This result would be expected to include
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both the concentration measured by the instrument and the unmeasured con-

centration of larger drops. The limitation on the maximum measurable drop

size is expected to lead to an underestimation of the total oil volume at the mea-

surement location, since we expect at least some of the drops to be larger than

460 µm. An extrapolation approach will be used to augment the measurement

data.

We define the number density, as the number concentration ni normalized

by the bin width, as the width of the bins used in the experiments is not neces-

sarily the same as that used in the model, i.e

n∗i =
ni
δdi

, (5.20)

where ni is the number of droplets per m3 fluid in bin i with a bin width

δdi = (di+1−di−1)/2 for i = 2 to N−1, δd1 = d2−d1 and δdN = dN−dN−1. The nor-

malization ensures that the result is independent of the discretization of the

size range (bin width). The symbols in Figure 5.2a show the experimentally

measured relative number density n∗rel as a function of drop diameter at the

measurement location z = 2 m, for both Expt. 1 and Expt. 2. The units for the

relative number density are number of droplets per m3 of fluid per bin width

µm−1 normalized by the total oil concentration of the measured distribution.

We can see that the scaling of the relative size distribution follows two distinct
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power law regimes for the small and large droplets. In order to quantify the un-

measured concentration, we smoothly extend the tail of the distribution to the

nozzle diameter DJ using a fitting function F (d). This step will account for the

contribution of droplets of size d > dmax to the total concentration. The unmea-

sured volume fraction can then be calculated by integrating the fitted particle

size distribution F (d) from dmax = 460 µm to the largest possible droplet size,

here assumed to be the nozzle diameter DJ ,

φun =

∫ Dj

dmax

v(d)F (d) dd, (5.21)

where v(d) = π/6 d3 is the volume of the particle with diameter d (internal coor-

dinate for the size range discretization). The concentration in the experimental

distribution can be calculated as,

cdist =
c0(z = 2m)

1 + φun
. (5.22)

Using equations (5.19), (5.21) and (5.22) we can determine the fraction

of the concentration measured by limiting the maximum diameter to dmax =

460 µm. For the case with d = 1.5 mm and Q = 1.5 L/min we find that the

measured concentration accounts for 92.86% of the total, whereas for d = 3 mm

and Q = 5 L/min the measured concentration describes only 44% of the total

concentration. Thus for the case with the larger nozzle diameter, restricting
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Figure 5.2: (a) Relative number density distribution of Expt. 1 ( ) and Expt. 2 ( )
at z = 2m. The y-axis is scaled differently for visualization purposes. The right axis
depicts the size distribution from Expt. 1 while the left axis depicts the size distribu-
tion from Expt. 2. The dashed line ( ) denotes the fit of the tail of the distribution
with F1(d) = A2d

−4 and F2(d) = A1d
−6. The fitted constants are A1 = 1.28 × 10−6 and

A2 = 6.76 × 10−14, (b) Comparison of number density distribution from the 1D ODE
model for Expt 1. ( ) and Expt. 2 ( ) and corresponding experimental data ( , )
at measurement location.

the maximum droplet size to 460 µm would underestimate the total volume of

oil measured. Therefore, for our validations and subsequent simulations, we

choose the maximum droplet size to be equal to that of the nozzle.

For the purpose of validation, we discretize the droplet size range into N =

20 bins, with the maximum diameter, d20 = DJ . We have tested the sensitivity

of the results to the number of bins used to discretize the droplet size range

and find that 20 bins is sufficient to accurately capture the size distribution.

The initial droplet concentration is determined by equation (5.19) at a distance

of z = 2 DJ from the nozzle and a potential core region is assumed between

2 − 6 DJ after which the velocity and dissipation decay according to equation
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(5.7). The entire inflow number concentration was placed into the largest bin,

d20, i.e. assuming that the injection begins at the nozzle with drops of diameter

equal to the jet diameter. The number concentration was obtained by dividing

the concentration in a bin by the volume of a single drop with diameter equal

to that corresponding to the bin size. The concentration for all other bins were

initially set to zero. The physical properties of the oil and inflow conditions of

the experiments are summarized in Table 5.1. The Schmidt number is set to

ScT = 0.7 which is in the range of commonly used values in literature for pas-

sive scalars in turbulent jets21;64. We then numerically solve the set of ODE’s

Eq. (5.15) for the number concentration (number of droplets per m3 of fluid) of

each droplet size, from z = 2 DJ z = 2 m, also using equations (5.7),(5.19), and

(5.16).

The total experimental distribution for each case was calculated by mul-

tiplying the relative size distribution by the total concentration obtained from

equation (5.22). This renormalization ensures that the total oil flux at the mea-

surement location in the experiment is equal to the source flux Q0. The number

density from the model is compared to the experimental results at z = 2 m for

Expt. 1 and Expt. 2 in Figure 5.2b. We see that the model not only predicts

the size distribution in the experimental size range, but also smoothly extends

the distribution for larger sizes. The total concentration distribution can then

be reconstructed using equation (5.10).
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Table 5.1: Summary of Experimental conditions for the different cases.

No. DJ (mm) Q (L/min) UJ (m/s) σ(N m−1) µd(Pa s)

Expt. 1 3 5 11.8 15.5× 10−3 5× 10−3

Expt. 2 1.5 1.5 14.1 15.5× 10−3 5× 10−3

5.2.3 Inlet Condition for Large Eddy Simulations

In the previous section, it was shown that the 1D ODE model can predict

the average size distribution of oil droplets at the centerline, showing good

agreement with experimental datasets. This model can be considered as suf-

ficient if the only aim is to predict the time-averaged size distribution. If one

also wishes to predict the variability of the size distribution and radial con-

centration fluctuations in each size bin, taking into account the effect of the

underlying turbulence, the use of LES is required.

In this section we describe using the 1D ODE model to generate an inlet con-

dition for LES bridging the near nozzle region to further downstream, where

LES begins to resolve the flow. We explain the approach for the case with

DJ = 3 mm and Q = 5 L/min and assume that the LES grid is coarse such that

only at z > 10DJ can it begin to represent the eddying motions inherent in the

turbulent jet.

The 1D ODE model requires as input the centerline velocity and dissipa-

tion, for which we utilize Eq. (5.7). These inputs are plotted in Figure 5.3a,

where we plot the evolution of the centerline velocity and dissipation as a func-
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tion of downstream distance. The 1D ODE model (Eq. (5.15)) is then integrated

numerically and the results, i.e. the normalized centerline concentration evo-

lution of the different droplets sizes, are shown in Figure 5.3b. As can be seen,

in the first part the breakup process dominates the evolution (concentration of

the smaller drop sizes increases downstream), while downstream (after around

z/DJ ∼ 30), all concentrations decrease monotonically, where fluid transport

(axial advection and radial turbulent transport) dominates the evolution of con-

centrations. In order include some of the droplet breakup process in the LES

domain, we chose z = 10 DJ downstream of the nozzle exit as the location where

the size distribution from the 1D ODE model is used as inlet condition for the

LES. This location is depicted by the dashed line in Figure 5.3b. The jet width

at this location can be calculated using equation (5.7) to be r1/2 = 0.1z = DJ

(this width also sets the diameter of an equivalent “coarse jet for the LES” as

Dsim ≈ 2DJ , see discussion in Chapter 4) . The corresponding centerline veloc-

ity shown in Figure 5.3a at z = 10 DJ is used as the jet injection velocity. It is

important to note that there is no special significance of choosing z = 10 DJ . If

a different location, for example, for z = 13 DJ , we would use the corresponding

size distribution from Figure 5.3b and injection velocity from Figure 5.3a.
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Figure 5.3: a Parameterized jet centerline velocity ( ) and dissipation ( ), used
as an input to the 1D ODE model. b Scaled centerline number concentration, n2 ;
d = 18.5 µm ( ), 5 × n7 ; d = 76 µm ( ), 10 × n9 ; d = 134 µm( ) and 10 × n12 ;
d = 313 µm( ) as a function of downstream distance. The initial conditions for LES
are determined by the concentration values at z = 10DJ depicted by the dashed line
( ).

5.3 Conclusions

Accurate prediction of the droplet size distribution in a turbulent flow is

paramount in understanding the dynamics of numerous multiphase processes.

We have applied a population balance model to study the evolution of oil droplets

at the centerline of an axisymmetric turbulent jet. A key unknown in simulat-

ing secondary breakup in turbulent multiphase jets is the inflow size distri-

bution generated within the primary breakup zone near the nozzle exit. A

mono-disperse injection inflow condition is commonly used for simplicity, but

this choice is often unrealistic. In order to provide more realistic injection

conditions for coarse-grid LES, we develop a 1D ODE model that predicts the

evolution of the dispersed phase at the centerline turbulent jet by incorporat-
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ing effects of droplet breakup and turbulent transport. The model is based on

classical turbulent jet theory and is validated with experiments of Brandvik

et al. 11, obtaining good agreement. The 1D ODE model is then used to pro-

vide an injection condition for a coarse grid LES of a turbulent jet described in

Chapter 6.
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Chapter 6

Hybrid ODE-LES Approach

Applied to a Turbulent Round Jet

6.1 Introduction

We follow the approach used in Chapter 4 that couples population dynam-

ics equations with Eulerian LES for both the continuous and dispersed phases

(population densities of droplets of various sizes). Using the hybrid approach

developed in Chapter 5 we specify a realistic inlet size distribution for droplets

injected at the centerline of a coarse LES. As shown schematically in Figure 5.1

(in Chapter 5) the LES starts some distance downstream of the experimental

nozzle, where the initial jet has spread sufficiently so that it can be resolved

by the coarse LES mesh. We present simulations for two droplet Weber num-
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Figure 6.1: (a) Sketch of the simulation setup. Volume rendering of the instanta-
neous 14 µm diameter droplet concentration with the 1000 µm droplets visualized as
dots placed randomly with density proportional to its concentration field. (b) Inlet
distribution, ni (number of droplets per m3 of fluid) for LES determined by the one-
dimensional model,

bers and examine the role of changing Weber number on the evolution of the

droplet size distribution. In the following sections, we first describe the simula-

tion setup in section 6.2 and then present results, including comparisons with

experimental data in section 6.3. Conclusions are presented in section 6.4. The

content in this chapter can be found in in Aiyer and Meneveau 2.

6.2 Simulation Setup

A sketch of the simulation domain is shown in Figure 6.1. We simulate a

turbulent jet aiming to reproduce the experiments of Brandvik et al. 11, specif-
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No. We =
2ρc〈ε〉2/3d5/320

σ
σ(mN m−1) win (m/s) Dsim (mm) DJ (mm)

SIM 1 410 15.5 7 6 3
SIM 2 820 7.75 7 6 3

Table 6.1: Simulation parameters.

ically the case with nozzle diameter DJ = 3 mm and flow rate Q0 = 5 L/min.

This particular case, due to the larger nozzle diameter, allows us to use a rela-

tively coarse mesh for the LES, while at the same time resolving a significant

portion of the breakup. For instance, the case with DJ = 1.5 mm discussed

in Chapter 5 would require us to have double the resolution in the horizontal

directions in order to simulate the breakup dominated zone in LES. The exper-

imental setup and measurement techniques have been described in Chapter 5.

We use a hybrid approach where a population balance model is used to provide

the drop concentration injection rates at each size (qi) as inlet condition (Figure

6.1b), and the subsequent secondary breakup and evolution of the oil droplets

is simulated using LES. As shown in Figure 6.1, the simulations are carried in

a rectangular box of size (Lx, Ly, Lz) = (1, 1, 2.5) m. The experimental nozzle

exit is chosen as the origin in the vertical direction. The simulated jet starts

at a distance of z = 10 DJ from the origin. The simulations use a grid with

Nx ×Ny ×Nz = 288× 288× 384 points for spatial discretization, and a timestep

∆t = 6×10−5 s for time integration. The resolution in the horizontal directions,

∆x = ∆y = 3.47 mm is set to ensure that at the location where the LES begins
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to resolve the jet (the ‘simulated inlet’, see below), we have at least 3 points

across the jet. In the vertical direction we use a grid spacing of ∆z = 6.5 mm

enabling us to capture a domain height 2.5 times the horizontal domain size.

The injected jet is modelled in the LES using a locally applied vertically

upward pointing body force following the procedure outlined in Chapter 3, since

at the LES resolution used in the simulation it is not possible to resolve the

small-scale features of the injection nozzle. The resulting injection velocity is

controlled by the strength of the imposed body force F̃ applied such that the

resulting centerline velocity in the LES matches the mean centerline velocity

expected for the experiment at a distance z = 10 DJ from the experimental

nozzle as shown in Figure 5.3a.

The droplet number density fields are initialized to zero everywhere. In or-

der to avoid additional transient effects, the concentration equations are solved

only after a time at which the jet in the velocity field has reached near the top

boundary to allow the flow to be established. Based on the inlet distribution

calculated in Chapter 5 oil droplets are injected as follows: The number density

transport contains a source term, q̃i on the RHS of equation (3.6) that repre-

sents injection of droplets of a particular size. The source term is calculated

based on equation (5.17) for each bin size as:

q̃i =
γzγxy

∆x∆y∆z

4πα2z2
inw0(zin)ni(zin)(2α2)

(2ScT + 1)
, (6.1)

118



CHAPTER 6. DROPLETS IN A TURBULENT ROUND JET

where w0(zin), ni(zin) are the inlet velocity and concentration determined in

§5.2.3 at zin = 10 DJ . This ensures that the total injected concentration flux

at the inlet
∑

i q̃iVi is equal to the source flux, Q0 = 5 L/min from Brand-

vik et al. 11. The source is centered at (xc, yc, zc) = (0.5 m, 0.5 m, 10 DJ )

and distributed over two grid points in the z direction with weights γz = 0.7

and γz = 0.3 at zc and zc + ∆z respectively and over three grid points in the

horizontal directions with weights γxy = 0.292 at (xc, yc) and γxy = 0.177 at

(xc ± ∆x, yc ± ∆y). In order to study the effects of changing Weber number

on the concentration distribution, we perform a second simulation halving the

surface tension of the oil, and thus doubling the Weber number. The physical

properties of the oil and the simulation parameters are given in Tables 5.1 and

6.1.

6.3 Results

6.3.1 Jet Velocity and Total Concentration Field

Statistics of the velocity and concentration fields are shown using a cylin-

drical coordinate system with z being the axial coordinate, and supplement the

time averaging with additional averaging over the angular θ direction. The

LES averaged quantities will be denoted by angluar brackets while the aver-
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Figure 6.2: a Averaged axial velocity profiles as function of normalized radial dis-
tance, b Averaged concentration profiles at z/DJ = 135 ( ), z/DJ = 168 ( ), z/DJ = 211
( ) and z/DJ = 243 (B) as a function of self similarity variable r/r1/2. The dashed line
( ) denotes the DNS data64 and the solid line ( ) represents the analytical constant
eddy-viscosity solution.

aged quantities from the 1D ODE model will be denoted by an overbar.

We document the radial distribution of velocity and concentration at differ-

ent downstream locations, in Figure 6.2. The velocity profiles shown in Figure

6.2a show approximate collapse on self similar behavior when normalized by

the centerline value and plotted as a function of r/r1/2, the radial coordinate

scaled by the jet half-width. Additionally it shows good agreement with the
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constant eddy-viscosity similarity solution defined in equation (5.6) in the cen-

tral part of the jet, whereas it falls below the constant eddy viscosity solution

at larger r values, a behavior typically ascribed to the decreasing eddy viscosity

in the outer parts of the jet80. The DNS result from Lubbers et al. 64, shown as

the black dashed lines, agrees well with LES data also in the outer portions of

the jet. The radial profiles of the total oil concentration normalized by the cen-

terline value at various downstream locations is shown in 6.2b. Similar to the

velocity profiles, the total concentration appears to be self similar when plotted

as a function of r/r1/2. Additionally, we plot the concentration profile derived

from the constant eddy-diffusivity hypothesis, defined in equation (5.10) with

a Schmidt number, ScT = 0.7 as the solid black line. We see that the analytic

solution shows agreement with the simulation results near the centerline of

the jet, with discrepancies at r/r1/2 > 0.5. Conversely, the data is in excellent

agreement with the DNS data64 across the jet width.

The radial distribution of the concentration fluctuations root-mean-square

(r.m.s.) normalized by the mean centerline concentration is shown in Figure

6.3. As observed in prior simulations64, the concentration fluctuation r.m.s.

shows an off-axis peak and in general shows good agreement with the DNS

results of Lubbers et al. 64.
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Figure 6.3: Radial distributions of concentration fluctuation root-mean-square at
z/DJ = 135 ( ), z/DJ = 168 ( ), z/DJ = 211 ( ) and z/DJ = 243 (B)), normalized by
centerline mean concentration, as a function of r/r1/2.

(a) d = 3000 µm (b) d = 730 µm (c) d = 134 µm (d) d = 18 µm

Figure 6.4: Instantaneous snapshots of concentration fields at the midplane of the
jet plotted in logarithmic scale for different droplet sizes. The domain has been cropped
at z/DJ = 500 for visualization purposes.
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Figure 6.5: Evolution of Sauter mean diameter, D32 as a function of downstream
distance from the nozzle for SIM 1 ( ) and SIM 2 ( ). The D32 curves from the ODE
model for both cases are depicted by a solid line.

6.3.2 Droplet Size Distribution

Figure 6.4 shows contour plots of instantaneous number density in logarith-

mic scale (log10(ñi)) for four representative droplet sizes on the mid y-plane as

a function of x and z. The concentration of the largest droplet size is in Figure

6.4a and the smallest in Figure 6.4d. We can see that far away from the nozzle

the concentration of the largest size has decreased significantly due to breakup

into the smaller droplet sizes. High concentrations for the smaller sizes can be

seen to occur already in the near nozzle region due to the high dissipation rate

that causes rapid droplet breakup there.

The Sauter mean diameter, (D32) is often used to quantify the size distribu-

tion by defining a characteristic diameter for a polydisperse distribution. It is

defined as the volume to surface area ratio of the distribution and is calculated
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from LES results using

D32 =

〈∑
i ñid

3
i∑

i ñid
2
i

〉
. (6.2)

The Sauter mean diameter is calculated locally and at every time step using

the instantaneous LES concentration and then averaged in time and polar di-

rection θ. We plot the average D32 for the two simulations as a function of

downstream distance in Figure 6.5. The solid lines depict the results from

the 1D ODE model. We see good agreement between the mean diameter cal-

culated by the model and LES. Increasing Weber number reduces the overall

mean diameter due to increased breakup frequency of the larger droplets in

the near nozzle region. This reduction in mean diameter is reproduced to sim-

ilar degrees in the LES results and the 1D ODE model. We can see from 6.5

that there is no significant change in the centerline mean diameter beyond

z = 100 DJ . This suggests that beyond this downstream position, no significant

droplet breakup occurs. It is therefore sufficient to compare the results from

the LES with that of the ODE model at z/DJ = 333 corresponding to a distance

of z = 1 m from the experimental nozzle. This allows us to save computational

cost in the LES by limiting the analysis region only up to z/DJ = 333. We re-

call that the 1D ODE model has been validated with the experimental data at

z/DJ = 666 (z = 2 m) in Figure 5.2b and showed very good agreement.

The LES number concentration fields are averaged in time and the droplet

size distribution 〈n∗〉, is calculated using equation (5.20) by normalizing the
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number concentration by the bin width. Figure 6.6 compares the size distribu-

tion at the centerline at z/DJ = 333 to the size distribution obtained from the

1D ODE model at the same location. We can see that the LES and the 1D ODE

model provide very consistent predictions of the size distribution at the cen-

terline. The error bars provide additional information regarding the turbulent

fluctuations of 〈n∗〉: they are calculated using the root-mean-square (r.m.s) of

the concentration for each droplet size at the centerline. Beyond z/DJ = 333 the

evolution of each of the bins concentration is affected only by transport and not

by breakup. This allows us to carry out an additional validation step by using

equation (5.15) with Sb,i = 0 to calculate the thus extrapolated LES size dis-

tribution at z/DJ = 666. The resulting distribution from the extrapolated LES

is compared with the experimental measurements in Figure 6.6 (blue squares

compared to red dashed line), with excellent agreement.

The size distribution for the case with increased Weber number is shown

in Figure 6.6b. We can see that due to increased breakup of the larger sized

droplets, the number density of the smaller-diameter bins is larger, and the

distribution has a higher slope throughout. This effect is also observed in

experiments when dispersant is premixed with oil11;120;72;60. This shift of the

concentration towards the smaller scales results in the lower Sauter mean di-

ameter observed in Figure 6.5 for SIM 2.

LES allows us to analyze the evolution of the droplet plumes for each droplet
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Figure 6.6: (a) Comparison of centerline droplet size distribution from experimental
data ( , right axis) at z/DJ = 666 with extended LES results (also right axis, ).
The latter is obtained by solving Eq. (5.15) using the LES data as inlet condition at
z/DJ = 333 (left axis) as initial condition (these LES data at z/DJ = 333 are shown
by the top line). Error bars display the r.m.s. at z/DJ = 333 due to turbulence.
The 1D ODE model applied between z/DJ = 2 to 333 is depicted by ( , left axis). (b)
Comparison of droplet size distribution from SIM 2 ( ) with 1D ODE model ( ) and
SIM 1 size distribution ( ) at z/DJ = 333.
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Figure 6.7: Decay of centerline concentration of different droplet sizes as a function
of downstream distance from the nozzle. The symbols represent the LES evolution and
the corresponding color coded dashed lines are the results from the 1D ODE model
model for (a) SIM 1 and (b) SIM 2. The symbols are d = 14 µm ( ), d = 100 µm ( ),
d = 550 µm ( ) and d = 3 mm (B). The total concentration from SIM 1 and SIM 2 is
represented by the black dashed line.
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Figure 6.8: Evolution of the inverse centerline concentration for SIM 1(open sym-
bols) and SIM 2 (closed symbols). The symbols are d = 14 µm ( ), d = 100 µm ( ),
d = 550 µm ( ) and d = 3 mm (B).

size. The effects of breakup are clearly visible in Figure 6.7. For the largest

droplet size, d = 3 mm we can see a rapid decay in the breakup dominated

zone, approximately z < 50 DJ after which the change in concentration is

primarily transport dominated. The change of initial slope and shape of the

profiles among different droplet sizes is non-monotonic. The smallest droplets,

of size d = 14 µm do not break down further and its bin acts as a sink for all

the other sizes, resulting in a concentration profile that appears smoother and

more monotonic than the other bins’ mean concentration. The effect of increas-

ing Weber number is to increase the rate of breakup of the larger droplets due

to the reduction in surface tension, leading to the increase in concentration of

the smaller droplet sizes as can be seen from Figure 6.7b. Intermediate sized

droplets behave as both a source, breaking up into smaller droplets and a sink,
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where larger droplets break up into the intermediate ones. This trend can be

observed from the profile of the d = 550 µm droplet in Figure 6.7b that shows a

peak near the nozzle followed by a decay of concentration. The profiles of the

total concentration (summed over all bins), c̃0(z) for both the simulations are

shown in Figure 6.7 as dashed lines. As expected, we confirm that the evolution

of the total concentration is fairly insensitive to Weber number.

Figure 6.8 depicts the downstream evolution of the inverse of the centerline

concentration for SIM 1 (open symbols) and SIM 2 (filled symbols) for different

droplet sizes. The slope of the growth of the inverse concentration is size de-

pendent, with a maximum slope for the largest droplet size, due to their rapid

breakup. We can see that the change in slope for the different droplet sizes

is non-monotonic, with the concentration of the d = 550 µm droplet decaying

faster than the d = 100 µm droplet concentration. Increasing Weber number

results in a shallower slope for the smaller sizes as can be seen from the solid

symbols. Conversely for the larger sizes (primarily acting as sinks), the growth

of the inverse concentration is more rapid due to the increased breakup fre-

quency.

6.3.3 Temporal Variability of Size Distribution

As discussed earlier, LES allows us to calculate the variability of the droplet

size distribution that averaged integral models or RANS cannot obtain. We
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Figure 6.9: The top panel depicts the radial distribution of the averaged Sauter
mean diameter, D32 normalized by its centerline value while the bottom panel depicts
the normalized standard deviation at z/DJ = 135 ( ), z/DJ = 168m ( ), z/DJ = 211
( ), z/DJ = 243 ( ) for (a) SIM 1 and (b) SIM 2.

proceed to quantify the radial distributions of the mean and standard devia-

tions of practically relevant quantities such as the Sauter mean diameter, the

total surface area and the inverse droplet breakup time-scale.

We begin by examining the radial distribution of the mean diameter defined

in equation (6.2) normalized by its centerline value at different downstream lo-

cations in Figure 6.9. The mean diameter exhibits a weak decay with radial

distance, with the centerline value decreasing by 20% at r/r1/2 = 1.75. The

standard deviation of the Sauter mean diameter, normalized by the mean di-

ameter at the centerline, is relatively low near the center (around 10%) but

increases with radial distance towards the edge of the jet. We observe a maxi-

mum variability for the location farthest downstream from the nozzle. The in-

creased variability at the edge of the jet can be attributed to the entrainment of
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Figure 6.10: The top panel depicts the radial distribution of the averaged total sur-
face area, Ã normalized by its centerline value while the bottom panel depicts the
normalized standard deviation at z/DJ = 135 ( ), z/DJ = 168m ( ), z/DJ = 211
( ), z/DJ = 243 ( ) for (a) SIM 1 and (b) SIM 2..

fluid at the edges that results in increased dilution of concentration. Increased

variability in D32 means that the size distribution displays changes as function

of time at a particular location. Increasing Weber number has minimal effect

on the radial profiles of the normalized mean diameter. The variability is un-

changed near the centerline of the jet but is slightly reduced towards the edge

downstream of the nozzle.

Next, we examine the total surface area of the oil-water interface per unit

volume of fluid, defined as:

Ã(x, t) =
∑
i

ñi(x, t) πd
2
i (6.3)

This quantity is critical in determining reaction rates for processes that occur

at the surface of the droplet. The radial profiles of the total area closely follow
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Figure 6.11: Evolution of the inverse breakup time scale with downstream distance
for (a) SIM 1 and (b) SIM 2. The lines are d = 14 µm ( ), d = 100 µm ( ), d = 550 µm
( ) and d = 2261 µm ( ) and d = 3000 µm ( ).

those of the mean concentration, and exhibit a reasonable collapse when plot-

ted against the self similar co-ordinate. Interestingly, the temporal variability

as quantified by means of the r.m.s. of Ã exhibits the opposite trend as com-

pared to the Sauter mean diameter variability. There is maximum variation

about the mean total area at about r/r1/2 ∼ 0.6, which subsequently decays

towards the edges. The shape of the profiles is similar to the concentration

variance shown in Figure 6.3. We see that the normalized profiles for the mean

and standard deviation are relatively unchanged with changing Weber number.

Such information expands on that provided by reduced or RANS type models,

that are capable of quantifying only the mean of these quantities.

The breakup source term S̃b,i normalized by the droplet concentration ñi
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Figure 6.12: The top panel depicts the radial distribution of the averaged inverse
breakup timescale, t̃i = S̃b,i/ñi normalized by its centerline value while the bottom
panel depicts the normalized standard deviation for (a) SIM 1 and (b) SIM 2.The lines
are d = 14 µm ( ), d = 100 µm ( ), d = 550 µm ( ) and d = 3000 µm ( ) at
z/DJ = 70.

provides quantification of the inverse timescale for the breakup :

f̃i =

〈
S̃b,i
ñi

〉
. (6.4)

This ratio can be interpreted as an inverse time-scale for droplet breakup to

appreciably change the concentration of a particular size. Figure 6.11 depicts

the near nozzle evolution of five representative droplet sizes as a function of

distance from the nozzle. We can see that the values are high near the nozzle

exit where the breakup is rapid. The negative sign denotes that the d = 3 mm

and d = 2261 µm droplets, on average, act as sources for the smaller ones. A

value of f̃ = −60 at the centerline means that it takes 1/60 of a second for the

local breakup to appreciably change the concentration of that droplet size. The
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values of the inverse timescale are also non monotonic with respect to droplet

size. For instance, the time-scale for d = 100 µm droplet size is more rapid than

the d = 14 µm droplet size. We can see that the inverse time scale increases

for SIM 2 indicating that at larger Weber number the concentration changes

more quickly, on a shorter time-scale. The radial profiles for the mean inverse

time scale and its variability at z/DJ = 70 are shown in Figure 6.12. From the

top panel of Figure 6.12a we observe that the breakup is most rapid slightly

off centre of the jet and then decays towards the edge of the jet. We can see

that there is a high variability across the jet width, reflecting the underlying

intermittency of the turbulent flow. Although an increase in Weber number

results in a higher inverse breakup time-scale, the normalized radial profiles

of the mean and variance appear relatively unchanged.

This variability analysis from LES can be used as a tool to determine inher-

ent fluctuations due to turbulence in measured quantities characterizing the

droplet size distribution. Droplet Weber number, although having a significant

effect on the average distribution of various quantities, leaves the normalized

radial profiles of the mean and standard deviations relatively unchanged.
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6.4 Conclusions

We perform two simulations with distinct Weber numbers to study surface

tension effects on the evolution of the droplet size distributions. The axial pro-

files of the individual droplet fields show interesting differences in the breakup

dominated zone, exhibiting a size dependent decay rate. The radial profiles for

the velocity and total concentration are, to a good approximation, self-similar

and show good agreement with DNS results. We observe an off-axis peak for

the total variance, similar to that observed in the evolution of a passive scalar.

The droplet size distribution from the LES showed excellent agreement with

both experimental data and the 1D ODE model discussed in Chapter 5. Addi-

tionally, LES is able to quantify new properties of the size distribution gener-

ated due to the inherent variability of turbulence. We quantify the radial pro-

files of the mean and variance of the characteristic diameter, total area avail-

able for surface reactions, and the normalized breakup source terms. In accor-

dance with numerous experiments, we observe that the Sauter mean diame-

ter, defined as the volume to surface area ratio of the distribution, decreases

with increasing Weber number. This can be attributed to increased breakup

of larger droplets resulting in a steeper slope in the small-scale size range of

the droplet size distribution. Although demonstrating a significant effect on

the averaged droplet size distribution, the Weber number has minimal effect
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on the radial profiles of the normalized standard deviations of key quantities.
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Chapter 7

Size Based Differential Droplet

Dispersion

In the last chapter, we showed that the axial decay of the individual concen-

tration plumes were size dependent. While the total concentration field showed

a self-similar collapse when plotted as a function of r/r1/2, we noticed that the

radial profiles of the different droplet plumes exhibited different widths (see

7.1). This effect was suspected to be caused by the particle trajectory crossing

effect, that occurs due to the finite particle rise velocity.

We briefly review the trajectory crossing effect, proposed by Csanady 24, in

section 7.1. We further discuss the effect of trajectory crossing on the turbulent

diffusion coefficients of different droplet sizes. Using the theory developed by

Csanady 24 we quantify the effect of trajectory crossing on the profiles of droplet
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concentration and compare it to simulation results in a turbulent jet in section

7.2. Conclusions are presented in section 7.3.

7.1 Particle Trajectory Crossing Effect

Particle motion is governed by an interplay of the turbulent flow field, in-

ertial and buoyancy effects. When particle trajectories under the influence of

gravity cross the trajectories of fluid elements, the particles are transported

from one region of a highly correlated flow (e.g. an eddy) to another region (or

another eddy). Heavy particles, owing to their finite free fall (or rise) velocity

can move from one eddy to another faster than the average eddy decay rate116.

This results in particles losing their velocity correlation more rapidly than fluid

elements. As the particle correlation time is directly related to the dispersion

coefficient102, their dispersion is also reduced. The dispersion of light (smaller)

particles however, is predominantly controlled by the turbulent flow field.

Taylor 102 derived the well known equation for the fluid dispersion coeffi-

cient (Df,ij) in a stationary homogeneous turbulent flow in terms of the La-

grangian velocity w′i(t)

Df,ij(t) = w′2
∫ t

0

Rij(s)ds, (7.1)

where w′2 is the turbulent r.m.s velocity and Rij(s) is the Lagrangian fluid-

velocity autocorrelation function given by,
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Rij(s) =
w′i(t)w

′
j(t+ s)

w′2
. (7.2)

The indices i, j = 1, 2, 3 represent the coordinate directions. Csanady 24 ex-

tended the theory of dispersion of fluid points proposed by Taylor 102 to parti-

cles. He reasoned that particles moving rapidly across the fluid will experience

the fluid’s Eulerian rather than Lagrangian velocity correlation function. The

effect of the rise (or drift) velocity can then be obtained by substituting the

Eulerian correlation function into Taylor’s relation (equation (7.1)). By consid-

ering the most probable shape of the correlation isoclines for the Lagrangian

and Eulerian correlation coefficients he was able to construct two relations for

the particle dispersion coefficients parallel to (longitudinal) and normal to (lat-

eral) the direction of the rise velocity :

Di,L

Df,L

=

(
1 +

Cw2
r,i

w′2

)−1/2

, (7.3)

Di,T

Df,T

=

(
1 +

4Cw2
r,i

w′2

)−1/2

, (7.4)

where Di,L, Df,L, Di,T , Df,T are the longitudinal and transverse particle and

fluid dispersion coefficients, wr,i is the particle rise velocity (in the vertical di-

rection), C = w′TL/LE relates the Lagrangian timescale TL to the Eulerian

length scale LE and w′ is the axial turbulent fluctuation velocity (in the direc-
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Figure 7.1: Normalized radial concentration profiles for different droplet sizes at
z/DJ = 160. The symbols are d = 14 µm ( ), d = 236 µm ( ), d = 730 µm ( ) and
d = 3 mm (B).

tion of the rise velocity). We shall use equation (7.3) to quantify the effect of

trajectory crossing in the next section.

7.2 Results

We use the simulation setup and parameters presented in Chapter 6. We

plot the concentration profiles as a function of radial distance for the different

droplet plumes in Figure 7.1. The width of the profile of the largest droplet

size (d = 3000µm) is much narrower than the smaller droplet sizes. The width

is clearly size dependent with the larger droplet plumes being narrower.
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The half-width of the concentration profile can be defined similarly to the

velocity profile as :

〈c̃i(z, r1/2,i(z), 0)〉 =
1

2
〈c̃0,i(z)〉, (7.5)

where ci is the concentration of oil in the ith bin and r1/2,i is the half width of

the concentration of a droplet with diameter di. The growth of the half width

of the concentration is linear similar to the velocity field. We can obtain the

growth rate Si by finding the slope of the line fit through the half-width data.

We can see from Figure 7.2 that this growth rate is size dependent, with the

larger droplet sizes having a much reduced growth rate. The smaller droplet

sizes tend to follow the fluid whereas the dispersion of the larger droplet sizes

seem to be modified. This is due to the trajectory crossing effect described in

section 7.1. We can calculate the reduction in the transverse particle diffusion

coefficient, compared to the fluid using equation (7.3).

We plot the axial evolution of ratio of the transverse diffusion coefficient

defined in equation (7.3) in Figure 7.3. The rise velocity of the droplet has been

previously defined in equation (2.22) and we use the axial turbulent velocity

from the LES. We can see that the ratio is near unity for the smaller droplets

(d = 14 µm and d = 236 µm), whereas for the larger droplet sizes the dispersion

coefficient is suppressed due to trajectory crossing effects.

In Chapter 5 we derived a similarity solution for the concentration :
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Figure 7.2: (a) Evolution of concentration half width as a function of downstream
distance from the nozzle. The symbols are d = 14 µm ( ), d = 236 µm ( ), d = 730 µm
( ) and d = 3 mm (B), (b) Spread rate of different droplet plumes as a function of
diameter.
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Figure 7.3: Ratio of transverse particle to fluid dispersion coefficient calculated using
equation (7.3). The symbols are d = 14 µm ( ), d = 236 µm ( ), d = 730 µm ( ) and
d = 3 mm (B).
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c(r, z) =
c0(z)

(1 + α2η2)2ScT
, (7.6)

where α2 = (
√

2−1)/S2, ScT is the turbulent Schmidt number and η = r/z is

the similarity variable. One can account for the effect of trajectory crossing in

the model by allowing the turbulent Schmidt number to be size dependent. The

turbulent Schmidt number is defined as the ratio of the diffusion coefficients of

the fluid to that of the particle.

ScT (z, di) = Df,T/Di,T (7.7)

We can calculate the average of equation (7.3) along axial distance in order

to obtain a size dependent Schmidt number 〈ScT (di)〉z. Substituting r = r1/2,i

or η = Sd,i, ci(r, z)/c0,i(z) = 0.5 in equation (7.6) we can the modified spread rate

as:

0.5 =
1(

1 + S2
d,i

)2〈ScT (di)〉z
, (7.8)

Simplifying equation (7.8) to solve for the growth rate we obtain:

S2
d,i =

1

α2

[
exp

(
0.5 log 2

〈ScT (di)〉z

)
− 1

]
. (7.9)

The spread rate calculated using the modified Schmidt number and the de-
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Figure 7.4: Spread rate calculated using LES concentration field ( ) and using mod-
ified Schmidt number ( ) defined by equation (7.3).

rived similarity profile can be validated with that calculated directly from the

concentration profiles of the various droplet plumes. We can see from Figure

7.4 that the modified Schmidt number approach accurately predicts the spread

rate of the individual droplet plumes.

7.3 Conclusions

The radial profiles of droplet concentrations are size dependent, with larger

droplet diameter plumes having a narrower width. We hypothesize this effect

to be due to particle trajectory crossing that occurs due to the finite rise veloc-

ity of the particle. We observe that the dispersion of larger droplets, d > 300µm

is suppressed due to trajectory crossing effects resulting in narrower concen-
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tration profiles for the larger droplet sizes. This effect can be modelled in a

turbulent jet by allowing the Schmidt number in the concentration similarity

solution to be size dependent. To our knowledge this is the first time the tra-

jectory crossing effect was shown in an Eulerian-Eulerian simulation with the

fast Eulerian method.
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Chapter 8

Summary and Future Work

Studying the evolution of polydisperse turbulent flow systems is a challeng-

ing task that requires an understanding of complex mechanisms governing par-

ticle behaviour. Numerous factors affect particle dynamics such as dispersed

phase volume fraction, particle shape, breakup and coalescence. Resolving

the dynamics of each particle using Direct Numerical Simulations (DNS) for

large systems with many particles in practical applications is computationally

intractable, and a modelling approach is needed. This thesis works towards

building such an approach, by developing a large eddy simulation model cou-

pled with population balance equations including the effects of droplet breakup

to study the evolution of polydisperse droplets in turbulent flows.

There have been a large number of models developed over the years to study

droplet breakup in a turbulent system. However, there is a lack of a consistent
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framework in developing models valid for the entire spectrum of turbulence.

As existing models use scalings only valid for the inertial range, they are un-

able to model viscous-range droplets accurately and rely on adjustable model

constants that needed to be fit to experimental data often resulting in system

dependent parameters. In Chapter 2 we develop a droplet breakup model con-

sistently incorporating the viscous range of turbulence. We use an eddy-droplet

collision model based on the kinetic theory of gases. The eddy-droplet fluctu-

ation velocity is modeled using a second order structure function formulated

in physical space, incorporating the viscous and inertial range of turbulence.

The model only has one dimensionless constant that is fit using a single ex-

periment of breakup of droplets following a plunging breaker impinging on an

oil slick. The breakup model is further validated using an experiment with

different turbulence properties to test its robustness.

Chapter 3 presents the Large-eddy simulation equations for the velocity

and concentration fields. Coupling LES with population balance equations in

an Eulerian framework is computationally efficient, while at the same time

achieving high modelling accuracy. The LES-PBE model is used in Chapter 4

to study a crude oil jet in crossflow as a surrogate oil spill model. The model ef-

fectively predicts the averaged droplet size distribution and shows good agree-

ment with experimental data. Additionally LES allow us to study the vari-

ability of key quantities related to the size distribution that arises due to the
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underlying intermittency and variability of the turbulence. We find that the

probability distribution functions of key quantities such as the mean diame-

ter and the total water/oil interfacial area is non-Gaussian with high variation

with respect to the mean at different plume locations.

Multiphase jet flows are characterized by a large separation of scales rang-

ing from a few hundred microns (droplet scale), to the order of millimeters

(nozzle scale), and up to meters (jet far field or plume). In Chapter 5 we de-

velop a hybrid ODE-LES approach, where the near nozzle region of the jet is

replaced by a 1D population dynamics model including breakup due to turbu-

lence at scales smaller than what can be resolved by the coarse LES. In Chap-

ter 6 we present two simulations of polydisperse oil droplets injected at the

centerline of a turbulent jet at two distinct Weber numbers. We compare the

droplet size distributions to experiments and obtain good agreement. Droplet

breakup modifies the rate of decay of the axial concentration in the near nozzle

region and the subsequent downsteam evolution of the centerline concentra-

tion of the individual droplet plumes depends on size and Weber number. We

quantify the radial profiles of the mean and variance of key quantities of the

size distribution. We find that although the Weber number has an effect on the

Sauter mean diameter and the total interfacial area, the normalized profiles

for the variability remain unchanged. In Chapter 7 we find that the dispersion

coefficient of droplets is size dependent, with the horizontal dispersion of the
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larger droplets being suppressed due to trajectory crossing effects. We model

this effect by considering a size dependent Schmidt number for the similarity

solution of the concentration field.

The results demonstrate that developing a breakup model by incorporat-

ing the entire spectrum of turbulence reduces the number of model constants

required and can be used to model breakup of droplets in the viscous range

of turbulence. The LES model is effective in simulating polydisperse disper-

sions with good accuracy (with as few as 15 bins), thereby saving on the high

computational cost associated with Lagrangian methods. The suppression of

transverse diffusion due to trajectory crossing effects was captured in the Eu-

lerian description without any explicit modelling for the dispersion coefficient.

Through this study we demonstrated that large-eddy simulations coupled with

population balance equation is an effective tool to model polydisperse droplets

in a turbulent flow.

8.1 Directions for Future Work

While this thesis presents progress in modelling polydisperse turbulent sys-

tems using large-eddy simulations, additional complexities can be incorporated

to increase the scope and generality of the model. Followup studies are re-

quired to explore in more detail various relevant aspects such as the effects
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of different breakup probability models (β(di, dj)), the effects of changing grid

resolution in LES, the possible effects of various subgrid-scale models for the

momentum and scalar fluxes, and other possible extensions such as combining

with Lagrangian models for the subgrid-scale velocity gradient fluctuations43.

An important question that needs to be addressed is the scaling followed

by the droplet size distribution in different size regimes. A common demar-

cation for the droplet size spectrum used in the literature is the Hinze scale,

determined by the balance of inertial and capillary forces. In the context of

bubble breakup under breaking waves, it has been shown through dimensional

analysis that the number density for bubbles larger than the Hinze scale is pro-

portional to d−10/3, where d is the size of the bubble. The scaling for sub-Hinze

scale droplets is still shrouded in some ambiguity. The daughter probability

distribution function important is important in determining the final shape of

the distribution especially for sub-Hinze scale droplets. There have been re-

cent efforts to develop a probability model informed by experimental data82 for

bubble breakup. In general, the size spectrum for droplets and bubbles can

be different and needs to be studied using a generalized framework that can

capture different effects.

In the droplet breakup frequency model developed in Chapter 2, there is

scope for improvement by using better models for the number of eddies and us-

ing a smooth cut-off for the largest eddy contributing to the breakup (instead
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of the sharp cut-off used here). The breakup frequency of chapter 2 grows as a

function of droplet size. This is supported through single droplet experiments

which found that the frequency of breakup grew monotonically with droplet

size44. However, for bubble breakup the opposite effect is observed for bubbles

larger than the Hinze scale where the breakup frequency scales as d−2/3. Con-

trolled experiments or single droplet/bubble simulations are needed in order to

address this issue.

To consider large volume fraction cases, droplet coalescence must be in-

cluded. This can be incorporated in the current framework by using a filtered

volume fraction, α̃ in the momentum and mass equations of the fluid. Coales-

cence kernels can be added as source terms to the concentration equation, with

the population balance equation solved either using a moving-pivot method or

a moment method. To relax the limitation on the Stokes number, one can re-

cast the equations into a two-fluid formulation where equations are solved for

the each droplet velocity.
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Appendix A

Empirical Modelling of the

Breakup Frequency Integral

In this section we discuss the fit for the integral in the equation for the

breakup frequency derived in Chapter 2

gf (Re,Oh,Γ) =

∫ 1

0

r−11/3
e (re + 1)2

(
1 +

(
reRe

γ2

)−2
)−1/3

Ω(Oh,Re,Γ; re)dre. (A.1)

As it would be computationally intensive to evaluate an integral at every grid

point for every timestep we develop an empirical form of the integral as a func-

tion of the two nondimensional parameters Re and Oh, for discrete values of

Γ. We begin by plotting the integral gf for a wide range of Reynolds Re and

Ohnesorge Oh numbers for a fixed value of Γ = 10.5. This is shown in figure
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A.1 as the symbols for different Oh numbers. The value of Γ is chosen based

on the physical properties of the oil in Murphy et al. 72. We can see that we

have a power law behaviour for higher Re with a sharp cutoff for the small Re.

The cut-off location is a function of the Ohnesorge (Oh) number. This suggests

that we could fit gf using two power laws to capture the two extremes. The fit

equation can be written as

G(Rei, Ohi) = axb + cxd − e, (A.2)

where G = log10(gf ), x = log10(Re), and a, b, c, d, e are functions of Oh. We use

Matlab’s curve fitting toolbox to carry out the fitting procedure. The toolbox

uses a Levenberg-Marquardt algorithm to provide the best fit for the data. We

find that the coefficient b can be fixed at b = 0.45. The other coefficients can be

expressed as functions of the Ohnesorge number using the following fits as a

function of y = Oh:

a(y) = a1 exp(−a2y) + a3 exp(−a4y)

b = 0.45

log10[−c(y)] =
c1y
−c2

1 + c3yc4

d(y) = − d1y
−d2

1 + d3y−d4

log10[e(y)] = e1 exp(−e2 log10(y + 1)) + e3 exp(−e4 log10(y + 1))

(A.3)
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Figure A.1: Scaled breakup frequency as a function of Reynolds number for different
Ohnesorge numbers. The fit is represented by the dashed lines whereas the numeri-
cally computed integral are the various symbols for Γ = 10.5.

The coefficients in (A.3) for the particular value of Γ chosen, are given in

table A.1 for Γ = 10.5 and in table A.2 for Γ = 5.45. The fit is valid for droplet

Reynolds number less than 104 and for 0.006 ≤ Oh ≤ 2. We numerically eval-

uate the integral in (A.1) and compare it with by evaluating the algebraic fit

from (A.3) in figure A.1 for four Oh numbers. The fit is plotted using the dashed

lines of different color, while the numerically evaluated integral is represented

by the symbols. We see that we have good agreement in the parameter range

considered.

We can use the same methodology for a different value of Γ. As an example,

we show in figure A.2 the fit for the breakup integral for Γ = 5.45, based on the

oil properties from Johansen et al. 42. We see that we can obtain a good fit for

different values of Γ. The coefficients for intermediate Γ values can be obtained
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Figure A.2: Scaled breakup frequency as a function of Reynolds number for different
Ohnesorge numbers. The fit is represented by the dashed lines whereas the numeri-
cally computed integral are the various symbols for Γ = 5.45.

Variable Coefficients
xk k = 1 k = 2 k = 3 k = 4

a 2.374 19.88 2.788 0.07416

c 1.41 0.245 5.178 0.83

d 5.313 0.4541 0.4981 0.4219

e 0.415 41.09 0.5088 0.4604

Table A.1: Γ = 10.5.

by interpolating the function G(Ohi, Rei) between the two cases. For example,

to obtain gf for Γ = 8 we first linearly interpolate G from Γ1 = 5.45 and Γ2 = 10.5

as,

G(Rei, Ohi; Γ) = G(Rei, Ohi; Γ1)+
G(Rei, Ohi; Γ2)−G(Rei, Ohi; Γ1)

Γ2 − Γ1

(Γ−Γ1) (A.4)
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Variable Coefficients
xk k = 1 k = 2 k = 3 k = 4

a 2.392 26.76 2.877 0.1244

c 0.5446 0.3776 12.67 1.462

d 4.172 0.5492 0.5079 0.4879

e 0.4113 55.94 0.5125 0.7182

Table A.2: Γ = 5.45.
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Figure A.3: Scaled breakup frequency as a function of droplet Reynolds number for
different Ohnesorge numbers. The fit is represented by the dashed lines computed by
interpolating between Γ1 = 5.45 and Γ2 = 10.5. The symbols represent the numerically
computed integral for Γ = 8.
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The integral can then be obtained as gf = 10G. The results from the interpola-

tion for Oh = 0.042, 0.09, 0.35 and 1 are shown in figure A.3. We see that even

with a simple linear interpolation we can obtain satisfactory results.

In order to quantify the speedup obtained by using the fits compared to the

integral, we can calculate the CPU time per simulation time step for each case.

We find that the LES with the fits is 60 times faster than an LES with the

breakup frequency calculated with the numerical integration of the integral at

every grid point and time step. This speedup is more pronounced when the grid

is refined. The fits are calculated using vectorized operations that are fast and

efficient even on fine grids. The integral on the other hand has to be evaluated

at every grid point as the integrand is a function of position.
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