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Abstract 
 

The response latency of neurons has been used to represent properties of 

acoustic stimuli. However, the latency also indicates the characteristic of 

neurons themselves. The role of the inferior colliculus (IC) is unclear, 

especially the external nucleus (ICX). Latency studies may provide a clue as 

to how neurons process stimuli. Single unit recordings of responses to tones 

in the central nucleus of the IC (ICC) and ICX were utilized. The 

dependence of latencies on the units tuning properties, tone frequencies, and 

attenuations were analyzed. In particular, we computed a weighted average 

latency across frequencies at a variety of sound levels and the first spike 

latency at neuron’s best frequency. Results showed that response latencies 

were shorter at higher sound levels in both the ICC and ICX. ICX neurons 

tend to have longer latencies than ICC neurons. Moreover, there was no 

discernable relationship between frequency selectivity and latency in ICX 

units.  
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Introduction 
	  

Listening is not only a valuable skill but also an active sensing and 

perceiving process. In normal hearing, the auditory system has to process the 

surrounding sounds. Our ears (peripheral) and brain (central) constitute our 

auditory system, by which we are able to detect, identify, localize, and 

discriminate sounds. For example, we can hear music from a car radio while 

the car’s engine is working. We can recognize the voice of a friend without 

seeing him/her. We can differentiate timbres of violin and cello in a 

symphony. We know our auditory system functions in challenging 

environments; we, nevertheless, know little about how the function is 

realized. 

 

From a complex sound, how does our auditory system extract acoustic 

properties such as pitch, loudness, and location, encode them by neural 

activities, preserve them within firing patterns, carry them along the 

pathways, integrate them at higher central system, and finally decipher them 

to describe a complete ‘auditory object’ for our understanding? Although, 
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after years of studies, researchers mapped out most of the pathways, there 

are many questions to which we have no clear answers yet. 

This chapter will briefly introduce the auditory system but particularly focus 

on the central system, the inferior colliculus and its temporal coding 

specifically.  

 

A sophisticated system 

The whole auditory system consists of the peripheral and central systems. 

The peripheral system, which mainly transduces sounds, comprises the ear 

and auditory nerve fibers (ANFs), while the central system, which processes 

the sound information, includes the subcortical nuclei and the auditory 

cortices. 

 

The first step of the peripheral processing occurs in the cochlea, representing 

sounds spectrotemporally. Each spatial location on the basilar membrane 

(BM) resonates most strongly to only one frequency (the best frequency) 

(Pickles, 2008: p41). These vibrations of the BM excite the ANFs by 

hyperpolarizing or depolarizing the hair cells. The base of the BM resonates 

most strongly at high frequencies and the apex at the low ones. This 
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tonotopy, a sequential mapping between space and the log of frequency, is 

maintained throughout the entire auditory system. (Pickles, 2008: p156). 

 

The cochlear nucleus (CN), the initial step in the central auditory system, 

projects to bilateral superior olive complex (SOC). In the SOC, information 

from both ears meets at the first time. The ascending projections from the 

CN are split into two streams. The ventral stream begins in the ventral CN, 

travels through the trapezoid body, SOC to the inferior colliculus (IC), 

whereas dorsal stream travels through the dorsal stria to IC or along inter-

mediate acoustic stria to lateral lemniscus and SOC (Pickles, 2008: p164). 

Two streams from there send to the medial geniculate body (MGB) and 

finally to the auditory cortex. 

 

Although two streams may use the same auditory cues, the ventral stream is 

involved more in the azimuth localization by identifying the interaural delay 

and intensity differences in MSO and LSO respectively (Pickles, 2008: p167) 

However, the dorsal stream engages more in the elementary sound 

identification, such as sustained noise or spectral notches and the 

localization in the vertical plane. (Pickles, 2008: p161).  
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Acoustic features, like frequency	  spectrum,	  temporal	  variation,	  and	  

localization, which are preliminarily analyzed by processing	  levels	  below	  

IC	  in	  the	  central	  auditory	  system	  will	  be	  subsequently	  integrated	  at	  

higher	  processing	  levels	  (usually	  IC,	  MGB,	  and	  cortex)	  to	  define	  an	  

auditory	  object.	  IC	  as	  a	  convergence	  and	  relay	  center	  plays	  a	  crucial	  role	  

in	  both	  ascending	  and	  descending	  pathways;	  MGB	  and	  auditory	  cortex	  

are	  considered	  as	  a	  functional	  unit	  because	  of	  the	  reciprocal	  

connectivity	  between	  them.	  The	  auditory	  cortex,	  as	  evident	  in	  numerous	  

studies,	  conducts	  stimulus-‐	  processing	  in	  a	  more	  direct	  way	  than	  just	  

the	  higher-‐level	  cognition.	  (Pickle,	  2008:	  p234). 

	  

In addition to the ascending pathway, the auditory system includes a 

descending pathway that backtracks from the cortex to the cochlea. Its 

overall effect is considered to be an inhibitory modification, which may be 

for selective attention (Maison et al, 2001; Huffman, 1990) and hearing 

protection (Pickles, 2008: p239, p251; Lyon 1990).  
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A principle hub- the inferior Colliculus 

The inferior colliculus, the rear pair of four dome-shaped lobes on the dorsal 

surface of the midbrain, is conventionally divided into three subdivisions: 

central nuclei (ICC), external nuclei (ICX), and dorsal nuclei (ICD) 

according to the morphology and architectures of the neurons (Pickles, 2008: 

p183).  

 

The IC is a key hub on the ascending and descending auditory pathways. On 

the ascending pathway, it is the primary convergence stage of two streams. 

The ventral stream (VCN, MSO, and LSO) mainly terminates in the ventral 

and lateral ICC, while the dorsal stream projects to the entire ICC in a more 

diffuse manner (Zook, 1987). These projections to the IC are both excitatory 

and inhibitory. Excitatory projections are from the contralateral CN, LSO, 

IC, ipsilateral MSO, NLL, and INLL, while inhibitory inputs are received 

from the bilateral DNLL as well as the ipsilateral LSO (Winer & Schreiner, 

2005: p282). Furthermore, information processed by the IC is sent to the 

MGB and the AC. Afferents from the ICC and the ICX send to the lateral 

ventral division of medial geniculate body (MGB) and ICX, respectively, yet 

projections from the ICD terminate in the dorsal devision of MGB. On the 

descending pathway, the ICX and the ICD are the main targets of separate 
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descending inputs from the MGB, AC, and its internal synaptic connection 

(Huffman, 1990). 

 

The IC is tonotopically organized: isofrequency laminae represent the 

(species dependent) frequency range. Best frequencies of the ICC iso-

frequency lamina increase from dorsal to ventral, but the tonotopy in the 

ICX and the ICD seem to be more diffuse and variable and are poorly 

understood. The ICX is where multisensory inputs connect. The ICD 

receives ascending inputs from the contralateral IC and descending inputs 

from the AC (Pickles 2008, p192). Neurons in the ICX and ICD are broadly 

tuned and easily adapted (Aitkin et al. 1975).  

 

The ICC is constituted by disc shaped cells arranged in laminae, stellate cells 

cut across laminae, and input fibers from lateral lemniscus run parallel to the 

laminae. Among all three subdivisions of the IC, the ICC is the best studied. 

Based on contralateral responses to tones, neurons in the ICC are classified 

into three groups: type V, O, and I, in terms of their excitatory and inhibitory 

response areas to a range of frequencies at different sound levels 

(Ramachandran et al., 1999). The units were characterized as type V, I, and 
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O, based on the response maps and rate level functions. Neurons excited by 

monaural tones presented to either ear and that had little inhibition in the 

response map were classified as type-V. Neurons whose responses to 

contralateral BF tones were excitatory at low levels but turned inhibitory at 

high sound levels were classified as type-O. Neurons that were excited at all 

contralateral BF tone levels and displayed clear sideband inhibition were 

classified as type-I. The stimulus level was chosen to be near the center of 

the dynamic range of the neuron under study. 

 

In addition, neurons in the ICC are also classified as EE, EI, and EO in terms 

of their contralateral and ipsilateral responses to the stimuli alone. Thus EE 

means excited by both ears, EI is inhibited by the ipsilateral and excited by 

the contralateral ear, and EO means excited by contralateral ear only. 

Furthermore, a third letter behind a slash characterizes the binaural 

interaction to the stimulus. F, S, and O represent facilitation, suppression, 

and no interaction, respectively.  For instance, EO/S indicates excitatory 

responses to the contralateral ear, no responses to the ipsilateral ear, and 

suppressed response to the contralateral ear when both ears are stimulated 

(Irvine, 1986). 
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Time matters- temporal code 

Speech, music, and even natural sounds have temporally varying 

characteristics; therefore, temporal information is important. For example, 

temporal information contributes to the linguistic contrast in speech, denotes 

the difference and separates the source of the natural sound, play a role in 

the pitch perception (Moore, 1989: p172). Furthermore, studies indicate that 

changes in the amplitude and frequency rather than their absolute value bear 

more information in the sound (Rosen 1992; Shannon et al. 1995; Smith et al. 

2002). Coherence of change among spectral components may help the 

auditory system to identify those components as originating from a single 

source. Low frequency modulations are important for speech perception and 

melody recognition, while higher frequency modulations contribute to pitch 

discrimination (Houtgast et al., 1973; Rosen, 1992).  

 

For both tones and amplitude modulations, two strategies are commonly 

used by neurons to extract temporal information: phase-lock and rate code. 

The phase locking, which means neurons are apt to fire at a certain phase of 

the stimulating waveform, occurs frequently at low processing levels and at 

low tone/ modulation frequencies (Pickles, 2008: p82).  
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Neurons in the midbrain and above show much less phase locking to 

periodicity than neurons in the brainstem, and the phase locking of neural 

responses reduces significantly at high frequencies. For example, ANFs 

strongly phase lock to the tonic waveform at frequencies below 2kHz, 

weakly phase-lock up to 5kHz (Recio-Spinoso et al. 2005). IC neurons in the 

cat are rarely phase lock to frequencies above 300Hz (Langner et al. 1988).  

 

Therefore, for amplitude modulation, neurons fire maximally to a particular 

envelope frequency but stochastically to a certain phase in a period instead 

to extract the temporal information of the stimuli (Langner 1983; Muller-

Preuss et al. 1994). In addition to that, IC neurons integrate the temporal 

information extracted by parallel streams in the peripheral system to help 

recognize frequency, discriminate pitch and so forth. For high tonic 

frequencies, neurons code the periodicity by mean firing rate.  

 

Latency (aka. reaction time) is a measure of time interval between stimulus 

onset and spike onset. Previous studies had been taken on rhesus macaques 

to investigate the factors that could affect latency. The latency of responses 

of single units to pure tones at their best frequencies were studied at different 
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levels of the central auditory system under two behavioral conditions, 

animal’s performance and non-performance. Results shown task 

performance has significant effects on the latency. Comparing to 

nonperformance, the latency of evoked discharge was increased in CN and 

SOC; however, an increase in stimulus-evoked excitability caused by 

performance doesn’t enhance the spontaneous rate in MGB and AC. Thus, a 

general enhancement of excitability in higher central auditory system cannot 

be attributed to the effects of performance (Ryan, 1984). 

 

Similar experiments had been conducted in macaques’ IC particularly to 

study the behavioral effect on single unit firing patterns. The study showed 

average initial latencies were increased in most IC units under behavioral 

task performance. However, different firing patterns were affected 

differently by the performance. Changes in initial latency rule out a 

stimulus-evoked, descending influence on the IC as a sole mediator of the 

effects of the performance. Above studies indicate that latency may be 

influenced by the attention.  
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At higher the auditory processing stage, the more complicated the firing 

patterns of neurons are more complicated. A big proportion of units in the 

ICC show onset, pauser, and sustained response types, and a small number 

of neurons are choppers (Pickles, 2008: p161). Various firing patterns 

indicate neurons’ receiving from other projecting nuclei, different time of 

arrival of inputs and different superposition of excitation and inhibition. The 

effect of attention on the response latency of the unit may be confined to 

specific portion of the units’ patterns as well (Tzounopoulos, 2009).  
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Motivation 
 

In comparison with units in the ICC, the understanding of ICX and ICD 

units is limited. What roles are they playing in temporal information coding? 

The response latency is one aspect of the electrophysiological properties of 

non-ICC units in IC, and maybe acoustic information is imbedded in it. 

Previous studies showed attention increases the average latency of units in 

nuclei in the central auditory system except for the AC (Ryan, 1977). Are 

there any other factors that alter the latency, and what is the difference in the 

average and first spike latency between ICC and non-ICC units. Will 

neuron’s firing pattern or physical locations affect their latencies? Is there 

any relationship between the latency and the frequency selectivity?  

 

These questions provide many perspectives to study the non-ICC units. This 

experiment is designed to tentatively answer some of above questions for 

knowing better about the function of non-ICC unit in acoustic single 

processing. 
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Methods 
 

This experiment used single-unit extracellular recording technique to study 

neurons in the IC. Neuronal activities in response to pure tones were 

recorded, analyzed, and compared between ICX and ICC to tell the 

differences in the latency, frequency selectivity, and their relationship. Data 

were recorded by Troy Rubin and Nishant Zachariah but analyzed separately. 

This method chapter provides a brief description of surgical procedure, 

recording procedure, and a detailed data analysis. All protocols were 

approved by the Institutional Animal Care and Use Committee (IACUC) at 

the Johns Hopkins University and were consistent with the guidelines issued 

by the National Institutes of Health. 

 

Subjects 

Two young adult male marmosets (about three-year old) were used in the 

electrophysiological test. Animals were trained to be able to sit quietly 3 

hours for recording.  
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Procedures 

Experiments were performed in a soundproof chamber (IAC Acoustics) with 

free-field sound presentation. The movement of the marmoset was restricted 

by a fixed head cap and a cylinder chair. A 1mm craniotomy was drilled 

through the skull to place the electrode into the IC. Once the craniotomy was 

made, the path was regularly sterilized and cleaned. At the end of use of a 

craniotomy, it would be sealed completely.  

 

A Tungsten microelectrode (A-M System, 5MΩ) held by a Kopf hydraulic 

Microdrive was progressively inserted into the IC dorsoventrally from the 

skull through its non-auditory cortex and thalamus. The electric signal was 

amplified 10,000-30,000 times using an AM systems amplifier (model 1800, 

AM Systems) and bandpass filtered between 400Hz to 5Hz using a Krohn 

Hite filter (model 3202). Individual neurons were isolated with the Schmitt 

trigger and sent to the computer for analysis. Spike times were digitized and 

recorded using a National Instruments digital interface board (model 

PCI6602). All data are based on clear signal neuron recordings. The best 

frequencies (BFs) of neurons were determined manually.  
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Typically, electrode entry into the auditory area was recognized by the onset 

of ‘multi-unit-hash’ in response to the white noise. The hash in the ICX and 

ICD was often tuned poorly, adapted rapidly, or exhibited marked offset 

responses. Neurons in the central nucleus of inferior colliculus (ICC), 

nevertheless, were usually sharply tuned with short latencies (Merzenich and 

Reid, 1974; Aitkin et al., 1975). The location of electrode was beyond the IC, 

when the background hash disappeared. 

 

Sometime, the hash would give way to an isolated neuron before the 

electrode went beyond the IC. A sequence of pure tone stimuli 180 in length 

plus 10ms linear rise/fall edges, followed by an 800 ms silent interval was 

used to characterize the best frequency of the unit. 

 

Data Analysis 

Data were analyzed for individual units and for an overall summary. 

MATLAB code was used for analysis and visualization.  
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Response map 
	  

The response map of a neuron was constructed by using its neuronal 

responses to sequences of tone bursts varying in frequency (frequency 

sweeps) at several intensities of stimuli. An example of response map of 

ICX unit associated with its best frequency is shown in Figure 1. 

 

Figure 1. A representative response map of an ICX unit with its best frequency at 

25.44kHz. The blue lines show responses during the stimulus; the mageta dished lines 

show spontaneous rates. 
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Best frequency 
	  

The best frequency (BF) is the frequency that elicited the most robust 

excitatory response of a neuron at the threshold intensity of the stimuli. In 

the experiment, it was determined manually according to neuron’s response 

map. An example of the best frequency is also shown in the Figure 1. 

 

First spike latency 
 

The first spike latency is the response onset delay of a neuron to one 

stimulus. It varies at different stimulus frequencies and intensities. The first 

spike latency used in data analysis was selected manually at the best 

frequency of the neuron. An example of identifying the first spike latency of 

ICX unit is illustrated in the Figure 2. 
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Figure 2. An illustration of identifying the first spike latencies of a representative ICX 

unit at its best frequency in the experiment. The green dashed line in the plot is drawn at 

the calculated weighted latency. Pink circle indicates the latency calculated by Poisson 

Chase model. The blue dot pointed by the red arrow indicates the real first spike of the 

unit. In this study, the first spike latencies were all real first spike latencies, which were 

manually selected at neuron’s best frequency. The best frequency of this unit is 1.05kHz. 

 

 

 

First	  spike	  	  

Time	  window	  
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Spontaneous rate 
 

The spontaneous rate is the firing rate of the neuron itself when no external 

stimulus is presented. In this experiment, it was calculated as the average 

firing rate over the second half of each stimulus presentation “line” over all 

lines. 

 

Weighted latency 

The weighted latency was calculated by taking a weighted average of the 

latencies in each bin: 

 

𝑡ℎ𝑒  𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑  𝑙𝑎𝑡𝑒𝑛𝑐𝑦   =   
𝑤_𝑖 ∙   𝑙_𝑖
𝑤_𝑖

  

 

Where 𝑤_𝑖 (the weight) is the total number of spikes counted within a square 

area. The width of the bin and the length of the time window define the 

width and length of this square, respectively. One bin is three frequency-

adjacent stimuli presentation ‘lines’ (shown in Figure 3), and the time 

window is 0.07s by default.  
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Where l_i is the latency of the first spike or Poison Chase method selected 

spike in each bin.  

 

There were two strategies to calculate the latency used in above equation: 

the first spike latency and a modified Poisson Chase method. The first spike 

latency was used if the expected value of the number of spontaneous spikes 

in the bin in the time window was less than two; otherwise, the Poisson 

Chase method was used. The first spike latency is applicable in cases where 

spontaneous rate is low since for those units it is unlikely that the first spike 

of each bin will be a “spont” spike. However, the Poisson Chase method, 

which selects the first spike for which the firing rate underwent a statistically 

significant increase above spont (we used p<0.01), doesn’t work for units 

with a low overall firing rate since it takes several spikes to achieve the 

necessary p-value. Thus it was only used when necessary (in units with high 

spontaneous rates). Combining these two methods gave the analysis a more 

robust estimator of the latency. Figure 3 illustrates an example of the 

calculation of the weighted latency for an ICX unit. 
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Figure 3. An illustration of calculating the weighted latency for a representative ICX unit. 

𝑤_1 is the weight of the spike in the bin 1. It was the total number of spikes in bin 1 in 

0.07s time window. 𝑤_2,𝑤_3,… ,𝑤_𝑖 can be counted in the same manner. The value of 

𝑙_𝑖 is calculated by Poisson Chase method (first purple circle in bin i) due to the number 

of spontaneous spikes on average per bin for this neuron is greater than two. Weighted 

latency of this unit is calculated by substituting the value of 𝑤_𝑖 and 𝑙_𝑖 in above equation. 

In this plot, the weighted latency is indicated by the green dashed line, and it is value is 

0.029s.   

 

 

	   Bin	  1	  
Bin	  2	  
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Bandwidth of the tuning curve 
 

The bandwidth of the tuning curve reflects the frequency selectivity of a 

neuron at its best frequency (bf). It was calculated based on the shape of the 

response curve at frequencies around the bf.  

 

First, the driven rate was defined at each frequency by below equation:  

𝑅!"#$%& = 𝑅 −   𝑅!"#$% 

The bandwidth of the tuning curve was defined as the difference between the 

low and high “90 % edges” of the receptive field:  

𝐵𝑊 = 𝑓!! − 𝑓!"  

𝑓!! ∋   
𝑅!"#$%& 𝑖

𝑖𝑛𝑑(𝑏𝑓)
𝑖=𝑖𝑛𝑑(𝑓𝑙𝑜)

𝑅!"#$%& 𝑖
𝑖𝑛𝑑(𝑏𝑓)
𝑖=1

= 0.9 

𝑓!" ∋   
𝑅𝑑𝑟𝑖𝑣𝑒𝑛 𝑖

𝑖!"(!!!)
𝑖=𝑖𝑛𝑑(𝑏𝑓)

𝑅𝑑𝑟𝑖𝑣𝑒𝑛 𝑖𝑛
𝑖=𝑖𝑛𝑑(𝑏𝑓)

= 0.9   
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Where n is the number of lines in the response map and ind(f) maps 

frequencies to the line in the response map that corresponds to a sound at 

frequency f. In practice, the value of 0.9 cannot always be achieved exactly 

so we selected the values of 𝑓!" and 𝑓!! and make it as close to 0.9 as possible 

but not above 0.9. Since the logs of the frequencies are equispaced in the 

response map, the sums in the above equation are discretization of integrals 

over d(log(f)). 

 

Q values 
 

Q value is a measure that describes the width of tuning of a neuron at a 

variety of sound levels above its bf in order to standardize the comparison of 

the frequency selectivity of neurons with different bf. In this study 𝑄!" was 

used to evaluate the tuning quality of neurons. 

𝑄!"   =   
𝐵𝐹
BW

 

Where BW is evaluated at 40 dB above the threshold.  
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Results 
	  

	  

A total of 46 neurons in the ICX and 21 neurons in the ICC were recorded 

from two marmosets. The weighted latency and Q value of each neuron was 

calculated by aforementioned method at each recording intensity level of the 

stimuli. The first spike latency of each neuron was manually selected at its 

best frequency. Units in the ICC were classified into three types (I, V, O) 

according to their response maps, but units in the ICX were not classified in 

terms of their response maps.  Response maps of three representative ICC 

neurons for each type are shown below.  
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Figure 4. Response map of a representative type-I ICC unit. The blue lines show responses 

during the stimulus; the mageta dished lines show spontaneous rates. As this figure shown, 

the frequency range of excitatory areas at five different sound levels is remained similar, 

and sideband inhibitions are clearly shown. Thus, this response map is a typical type-I unit. 
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Figure 5.	  Response map of a representative type-V ICC unit. The blue lines show 

responses during the stimulus; the mageta dished lines show spontaneous rates. As this 

figure shown, the frequency ranges of excitatory areas become broader as sound level 

increases, and no sideband inhibitions are shown at each sound levels. Thus, this response 

map is a typical type-V unit. 
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Figure 6.  Response map of a representative type-O ICC unit. The blue lines show 

responses during the stimulus; the mageta dished lines show spontaneous rates. The 

excitatory response area shown at 70dB attenuation was not seen at either higher or lower 

sound levels. Thus, this response map is a typical type-O unit. 
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The characteristics of response maps of ICX units recorded in this 

experiment did not fall into obvious subclass so were not otherwise 

classified. For sample ICX response are shown below. Often these neurons 

are quite broadly tuned.  

 

 

Figure 7. Response maps of four representative ICX units. The blue lines show responses 

during the stimulus; the mageta dished lines show spontaneous rates. 

 

In order to investigate the role of response delay in encoding the sound level, 

the relationship between the response latency of a neuron and the intensity 

of stimuli was analyzed. For ICC units, the relationship was compared 
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between and within neuron types, whereas, for ICX units, neuron type was 

not considered as a factor. Both the weighted latency and the first spike 

latency were analyzed.   

 

Figure 11. Relationship between the weighted latency (taken at best frequency of the 

corresponding neuron) and the sound level of ICC units. On the X-axis, from the left to 

the right, the sound level decreases. The grey line is the regression line of which R2 is 

0.0971 and the p value is less then 0.05.  
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Figure 12. Relationship between the first spike latency (taken at best frequency of the 

corresponding neuron) and the sound level of ICC units. On the X-axis, from the left to 

the right, the sound level decreases. The grey line in is the regression line of which R2 is 

0.219 and the p value is less then 0.05.  
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Figure 13. Relationship between the weighted latency (taken at best frequency of the 

corresponding neuron) and the sound level of ICX units. On the X-axis, from the left to 

the right, the sound level decreases. The grey line is the regression line of which R2 is 

0.1611 and the p value is less then 0.05.  
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Figure 14.	  Relationship between the weighted latency (taken at best frequencies of the 

corresponding neuron) and the sound level of ICX units. On the X-axis, from the left to 

the right, the sound level decreases. The grey line is the regression line of which R2 is 

0.1611 and the p value is less then 0.05.  

 

The p values of the regression lines in Figure 11-14 are all less then 0.05, 

which means the trend shown by the regression lines is statistically 

significant. Although the range of first spike latency is shorter than that of 

the weighted latency, for both ICC and ICX units, increase in the sound level 
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shortens the response latency of neurons, including both the weighted 

latency and the first spike latency.  

 

In Figures 11- 14, both the relationships between latency, including the 

weighted latency and the first spike latency, and the intensity of stimulus in 

ICC and ICX units were analyzed across units with different best 

frequencies. In order to identify the influence of the value of the best 

frequency to the response latency in above analyses, the relationship 

between the best frequency and the response latency within ICC and ICX 

neuron groups at low, medium, and high sound levels (20dB, 40dB, and 

50dB above the threshold) were analyzed separately as shown below. 
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Figure 15. The influence of the best frequency to both the weighted and the first spike 

latency of ICC neurons at low sound level (20dB above the threshold of corresponding 

neuron). Each dot represents one ICC neuron. 	  
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Figure 16. The influence of the best frequency to both the weighted and the first spike 

latency of ICC neurons at medium sound level (40dB above the threshold of 

corresponding neuron). Each dot represents one ICC neuron. 	  
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Figure 17. The influence of the best frequency to both the weighted and the first spike 

latency of ICC neurons at high sound level (50dB above the threshold of corresponding 

neuron). Each dot represents one ICC neuron. 	  
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Figure 18. The influence of the best frequency to both the weighted and the first spike 

latency of ICX neurons at low sound level (20dB above the threshold of corresponding 

neuron). Each dot represents one ICX neuron. 	  
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Figure 19.	  The influence of the best frequency to both the weighted and the first spike 

latency of ICX neurons at medium sound level (40dB above the threshold of 

corresponding neuron). Each dot represents one ICX neuron.  
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Figure 20. The influence of the best frequency to both the weighted and the first spike 

latency of ICX neurons at high sound level (50dB above the threshold of corresponding 

neuron). Each dot represents one ICX neuron.  

	  

According to Figure 15-20, the correlation between best frequency and 

latency is not significant at low, medium, and high sound levels, which 

means there is no significant trend in the relationship between best 

frequency and latency of a neuron. The influence of differences in best 

frequency to the latency can be ignored. Therefore, neurons with difference 

best frequencies can be grouped together in analysis.  
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All studies completed by far are within either ICC or ICX group, so is there 

any differences between two neuron groups in terms of their response 

latencies? The weighted latency and the first spike latency at three sound 

levels, 20dB, 40dB, and 50 dB above the threshold, are compared between 

ICC and ICX neurons. In that the histograms of weighted latency and first 

spike latency at all three sound levels are identical, only histograms of 

weighted latency are shown below. 

	  

 
Figure 20. The comparison of weighted latencies of ICC and ICX neurons at low sound 

level (20dB above the threshold of corresponding neuron). 
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Figure 21. The comparison of weighted latencies of ICC and ICX neurons at low sound 

level (40dB above the threshold of corresponding neuron). 
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Figure 22. The comparison of weighted latencies of ICC and ICX neurons at low sound 

level (50dB above the threshold of corresponding neuron). 

 

In comparisons of response latency between two neuron groups, ICX 

neurons have longer response latency than that of ICC neurons. Moreover, 

ICX neurons have broader range of response latency than that of ICC 

neurons across different sound levels. As sound level increases, reductions 

in the range of response latency of ICX neurons are much larger than that of 

ICX neurons. Also, the inversely proportional relationship between latencies 
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and sound levels can also be observed Figure 20-22. In addition to sound 

level and best frequency, other factor may affect latency such as the 

frequency selectivity was studied.  

 

Figure 23. The relationship between Q factor and dB above the threshold of ICC units. 

The grey line is regression line of which p value is less than 0.05. 
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Figure 24.	  The relationship between Q factor and dB above the threshold of ICX units. 

The grey line is regression line of which p value is less than 0.05. 

 

 

Comparing to the ICX neurons, ICC neurons are more sharply tuned. The Q 

values of ICC neurons are overall greater than that of ICX neurons. However, 

according to the results of the study shown in Figure 25 and 26, there is no 

significant correlation between the weighted latency and the frequency 

selectivity in either ICC or ICX units. 
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Figure 25.	  The relationship between Q40 and dB above the threshold of ICC units. The 

grey line is the regression line of which the p value is 0.7625. 
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Figure 26. The relationship between Q40 and dB above the threshold of ICC units. The 

grey line is the regression line of which the p value is 0.6391. 
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Discussion and Conclusion 
 

Is a weighted latency or a first spike latency (un-weighted) more reliable to 

be used in the study? Although both were used, theoretically the former 

should be a more reliable measurement because it adjusts for stimulus 

salience. However, the first spike latency is more robust in analyzing 

strongly adapting neurons, in that it is less affected by changes in total 

number of spikes. The first spike latency is completely immune (within a 

given line) since adaptation will not happen before the first neuronal spike.  

 

For calculating the weighted latency, either the Poisson Chase modified 

latency or the first spike latency can be used, depending on the driven and 

spontaneous rate of a neuron. The Poisson Chase method detects an increase 

in firing rate above the spontaneous rate. The spontaneous rate allows us to 

calculate the expected number of spikes in a time interval [0 t] for any t in 

the absence of stimulus. If the actual number of spikes in the interval [0 t] is 

significantly greater (p<0.01) than t that is equal or larger than the unit’s 

latency, the Poisson Chase method selects the lowest value of t for which 

this is true. The Chase method will tend to overestimate the “true” latency 𝜏 

because it takes several extra spikes in order to achieve p<0.01. For low 
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discharge rate units, the overshoot, t-𝜏, will be larger because statistical 

analysis gets less powerful within small sample sizes. On the other hand, the 

first spike latency is better for lower discharge rate units because it is less 

likely that there will be a spontaneous spike in [0 𝜏]. Moreover, it is very 

difficult for either method to estimate the latency for units with a high 

spontaneous rate and a low driven rate (small increase above spontaneous). 

However, these units would be missed in the searching process because for 

them it is hard to notice any response to sound at all. Thus, using the Chase 

method for higher rate units and the first spike latency for lower rate units 

gave us reliable estimates for all units in our dataset.  

 

Possible influential factors to the response latency of a neuron are the 

intensity of stimulus, best frequency of a neuron, and the Q value. First of all, 

the response latency (both first-spike and weighted) decreases with 

increasing intensity of stimulus. This is expected because a louder sound is 

generally a stronger stimulus to the neuron. Second, the best frequency of a 

neuron is not statistically significantly correlated to its response latency. 

Low frequencies take longer to get to the apex of the cochlea; however, this 

effect may be corrected when the time information gets to the IC. Third, no 
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correlation was found between the Q40 value and the latency. Higher Q40 

values would be expected to have higher latencies because the filter needs 

more cycles of the sound wave to occur before it is maximally driven. The 

latency values were calculated over the entire receptive range of frequencies, 

which was (relatively) larger for lower Q40 units. However, the effect of this 

on latency is not clear but it may be cancelling out the number-of-cycles 

effect. Furthermore, non-linarites in neural processing could weaken this 

effect as well. 

 

While comparing the response latency between the ICC and ICX neurons at 

low, medium, and high sound levels, the following tendencies were observed. 

First of all, most ICC neurons fell into the latency range of 0.01 to 0.25s, 

whereas the range of latencies for the ICX neurons was broader, from 0.01 

to 0.055s. Second, the spread of latencies of ICC neurons remains similar 

across three sound levels (20dB, 40dB, and 50dB above the threshold) 

despite the overall trend of decreasing latency with loud sound levels. In 

contrast, the spread of latency of ICX neurons broadens as sound level 

increases. Third, the overall latency of ICX neurons is longer than that of 

ICC neurons, seen across all sound levels. 
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In order to understand the above observations, potential mechanisms should 

be discussed from the perspectives of neuronal projects and physiological 

functions of ICC and ICX neurons.  

 

The ICX has a role in multisensory integration. In addition to receiving 

projections from contralateral CN and ICC, it receives a somatosensory 

input from the dorsal columns nuclei, spinal cord and sensory trigeminal 

nuclei (Pickles, 2008: p192). It also receives descending inputs from 

auditory and somatosensory cortices. Since experimental animals used in 

this study were awake marmosets, instead of anesthetized animals that are 

common in the literature, the animal should respond to tactile stimuli as well. 

In contrary, ICC only participates in primary auditory pathways. An ICX 

neuron may receive, integrate, and process information from both auditory 

and somatosensory inputs, while an ICC neuron only relays and processes 

auditory information. The extra time it takes to integrate these stimuli may 

account for the longer latency of some ICX neurons.  

 

As shown in Figure 20-22, some of ICX neurons have as short latencies as 

ICC neurons. Individual neurons in the ICX may play different roles in the 
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function of the ICX, so some of the neurons would be used in long-latency 

integrative pathways while others would be directly excited via the lower 

brainstem auditory pathway and have ICC-like latencies. 

 

Additionally, the response latencies referred in this thesis were all recorded 

in response to tone stimuli. ICC and ICX units may have different latencies 

in response to complex sounds. 

 

The reason of less change in the range of response latency of ICC neurons 

across sound levels could be that the latencies of ICC neurons have already 

short at low sound level (20dB above the threshold). Even if the intensity of 

stimulus increases, there is not much room for the latency to further shorten. 

At least 2ms is the minimal latency of a neuron since this is the time a sound 

wave takes to travel through the air and the cochlea. 
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