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Abstract

In this work, we boefly outline a paradigm for programming the growth and function of physical
maternals, using chemical computers implemented with DNA. We rewiew expenmental studies that
enable physical stimuli, such as light, heat, temperature, electnicity, and chenuecal concentrations to
be converted into signals encoded in strands of DINA. We also review studies that enable strands of
DNA to control the growth and reconfipuration of a library of different molecules and matenals.
This literature review sugpests that one way to program materals is to use embedded chemical
computers to read in environmental information encoded in strands of DNA, perform information
processing alponithms, and output strands of DNA as commands to downstream matenals. Next, we
discuss a theoretical framework for building DNA computers that can repeatedly respond to
changing mnput signals, using a chemucal buffenng reaction analogous to a battery or power supply.
In these theoretical studies we demonstrate how the power supply motif could enable DNA
computers to generate spatiotemporal patterns of chemical concentrations that reman stable for
indefinitely long periods of time. We then discuss an expenmental implementation of the buffered
power supply motif. Using minor vanations on this simple motf, we generate some stable one- and
two-dimensional spatial chemucal gradients @ w#w, and present temporal arcuits that release
different chemucal signals at different times. Collectively, thus work sugpgests a mechamism for
programmung elaborate spatiotemporal behavior into synthetic matenals, including growth, healing,

and replication.
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1 | Introduction

The total mass of carbon contained in all life on earth is estimated to be about 550 gigatons’.
This immense biomass has been arranged into diverse forms with structures as large as the Great
Barnier Reef, which stretches for thousands of kilometers, and Sequoia rempervirens, which can surpass
100 meters in height While these dimensions are wvast, biological components routinely exhibat
resolution on the order of angstroms, roughly two orders of magmnitude smaller than the resolution
of most modern electronics. Furthermore, liming organisms are ubiqutously capable of regulating
their own internal states, detecting and healing damage, harvesting energy, responding and adapting
to stumuli, and self-reproducing. Despite this elaborate sophistication, all 550 gigatons of carbon in
life forms on earth became incorporated into these current life forms without any sigmficant help
from external assembly lines, clean rooms, or top-down manufactuning processes.

If biology can program atoms and molecules to self-assemble into so many different forms
without top-down manufactuning, why can’t humans do the same with non-biological matenals?

Numerous attempts have been made to engineer answers to this question. They generally fall
under the umbrella term of programmable matter, or synthetic materials that can change their form and
function according to programs of instructions encoded within the matenial However, no instance
of programmable matter has yet been developed past an expenmental prototype stage. Electro-
mechanical approaches to programmable matter include modular swarm robotics such as
Claytronics® and Kilobots®, in which robotic modules rearrange into different shapes, but these
modules have not yet been mumiatunzed down to functional microscopic sizes. Approaches to
constructing stimmli responsive materials include 4-dimensional prnting’ and thermoplastics®, but
these materials have relatively limited programmability that 1s often hardcoded into the structures of

the matenials themselves.



In this work we focus on a subset of synthetic biology, called DNA nanotechnology, which uses
the hybndization of DNA to process information and regulate self-assembly. DINA is a pronusing
medium for implementing chemical programmable matter due to (1) the simple, predictable rules of
Watson-Cock base pamnng of DNA, and (2} the relatively diverse library of other matenals that
DNA can interact with and control In chapter 2 of this dissertation, we review expenimental studies
that allow DINA-based computing circuits to sense external stimuli in the environment, and to direct
the self-assembly and reconfipuration of many other molecules and matenals. In this manner, DNA
circuits can be viewed as a scaffold for programming other matter.

From this perspective, the purpose of DNA arcwts is to read input strands of DNA that
encode information from the environment, perform as information-processing algorithm upon this
mnformation, and then release output strands of DINA at different points in space and time to
program downstream matenals.

Chapters 34 outline a theoretical framework, based around the simple buffering reaction motif
m Eqn. 1.1, which could allow DNA circuits to respond dynamically to changing mput signals. This
motif acts as a form of chenuecal battery or power supply, automatically restoning reactants within
the circuit when they are depleted. Simmulations presented in chapters 3-4 show how this simple
motif could theoretically be used to generate stable patterns of chemical concentrations, which could
further be used as spatial bluepnints to program the assembly of matenals. Chapters 5-6 use thus
same motif to generate spatial patterns of diffusing chemicals that are not only stable, ie able to
remain constant over time, but are also capable of dynamucally changing between a senes of
different stable states at different times. Specifically, a simulation of a one-dimensional elementary
cellular automaton i1s presented, consisting of the solution to a set of partial differential equations
that model chemueal reactions and diffusion. Interestingly, John von Neumann, who co-invented the

concept of cellular automata in the 1950’s, recorded that he was in the process of developing cellular



automata that ran on partial differential equations “of the diffusion type” shortly before his death
(see section 6.2).
ky
0D=X (1.1)
k,

Chapters 7-8 present an ir wifre implementation of the chemical reaction motif in equation 1.1.
Specifically, this device is a chemical buffering reaction that uses proportional feedback to hold the
concentration of a strand “X” of DINA at a target setpoint concentration. We show how to tune the
buffer reaction to generate different setpoint concentrations, demonstrate that the system 1s capable
of pushing the concentration of X back towards the setpoint after transient external disturbances,
and show that several different sequences of DINA can be buffered independently within the same
solution. Chapters 9-10 present a feedback motif that uses mechanical pumps to holding the
concentration of strand X constant, which emulates the same form of kinetics as Eqn. 1 but uses
mechanical pumps instead of chemical reactions. The chemical buffering reaction can be viewed as
analogous to a battery that holds the concentration of X constant for a fimte number of
disturbances, until the buffer is depleted, while the mechanical device can be viewed as analogous to
a power generator capable of recharging the battery indefinitely many times.

Chapters 11-12 use a vanation of the chermical buffer motif to generate simple stable 1- and 2-
dimensional concentration pattems in expenments, which demonstrates the spatial aspects of this
motif as outlined in the theoretical work in chapters 3-6. Chapters 13-14 use a forward-biased form
of the buffer motif to release a pulse of X at a tarpet time, which could be used to program a
temporal chemical event such as one step in a self-assembly process. Chapter 15 expands on

chapters 13-14 to demonstrate how multiple different pulses can be released conditionally at a senies

of different times.
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Summary. A diverse set of mechanisms has been developed that allow DNA strands with
specific sequences to sense information in their environment and to control matenal assembly,
disassembly and reconfiguration. These sequences could serve as the inputs and outputs for DNA
computing circuits, enabling DNA circuits to act as chemical information processors to program
complex behavior 1 chemical and material systems. This chapter describes the range of processes
that can be sensed and controlled within such a paradigm. Specifically, there are interfaces that can
release strands of DNA in response to chemucal signals, wavelengths of light, pH or electrical
signals, as well as DINA strands that can direct the self-assembly and dynamuic reconfisuration of
DNA nanostructures, repulate particle assemblies, control encapsulation, and manipulate matenals
mcluding DNA crystals, hydrogels, and vesicles. These interfaces have the potential to enable
chemical circuits to exert algonthmic control over responsive materials, which may ultimately lead to

the development of matenals that grow, heal, and interact dynamically with their environments.

2.1 | Introduction

While publishing the world’s first computer algorithm, Ada Lovelace remarked that computers
“might act on other things besides number' ™ She noted that computer algorithms could manipulate
anything that might be represented as digital information, wiuch includes numbers, music, images,

and wnideo. Now, nearly two centunes after Ada’s insight, chemical circuits are enabling alponthms to



operate outside of the traditional computer and directly manipulate the behavior of physical
materials.

Electronic computers operate on information encoded in electronic voltages. Chemical
computers”, in contrast, are reaction networks that operate on information encoded in the
concentrations of molecules. The outputs of these chemical computers are molecules, which can be
desipned to interface with matenals. Using chemical algonthms to direct the behavior of matenals
could eventually lead to the development of programmable matter in which chemical circuits control
self-assembly, detect and heal damage, or adapt dynamically to signals sensed in the environment.

DNA circuits are a particularly promising means for computing within chemical systems. They
are composed promarily of DNA oligonucleotides (Ze short strands of DINA), but may also contain
enzymes such as DNA polymerase or exonuclease™. DNA circuits can perform the same
fundamental operations as electronic transistor circuits, including Boolean logic and arithmetic®,
generating oscillations and regulating time'*", and executing interactive algorithms such as playing a
game of tic-tac-toe'*.

The inputs to DNA circwits are strands of DNA with specific sequences that can convey
nformation about a material or environment to the circwt Likewise, the outputs from a DNA
circuit are strands that can control the states of downstream matenals or molecules. The
mput/output strands for DNA circuits are thus analogous to USB ports for electronic computers,
ie. a standard interface that allows the circuit to commumcate with peripheral dewices, in this case
molecules or matenials (Fig. 1). The use of modular input/output interfaces is a key design principle
that allows the same types of circuits to interact with a diverse set of matenals. An mnput sensor
could, in ponciple, be exchanged for a different type of sensor to allow the same circuit to recerve
and process information about a different type of environmental stmulus. Similarly, output

actuators could be exchanged to allow the same circuit to direct different matenal responses.
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Figure 2.1. DNA circuit interfaces. (a) External stimuli are converted into single-stranded DINA (ssDINA),

which serves as a standard interface between stimuli and the DNA circuit in 2 similar way to how a USB plug
serves as a standard interface between peripheral devices and an electronic computer. (b) The DNA circuit
reads the input strands, performs a pre-programmed transformation, and releases output strands of ssDNA.
(c) The output strands can direct downstream material processes, enabling the DNA circuit to program

material behavior.

2.2 | DNA Circuits

DNA circuits can be conceptualized as black bozes that accept DINA strands as inputs, perform
a programmed transformation, and release or synthesize strands of DINA as outputs. We collectively
term the mnput and output strands the “interface™ strands to distinpnish them from the rest of the
DNA circuit. The circuit elements within the conceptual black box can include (i) DNA strand-
displacement reactions that rely solely on the base-pairing of DINA strands to sequester DINA strand
mputs or release DNA outputs (Fig. 2a), (1) DNAzyme reactions that use the catalytic activity of
DNA to make or break the covalent bonds of other strands of DNA (Fig. 2b), and (1) enzymatic
circuits that utilize proteins, such as DINA polymerase or exonuclease, to synthesize, modify, or

degrade strands of DNA (Fig. 2¢c). Circuits composed of these elements can perform many signal



processing functions, including Boolean logic (Fig. 2ab), neural network computation'™®, signal
amplification'®®, the generation of oscillations and other time dependent signals in the
concentration of output molecules’™ (Fig. 2c), and the generation of spatially patterned signals
where different outputs are released at different spatial locations'** (Fig. 2d).

Designing modular interfaces between DINA circuuts and matenals often requuires the circwt to
be nsulated from the matenal and wice versa, so that the circuit does not irreversibly consume the
mput strands and the matenal does not irreversibly consume the output strands. In some cases
where this irreversible consumption, ie loading, cannot be avoided, an additional load dover
mechanism may need to be inserted to fully insulate the circuit and material™*®. A similar challenge
can occur if the matenial imposes conflicing constraints on the exact sequence or secondary
structure of the interface strands. In prnciple, this sequence dependency can be addressed through
the use of additional reactions to convert the input strands nto entirely independent sequences
before they interact with the crcwt, and the output strands into different sequences before they
mteract with the matenal This conversion step is generally called “sequence translation”. While
useful for ensunng modulanty, the use of load dovers and sequence translators often comes at the
cost of additional circuit complexity.

For the remainder of this review, we will focus on mechamsms that convert environmental
stimuli, such as light and heat, to and from interface strands that can interact with DNA crcuts. In
this scope, we will refrain from further discussing the internal workings of DINA circuit black boxzes

themselves, which have been covered more extensively in other excellent reviews™.
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Figure 2.2. Overview of DNA circuits. Input strands of DNA are shown in yellow and output strands are
shown in red (2) A DNA strand-displacement circuit, which processes information »ia competitive DNA
base-pairing. Here a Boolean logic AND gate releases an output strand (red) from a complex only when both
input strands (yellow, dark yellow) are present®. High fluorescence indicates a high concentration of the
output strand. (b) A Boolean logic circuit!* built around the E6 DNAzyme (black) that cleaves 2 DNA strand,
releasing an output strand (red) only when both input strands (yellow, dark yellow) are present. A circuit
composed of such gates can “play tic-tac-toe” if it receives input strands that encode information about the
presence of X’s played by the circnit, and O’s played by the human, and produces an output corresponding to
the next move to be played. Right, the final step of a game: the large red bar indicates the circuit’s direction to
play in the 7% cell of the game board to win the round. (c) A dynamic DNA circuit that produces an
oscillatory output because of coupled DNA polymerization and nicking reactions, catalyzed by enzymes!!.
This particular circuit is a signal generator and does not have a designated input strand. (d) A DNA edge-
detection circnit. Two reactants A and B were initially present in different parts of the pattern. Photocleavage
of reactants in certain areas, allowed the reactants to diffuse and encounter one another. The resulting spatial
computation process produces output strands only at edges where A is initially present on one side of the

edge and B is initally present on the other side?!.

2.3 | Transducing signals from DNA to other forms.

Transduction is the conversion of information, from one signal form to another. Information
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encoded in the concentration of a strand of DINA can be transduced from and to many other forms,
including the concentration of other molecules, 1ons or as pH, light, temperature or electrical signals.
In thus section we review methods for transducing these signals into interface strands of DNA, thus

allowing DNA circuits to receive information about stimuli in the surrounding environment.

2.3.1 | Molecules-to-DNA. DNA aptamers are sequences of DNA that can bind specifically
to molecules such as ATP* cocaine®™, metal ions®, proteins and peptides™™. Aptaswitches are
mucleic acid sequences or complexes that can bind to a target molecule and in doing so can further
induce a conformational change of another part of the aptaswitch. In many cases thus
conformational change can release a strand of DNA™®, which can then serve as a DNA circuit
input. Aptaswitches can also expose a toehold domain in a DNA complex™, which can allow a
strand-displacement reaction to proceed. Aptaswitches can also displace domains that would
otherwise inhibit other strands from binding to a DNA complex”.

Output strands released by DNA circuits can also direct the capture or release of molecules
from an aptamer by binding to the aptamer, thus changing the aptamer’s binding affimity for its
target. Bahdra and Ellington modified the fluorescent RINA Spinach aptamer to fold into an inactive
state in which it did not associate with its target molecule (DFHBI fluorophore). Hybndization with
a trigper strand of DINA refolded the inactive aptamer into an active state in which it successfully
bound its target™. ILloyd e a/ used DNA strands complementary to aptamer sequences, called
Kleptamers, to bind to and displace aptamers from their targets. This technique was demonstrated
with both a Broccoli aptamer, which binds to DFHBI and an aptamer for a RNA polymerase,
which prevents the RNA polymerase from transcribing while bound to the aptamer™ (Fig. 3b).
Aptamers have also been integrated into reconfipurable DNA nanostructures. For example, they

have been used as binding sites for target molecules at the end of DNA nanotweezers™. When a
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tngger strand of DNA opens the tweezers, the two aptamer binding sites at the ends of the tweezers
separate. Because binding of the tarpet protein requires interaction with both binding sites, thus
conformational change releases the protein target. The tweezers nanostructure thus allows a strand

of DNA that 1s not itself an aptamer binding sequence to direct the release of a target molecule.

2.3.2 | lons and pH-to-DNA. Strand-displacement reactions can be designed to release an
mnterface strand of DINA only in the presence of target ions, which can then serve as an input strand
to communicate the presence of the target ions to a DNA arcuit. For example, Lin and Mao used
Hoogsteen triplex formation, in which CGC trplets form under acidic conditions where [H] is
high, to co-localize a strand of DNA to a complex and initiate a strand-displacement reaction™. The
release of the interface strand from this reaction thus signifies a high H™ concentration. Amodio ef a/
mmplemented a similar pH-responsive strand-displacement reaction that uses CGC trplets 1 a
Hoogsteen toplex to stabilize both a clamp domain, which suppresses a DNA strand-displacement
reaction, and a toehold domain, which initiates a strand-displacement reaction™.

Tang e al split the sequences for a pH-dependent i-motif between an invading strand and a
strand-displacement complex At low pH, the formation of the complete i-motif co-localizes the
strand to the complex, imitiating a strand-displacement reaction that releases an interface strand of
DNA®. The authors also used a similar mechanism based on the G-quadruplex motif, which formed
on the addition of strontium St™ ions to allow a strand-displacement reaction to occur only in the
presence of St ions. Ding ef a/ developed a DNA strand-displacement reaction that is triggered by
mercury (Hg™) ions™. The authors used a thymine-thymine (T-T) mismatch in the toehold domain
of a strand-displacement complex to prevent an invading strand of DNA from binding to thus
toehold. However, when mercury ions are added, a non-Watson-Crick T-T base pair is stabilized

between the invading strand and the complex, allowing the toehold domain to fully hybndize and



mnitiate a strand-displacement reaction. (Fig. 3c).

To the best of our knowledge, no experimental studies have reported the use of a DNA strand
to directly tngger the release or sequestration of ions, rather than use of ions to release DNA
strands. Such a DNA-to-ion interface might allow DNA circuits to dynamically adjust the pH over

time, or change pH suddenly in response to signals detected in the environment.

2.3.3 | Electrical-to-DNA Electronic devices can provide inputs to DNA circuits through
electrodes that release or activate interface strands of DINA. Ranallo ef &/ developed four different
mechamisms for activating DINA strand-displacement reactions by using voltage to release specific
1ons from gold electrodes. First, a gold electrode was coated with a thun film of mercury. When an
oxidizing potential scan from 0.2 to 0.65 V was applied to the electrode, the mercury was released
into solution as Hg™~ ions. The released ions facilitated binding of target partially complementary
DNA domains by stabilizing non-Watson-Crick T-T base pairs (Fig. 3d. See also section 3.2 on the
1onic activation of DINA). Application of a reductive potential (-0.3 V) reversed the stabilization of
the T-T base pairs by re-depositing the mercury back onto the electrode. The authors also
electrically activated other DINA circuits by (1) releasing silver ions to facilitate non-Watson-Crick C-
C base pairs, (i) releasing input strands of DNA imtally bound to the electrode by thiol-gold
bonds, and (iv) releasing copper ions to activate a copper-sensitive DNAzyme®. These strategies
mught be used together to selectively activate or release different interface strands of DINA within
the same solution. Other studies have electrochemucally controlled the actimty of DNAzymes using
ions other than copper™". Jeong ef al used an entirely different technique to implement voltage-
directed DNA strand activation by fabnecating DNA-impregnated multilayer nanofilms on the

surfaces of electrodes. Application of voltage to one such electrode reduced the nanofilm and
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released the impregnated strands of DNA imnto solution where they interacted with a fluorescently
labeled DNA beacon®.

DNA strands can produce or regulate voltage or current by regulating the distance between an
electrode and an electrically active molecular tag. The close proximity of the electrode and the tag
generates a Faradaic current. Fan ¢ @/ and Immoos ¢f @/ both demonstrated this techmque using a
redox ferrocene-labeled DNA hairpin immobilized on a gold electrode™ *. When no other DNA
strands were present, the DNA hairpin’s lowest energy conformation kept the ferrocene close to the
electrode, generating current. When a DINA strand with a sequence complementary to the hairpin’s
was added, binding between tlus interface strand and the immobilized hairpin opened the
mmmobilized hairpin, separating the ferrocene from the electrode and decreasing the measured
current. Similar schemes involving electrodes with surface-immobilized DNA have used different
labels to generate a current, including methylene blue™ * (Fig. 3e), and conformational switches of
DNA motifs other than hairpins™ Electrochemical DNA sensors are further reviewed in

Drummond ef af*.

2.3.4 | Temperature-to-DNA. Most current experimental studies involving DNA circuits
have tended to be designed to operate at a particular set temperature, rather than to respond to
temperature as an mput However, some DINA hairpin structures have been designed to serve as
temperature responsive thermometers by tuning the strength, and thereby the melting temperature,
of the stem domains that hold the hairpins closed™*. When the stem melts, the hairpin opens into a
single-stranded conformation. Further, Gehrels e @/ modified the temperature dependence of DNA-
grafted colloids to program nonlinear aggregation and reentrant melting of the colloids, which
suggests an alternative approach to programmung temperature sensitive DNA strand-displacement

reactions’ . Specifically, the authors started with colloidal assemblies held together by DNA linkers
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between the colloids, and added complementary interface strands of DNA to bind to and displace
the linkages from each other. At low temperatures, enthalpy favors disruption of the linkages and
melting of the colloidal assemblies, because more total bonds can form when the competing strands
sequester the linkages. At intermediate temperatures, entropy favors formation of the linkages,
release of the interface strands and stabilization of the colloidal assemblies, because two strands are
displaced by every linkage formation At high temperatures complete thermal dissociation of DNA
hybndization melts the linkages and the colloidal assemblies (Fig. 3f). This reaction system shows
how DNA strands can be released or sequestered at a target temperature, which could be used to
communicate information about the temperature of the environment to a downstream DNA circut.

To the best of our knowledge, no studies have demonstrated that a specific DNA strand can
directly alter the temperature of the surrounding solution This class of DNA-to-temperature
mnterface could be useful for creating programmable three-dimensional spatio-temporal temperature
gradients within solutions. However, regulating temperature with DNA strands may prove difficult
because the amount of energy that 1s required to heat water 1s large compared to the enerpy stored in
DNA hybnodization. Such a control system may thus need to harness an external energy supply, such
as using light illumination plasmon resonance to generate heat from gold nanoparticles™. With such
a setup, interface strands of DINA mught control where the gold nanoparticles are positioned to

direct local heating.

2.3.5 | Light-to-DNA. Light can direct the release of a specific DNA sequence by

controlling the degradation or conformational change of reagents that imtially block or sequester a

DNA domain from participating in downstream reactions. Prokup & &/ created a photosensitive
strand-displacement reaction by suppressing the ability of a strand to hybndize to its complement

using four NPOM (6-mtropiperonyloxy- methylene)-caged thymidine groups evenly distnbuted
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along the strand. The authors found this photo-caged strand did not react with a downstream
strand-displacement circuit until UV irradiation at 365nm removed the caging groups™. Huang ef a/
synthesized DNA a hairpin gate with a photocleavable inker in the hairpin backbone. On exposure
to 365 nm light, the hairpin’s backbone was cleaved, exposing a toehold domain within the hairpin
loop. This exposed toehold allowed a strand with a complementary toehold to bind and initiate a
strand-displacement reaction” (Fig. 3g). Kou e a/ inserted cis-20,60-dimethylazobenzene (DMazo)
mnto a strand of DNA, wiich favors duplex association in its #ramr state and dissocation in its g
state. By togpling the DMazo into its #ramr state with 475 nm light, the authors imtiated a strand-
displacement reaction. Toggling the DMazo back into its «r state by exposure to 365 nm light
induced dissociation of DMazo strands from their complementary sequences, driving the strand-
displacement reaction in the reverse direction®™. Nakamura e a/ used a photo-initiated crosslinker (3-
cyanovinylcarbazole, “VK) to form a covalent bond between an invading strand of DNA containing
“%K and a pyrimidine base in a complementary DNA complex, after ezposure to light at a
wavelength of 366 nm. This covalent bond made a strand-displacement reaction effectively
irreversible and sped up its kinetics by a reported factor of 20x by inlubiting the backward branch-
migration step™.

A standard way to transduce a DINA hybndization event into a light signal is to use a fluorescent
molecule conjugated to the end of a strand of DINA to emut different intensities of light at a target
wavelength depending on the state of the conjugated DNA strand. Enussion from the fluorophore
can be a quenched by a nearby quencher molecule or transferred by FRET (fluorescence resonant
enerpy transfer) to a different fluorophore, which effectively changes the wavelength of the
fluorescence output signal An interface strand of DNA can change the distance between these
different fluorophore and quencher modifications, by opening a fluorophore-modified hairpin®™ (Fig.

3h), or displacing a fluorophore-modified strand from a complex (6). The kinetics of many of the
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devices described mn this review are monitored by measunng changes in fluorescence from

fluorescently modified DNA complexes.
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Figure 2.3. Ttansduci.ng signals to and from DNA sequences. (a) An mnterface that converts the

concentration of a target molecule

(gray, platelet derived growth factor PDGF-BB) into the concentration of

an mterface strand of DMNA (vellow). Two aptamer sequences of DINA (cyan) bind to the target molecule and

displace the interface strand. A downstream fluogescent reporter complex tracks the concentration of the

vellow strand?2 (b) A Eleptamer

(red) displaces an aptamer from T7 RNA polymerase. While T7 RNA

polymerase is bound by the aptamer it cannot transcnibe RINA®. (¢) An Hg™*-dependent DINA strand-
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displacement (DSD) reaction that releases the interface strand (yellow). A downstream fluorescent reporter
tracks the concentration of the yellow strand over time. Black arrow marks time when Hg** ions were
added*. (d) A gold electrode is initially coated in mercury Hg(0). When an oxidative potential is applied to the
electrode, Hg(0) is oxidized into Hg** which can promote DNA hybridization using the same mechanism as
in panel (c). Application of a reductive potential reverses the process®. (€) A hairpin (black) modified with a
methylene blue redox moiety (MB, cyan) is anchored on an electrode. Proximity of the MB to the electrode
generates a Faradic current. A complementary interface strand of DNA (red) opens the hairpin, and prevents
the MB from interacting with the electrode, suppressing the current. Data shows high current for the initial
state with no interface strand added (ie. serum only), decreased current when the interface is added (j.e. seram
+ target), and high current again when the interface is removed by a washing regeneration step (ie.
“regenerated”)2. (f) A temperature-sensitive DSD reaction that directs DNA-modified (black, gray) particle
assembly within a target temperature range. Below the target temperature, strands of DNA (yellow) bind to
the linker strands and prevent assembly. At the target temperature, the particles bind to form a solid
assembly, and displace the yellow strands into solution. Above the target temperature, all strands are
thermally dissociated™”. (g) A DNA hairpin with a photocleavable linker (gray lock symbol) presents a toehold
domain (cyan) after exposure to UV light, which allows a strand-displacement reaction to release the yellow
strandst_ (h) A molecular beacon (MB, black) is 2 DNA hairpin with two different fluorophores at its ends. In
the beacon’s initial state, the fluorophores are close to each other, enabling fluorescent resonant energy
transfer (FRET) to excite the acceptor fluorophore (FAM) ria excitation of the donor fluorophore
(coumarin). After a complementary strand of DNA is added (red) that binds to and opens the hairpin, the

two fluorophores are separated and the intensity of the acceptor fluorophore decreases significantly$+.

2.4 | Controlling DNA nanostructure assembly and reconfiguration.

Strands of DINA that are output from a DNA circuit can interact with DINA nanostructures by
serving (1) directly as a buillding block in a self-assembly process, (11) as a trigger that activates one or

more building blocks, or (i) as an agent that removes DNA strands or sub-assemblies from an
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mnitially assembled structure. Such interactions effectively use the sequence information encoded in a

circuit’s output strand to direct how an assembly should form or change shape.

2.4.1 | Self-assembly. DNA can self-assemble into virtually any arbitrary two- or three-

dimensional shape®™® up to several hundred nanometers in size®, and into a diverse range of
periodic lattices and crystals™”". DNA nanostructures may be broadly classified into either
scaffolded DNA origami nanostructures®, in which short “staple” strands fold a long scaffold strand
into a final shape, or unscaffolded assemblies in which DNA bricks® or tiles™" self-assemble into
ordered lattices #g a crystal growth process. In both cases, the specific sequences of each strand
determine which components may bind to which others and how strongly and, in turn, determine
what final structures self-assembled.

In prnciple, DNA circmits could be used to direct the self-assembly of these structures by
presenting outputs that control which strands are available to self-assemble™. Dynamic control over
the availability of different DNA strands mught allow arcuts to direct elaborate, hierarchical
assembly protocols, or to incorporate feedback from the enwvironment dunng assembly. One
challenge to the design of such systems is that DNA nanostructures are generally formed by
annealing: the temperature of the assembly nuxture is first raised above the melting temperature of
the DNA and then slowly cooled. Assembly occurs after the temperature drops below the
nanostructure’s melting temperature. Parameters other than temperature, such as denaturant
concentration™), have also been used for annealing. During an annealing process, most DNA
circuits, which are held together by Watson-Crck base pairs, also melt and reform. Such melting and
reformation of circuit components would interrupt the function of the many types of DNA circuits

that are designed to begin operation in a metastable confipuration and could denature enzymes or

other co-factors needed for the operation of other DNA circuuts. Because crcwmits are typically
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desipned to operate isothermally, these circuits would need to be redesigned to operate dunng an
annealing process.

An alternative approach to controlling self-assembly with DNA crcwts 1s to develop
mechamsms by which DNA nanostructures assemble isothermally. Isothermal nanostructure
assembly processes are generally more difficult to design than assembly processes that use annealing
because under isothermal conditions the component strands of DINA assemblies can easily become
kinetically trapped in off-target intermediate structures. In ponciple, these kinetic traps could be
avoided by using DNA arcuts to control the pathway in which assembly components are made

available.

Activation of nanostructure building blocks. One strategy for controlling DNA
nanostructure self-assembly 1s to use DNA strands to activate the building blocks of a target
nanostructure. Zhang ¢f a/ used DNA strand-displacement circuits to control the self-assembly of
DNA nanotubes composed of DNA tiles”. The authors constructed inactive tiles where two of the
mter-tile “sticky end” binding sites on each tile were covered by a DNA protector strand, which
mhibited nanotube growth A complementary interface strand, released by a DNA circwit, was
shown to successfully remove the protection strand from the inactive tiles, thus activating the tiles
and allowing nanotube assembly to occur (Fig. 4a). Franco e a4/ demonstrated the reversible
assembly and disassembly of similar DNA nanotubes by repeatedly protecting and de-protecting a
tile’s sticky end strands in response to changes in pH''. Padilla ¢ a/ created DNA tiles containing
mactive binding domains, n which the binding of a sticky end on one side of these tiles partially
displaced a cover strand of DNA  This cover strand could then activate a sticky-end on the
opposite end of the tile™ A DNA circuit might presumably trigger a cascading assembly process

mvolving such tiles by activating an imtial tile, which then uses its newly activated sticky-end to
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activate a chain of additional tiles. Zhang ¢ a/ demonstrated an analogous sequential assembly
cascade in wlich droplets, rather than tiles, are assembled into chains. Droplets were functionalized
with two DIMNA attachment strands that were imitially hybndized together. Inter-droplet assembly
was imtiated by adding an interface strand of DNA that binds to one of the attachment strands vz a
single-stranded toehold, displacing the second attachment strand, which could then attach to
another droplet™.

Wang e al reversibly activated and deactivated larger DNA onganu bulding blocks that could
form different dimers depending on how they were activated® (Fig. 4b,). The authors were able to
reversibly assemble four different tile types (labeled A, B, C, and D) into different permutations of
dimers (AB, CD, AD, BC) by adding different combinations of protector and deprotector strands to
regulate different binding interfaces. Four cycles of reversible dimernization were reported, with
dimenzation yields around 75%. DNA circuits might presumably direct assembly of ongamu tile with
such interfaces into larger structures by releasing sequences of the relevant protector and

deprotector strands.

21



(a) —pestorecron protected (D)t monomer

lock + I ——
L LY o
| PROTECTED | MOMROMER & WAONOMER 0
e 30 pM —
— DEFSOTECTOR

dcurqmqtcd WasTE IOTET dimer
L]

—

PROTECTOR T FROTECTOR 2
5 &

Figure 2.4. DNA strand-directed self-assembly. In each ezample, the red strand of DINA represents the

mterface strand, which could be the output of a DNA circwit, that directs the self-assembly of a
nanostmucture. (a) Activatable DINA tiles7. Each tile starts in an inactive state in which two of its four self-
complementary sticky ends (cyan) are covered by protector strands of DNA. A deprotector strand (red) binds
to a single-stranded toehold region at the center of the tile and displaces the protector strands, resulting in an
active or deprotected tile. Deprotected tiles then proceed to self-assemble into nanotube structures. TIRF
fluorescence microscopy images show (top) the tiles in their protected state, before deprotector strands are
added when no nanotubes are emident, and (bottom) in their deprotected state after deprotector strands were
added, where nanotubes have grown. (b) Scaffolded DNA orniganu tiles whose binding sites can be activated
by DNA interface strands. A deprotector strand (red) binds to monomer A and removes its protector strand,
creating a waste complex and allowing formation of a dimer AB. Introduction of a protector strand separates
the monomers back mto their initial state®. Additional sequence-specific binding sites (not shown) facilitate
different permutations of dimers. AFM images show omgami tiles in their monomer and dimer states. (c)
Regulating self-assembly through the release of DINA linker strands that serve as bodges between two
structures. Here a linker strand (red) connects two DINA toangular prisms on a giant vesicle®. (d) Catalytic

assembly of a DINA tetrahedron. Initially, a solution was prepared that contained nine metastable hairpins



(cyan, black, yellow), which compmse the parts of the tetrahedron. A catalyst strand (red) opens the Al
hairpin, initiating a cascade in wlhich the tetrahedron forms wis a senes of reactions that follow a designed
assembly pathway. AFM images show the ntermediate structures: a three-arm junction, a closed tnangle, two

closed triangles, and the final tetrahedron®.

Releasing linker strands. DNA sequences can also direct the self-assembly of DNA
nanostructures by acting as sequence-specific bridges between two other DNA structures. Unlike
the use of interface strands to activate nanostructures described in the previous section, using
mnterface strands as direct linkers helps separate structural building blocks from the sequences that
determine connectvity, allowing the same building blocks to bind to different partners depending
on which linker 1s activated.

Peng ef a/ used linker strands of DNA to assemble multiple tnanpular wireframe DNA posms
anchored on vesicles into dimers® (Fig. 4c). Displacement strands that were complementary to the
linker strands were used to reverse the assembly process. Cao ¢ a/ used different sequences of linker
strands of DNA to selectively control the assembly of DNA-functionalized Au and Ag/Aun
nanoparticles into aggregates, which was used as a two-color mechanism for detection of DNA®.
Yao & a/ used DNA strand-displacement circuits to control the self-assembly of DNA-
functionalized gold nanoparticles by using output strands from a DNA circuit to hink particles
together. Yao ef a/ further explored differences in reaction kinetics for strand-displacement
reactions when the reactant strands were conjugated to gold nanoparticles, as opposed to standard
strand-displacement kinetics without nanoparticle conjugations®. For a more detailed discussion on
how DNA strands can control the aggregation of DNA-functionalized nanoparticles, see the review
by Thaxton e @ and the perspective article by Cutler ef a.

Gated catalysts and nucleation sites. Single-stranded outputs from circuits have also been

used to activate sites for nanostructure nucleation, or catalysts for downstream self-assembly
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processes. This strategy for using DNA strands to control self-assembly effectively amplifies the
signal, because each DNA mput tnggers a multiple assembly steps. Yin & 4/ developed a metastable
hairpin assembly architecture in which a catalyst initiates a cascade of assembly steps that assemble
DNA hairpins into larger structures” . Sadowski ef a/ used this metastable hairpin architecture to
assemble a tetrahedron in response to a catalyst trigger™ (Fig. 4d). Zhang ef a/ used a DNA strand-
displacement amplifier circuit to activate a metastable hairpin chain reaction process that tnggered
the assembly of a branched structure™. Kishi ef &/ developed isothermal primer exchange (PER)
cascades, in which DINA hairpins are templates on which DINA polymerase synthesizes strands of
DNA. Each hairpin adds one short sequence domain to a growing strand in a programmed order so
that the set of hairpins present controls what DNA strand is synthesized”. Using this mechanism,
the authors further created a PER hairpin that was initially inactrvated by a protector strand blocking
the hairpin’s toehold. When an interface strand complementary to the protector strand was added,

the hairpin’s toehold was exposed and DINA synthesis proceeded.

2.4.2 | Actuators. Beyond directing the self-assembly of structures and materials from
components, DINA can also be used to change the shapes of nanostructures that have already been
assembled. A common mechamsm of changing the shape of a DNA nanostructure 1s to add or
remove strands of DNA that constrain the nanostructure in different confipurations from a
nanostructure. Yurke ¢f @/ used thus techmique to repeatedly open and close a pair of DNA tweezers:
adding a closing strand constrained the tweezers in a closed confipuration, while an opening strand
displaced the closing strand, thereby re-opening the tweezers” (Fig. 5a). The state of the tweezers
was monitored by fluorescence enerpy resonance transfer (FRET) between two fluorophores
positioned at the end of the tweezers. A similar nanoactuator was also developed in which an

mnterface strand of DINA constrained the two ends of the actuator in an open state, rather thenin a
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closed state™ Feng ef a/ constructed a linear actuator, in which the two ends of the device are
pushed away from each other along a straight track when an actuation strand is added. They then
incorporated this device into a two-dimensional DNA lattice to actuate expansion of the lattice™.
Goodman ef @/ used a similar linear actuator to reversibly change the length of a side of a DNA
polyhedron®™, while Sacca ef @/ used linear actuators to extend and contract the edges of a cavity
within a DNA origami tile™. Chen e a/ developed a scheme in which linker strands bind along the
edge of a DNA origami tile to direct the folding of the origami into a cylinder™.

Several rotary devices have also been developed, in which an interface strand can direct a change
in the relative angle between two parts of a nanostructure. Yan ef @/ created an axial rotation device
that reversibly rotates 180° between a paranemic crossover (PX) motif and its topoisomer (JX) in
response to two sets of actuation strands® . This motif was inserted as a modular component on a
DNA array, which provided a fixed frame of reference for integrating multiple rotational actuators
together into the same device™. Marras ¢f a/ developed a library of different DNA origami joints for
both linear and rotational motion, and used interface strands of DNA to control the opening and
closing of one of their composite devices™. Gerling ef a/ used DNA strand-displacement to actuate
the rotational movement of a four-armed DNA nanostructure, 1n which blunt end stacking between

shape-complementary components of the device provided the doving force for constraiming the

actuator with the arms either together or apart'™ (Fig. 5b).

2.4.3 | Subtractive modification. Strands of DNA can also change the shape of a structure
by remowal or disassembly of targeted components. Han ef @/ built a DNA onganmu Mobmus strp and
used strand-displacement processes by DINA interface strands to remove staple strands of DINA at
target locations along the structure such that the removal of the staples acted akin to cutting'™. The

authors first added DINA strands to “cut” along the centerline of the Mobms strip to create a longer
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loop with two full twists, and then added DNA strands to remove the staples along a line one-third
of the width into the Mobius stop to create two interlocked loops. Zhang ef 4/ used strand-
displacement to both remove and replace staple strands in an ongami structure, transforming a
square structure into a quasifractal pattern of squares of decreasing sizes'™. Wei ef a/ created regular
square and cuboidal DNA bnck “canvases” where any component strand could be removed adding
a complementary strand'® (Fig. 5c). This technique allowed the authors to change the shape of a
general-purpose square or cuboidal canvas into many shapes, including all twenty-six letters of the

alphabet.

2.4.4 | DNA walkers and molecular transport. DNA walkers are mobile nanostructures
that bind to and traverse a larger frame-of-reference surface, such as a DNA ongamu tile surface.
These types of devices can be used to transport cargo molecules to different locations on the
origami surface'™'” (Fig. 6b). Walkers can be thought of as specific types of reconfigurable DNA
nanostructures. DNA fuel strands can dove walker motion, and can also act as decision making
signals that indicate to the walker which path to take among a set of option branches by selectively
removing blocker strands from the target pathway'* (Fig. 5d). Numerous DNA walkers have been
desipned, and many walkers whose motion can be controlled by DNA strands are discussed in

further detail in the review by Wei ef a/”".
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Figure 2.5. Reconfiguration of DNA nanostructures directed by DNA interface strands. In each
example, the red strand of DNA is the interface strand that can facilitate commmuanication between a circuit
and a reconfiguring structure. (a) A pair of DNA tweezers (black) with two different fluorophores at the
ends® The tweezers are initialized in an open state where the TET fluorophore (cyan) can be excited
without FRET. A fuel strand of DNA (red) binds to and constrains the tweezers into a closed state, bringing
the fluorescent ends of the tweezers close together and facilitating FRET between the TET and TAMRA
(yellow) fluorophores. An anti-fuel strand (fuel*) displaces the fuel strand, returning the tweezers to an open
state. Fluorescence intensity of TET emission shows multiple cycles of opening and closing the tweezers. (b)
A rotary DNA origami actuator'® driven by shape-complementary blunt end stacking. Interface strand A
(ced) binds to complementary domains on the origami actuator to disrupt the blunt end stacking and open the
actuator. TEM images show the actuator in its closed and open states. (c) Subtractive modification of DNA
brick structures. Targeted strands (cyan) are removed from an initial blank canvas by corresponding
subtraction interface strands (red). The addition of different sets of removal strands leads to different final
shapes. AFM images show letter structures fabricated by this subtractive processi®. (d) A DNA walker (cyan)
on an origami surface (black) is blocked from traversing a target path by a blocker strand (yellow). An
instruction strand (red) displaces the blocker strand from the origami, creating a pathway the walker can
move across'®. Fluorescence monitoring shows a walker moving on a track with two gated pathways, after
the right-hand pathway is activated by an instruction strand. The walker transports a quencher modification

to a fluorophore at the end of the nght-hand pathway, decreasing the fluorescence intensity.
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2.5 | DNA-directed control of other materials

DNA can also serve as a template for controlling many other molecules besides DNA. In this
section we will discuss interfaces that enable strands of DNA to control the placement of
nanoparticles on larger structures and surfaces, encapsulation and release of payloads from ongamm
bozes and cages, templating of reactions between other molecules, and manipulating bulk materials

such as vesicles and hydrogels.

2.5.1 | Particle placement. In principle, any component that is conjugated to a strand of
DNA, or bound by an aptamer sequence, can be positioned at a specific site on other DNA
nanostructures g hybndization. Loweth & a/ modified gold nanoparticles with DINA tags, and
exploited the sequence-specific binding of DNA to assemble these gold particles into dimers and
toimers'™. Hazarka e a/ further demonstrated that nanoparticle assemblies could be reversibly
disassembled with DNA strand-displacement reactions'”. Similar techniques have been used to
assemble clusters of other DNA-functionalized components, including platinum-gold
nanoparticles'’, quantum dots'’!, and carbon nanotubes'. Functionalization of cell surfaces by
Staudinger lipation to phosphine-conjugated DINA strands has been used to direct the assembly of
cell-cell contacts to build three-dimensional microtissues with defined interconnectrvities between
cells'’. While in many of these studies the positions of DNA strands on their host particles were not
specifically controlled, Kim ef @/ developed a method for controlling the precise number and relative
position of DNA strands on gold nanoparticles''®. Le e a/ formed larger two-dimensional arrays of
gold nanoparticles using a DNA tile lattice as a template. Arrays were formed 2z the hybndization
of DNA strands conjugated to gold nanoparticles to DNA strands on the lattice'” (Fig. 6a). A
similar stratepy of DNA tag hybndization to a DNA template has also been used to direct the

assembly of proteins into arrays''®. Erez ¢ a/ used DNA tags immobilized on the surfaces of gold
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electrodes to direct the attachment of a long double stranded DINA between two electrodes,
separated by 12 pM. The double-stranded DNA was metallized with silver nanoparticles to create a
conductive wire with differential resistances on the order of 7-30 MQ"'". Hazani & a/ used similar
gold electrode immobilized ohgonucleotides to direct the attachment of a DINA-modified carbon
nanotubes between two electrodes on a gold surface'™®. Maune ef a/ assembled two-dimensional
cross-shaped junctions of carbon nanotubes on DNA ongamu, which they found exhibited field-
effect transistor-like behavior'.

Importantly, particles bound to DNA nanostructures can also move when the underlying
nanostructure moves. Kuzuyk e 4/ demonstrated this by positioning gold nanorods on a rotating
DNA oniganu actuator, and used the actuator to dynamically tune the angle between the two rods.
The authors used these devices as reconfipurable plasmonic metamolecules'®. For a more detailed

overview of using DNA to position other nanoparticles, see the recent review by Rogers ef a/™.

2.5.2 | Encapsulation and drug delivery. DNA nanostructures can be used as containers
for other molecules. Andersen ef @/ developed a DNA origami box measuring 42 x 36 = 36 nm®, and
used strands of DNA as sequence-specific keys to open the lid'® although encapsulation of a
payload withuin the box was not specifically demonstrated. Grossi ef 4/ created a DNA ongamu
“nanovault” that contained an enzyme within a fully enclosed cavity, held closed by double stranded
DNA “locks”. Addition of “key” strands of DNA complimentary to the lock domains opened the
nanovault'® (Fig. 6¢). In the closed state, the enzyme was inhibited by the nanovault from
mnteracting with substrate molecules in solution, with increased enzyme activity measured when the
nanovault was in an open state. Sun & @/ used DNA onganu boxzes as molds for growing metal
nanostructures with defined geometries. They began with a hollow DNA origami barrel, added a

strand of DINA that was conjugated to a metal nanoparticle to the inside of the box to act as a seed
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for growth, and then attached lids to the barrel The metal seeds within the box were then grown in
a mixture of silver nitrate and ascorbic acid until they conformed to the size and shape of their DNA

barrel containers™

2.5.3 | Templating chemical reactions. By controlling the effective local concentrations of
reactive molecules conjugated to their component strands, DINA complexes and nanostructures can
regulate the rates of some chemical reactions. Calderone ¢ 4/ conjugated different reactive groups,
mncluding maleimides, aldehydes, and amines to DNA strands. These “template” strands were then
muxed together in the same solution, with complementary strands of DINA binding together and
initiating reactions between their attached reagent molecules. This technique allowed the authors to
program different chemical reaction pathways withun the same solution, which would otherwise have
exhibited significant cross-reactivity between the pathways'”. Kanan e a4/ expanded on this
technique for DINA-templated reaction discovery, testing 168 different possible reactions between
24 different reactants bound to template strands of DNA in a one-pot mixture'® Usanov ef a/
further expanded this techmique to produce a wvast hibrary of 256,000 different small-molecule
macrocycles for insulin-degrading enzyme affinity'’.

Wilner e a/ used conjugated strands of DNA to place the enzymes glucose oxidase and
horseradish peroxidase close together on a template strand of DINA, forming a biocatalytic cascade
that produced ABTSe- (Fig. 6d)'*. Ke e a/ used a DNA origami tile to assemble two different
enzyme reaction pathways on the same nanostructure, using “anchor” strands of DNA on the
origami surface to position the enzymes, and then used strands of DNA to reversibly control which
of the two pathways was activated at any one time by blocking or unblocking the anchor points'®.

Several reviews exist that cover the topic of DNA templated reactions in further detail'** .
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Figure 2.6. Positioning individual components. (a) Gold nanoparticles were positioned in a two-
dimensional array by attaching them first to interface strands of DNA (red) that are complementary to
attachment sites on a large preformed DNA scaffold (black). TEM image shows the assembled array, where
the gold nanoparticles are seen as black dots’5. (b) A DNA walker (cyan) on an origami sucface (gray) picks
up and colocalizes several gold nanoparticle cargosi®. This type of cargo-manipulating walker could
potentially be gated by a strand of DNA using a mechanism similar to Fig. 5d. (c) A DNA origami
nanovault'® with an enzyme (bovine alpha-chymotrypsin, pink) attached to its inner cavity. The vault is held
closed by lock domains of DNA (cyan) along its outer edges. When complementary key strands of DNA
(ced) are introduced they displace the locks and open the nanovault, exposing the encapsulated enzyme to
substrate in the external medium. FRET transfer between two different fluorophores positioned on the side
of the nanovault indicates open and closed configurations of the nanovault (d) A template strand
(black+gray) assembles enzymes with DNA tags (red) into a local reaction cascade'®. Here the cascade
consists of ghicose oxidase (GOx, cyan), which oxidized ghicose to yield ghiconic acid and H:O2, and
horseradish peroxidase (HRP, yellow), which used the generated H,O; to oxidize ABTS* into ABTS-
Absorbance readings monitor the accumulation of ABTS™ product over time. A negative control that is

missing the template strand shows no significant production.

2.5.4 | Vesicles. Lipid vesicles can enclose small volumes of liquid, and could be used to create

artificial cells withun which different DNA circuits operate. DINA nanostructures have been used as
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templates to control the static size, shape, and dispersity of vesicles'™'* DNA origami nanopores
have further been added to facilitate transport across membranes'™ '**. More recently, Zhang et a/
demonstrated that interface strands of DNA can change the shape of these template vesicles
dynamically in a controlled manner by reconfipuring their templating nanostructures'® (Fig. 7a). Sato
et al used DINA interface strands to reversibly regulate the assembly of kinesin motors along the

inner surfaces of vesicles to induce local curvature of the vesicle’s shape'® (Fig. 7b).

2.5.5 | DNA hydrogels and crystals. Hydrogels are materials composed of crosslinked
hydrophilic polymer chains in water. By incorporating DNA into the hydrogel as crosslinks*®, the
maternial properties of the hydrogel can be mamipulated dynamucally by adding DNA strands to alter,
break, or create crosslinks. Lin ¢f 4/ developed DINA crosshinks that could be reversibly dissociated
by adding a strand complementary to one of the crosslink strands'™. Hydrogels with DNA
crosslinks can also be stiffened or softened by adding DNA that switches the conformation of
crosslinks between a double-stranded state or a partially single-stranded conformation' #ig DNA
strand-displacement reactions. Lin ¢ 4/ reported that these DNA crosslinked hydrogels had bulk
elastic moduli ranging from tens of Pascals (Pa) to about ten kPa, and that these hydrogels swelled
upon softening, with volumetric swelling ratios up to about 25% between the stiff and soft states.
Cangialosi ef a/ used photolithographic patterning to form multi-domain DNA-crosshinked hydrogels
where each domain could be swollen independently by the addition of different hairpin fuel strands
of DNA to the surrounding medium; differential swelling of domains within the hydrogel causes
bending or cutling of the device, sugpesting how such a system could be used for mechanical
actuation. The authors employed a hybrdization chain reaction'™ to ezpand the size of the
crosslinks by incorporating many fuel strands of DINA into each crosshnk to dove substantially

higher swelling ratios than in previous work Linear expansion (AL/L;) due to swelling was reported



on the order of several hundred percent'* (Fig. 7b). DNA strand-displacement reactions have also
been shown to operate within three-dimensional DINA crystals, for instance by using strands of

DNA with different fluorescent modifications to change the color of a crystal'®” (Fig. 7d).
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Figure 2.7. DNA-strand directed material change. () A DNA origami frame serves as a cage to control
the size and shape of a liposome. Lipidated DNA handles immobilized on the inner surface of the origami
frame serve as attachment points to position the liposome within the DNA frame. Here the DNA frame
directs the formation of a lipid tubule. Reconfiguring the frame structure by removing rigid pillars via an
interface strand of DNA (red) changes the shape of the caged liposome. Right images show electron
micrographs of the caged liposome in the tubule and cuded states!®. (b) A giant liposome in which the
attachment of a kinesin motor by an interface strand of DNA (red) induces lipid surface microtubule
transport, which in term causes localized dynamic bending of the liposome!®. Right, the standard deviations
of the radius between the center of mass and the periphery of the liposome when the kinesin motor is
inactive vs. active. (c) A DNA-crosslinked hydrogel robot with components that swell in response to interface
hairpin strands of DNA (red). Selective swelling of domains can drive actuation. Fluorescence microscopy

shows a DNA-crosslinked hydrogel crab in mital (top) and actuated (bottom) statesi. (d) Strand-
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displacement reactions within a three-dimensional DNA crystal!¥” involving Cy3- and Cy3-modified DNA
strands (red) can change what molecules are present within the crystal lattice, switching the color of the

crystal between three states.

2.6 | Discussion

In this review we explored mechamsms that allow DINA circuits to sense environmental stimuh
and to control the assembly or reconfisuration of downstream maternials. We defined DNA circuits
as black box information processing dewvices in which the inputs and outputs take the form of
strands of DINA, which we defined as the “interface™ strands. In principle, these modular interfaces
allow DNA circuuts to be developed independently from the matenal systems they sense and
control, analogously to how standardized electrnical interfaces allow general-purpose electronic
computers to interact with a diverse set of penpheral devices. Although we focused here on DNA, a
similar paradigm could apply to circuits composed of other nucleic acids, such as RNA, LINA'™, or
PNA'™. Through standardized interfaces, chemical circuits with different information processing
functions could theoretically control a combinatonal variety of other matenals and stimuhi.

While exploning mechamisms by which interface strands of DINA could facilitate communication
between matenals and DNA arcuits, we identified several interesting unexzplored directions for
potential future research. First, if mechanisms were developed to allow interface strands of DNA
regulate local temperatures, DNA circuits could potentially be used generate elaborate
spatiotemporal temperature pradients in three dimensions. Similarly, mechanisms that allow output
strands to regulate the concentration of ions could be useful for programming fluctuations in pH in
response to events detected in the enwvironment, such as the presence of a virus or bactena.
Regarding bulk matenals, mechanisms that allow interface strands to repulate flux across membranes
could facilitate communication between networks of isolated DNA circuts within neighbonng

vesicles, while mechanisms to initiate dmsion of vesicles or hydrogels could be useful for creating

34



synthetic matenals that can replicate and evolve. While there is a gprowing literature on using DNA
mnterface strands to interact with soft macroscopic matenals, interface mechamisms that allow DNA
to repulate biomineralization processes could extend this control to harder or stiffer matenals that
have structural inteprity at larper scales and under sigmificant mechanical stresses. Finally,

mechamisms that allow DINA arcuits to dynamically control the state and position of DNA onigamm

lithography masks™™" potentially by reconfiguring origami to fit shape-dependent surface

attachment sites'™">*, could assist in the fabrication of solid state electronics and lead to DNA

¥

computers that could create electronic computers, which could create additional DINA computers, e

cerera.
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3 | Designing Modular Reaction-Diffusion Programs
for Complex Pattern Formation

Summary. Cells use sophisticated, multiscale spatial patterns of chemical instructions to control
cell fate and tissue growth. While some types of synthetic pattern formation have been well studied”
¢ it remains unclear how to design chemical processes that can reproducibly create similar spatial
patterns. Here we descoibe a scalable approach for the design of processes that penerate such
patterns, which can be implemented using synthetic DNA reaction-diffusion networks™®. In our
method, black-box modules are connected together into integrated programs for arbitranly complex
pattern formation. These programs can respond to input stmuli, process information, and ultimately
produce stable output patterns that differ in size and concentration from their inputs. To build these
programs, we break a target pattern into a set of patterming subtasks, design modules to perform
these subtasks independently, and combine the modules into networks. We demonstrate in
simulation how programs designed with our methodology can generate complex patterns, including
a French flag and a stick fipure.

Current methods for controlling spatial vanation in the concentration of biomolecules, including
microcontact prnting® and composite hydrogel assembly'®, can produce either patterns of
mmmobilized molecules whose activity is hinuted, or spatial patterns that are not self-sustaimng,
dynamic or capable of responding to environmental signals. In vivo, regions of lugh and low
concentrations of diffusing molecules anse because of the controlled interplay of molecular
diffusion and chemical reactions. The resulting two- and three-dimensional patterns can remain
stable over long time penods or evolve in a controlled fashion, and can form in response to a

diverse array of chemical and physical stimuli'’. Here we sugpest a method to design reaction-

diffusion systems to produce similarly well-defined, complex and programmable concentration



patterns in vitro. This method could generate spatial concentration patterns that cannot be produced
using existing design methods, including stable patterns of diffusing molecules, three-dimensional
patterns and dynamic patterns that programmably form in response to chemical signals in the

environment.

3.1 | Introduction

Duning Dresgphila embryogenesis, imtially identical segments of a frut fly embryo autonomously
obtain their identities (fe head, thoracic, abdomunal and terminal) from the different local
concentrations of mRNA at different locations within the embryo'. Patterns of chemical
concentrations are also thought to play important roles in mitotic spindle formation™ and inter-
cellular signaling”®. Synthetic chemical patterning systems that could produce and manipulate
similarly complex gradients might be useful for interaction with cells”, for exerting dynamic spatial
control over chemical systems, and for optimizing reactor throughput®.

The idea that reaction-diffusion (RD) systems can produce patterns of concentrations was
onginally proposed by Alan Turing, who in a mathematical study of reaction and diffusion dynamics
found mechanisms by which patterns of high and low chenucal concentrations could form in an
environment where chenucal concentrations are imitially homogeneous except for occasional local
fluctuations in concentration'. Subsequent mathematical studies of chemical pattern formation™"
have suggested a family of reaction-diffusion processes capable of producing a diverse range of
patterns including spots, stopes and spiral waves, and such patterns have been observed in chemical
systems in two™” and three'® dimensions. However, because the features of these patterns arise
when random fluctuations are amplified, the patterns they produce differ qualitatively from the
robust patterns of signaling molecules observed in biological systems. The resulting features are

often transient, and their exact shape and position are difficult to control reproducibly.
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An alternative approach is to transform a simple pattern of imitial chemical species into a more
complex output pattern. This separates the task of generating complex patterns from the
complementary task of breaking symmetry. Repeatable processes that perform pattemn
transformations could robustly produce specified patterns with well-controlled features on multiple
size scales. Pattern transformation processes have been constructed using biological transcription
factors active during development'™®, and more recently, designed reaction- diffusion networks of
synthetic DNA molecules™” . While these systems can generate predictable patterns, the variety and
complexity of geometries they can exhibit remains severely limited, and in many cases the patterns

that anse are transient, such that the patterned species become well mixed over time.

(a) el

Figure 3.1. Reaction diffusion programs for pattem generation. (a) Synthetic DNA “input” molecules
(yellow, cyan, magenta, and green) are fixed at particular locations inside of a hydrogel substrate. Many other
species of DNA “intermediate” molecules (gray) are homogeneously distributed throughout the hydrogel. (b)
The intermediate molecules comprise a modular reaction-diffusion “program”, where each module (boxed)
encodes a specific patterning instruction. The shaded circles represent different chemical species, and the
lines connecting the circles represent designed reactions between these species. Intermediate molecules are

designed to react only with other mntermediate molecules inside of their parent module, facilitating the design



of new patterns simply by rearranging the connections between modules. (c) The colored input molecules

mteract with the chemical reaction-diffusion netwotk to produce a target pattern of DINA output molecules

(blue).

Here we descrbe a staged pattern formation strategy in which specified patterns are gradually
developed from simple iritial patterns through a series of modular transformation stages. This
stratepy builds upon the robust repeatability of pattern transformations, expanding the complexity
and diversity of attainable output patterns. Each stage performs a relatively simple transformation
upon its input pattern, orchestrated by a reaction-diffusion network “module”, producing an
mcrementally more elaborate output. Modules interact with each other only iz their input and
output patterns, enabling large composite networks to be flexibly assembled by adding modules or
modified by rearranging the connections between modules. Viewing each module as a semantic
command (ie COPY, BLUR or SHARPEN), staged networks represent alporthmic lsts of
patterning instructions, or reddion-diffiusion programs, that penerate complex patterns autonomously

(Fig1).

3.2 | A molecular language for spatial programming

A chemical RD system consists of molecular species that can diffuse and interact through a
designed set of coupled chemical reactions. The de moro construction of a set of molecules that
interact pig a specific set of a designed reactions can be challenging because of the difficulty in
finding or designing chermmical species that react as intended without crosstalk and the challenge of
mdependently controlling the diffusion coefficients of different species. The number of technical
challenges involved in such a design process increases quickly as the size of the desired network
SIOWS.

Recently, it has been proposed that the use of synthetic DNA as molecular species in RD
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systems could address many of these design challenges™. Advances in the development of DNA-
based strand-displacement cascades have enabled the design of large reaction networks similar to
biological signal-transduction networks'**®. The components of these cascades are short, synthetic
DNA strands that are easy to synthesize and are biocompatible. DNA strand-displacement cascades
have been used to implement robust logical operations and concentration amplification and
thresholding. Strand-displacement cascades are programmed to perform these and other specific
functions by appropnately designing their nucleotide sequences. Chenucal reaction networks
involving up to 130 unique species of DNA strands have been demonstrated™*. While networks of
this size are somewhat small compared to the size of the reaction networks within a cell, which may
consist of thousands of signaling molecules and transcription factors™, there is no fundamental
obstacle to the design of larper synthetic DINA strand-displacement networks. Strand-displacement
methods also offer unprecedented flexibility of design: methods summanzed in Fig. 2 have been
developed with the poal of designing a set of DINA molecules that can emulate any chemical
reaction network™. While quantitative control over reaction rate constants within these networks
can still be a challenge™, reaction networks can be designed that only depend qualitatively on the
relative rates (Ze. fast or slow) between different reactions. The versatility of strand-displacement
reactions, along with a growing number of computational tools that are available for the design of
these networks™, suggests that the design of larpe-scale DNA-based reactions networks is feasible.
The diffusion coefficients of DNA molecules are similarly programmable. In solution, single- and
double- stranded DNA diffusion coefficients vary polynomially with sequence length™ because their
effective Stokes radius 1s a function of polymer chain length In prnciple, therefore, adding
additional bases to the strand or complex could slow down the diffusion coefficient of a species.
More precise refinement of effective DINA diffusion rates 1s attanable within a porous substrate

such as a hydrogel By covalently attaching short DINA strand segments to the substrate,
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complementary DNA molecules diffusing nearby can transiently bind to the attached segments,
slowing down their transport in a sequence-dependent manner’™™ The time spent bound is
controlled by tuming the density of binding sites and the enerpy of strand interaction, which can
generally be predicted i silico using efficient algorithms™*. While these interactions cause diffusion
to become anomalous, if the density of binding sites 1s sufficiently large, the diffusion of DNA
species would be expected to be generally uniform and continuous over length scales greater than a
few hundreds of nanometers, and thus would obey the standard diffusion equation. Both of these
methods for slowing diffusion can be used to independently set the diffusion coefficient of different
species in the network Methods for building complex, arbitrary networks of coupled chemical
reactions with synthetic DNA, and for independently controlling the diffusion coefficient of each
DNA strand could be combined to design and build complex reaction-diffusion systems #n vifro with
synthetic DNA. The oligonucleotides in these systems might also interact with other molecules in
the environment in a sequence- specific fashion through the use of aptamers, nucleic acid sequences

that bind specifically to a target lipand. Molecules for which aptamer sequences are known include

35-37
t]

many growth factors® and small mo and such connections have been pgenerated

previously as components of DNA strand-displacement networks™.
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Figure 3.2. Networks of DNA molecules can emulate arbitrary chemical reaction dynamics.

(Architecture from®). (a) A typical bimolecular chemical reaction. This reaction is emulated in the reaction
process shown in b-d. (b) Specific single-stranded DNA molecules represent each reactant and product in the
reaction. These molecules consist of a short “toehold” domain and a longer “recognition” domain. (c)
Domains are unique sequences of base pairs (A, G, C and T). (d) A set of intermediate species interacts with
the reactants. The collective reactions executed by the intermediates, reactants and products emulate the
dynamics of the reaction in a. (¢) The reactants A and B interact directly with the intermediate species,
initiating a series of reactions that ultimately release the product species C and D. A reaction with fewer
reactants or products can be emulated by making simple alterations to the intermediate complexest. (f)
Multiple such reactions can be chained together to form large reaction networks that emulate the dynamics of

arhitrary networks of coupled chenucal reactions.

3.3 | Self-sustaining pattern formation processes

Without a continmous supply of energy, heterogeneous distnbutions of chemical species will
become well mixed over tuime, making the construction of steady-state heterogeneous patterns

infeasible. In cells and tissues, proteins and other signaling molecules are constantly produced and
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degraded, providing a source of enerpy with which to maintain heterogeneous pattemns of chemical
species in spite of the effects of diffusion. Analogous production and decay reactions that
continuously produce new species from lugh-energy precursors and degrade old species into inert
waste could likewise produce stable patterns of concentrations i wifro. Here we use this techmque to
produce stable, static patterns of chemical concentrations.

Strand displacement systems can emulate stabilizing production and degradation reactions
powered by high concentrations of precursor molecules® Production can occur zig the slow
conversion of an inert precursor present at lugh concentration into the active species, and
degradation can occur g the slow conversion of the active species into a lower energy waste

species.

3.4 | Modular reaction-diffusion programs

We define a module as a coupled set of chemical reactions that perform a designed
transformation of a pattern of mnput molecules. Modules are connected together such that
“opstream’” modules produce an output species that “downstream”™ modules accept as input species.
Hierarchical modules, consisting of multiple submodules, can perform meore sophisticated pattern
transformations. To produce self-sustaining patterns, modules include production and degradation
reactions that resupply component species, and maintain heterogeneous patterns at steady state.

Modular engineering makes it possible to design large, complex networks by first desigmng
simple, reusable modules, and then arranging them into networks. Each module implements a
semantic patterning instruction (e.gz COPY or BLUR a pattern), which can be connected together
without worrying about the details of how these instmctions are implemented within each module.
The modular instructions we use in this paper are detailed in Figure 3.

A reaction-diffusion program is a set of connected modules that orchestrate a pattermn formation
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process. To venfy that the networks we design will form their target patterns, we use a mathematical
model of each module’s dynamics consisting of a set of coupled partial differential equations that
governs their dynamics, assuming mass action kinetics®. To evaluate the function of the network,
these equations can be integrated numerically using measured reaction rate constants and diffusion

A0

coefficients existing literature® . For instance, given an RD program consisting of the equations:

ky
A+B-=C (3.1)

k=
C — waste (3.2)
the corresponding partial differential equation descrnibing the concentration of C over space and time
1s:

—alq;’x’” = D.V2[C](t, x, ¥) + kq[A](t, x, V) [BI(t. x, V) — k2[C](L, x, ¥), (3.3)

where D, is the diffusion coefficient for species C. Simular equations govern the behawior of species
A and B. Details concerning our modeling process, including boundary conditions, parameter values

and numerncal integration techmiques, are provided in Supplemental Information Section].

3.41 | A “DRAW FRENCH FLAG" patterning program. A central hypothesis of
developmental biology is that spatial patterns of morphogens can mstruct groups of cells to
differentiate into specialized roles. These morphogen concentrations often encode information in
the form of either high or low local concentrations. A concentration can thus be a Boolean value, ie.
a variable with only two possible values: high or fow. In the French flag model”, a one-dimensional
linear gradient of an input morphogen 1s translated into three discrete regions of gene expression
with the same geometry as the tr-colored French flag, such that each of three species has either a
high or low concentration in each of the distinct regions. In this example, cells in these three regions
could then adopt specialized identities depending on which of the Boolean bilue, mbife or red regions

they occupy. While this model is broadly accepted as one explanation of pattern formation dunng
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development™*, a physical reaction-diffusion network capable of recapitulating this pattern in vifro
has not been described. Here we design a modular reaction-diffusion program that generates a
French-flag pattern (Fig. 4) from a linear input gradient.

We assume that the input to the system is a stable linear gradient of a “morphogen™ I,

N =x (Gom) 69
where = [0 mm, 10 mm)]. The output that results is a stable French-flag pattemn in which three
different labeled output species, blue (B), whize (W) and red (R) are present in the left, middle and nght
third regions respectively at approximately 1 pM. The concentrations of these species are close to
zero elsewhere. To demonstrate our process of RD program design, we construct this patterning
program in stages. We first consider how to produce a single red stripe using the reaction networks.
We then add modules (Figure 3) to our circwt until the circuit also produces white and blue stripes
as outputs.

The challenge in generating a French flag pattern from a linear input gradient is that small
differences in the concentration of the input species along the pradient must be transformed into

large differences in the concentration of the output species in the final output pattern. For example

(see Fig. 4), just to the nght of the red-white boundary.

¥

/E] at steady state should be high and /]
should be low. An arbitranly small distance to the left, on the other side of the boundary, /[R] should
be low and /¥ should be high Yet between these points the input concentration [I] changes only
Linearly with distance. As shown in Fipure 3a, a SHARPEN module can produce an output species

that 1s Aigh everywhere the mnput species exceeds a threshold concentration and /fow everywhere else.

A SHARPEN module with a threshold concentration of 2/3 M operating on the input gradient
could thus produce an intermediate species . only in the regions where I > 2/3 uM, ie in the right

third of the substrate, creating a larpe change in [§;] across the red-white boundary (Fig. 4a).



A second SHARPEN module with a threshold value of 1/3 uM could produce a different

mntermediate species [§5/ 1n an area that covers two-thirds of the width of the substrate, ie where
both the red and white stripes should exist in the final pattern. Together, 5, which is present only in
the nghtmost third of the space, and 57 would dmde the space mnto three discrete regions that
correspond to the three desired French flag stopes: one where [§5/ and /[§;] are both lugh, one
where [§5/ 1s lugh and /5] ir Jow, and one where the concentrations of both species are low (Fig.
4b).

However, because the SHARPEN module depletes the concentration of its input species, if two
different SHARPEN modules both have the same input I, they would compete with each other for

I Because both modules would deplete I during the course of their operation, I would end up being

below the threshold value for amplification everywhere. As a result, neither 57 nor 5> would be

produced anywhere. This problem would be addressed if the two SHARPEN modules used as their

respective mputs two different species I; and I that each have the same concentration as I in all

locations. To produce these species, we designed a COPY module (Fig. 3b) that takes an input I and
produces an output O that has the same concentration as [ everywhere without depleting the input I
We include a COPY module that produces a copy of I with the same concentrations as I upstream
of each SHARPEN module to prevent the two SHARPEN modules from competing for the same
mput species. The resulting circuit (Fig. 4b) produces a pattern where 57 i1s present in the nightmost
third of the space and 55 1s present everywhere but the leftmost third of the space.

To produce the French flag pattern, output species R should be produced where [5;] is bigh,
output species I should be produced where [/ 1s Aigh but [§;] is low, and output species B should

be produced where both [§;7 and [55] are Jow. AND and NOT modules (Fig. 3c-d) can direct the



production of each of these species by producing the output molecule only where the corresponding
Boolean function of the input concentrations is satisfied (Fig4c).

The French flag patterning circuit in Fig. 4c is a collection of connected modules, each of which
contains a small RD program comprised of abstract chemical species (such as I, A, T and O in the
SHARPEN module). This abstract chemical reaction network can be translated into a set of strand-
displacement reactions that implement the same dynamics as the reaction-diffusion netwoik we
designed. There may be many different ways to translate an abstract chemical reaction network into
a set of DNA strand-displacement reactions using a method such as that shown mn Fig. 2. In the
Supplemental Information, we propose a potential strand-displacement network for each of our
modules. One measure of the complexity of the resultng network i1s the number of species it
contains. Our network (shown in Supp. Info. 2) consists of 77 unique initial DINA strand assemblies
containing a total of 108 component DNA strands. The size of the network is therefore smaller than
strand-displacement networks that have been experimentally demonstrated’.

To test that the network we designed produces the target pattern, we numerically integrated the
partial differential equations for the RD system consisting of the abstract chemical species (I, .4, T,
...). The results (Fig. 4c.f) show that the network is expected to produce the designed pattern, taking
on the order of an hour to reach steady state. Close to the boundanes between the blue, white and
red regions, there are transition areas where either the blue and wlute, or the white and the red
species are both produced.

These transition regions arise because of the diffusion of the output species, which acts to blur
the pattern, and because of what we term “leaks™ in our reactions, in which a slow reaction uses a
small amount of the product that is otherwise depleted very quickly by a much faster reaction.

The French flag patterning program demonstrates that we can design RD programs that use the

geometnc information prowvided by a heterogeneously distributed input species to produce an



mcrementally more complex heterogeneous distnbution of output species over a single spatial
dimension While microfludic devices can already be used create a vanety of gradient patterns with
1- dimensional features® similar to the French flag pattern, producing analogous patterns in 2- and

J-dimensions 1s considerably more complex.
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Figure 3.3. A library of reaction-diffusion modules for building pattern-formation programs.
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Figure 3.4. An RD program that produces a French flag pattern from a linear input gradient. (a) A
simple network that generates a single stripe of intermediate species §; (pink) as output when the input is a
linear input gradient (green). The stripe appears in regions where [I] > 2/3 uM. The simulated steady-state
profile of §; is shown in the output bubble. (b) A network to produce two stripes. Two copy modules
produce two copies I; and I, of the input species I I; and I, serve as inputs to two threshold amplifier
modules that produce stripes of §; and S5 (gray). The COPY modules protect the input signal from

downstream loading, ensuning that the SHARPEN modules do not affect one another. The simulated steady

state profiles of 5 and 5 are shown in the top and bottom output bubbles respectively. (c) The complete
network to produce a French flag pattern from a linear gradient input. This network is an expanded version
of the network in (b). A red stripe of R is produced where [5;] is high. A white stripe of I is produced where
[S,] is high but [S,] is Jow. A blue stripe of B is produced where both [3,] and [55] ate low. The simulated
steady state profiles of B, I and R are shown in the output bubbles, and are superimposed together in the
image to the right (d) Simulated concentrations of species in the French-flag RD program 200 seconds after
introducing the input gradient, as they would appear if buffered against a load by a COPY module
immediately downstream. Species are color coded to match the bubbles in (c). (¢) Simulated concentrations of

species after 700 seconds. (f) Simulated concentrations of species close to steady state. Simulation details
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mcluding reaction rates, diffusion coefhicients, PDEs and imitial conditions are provided in the Supplemental

Information Section 2.1.

3.4.2 | A “DRAW STICK FIGURE” patterning program. To show that our patterning
method can generate 2- dimensional patterns, we use the same step-wise modular design process to
construct a program that produce a stick fisure pattern that consists of a head, torso, arm and leg
segments (Fig. 5a). In a 1-dimensional program like the French-flag generator, a SHARPEN module
acting on a linear gradient created a linear high/ low step function. In two dimensions, a radial gradient
1s generated when a species 1s produced at a single point and then slowly degrades as it diffuses away
from its point of production. When the BLUR module (Fig. 3e) takes an input that is produced at a
single point, it produces such a gradient. A SHARPEN module acting on a radial gradient creates a
radial step function, ie. a circle. The radius of this circle is specified by the threshold concentration
of the SHARPEN module corresponding to the concentration of the radial gradient along the edge
of the circle. The SHARPEN module wall produce a high output signal only in regions where the
radial gradient is above the threshold concentration, inside of the radius of the circle. The center

of the circle 1s set by the location of the input point to the BLUR module. Together, the BLUR
and SHARPEN modules encode a DRAW CIRCLE patterning instruction, which itself can be
considered a module. Using the DRAW CIRCLE instruction repeatedly along with the AND
meodule, it is possible to produce a complete stick fipure pattern from an input consisting of four
particular inputs produced only at four particular points (Fig. 5b).

A vanety of techniques nmught be employed to pattern the mput points for the stick fipuring,
including micro-contact prnting’ or lithography™. Because the input patterns would be covalently
bound to the substrate, they would remain stable over time rather than diffusing away, even though
these inputs are not replemshed. Alternatively, we could extend existing strand-displacement systems

to actively generate and mantain the input pattern from reservoirs attached to the substrate
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boundaries®, analogous to the actively generated input gradient in the French Flag program.
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Figure 3.5. An RD program that produces a stick figure when the input pattern is a set of input species
fixed at the illustrated locations. (a) The network of RD modules that interprets the signals from the input
species and produces the stick figure shape as output. The magnitudes of the threshold concentrations T for
each of the SHARPEN modules set the respective sizes of the circles in d. (b-¢) Simulated stick figure
formation. (b) The input, four species (shown in different colors) that are each fixed at their corresponding
illustrated locations. (c) BLUR modules take the four input species as inputs, producing gradients around
them of controlled size. A set of COPY modules produces species with the same spatial extent and
concentration as the original inputs. The species produced by the COPY modules are used as buffered inputs
to the downstream modules. (d) A set of SHARPEN modules produce circles with defined radii around the
input points. The intersections of these circles define the regions where the stick figure segments should
appear: the magenta and yellow circles intersect at the stick-figure’s torso, the yellow and cyan at the left leg,
the magenta and cyan at the right leg, the two light-gray circles at the arms, and the black signal defines the
stick-fignure’s head. (€) AND modules take each pair of species in (d) as inputs and produce the output species
(black) where both inputs are present at high concentration. Simulation details, incliding reaction rates,

diffusion coefficients, PDEs and mutial conditions are prowided in Supplemental Information Section 2.2

Since the stick fipure’s head is a circle, we can pattern the head with a single DRAW CIRCLE

module. To build the rest of the stick fipure, we need a mechanism to produce line segments for the
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arms, torso, and legs. One convernient way to produce an approximate line segment 1s to produce a
species at the intersection of two large circles: If two circles are separated by shghtly less than then
sum of their radu, the intersection is a line-like repion. We can repeatedly use the composite DRAW
CIRCLE mnstruction to pattern pairs of circles that mntersect at the desired locations for each
segment, and an AND meodule to produce output species where these circles intersect. As with the
DRAW FRENCH FLAG program, we include COPY modules where needed to prevent modules
from depleting the concentrations of their input patterns and affecting upstream modules.

The combined program produces a stick fipure pattern from an input pattern consisting of four
points. The pattern 1s expected to take on the order of a day to reach steady state using the rate
parameters estimated for our DNA species, provided in the Supplemental Information. The miting
factor preventing the speedup of formation is the diffusion rate of the DNA.

It 1s straightforward to rearrange components or add modules to thus system to change the
geometry of the output pattern. One could imagine using such a program to generate any pattern
that consists of a set of line segments. While we were able to re-use some of the input signals in the
DRAW STICK FIGURE program by careful use of the COPY module, in general each line-
segment feature requires two input signals and seven modules. One interesting goal for future
studies 15 to generate a large number of pattern features using only a fixed number of inputs and

modules.

3.5 | Discussion

In thus chapter we have descobed a method for the design of madion-diffusion programs, sets of
modular instructions encoded mnto autonomous chemical pattern generators. Each module takes
simple input patterns and generates icrementally more complex output patterns. Elaborate, stable

patterns of soluble molecules emerge through the combined effects of each modular stage. While



the reaction-diffusion programs we describe are large, it 15 plansible to imagine implementing them
in vifro using existing techmiques for desigming molecules with prescribed rates of reaction and
diffusion: synthetic DNA strand- displacement networks of simular sizes have already been
demonstrated. The continued growth in complexity and robustness of devices that can be designed
with DNA strand-displacement networks suggests that the range of designed RD programs that are
expenimentally realizable will expand. Further, we can imagine a “compilation” process that
automatically translates arbitrary patterming programs into a network of chemical species that can be
implemented using strand-displacement reactions. Specific sets of molecules can implement each
module, and compilation can proceed by designing the reactions for each module such that the
mputs and outputs for each module interact, but the species within different modules do not react at
significant rates. Control over patterning could be extended from two into three dimensions using
the existing reaction modules in 3- dimensional substrate by using an intersection of spheres mnstead
of circles 1n the stick fipure example, with the input pomnts printed on, or generated from the
boundary surfaces of the 3-dimensional substrate.

Eventually reaction-diffusion programs may be designed that include temporal control of
network dynamics, capable of generating patterns that change shape over time, such as Belousov
Zhabotinsky-type dynamics® or cellular automata™ Other potential extensions to our methods
mnclude programs that can generate more efficiently produce a wide varniety of pattern features, and
programs that produce patterns with more graded analog responses instead of only digital bigh or low
values.

While large DNA strand-displacement networks have been implemented previously, they tend to
be “one-time- use” circuuts, which calculate a single output before reaching a state 1n which
components no longer react with one another. This stratepy is effective for well-mized solutions, but

reaction-diffusion patterns require a constant supply of energy to maintain a stable steady state. To



provide this enerpy we design networks for which high- enerpy input species are constantly suppled
and low- energy waste species are removed or degraded. Such a supply could be provided by a
reservoir containing high concentrations of the necessary raw matenals connected to our system
directly, or if needed, through a membrane to control which molecules can pass through

Our modules are designed around abstract chemucal reactions that are not specifically
constrained to any single implementation medmum. In the Supplemental Information, we provide
detailed descriptions of DNA strand- displacement species that emulate each proposed reaction,
mncluding the production and degradation reactions that supply energy to our system. However, the
same abstract reactions could be compatible with a vadety of other existing mechanisms™™.
Mechanisms that employ enzymatic activity could provide a higher energy density per molecule,
consuming energy-source molecules at a lower rate compared to strand displacement networks.

An important feature of our modular design process is that pattemns are produced through stages
of iterative refinement. Chemical circuuts found in well-studied biological development networks,
such as the sea urchin network for endodermal-mesodermal differentiation™® and the Drosgphila
melanogaster segment polarity network', exhibit many of the same basic design principles that we
employ here, including the effective division of the network into modules based on ther function,
and the use of Boolean on/off signals to rectify concentration fluctuations, uncertainty in reaction
rate constants and diffusion coefficients, or imperfectly synthesized component molecules.
However, these biological circuits also appear to include feedback loops and redundant “fail-safe™
layers of circuutry, in which parallel transerniption pathways ensure normal operation even when one
pathway fails, making them even more robust than the networks we descube. We expect that if we
were to include similar mechanisms in our synthetic systems, our RD programs could become more
robust. Like networks that control body plan formation in biology, our pattern formation networks

can produce multitudes of pattern vanations with a limited set of components, either by changing
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the arrangement of modules, or by adding and remowing modules. Because our networks are
organized into modules with specific, well understood functions, producing a desired new pattern 1s
straightforward. Small portions of the pattern can be changed by changing modules that are
downstream of most others in the network, while large changes to the pattern can be made by
changing the modules in the network that function at the beginning of the patterming process. By
modifying just a few connections or modules in a network, we could make either of these types of
changes.

If reaction-diffusion programs can be readily implemented in the laboratory, they could become
a flemble platform for delivening target molecules to defined portions of a substrate. We wew
delivered DNA as an information-carrying device; this information can translated into the form of
molecules other than DNA through the use of aptamers™. In this context, RD programs represent
spatially intelligent processors that could orchestrate complex behaviors in a growing vanety of next

generation biomatenals.
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4 | Supplementary Information; Designing Modular
Reaction-Diffusion Programs for Complex Pattemn
Formation

4.1 | Module Details

4.1.1 | SHARPEN Module A homogeneously produced threshold species T rapidly reacts with an
mput I, reducing [I] to zero where I is produced more slowly than T. A homogeneously produced
amplification species .4 reacts more slowly with excess [ leftover from the thresholding reaction,
producing O. The concentration of O is stabilized by a degradation reaction.

Below are the PDEs that govern how species are affected by this module. These are only the
terms that result from the module’s nteraction with each species. For species on the module’s
mnterface (Ze. input and output species), additional external terms may affect the behawvior of the
species, and must be added to these equations in context. Specifically, we do not include production

or degradation reactions on the mput signal PDEs, assumuing that these reactions are handled by the

upstream circuit.
AL — BT %3) ~ Kreaeee 2 NTIE )
i [
TIEED) _ b VATIE2.9) + Kprotr — KasgraderlTI(E 2.3) ~ rsacrlI1(E 2 ITI(E 2.9)
d[A](t. x.
% =D, V*[A](t.x.y) + kpr\ud,ﬂ. - kdagmda,d[‘q][t- x.y)— krmcr..d.[”{t- x. y)[A](t. x.y)
a[o](t. x.
TEEED _ D, VRI01t%.9) ~ KasgrateolO)E%.3) + KrsacralIICE 21416 5.9)
Imitial conditions:

[T](0.x. %) = [A](0.x.) = [0](0.%.y) = 0 uM

Main Text Fig. 3a uses periodic boundary conditions and a 24 hewr simulation time. In addition
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to the PDEr defined above, the following equation determunes how we modeled the upstream
behavior of the input signal I for the specific context in Main Text Fig. 3a. This equation must be
added together with the terms that descobe how the module affects the input signal in order to
model the full behavior of the input signal in Main Text Fig. 3a.

aN(Exy)

gt~ prodd [S1(t. %, ¥) — Kasgraae [11(t. x.¥)
[71(0.x.y) = 0 uM
with static source species S governed by
oI %) _ o
at

.1'1+_\r1

)
[S10.x.y)=e™ 5 uM
Also 1n this simulation, W :aéa@‘gma@ A and WT =1 ‘Edqgmde,Tr where the thresholding
set point T=0.5, and the amplification set point @=7. All other cycling (ie production and

degradation) reactions use ﬁg.ﬂg,,g:a.mg s_l. Thresholding reaction rate constants are

1 -1

éﬂﬁm;ﬁafa?xg:m M " s ', and all remaining reaction rate constants are k., =02 I'..'.[_1 3_1.

The

diffusion coefficient for all diffusing speces 15 D=0.000750 mrﬂ2 3_1. We selected all of the

diffusion rates used in our simulations to be the same order of magnitude as expenmentally derived

data from the ]itemnmsl ? 2_

The DNA strand-displacement network outlined in Fig. 4.1 implements this module. This
network uses 11 imtial species complexes, consisting of 14 umque strands of DNA (including the

mnput strand).
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Figure 4.1. SHARPEN Module translated into strand-displacement reactions. Bozes contain domain-
level defimtions of each DIMNA species involved in the reaction network Species that are defined in the
abstract chemical reaction definition for this module have bold line weights on their bozes, while all other
species are intermediate species necessary to emulate the desipned abstract chemical reaction. Arrows
connecting the involved species represent reactions between species. Black arrowheads designate forward

reactions, and white arrowheads designate reverse reactions.

4.1.2 | COPY Module An input species I catalyzes the production of an output species O. The
mput species is not produced, consumed, or significantly affected by this module. To produce a
stable steady state, O also is degraded.

PDE:s that govern how species are affected by thus module:
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a[0](t. x. )

3t = D, V*[O](t. x.¥) + kprod,o mn(t.x.y) — Kiegrade.o [0](t. x. y)

Initial conditions:

[0]1(0.x.y) = 0 uM
The production and degradation rates of O are equal, so if the time scale of diffusion is

sufficiently slower than the time scale of the reaction kinetics, the equation poverming /0] i1s well

approximated by

a[0](t. x. y)

=2 % eyeingo(111(6 %) — [0)(t:%.9))

and at steady state, [O](#x)=/T(#>). Main Text Fig. 3b uses penodic boundary conditions, a 24
hour simulation time, and

xay®
M(txy)=e 5 uM
with reaction rate constants %’de;{) = 0.002 3_1 and ‘Edegmde,f} = 0.002 3_1, and diffusion

coefhicients Dj=Dpo= 0.000150 mm2 3_1.

The DNA strand-displacement network outlined in Fig 4.2 implements this module. This

network uses 6 iutial species complexes, consisting of 8 unique strands of DNA (including the input

strand).

Decay (active) inhibitor

t 4 2

[ — 4 t
o4 2F

g Decay (inactive) A Fpn:nnT
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il 5 L

* 4‘* 2* ) .
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Figure 4.2. COPY Module translated into strand-displacement reactions.

4.1.3 | AND Module. The PDEs that govern how species are affected by this module are:

ALICE) _ b, V311,18 %.7) — Kpsqerae 1] (& 2. 9)PICE %)

ot
AN — D PLL1E %) ~ rsarsel 18 2 PN 2.5)
CED b oM %.9) + Kprotae — KegradeselMI(E 2.3) ~ kol 216 £ Y)MI(E 2.5)
~ Kraaeasella) (65 )MI(5.%.)
HTNEZD) — DTNt %.9) — Kasgraaim NIt 5.3) + Kraaceael 1 5.9)M)(E. 5.9)

+ kremm[rz](t- x y)[M](t. x. y)

Imitial conditions: [M](0.x,v) = [N](0,x.¥) = 0 uM
Summed species N is then passed through a SHARPEN module with threshold concentration T =
1.3 and amphfy concentration o = 1.

Main Text Fig. 3c uses periodic boundary conditions, a 24 hour simulation time, and

AL ](t. x.y)
at

0lL:](t. x.y)
at

= kl"'ﬂ'dﬂ' [5,](t.x. 3) — kd&grada.! ]t x. y)

= kprod,:[jz.l[t-x-}r} - kdagruda,:”z](t:x:}?)

starting from [1,](0, x.¥) = [1;](0.x.y) = 0 uM, with source species 51 and 59 governed by

a[s,](t.x.y) O[S ](t.x.y) 0
at - at -

1uM, if (x+ 152 +y? < 3?

[5:10.%.5) = [ﬂ' uM, otherwise.

_(1pM, if(x—1502+y2 <32
[51(0.%.y) = I'L'l uM, otherwise.

ﬁlsnintlﬁssimulaﬁoﬂkprod)]mZEﬁkdﬁgmdeMWlmmﬂlesetpojntﬁzl.ﬁﬂoﬂmrcyc]jng

1e. production and de tion) reactions use - e—0.002 s_l_ Thresholdi reaction rate
pr
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constants are ktlueshnldingzzﬂ M 15_1, and all remaining reaction rate constants are kpa =02 M

1 2 -1

5_1_ The diffusion coefficient for all diffusing species is D=0.000150 mm"~ s "
The DNA strand-displacement network outlined in Fig. 4.3 implements this module. This

network uses 14 imtial species complexes, consisting of 19 umque strands of DNA (including the

input strand).
Output 1
1 t 2
Summation 1 Waste
1 t 2 0 t 1 Input to SHARPEN
(I T E—— | S —

Input 1 Output 1
0ot 1 1 t 2
Summation 1 Waste
1 t 2 o t 1

Figure 4.3. AND Module translated into strand-displacement reactions.

4.1.4 | NOT Module. The PDEs that govern how species are affected by this module:

a_[:](;.tx, Y _ DT %) — Kraaeel T 2. Y01 %.5)
a[0](t. x.
[ ]gttx y) _ Do V2[0)(t. x. ¥) + kprodo — Kaegrade.ol O1(t %, ¥) — kyggee[I1(t. %, Y)[0](L. %, ¥)

Imitial conditions: [0](0.x,) = 0 uM

Main Text Fig. 3d uses periodic boundary conditions, a 24 hour simulation time, and
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o[t xy)

Tt = KproaalSI(t. . ¥) — Kaegrades11(E. 2. )

starting from [I1(0, x, ¥) = 0 pM with source species 5 governed by

aIS(t.x.y) _

0
at

C(1uM, ifx?+y<4f
[5100.x.5) = [I] pM,  otherwise.

Also in this simulation kprod,D =a kdeg[ade){:}, where a = 1. All other cycling (iLe. production

and degradation) reactions use kCYc]J'HgZDJJIJE 5_1_ Thresholding reaction rate constants are

kth[ashn]dingzzﬂ M_l 5_1, and the inversion reaction rate constant between I and O 1s k=02

M 15_1_ The diffusion coefficient for all diffusing species 1s D=0.000150 mm2 5_1_

The DNA strand-displacement network outlined in Fig. 4.4 implements this module. This
network uses 8 initial species complexes, consisting of 12 umque strands of DNA (including the

input strand).
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Figure 4.4. NOT Module translated into strand-displacement reactions.

4.1.5 | BLUR Module. Input species I catalyzes the production of an output species O. The input
species 15 not produced, consumed, or otherwise affected by thus module. O diffuses away from
locations where it 1s produced, and i1s degraded to produce a blurred copy of the input patter at
steady-state concentration.

PDErs that govern how specier are affected by this module:

a[01(t. x.
[ ]l‘é}ttx y) _ DpV2[01(t. . ¥) + Kproa,o[T1(E. %.¥) — Kgegrade.ol O (L. %, ¥)

Initial conditions: [0](0,x.¥) = 0 uM
If the input pattern is a single reference point of high concentration I, centered at (x5, yg) with

radms r, where



_fluM, if (x—x)*+ (v —y)? <r?
[1100.x.y) = 0 uM, otherwise.

then the resulting output pattemn is a gradient where /O] drops off monotomecally with radial distance
from the fixed reference point.

Main Text Fig. 3e uses periodic boundary conditions, a 24 hour simulation time, r = 0.5 mm, x0

= 0 mm, )y = 0 mm, reaction rate constants ‘%!Jmio =1 5_1 and ‘Edegmde,f} = 0.001 3_1, and

diffusion coethcient D= 0.000700 mm2 5_1.
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Figure 4.5. BLUR module parameter space. For the BLUR module simulation in the Main Text Fig. 3e:
By holding &pred O=1 sl and tuning the values of Adegrad O and DO, a diverse range of output signal

amplitudes 4 and half-amplitude radu r are produced.

The DNA strand-displacement network outlined in Fig 4.6 implements this module. This
network uses 6 iutial species complexes, consisting of 8 unique strands of DNA (including the input

strand).
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Figure 4.6. BLUR Module translated into strand-displacement reactions.

4.2 | Program Details
4.2.1 | French Flag Program. The simulations for the French flag program (Main Text Section

3.1) were simulated over 24 hours on x: 0, 10 mm with reflective boundary conditions. The input
pattern I for thus program is a linear gradient,
x
[11(0,x) = 10

Cycling (i.e. production and degradation) reactions use .&Q.fg,gzﬂ.ﬁﬂ.? 3_1. Thresholding reaction

rate constants are Emﬁa@-@:.?ﬂ M_l 5_1, and all other reaction rate constants are set to kpogct =

1 2 -1

02M " s 1. The diffusion coefficient for all diffusing species is D=0.000750 mm’ s

The threshold concentration T = 0.667 for the high concentration SHARPEN module that

produces species S7. The threshold concentration T = 0.333 for the medium concentration
SHARPEN module that produces species 5 5. All “on” reference concentration parameters (@, ff) are

set to 7 ML

One way to measure the complexity of a program is to count the number of DINA strands or
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mitial complexes it requires for implementation. The French flag program uses one input species (1
strand or 1 complex), six COPY modules (6 strands or 8 complexes each), two SHARPEN modules
(11 strands or 14 complexes each), two INOT gates (8 strands or 12 complexes), and an AND gate
(14 strands or 19 complexes each), however we need to subtract the input species (1 for the COFPY]
1 for the SHARPEN, 1 for the NOT, and 2 for the .AND) since they are already counted as the
output of the upstream module. This results in a count of 77 initial complexes or 108 component

DNA strands for the French flag program.

4.2.2 | Stick Figure Program. The simulations for the stick figure program (Main Text Section

3.2) were simmlated over 24 hours on x: —10, 10 mm, y: —10, 10 mm with reflective boundary

conditions. SHARPEN modules used production rate constant "'fpm.d; SHARPEN=0.2/300 5_1 and

"Eai?‘gmﬂi?, SEHLARPEN=0-2/5000 s_l_ All other cycling (ie. production and degradation) reactions use

.ngh‘gzﬂ.{?{l? 3_1. Thresholding reaction rate constants are émﬁa%‘gz.?ﬂ M_l 5_1, and all other

1

reaction rate constants are set to kyaqet=02 M 5_1. The diffusion coefficient for all diffusing

species 1s D=0.000750 mm.2 5_1_

The inputs for this simulation were four points with radius r = 0.5 mm, of top, bottom, left or
right input species at [spedes] = 7 M. These pomts were located 4 mm away from the orngin in the
positive-x, negative-x, negative-y and positive-y directions, respectively. The reference threshold
concentrations for the SHARPEN modules are as follows (these are the result of fractional
approximations and do not require this level of precision):

Top circle used for head patteming: T = 0.346525

Top circle used for arms patterning: T = 0.0704974
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Bottom circle used for arms patterming: T = 0.00746513

Left and nght circles used for torso and legs patterming: T = 0.0295572

Bottom circle used for legs patterning: T = 0.783469

All “on” reference concentration parameters (@, ) are set to 7 M. The stick fipure program uses
four input species (1 strand or 1 complex each), four BLUR modules (6 strands/8 complezes each),
mne COPY modules (6 strands or 8 complexes each), mine SHARPEN (11 strands or 14 complexes
each), and four AND gate (14 strands or 19 complezes each) Subtracting the inputs (2
strands/species for the AND module and 1 strand/species for all other modules), this results in a

count of 207 imitial complexes or 280 component DNA strands for the stick fipure program.
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5 | Emulating Cellular Automata in Chemical
Reaction- Diffusion Networks

Summary. Chemical reactions and diffusion can produce a wide varety of static or transient
spatial patterns in the concentrations of chemical species. Little 1s known, however, about what
dynamucal patterns of concentrations can be relably programmed into such reaction-diffusion
systems. Here we show that given sumple, peniodic inputs, chenucal reactions and diffusion can
reliably emulate the dynamics of a determunistic cellular automaton, and can therefore be
programmed to produce a wide range of complex, discrete dynanucs. We descobe a modular
reaction-diffusion program that orchestrates each of the fundamental operations of a cellular
automaton: storage of cell state, communication between neighborning cells, and calculation of cells’
subsequent states. Starting from a pattern that encodes an automaton’s imtial state, the
concentration of a “‘state” species evolves in space and time according to the automaton’s specified
rules. To show that the reaction-diffusion program we describe produces the target dynamics, we
simulate the reaction-diffusion network for two simple 1-dimensional cellular automata using
coupled partial differential equations. Reaction-diffusion based cellular automata could potentially be
built 1n vitro using networks of DNA molecules that interact via branch migration processes and
could in poneciple perform universal computation, storing their state as a pattern of molecular
concentrations, or deliver spatiotemporal instructions encoded in concentrations to direct the

behawior of intelligent matenals.

5.1 | Introduction
A fundamental question in matenals design i1s how we mught program matenals to sense and

respond to dynamic signals across time and space. Biological matenials routinely exhibit this capacity,
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as cells and tissues sense and respond to a complex array of spatial and temporal cues. For example,
during chemotaxis, many cells can detect gradients of chemoattractants and move in the direction of
increasing chemoattractant concentration In a mechanism like chemotaxis'®''”, cells use
spatiotemporal chemical reaction networks to process information collected by distnibuted chemical
sensors to decide on and execute responses to changing environmental conditions. In this paper we
discuss the design of analogous synthetic chemical reaction networks that have robust,
programmable spatiotemporal dynamics. The ability to engineer such systems could have wide-
ranging applications for the design of smart, responsive, programmable matenals.

To design a generic set of mechanisms that can process a wide range of mnput signals and invoke
a wide range of responses, we consider a framework for distributed spatial computation that has
been studied extensively — the cellular automaton (Fig. 1). A cellular automaton (CA) 1s a model of
computation consisting of a rectangular lattice of domains, or ‘cells”. At a given time a cell can be in
one of a finite number of states, such as an on or off. In a synchronous CA, cells update their state
once per time step based on their current state and the current states of a finite set of nearby cells.
Although each cell update 1s relatively simple, groups of cells can together perform elaborate spatial
computation. CA can execute any computable alponthm a trait known as umversal
computation™*""". Specific automata also exist that can programmably construct any structure'™,

self-replicate”*'* mutate and evolve™.
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Figure 5.1. A cellular antomaton consists of a lattice of cells. At a grven time, each cell 13 1n one of a finite
aumber of states, shown by color (blue or white). Cell states change over time as the result of the application
of local ules - finite functions that take as inputs the states of the current cell and a finite set of neighbors
and produce the cells’ new state as output. Here we consider a 1-dimensional antomaton where each cell 13
either on or off, and where update mles take the cell's own state and those of its left and right neighbors as
mputs. (a) An example rule set. (b) Example dynamics for the mle set in (a). (¢} Schematic of the chemical
reaction-diffusion cellular automaton descobed in this paper. A l-dimensional channel contains cells
separated by spacers. The state in each cell is encoded by either a high or low concentration of a ‘state’
species within that cell Spacers between cells, which do not contain any state information, are shown in
black. During the computation, the program and state species react and diffuse. This reaction-diffusion
process maintains and updates cell state according to the miles of the desired cellular automaton. (d) Target

dynamics of the state species for the ezample cellular automaton rule mn (a).

In tlus paper we propose a strategy for building synchronous CA using chemucal reaction-
diffusion networks. We begin by breaking down CA into their fundamental operations: storage of
cell states, communication between nearby cells, and calculation of new cell states. We demonstrate
how existing chemical computing mechanisms could implement these operations. We then combine
these chemical mechamsms to emulate two specific automata, known as ‘Rule 110° and ‘Rule 60"
These chemical CA can be viewed as a proof of concept that synthetic materials could sense signals

across space and time and execute a broad class of dynamic programmed responses.

5.2 | Background: Reaction-Diffusion Processes for Computation

Reaction-diffusion (RD) networks are sets of chenucally reactive species that diffuse within a
continuous substrate. In contrast to a well-mmxzed chemuical reaction system, reaction-diffusion (RDD)
networks can produce spatial patterns, where some species are more abundant in some parts of the

substrate and less abundant in others. The mterplay of reactions and diffusion can lead to sustained
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spatial patterns and even the emergence of patterns from a homogenecus imitial substrate which
experiences transient concentration fluctuations™. Transient waves within these patterns can emulate
Turing machines and perform basic computations™*~.

Recently it has been shown that arbitrary chemical reaction networks can be readily designed and
implemented in vitro using short strands of synthetic DNA**. Because DNA binding under many
conditions is largely determined by the Watson-Crck sequence complementanity (A-T, G-C),
reactive species can be designed to munimize nmintended crosstalk between species that should not
mteract. These techniques separate the design of new reaction networks from the discovery of
naturally occurning chemicals that perform the intended reactions. In support of this idea, larpe re-
action networks involving up to 130 different sequences of DNA have been demonstrated in witro
without substantial crosstalk™, and have been used to implement Boolean logic™. Further, the
rates of the emulated reactions can be controlled”.

It also appears plausible to extend this mechamsm of DNA reaction design to the design of large
reaction-diffusion networks, as the diffusion rates of different DINA strands can be programmed.
Because the diffusion coefficient of DNA scales polynomially with the lenpth of the strand™, the
diffusion rate of each species in a DINA reaction network can be independently tuned by adding or
removing bases from a sequence, and such changes can be done so that the reactive propensity of a
species 15 largely unchanged. Further, withun a polymer gel, species attached to the gel substrate do
not diffuse, but can continue to react. Together, the capacities to design arbitrary chemical reactions
and tune the diffusion coefficient of each species in principle enable us to implement de novo
simple RD networks that perform pattern transformations'”. Here we ask how we might design an
RD network that could be implemented by DNA molecules, given what is known about designing
DNA-based reactions and diffusion processes. To focus on this question, here we ignore

expenimental nomdealities and the challenges of buwlding large molecular networks, including
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unintended crosstalk between species.

By designing RD network modules that perform simple, predictable, repeatable transformations
to a pattern of chemical concentrations, circuits of modules can be combined to perform elaborate
patterning operations™. Pattern transformation modules take specific species as inputs, perform
reactions potentially involving some intermediate species within the module, and produce an output
species (Fiz. 2). Modules can be connected together with the output of upstream modules serving as
the input to downstream modules. If these modules are desipned such that the intermediate species
of one module do not react with the intermediates of other modules, then many modules can
operate simultaneously in the same substrate without interfering with each other Further, by
mmposing the design requrement that modules must not sigmficantly deplete (or “load”) the
concentrations of their inputs, it is possible to ensure that a module’s reactions affect only other
modules that lie downstream within the network Thus, modules can be added one at a ime to a
system such that each addition of a module results in a simple, predictable change to the patterning

process.
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Figure 5.2. Reaction-Diffusion Modules. Each module 15 a set of simpler modules or of abstract chemical
reactions that could in prnciple be emulated i witro using a DNA strand-displacement network. In an
emulation of these reactions using DINA strand displacement processes, species are represented as DNA
strands or hybndized complezes of strands with particular sequences. Other strands or complezes are also
required for the emulation, and act as “intermediates” in the reaction process™™™. More details on these

modules and their operation can be found 1n.

Here we extend existing pattern transformation techmiques to emulate a discrete, synchronous,
1-dimensional CA, generating spatial patterns of chemical concentrations with controlled dynamics.
We design a network of reaction- diffusion pattern transformation modules (defined in detail in Fig.
2} mn combmnation with a simple, static imitial pattern and an extemnal “clock” signal whose
concentrations change periodically. This network forms the target CA structure, and controllably
transforms the state of that structure over time. In principle, our abstract chemucal reaction-diffusion

network could be translated into a DNA strand displacement network for in vitro implementation.
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One challenge in the design of pattern transformations is that the second law of dynamics
mmplies that without the continual input of energy, purely diffusive patterns are unstable and tend to
become well mized over time. Thus, to prevent spatial patterns of soluble molecules from
dissipating, reaction-diffusion networks will require a constant energy flux. One way to aclueve this
flux is to develop reactions that slowly release and degrade high-enerpy species. These reactions
produce a sustained flux of molecules in the environment, and maintain a pattern such that only
sporadic replenishment of some high-energy precursors are required to sustain the pattern formation
process. Production reactions take the form sewree — species, and continuously produce reactants that
are depleted by converting a high-energy precursor into the desired species. Degradation reactions
take the form speder — wpasfe, and convert species that are produced into low-energy waste to

stabilize the system.

5.3 | Anatomy of Our Reaction-Diffusion Cellular Automaton

Reaction-diffusion systems emulating a CA must be able to store the current state of the system
as a tape or pnd of cells and execute the update rules as a function of the states of the cell and the
cell’s left and nght neighbors (Fig. 3). For the class of CA we consider here, the state of each cell 1s
either on or off.

In our construction, each cell is a region of the substrate with a static, umformly high
concentration of a particular catalyst molecule. Catalyst molecules are attached to the substrate, so
they do not diffuse. We call these molecules ‘keys.” In our one-dimensional gnd, cells can have one
of four different types of keys (KeyA, KeyB, KeyC and KeyD) with key types repeating as one
proceeds down the channel so that cells can identify neighbors based on local key type (Fig. 3a). For
mnstance, cells defined by KeyA are always neighbored on the nght by KeyB cells, and the left by

KeyD cells. Cells are separated by ‘spacer’ regions that do not contain keys.
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Since key molecules only participate in reactions as catalysts, it 1s assumed that they are not
depleted over time. In this paper we assume that thus pattern of key catalysts 1s present at the start of
the reaction as a set of imitial conditions. Such a gnd pattern could either be manually patterned into

the substrate by top-down techniques, such as microcontact printing® or directed hydrogel

assembly®, or generated by a separate bottom-up RD patterning program™.

(a) Encoding Persistent Cell State Legend:

e o o Shat
fate
Repeating pattern of "key’ concentrations defines cells | |
Local “state’ concentration encodes on/off. it . i
ey [T
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Global “clock’is off until cells compute new state, then tums on L ;;-"_',
- o mixed species shown as stacked squares -
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(d) Calculating Next States . -
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the global reaction network calculates next state “e . . . .

When chock goes high, calculation is stored in [state]
Figure 5.3. Our chemical CA performs three types of operations. (a) The state of each cell is stored
locally. (b&c) Cells communicate their state to their immediate neighbor cells. (d) A Boolean logic circuat
calculates each cell’s next state as a function of the cell’s own state and the state of its neighbors, and stores
this new state m (a), completing one cycle of automaton dynamics. A global clock signal synchronizes these
three operations. The clock is off for the communication and caleulation stages, and turns on to allow the

calculated new state to be stored in memory for the next cycle.

In addition to the static pattern of key catalysts, a mix of many other freely diffusing “program™
species is supplied across the substrate. These program molecules interact with the key molecules to

emulate the dynamics of a CA in a cycle of three discrete conceptual stages (Fig. 3b-c). In the first
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stage, cells share their states with their neighbors and recerve the states of other neighbors. Next,
cells use information about their local state and the states of their neighbors to determune their state
at the next time step. Finally, the calculated state 1s stored as the current state. Cycles of
communication, calculation of new states, and storage of the new state in a cell’s memory emulate
the dynamucs of a CA. In the construction below, an externally provided clock signal synchronizes
the three cycles. While a global clocking mechanism isn’t strictly required to implement a CA", we
chose to construct a CA with a clock, because such a system can compute universally when each cell

can take one of only two possible states.

5.3.1 | Communication: sending and receiving addressable signals. We begin the
description of a CA cycle in the Communication Stage, night after a set of cell states for the last ime
step have been stably stored. At this pomt, each cell's current on/off state is represented,
respectively, by the local lugh or low concentration of a *state’ species. Dunng the communication
stage of a computation cycle, cells must commumcate their current state to their immediate
neighbors.

Commumication is managed by Broadcast and Recerve modules (Fig. 4). Each on cell broadcasts
mnformation about its current state by producing a signal within the cell that can diffuse away from
the cell Broadcast modules (Fig. 2g) execute this function. In order for neighborning cells to interpret
these broad- casts as comung from the left or nght neighbor cell, these broadcasts must contain
mformation about which cell is sending them The identity of the cell broadcasting information
about its state i1s encoded using the key types of cells: Cells that are defined by key A’ species
broadcast ‘signal A’, those defined by key B’ broad cast ‘signal B’, and so on. The distance that
broadcast signals propagate 1s controlled by the production and degradation rates of the Broadcast

module, such that a cell’s broadcasts only reach its neighbors. Each key has its own separate
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broadcast module.

(a) Broadcast

f:ﬁ
wta awtas
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Figure 5.4. Communication Stage. (a) Using a broadcast module, each on cell produces a gradient

encoding its current state and key. Receive modules interpret broadcasts based on the identity of their local
key. (b) [species] vs. x for a single on A-type cell, with local [S] = high. A broadcast module generates a stable
gradient of Agedas that decays with distance from KeyA. Receive modules at D-type cells interpret Apedes
as R, while receive modules at B-type cells interpret the same broadcast as L Broadcast signals below a

threshold are ignored, so cells only communicate with their neighbors.

The counterpart to a Broadcast module, a Receive module (Fig. 2f), receives signals transmitted
by a cell's neighbors and translates them into local information about the state of a neighbonng cell.
This conversion 1s also done in a cell- specific manner, such that each cell converts particular
broadcasts into information about particular types of neighbors. For example, within cells defined
by KeyA, the key species catalyzes the conversion of the broadcast sipnal from KeyB into a species
that encodes the nght neighbor’s state as on and catalyzes the conversion of the broadcast signal
from KeyD into a species that encodes the left neighbor’s state as on. Key species B through D
catalyze a corresponding set of reactions to produce signals that encode whether their night and left
neighbors are on. Each conversion reaction of a broadcast to a type of neighbor information i1s
managed by a separate recerve module. Because there are four key types and each cell has two types

of neighbors, eight Recerve modules are required.
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Receive modules convert broadcasts into “preliminary neighbor signals™ These preliminary

neighbor signals are at different concentrations throughout a cell because they are copies of the
broadcast signals, which decay in concentration with the distance from the neighbor. To produce
uniform on/off neighbor signals throughout a cell, comparators (Fig. 2h) rectify preliminary
neighbor signals, producing digital “processed neighbor signals™ whose on levels are the same across
a cell

Together, the broadeast and recerve modules ensure that after some period of broadcasting, each

cell contains species that encode its own state and those of its neighbors.

5.3.2 | Calculation Stage: calculating new state changes. Neighbor broadcasts that are
received and processed by each cell are used to calculate the next cell state. Each update rule can be
encoded as a Boolean circuut with the neighbors and the cell’s own state as inputs. Such circuits can
be implemented as a set of reaction- diffusion program modules (Fig. 5). For instance, 1n a Rule 60
CA, a cell’s next peneration state is on if its own current state 1s on OR its left-hand neighbor is on,
but NOT if both of these states are on. Because the state of the right-hand neighbor is irrelevant,
Rule 60 cells do not need to listen to their nght-hand neighbor’s broadcast. The logic for a Rule 110
local update is performed by the sub-circuit in Fipure 5d. The out- put signal produced by this
circuit determunes the target state of the cell at the next time step.

(a) Rule 60 (b)
| |1 || || ! C :D_L
| || | L—NEXT L
[)-o
| |1 || ||| | CH }j
[ L

(c) Rule110 (d) R

R e
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Figure 5.5. Calculation Stage. Every CA update mule has a corresponding Boolean logic implementation. (a)

Bale 60. (b) Rule 60 converted into Boolean logic. (c) Rule 110. (d) Boolean logic for Rule 110.

5.3.3 | Memory: storing and stably encoding a new cell state. During the Memory stage
the computed next state of the cell is stored using a “flip-flop™ module (Fig. 6). Flip-flops have “set”
and a “reset” input signal and one output signal When the set input i1s on, the output signal also
turns on. The output remains on even after the set signal tums off. When the reset signal tums on
the output turns off, and remains off until the set signal again turns on. This module encodes the
cell’s state, providing a persistent state signal used by the communication and calculation stages.

The reactions that communicate a cell’s state to its neighbors and compute its next state occur
without control over timing. Different cells (or different regions within a cell) may take different
amounts of time to compute their new state. To ensure that all cells finish computing their next
states before any other cell comnuts its new state to memory, calculated next states are not stored in
memory until a global clock signal turns on. For a given CA, the clock peniod must be designed so
that all cells finish communicating and calculating before the clock signal turns on. The next state
must be commutted to memory before the clock turns off.

To ensure that calculated next states are not stored in memory unless the clock signal is on, an
AND gate takes the clock signal and the calculated next state from the Calculation stage as inputs,
and sends a set signal to the flip-flop module only when both the clock and the calculated next state
are on. Another AND gate takes the clock signal and the inverse of the calculated next state as
mputs, and produces a reset signal when the clock is on but the next state is off. The process of
storing the new state in memory ends when the clock signal returns to a low value at the beginning

of the next stage of computation.
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Figure 5.6. The Memory stage stores cell state in a flip-flop. (a) A flip-flop’s output does not change when
its inputs are off. In our design, these inputs are off when the clock is off. When the clock is on, the set signal
is on if the calculation stage outputs on, setting the flip-flop on. The reset signal is on if the calculation stage
outputs off, resetting the flip- flop off. Memory is required so the inputs to the other stages are not affected
by the calculation of new local or neighbor states. (b) Circuit for our reaction-diffusion flip-flop using

modules from Fig. 2. Copy modules ensure output is not depleted by internal feedback or downstream load.

5.4 | Simulation of a Reaction-Diffusion Cellular Automaton

The complete automaton circuit 15 shown in Fig. 7. We simulated the simultaneous mass action
reaction kinetics and diffusion for the entire system, using Rules 60 and 110 in the logic stage, and
observed the intended cell updating for both rules (Fig. 8). The complete set of chemical reactions
and the corresponding coupled partial differential equations describing these systems are provided in
the Appendix B, along with all other simulation detals. Concentrations within [0, 0.3] pM were
considered off, while concentrations withun [0.7, 1] pM were considered on. One irrepulanty that
appears in our system is that the cells have blurred boundarnies, an artifact that anises when chemical
species produced inside of a cell diffuse across the cell boundary. This blurring effect is the reason
that we included short spacer regions to separate adjacent cells, so that the logic inside of one cell
does not interfere with the logic inside of its neighbors.

Two important parameters can break the reaction- diffusion program if not tuned carefully: the

on time or ‘duty cycle’ of the clock signal and the kinetic rates for the broadcast module. If the duty
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cycle is too short, then the flip-flop does not have enough time to store the ntended next-
generation state In owr simulations, this occurs for duty cycles shorter than 15-20 munutes.
However, for particularly long duty cycles, some cell states can become desynchromzed because cells
can erroneously update their state multiple times withun a single cell cycle. In our simulations, duty
cycles longer than about an hour and a half led cells to become desynchromzed.

The second critical parameter is the production rate constant for the broadcast module. When a
cell is on, this constant must be high enough to saturate its neighbors with signaling molecule. In the
worst case, where a cell 1s at the nummum on concentration of 0.7 pM, it must maintain a broadcast
signal above the recerve module’s threshold concentration at the farthest edge of its neighbonng cell
regions. On the other hand, when a cell 15 off, thus constant mmst be low enough to avoid
broadcasting any signal to its neighbors. Specifically, in the worst case where a cell 1s at the
maximum off concentration of 0.3 pM, it must mantain a broadcast signal below the recerve
meodule’s threshold concentration at the closest edge of its neighbonng cell regions. If either of these

conditions 1s not met, then erroneous signals can be sent between cells.
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Figure 5.7. CA Circuit Diagram. (a) The ‘Communication’ stage. Current cell states are broadcast to
neighbors, while neighbor states are received. (b) The ‘Calculation’ stage. The states of a cell and its neighbors
are passed through a subcircuit that performs the npdate logic. The out- put from this subcircuit is on if the
cell should change into an on state in the next generation. This next state is prevented from affecting the

Memory stage by AIND gates when the clock is off. (c) When the clock turns on, the next state is stored in

the Memory’ stage.

5.5 | Discussion

In this work we develop a method for building a CA using a reaction-diffusion program. This
program consists of a set of molecules that everywhere can react and diffuse in the same way, along
with a small set of molecules that are patterned into a grid of cells. The collective actions of these
molecules cause the pattern of molecules that encode an “on™ state to change over time to display a
series of patterns that are the successive states of a one-dimensional binary CA While the
construction we propose 1s for a 1-dimensional binary CA, straightforward extensions to the system

could be used to produce 2- or 3-dimensional CA, or CA 1n which cells can be in more than two

o1



states.

This construction thus suggests two important new capabilities for systems that are driven by
desipned chemical reaction networks. First, tlus system provides a way to generate dynamuc spatial
patterns, where the concentrations of species vary continuously over time, by encoding these
dynamics within a CA. Second, this system makes it possible to perform computations using
molecules 1n which the same molecular species simultaneously perform different computations

within different regions of a substrate.

{a) Rule 60 {b) Rule 110
I r transition
| i III .
I asics
T TT1 100010 D
E— x(mm) | 1 _‘ J ALLN _ ¥ (M
Y RD Program RD Program 't (days)

Figure 5.8. Results of Chemical CA Simulations. Ideal CA (leff) compared to our simulated reaction-
diffusion program (right). Every three-length binary input state is contained in each pattern, demonstrating
correct updating for all eight possible local states. (a) Rule 60. (b) Rule 110. The dynamics shown here were
computed using the set of coupled partial differential equations in the Appendix B. The detail of the rapid

dynamics of a state transition are shown on the far night.

The capacity for this kind of spatial computation is likely to be an important part of scaling the
capacity for molecular systems to process information Because the number of independent
molecular interfaces i1s mherently limited, it 1s not possible to arbitranly increase the number of
mteracting molecules within a well-mixed system without introducing crosstalk. The importance of
spatial computation with molecules is underscored by its prevalence in living systems. Reaction-
diffusion processes are used for signaling within cells, and across tissues, where different cells (which

each share the same genome) collectively coordinate tissue behavior.



While other molecular processes can perform Turing universal computation with only a limited
mumber of molecular species, ie they are uniform, these constructions require that the state of a
computation be encoded either within a single molecular assembly™ or in the precise number of
molecules™. As such, these constructions are susceptible to errors that can destroy the computation.
In contrast, computation by the CA that we descobe mvolves the collective action of many
molecules, so it 1s not susceptible to errors caused by a small number of microscopic events.

However, the designs presented in this paper require the construction of large chemical reaction
networks, a clock signal at repular intervals and a pnnted gnd of different “key” molecules. Our
reaction network uses 65 species to emulate a “Rule 607 CA, and 76 species to emulate a “Rule 1107
CA. Further emulating these abstract chemucal networks using DINA strand-displacement reactions
could increase the network size by an order of mapmitude, becanse mmultiple intermediate DNA
strands are generally required when emulating reactions. Likely there are simphfications that could
be made to our circuit, as our goal was to demonstrate that such an implementation is theoretically
possible instead of designing the smallest possible circwit For instance, it may be possible to
condense some sections or our system into smaller special case circuits for particular CA updating
rules. Additionally, our four-key system that promides umique identities to cells in a local group 1s
expensive in terms of number of species, requining four separate sets of transmutter modules and
eight separate sets of recerver modules in 1-dimensional space, and a more clever means for
identifying neishboring cells may exist. However, it 1s unclear how to reduce the number of strands
in our system by an order of magmtude.

Genemlly, the complexity of our circumits suggests that implementing even a sumple 1-
dimensional automaton would be challenging with current chemical computers. Constructing CA as
complex as von Neumann’s self-replicating automata 1s likely to be infeasible for the foreseeable

future. It will therefore be important to ask whether there are more efficient models for spatial-
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computing in which complex behaviors such as self-replication or healing can be designed as simply
as possible. One starting point is to consider computation systems that do not require an explcit
repular grid, such as Petri nets”, Lindenmayer systems", or graph automata®™*, and un-clocked
systems such as asynchronous CA™.

More generally, we mught ask not only how to perform molecular computation using space as a
medium, but how to construct a scalable architecture for computing appropoate responses of a
matenial to simuli that are presented across space and time. Patterns generated by CA could act as
bluepnints, encoding dynamic information spatially. By constructing CA in chemucal networks, it
may be possible to use this information to coordinate the behawvior of intelligent programmable
maternials. Biological cells, tissues, and synthetic nanostructures could potentially respond to local
mstructions released by an embedded chemical automaton. CA could endow these physical systems

with unique properties, creating artificial structures that heal self-replicate and evolve.
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6 | Supplemental Information: Emulating Cellular
Automata in Chemical Reaction-Diffusion Networks

6.1 | Rule 110 Chemical Reactions (Synonymous with Section 6.2)

This section describes the complete set of abstract chemical reactions that govern our Rule 110
chemical automaton These chemical reactions can be converted into a set of coupled partial
differential equations and solved to observe how the system behaves over time (see Appendix B).
Figure 9 shows a detail of the circut from Fipure 7 for a Rule 110 automaton, with each chemical

species labeled.
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=T

24 - Presnous for Birth (BriPr)
25 - Right for Birth [REr)
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Figure 6.1 Chemical reaction-diffusion circuit for Rule 110. This iz a detailed version of the cirenit

outhined in Fig. 7, using the modules defined in Fig. 2. Species are labeled in red by their equation numbers



from Appendix section B, with species names and abbreviations to the right.

l. Communication Stage
{a) Broadcasting:

Sred + keyA + Last “F Sred + SigA + keyA + Last
SigA i—’;“' waste

SrcH + keyB + Last tfr SrcH 4+ SigB + key B + Last
Sigh k—’;"[ wasgta

Srel + keyC + Last 8 SreC + S1gC + keyC + Last
Sigc “84 wnste

SreD + keyD + Last *F SreD + StgD + keyD + Last
Sig "_?" wiste

{a) Receiving and processing lefi-hand signal:

SigD + keyA 5F SigD + Lraw + keyA
SigA + keyB 5F SigA + Lraw + keyB
SigB + keyC 5F SigB + Lraw + keyC
Si1gC + keyD L SigC + Lraw + keyD
Lraw *2¥* waste
souree LR P R BE paace
BOUTECE :? AmpL *: waste
Lraw + ThL :?' waste
Lraw + AmplL ﬂ“‘ Lraw + Ljt
Lit 57 waste
{a) Receiving and processing right-hand signal:

SigB + keyA 5 SigB + Rraw + keyA
S1gC + keyE *F S19C + Rraw + keyB
StgD + kepC 2F S1gD + Rraw + keyC
SigA + keyD L3 HigA + Rrow + keyD
Rraw 2= waste
source “"=T*""F Thr 25 waste
BOUTCE :f Ampr *r waste
Rraw + Thr i;' waste
Rraw + Ampr ﬂ" Rraw + Rght
Rght *r waste
2. Calculation Stage
{a) Copy left, ight and previous time step (pr) signals (multiple gates operate on each):

Last *¥ Last + BrPr
BrPr 5 waste
Rght 5 Rght + RBr
REBr tf wiste
Last =F Last + OnPr
OnPr % waste
Rght L Hght + RCr
ROr 55 waste
Lit5 Lft+Lor
LOr % waste
BOUTECE Ef offPr
offPr *r waste
BrPr+ OffPr i;' waste
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(A1)
(A2)
(A3)

(AS)
(AB)
(AT)
(AE)

(A9)
(4.1
(AT
(41T
(A.13)
(A1)
(A.15)
(4.18)
[
(418

(A1)
(A20)
(A2
(42T
(4.23)
(4.24)
(A25)
(4.26)
(AIT)
(428

(A29)
(A3
(A3
(4320
(4.33)
(4.34)
(A33)
(A36)
(A3T)
(438
(A39)
(A40)
(A4l



source —3F SgBr *r waste
offPr+ SgBr if" SumBr 5F waste
RBr+ SgBr ™ SumBr
source 5P ThBr B waste
BOUTCE :f AmpBr *r waste
SumBr + ThBr il" waste
SumBr + AmpBr :f" SumBr + Br
Br %5 waste

(a) Boolean logic for no death condition (on and at least one neighbor aff ) stay on:

Zak
source —F SgubOff 5F waste

k
RCr + SgnbOff - SumnbOff 5 waste

LOr + Sgnboff 5 Sumnbopy
1.36=k

source —s F ThubOff 5F waste

mrne:f Ammbﬂffif wasta

SumnbOff + Thuboff =¥ waste

ThabO ] ] + AmpnbO 1 55 ThabO 11 + nbroff

nbrlff if wasta
Tuky
source — Sglr *r waste
OnPr + SgCr ﬂ" SumCr 5F waste
nbroff + Sg0r =F Sumcr
135 sk,
source - T ThOr 5 waste
BOUTCE if AmpCr *r waste
SumCr + ThCr tT waste
SumCr + AmpCr H" Sumir + Live
Live 5F waste

(a) Boolean logic to determine if next state is on:

source —3F SgNz X5 waste

Live + SgN=z :f" SumNz 5 waste
Br 4+ SgiN=z ﬂ" SumiNz
souree o P ThNT 5 waste

BOUTCE if AmpNz E waste

SumNeT 4+ ThN T ﬂf waste
SumNzT + AmpNzT :;" SumNz + Nz

Nz % waste
NrX Nz + OniNz
OnNzT 5 waste

(a) Boolean logic to determine if next state is aff :

Nr% Nr+NiNz
NtNr 5F waste
an-uroeif D_r_rN:ﬁf wasgta
NtN:+D_rfN::Twnate

(A.47)
(A.43)
(AL44)
(A.45)
(AL46)
(AAT)
(A48)
(AL49)

(A.50)
(A.51)
(A.52)
(A.53)
(A.54)
(A.55)
(A58}
(A5T)
(A.58)
(A 59
(A.e0)
(A.el)
(A6}
(A.63)
(A.ed)
(A.65)

(A.6a)
(A&T)
(A.68)
(A.e9)
(A7)
(AT1)
(A T2y
(A.T3)
(A.T4)
(A.T5)

(A.Te)
(ATT)
(ATE)
(ATH



3. Storage Stage

(a) Copies of Set/Res signals:

(a) Flip- op module:

clk 5F clk + elkOn
clkOn if waste
clk 2 clk + clkO [y
clkOff 55 waste
source 51;“’ SqNxOn ti' waste
OnNzx + SgNTOn :f" OnNzSum *¥ waste
elkOn + SgNrOn 5 OnNrSum

source 5" OnNeTh 5 waste

BOUTECE :f OonNzAmp *r waste
OnNzSum + OnNzTh :?' waste
OnNzSum + OnNzAmp :f" OnNzSum + SetBfr
SetBfr ks waste
BOUTECE 51:1, SglffNz ti' wiste
OffNT + SgOffNz :f" SumOffNz 5 waste
kO[] + Sg0ffNz 5 SumOffNz
source P ThOffNT % waste
BOUTECE :f AmpOffN=z *r waste
SumOffNz + ThOFfNT ¥ waste
SumOffNT + AmpOf Nz :f" SumOffNz+ ResBfr
RezRBfr :f waste

SetBfr 5 SetBfr + Set
Set X waste
ResBfr L. J ResBfr + Hes
Res 55 waste

ffBEfrd 55 frBfrd + ffFback
ffFback *¥ waste
BOUTCE ﬂ:}i? N15g 5 waste
Set + N1Sg =F N1Sum %5 waste
1 Fback + N15g 5 N1Sum
source T F N1Th 5F waste
Sourea :f N1 ti' waste
N1Sum + N1Th 5 waste
N1Th + N1%F N1Th + ffFbackNot
FfFbackNot *r waste
BOUTCE ﬂ:}i? N25g 5 waste
Res + N25g if" N25um 5F waste
[fFbackNot + N25g 5 N2Sum
source = F NOTh 5F waste
Sourea :f N2 Ei' waste
N28um + N2T'h tT waste
N2Th+ N2 5 NaTh+ rrBfrd
ffBfrd 5 waste
frEfrd 58 frBfrd + Last
Laat Ei' waste
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(ALBO}
(ABL}
(ALBZ}
(AB3}
(ALBL}
{ABS}
(ABE}
(AET}
{ALBE}
(AB9}
(A0}
(A9}
(A2}
(A93}
(A94)
(A95)
(A58}
(AT}
(A9E}
(A99)}

(A.100)
(AL101)
(A.102)
(A.103)

(AL10d4)
(A_105)
(AL106)
(A1)
{A_108)
(AL109)
(AL110)}
(ALLLT)
(A1)
(AL103)
(AL114)
(AL115)
(Alls)
(A11T)
(AL11E)
(A119)
{A.120)
(AL121)
(AL122)
(AL123)



Constants:

sMar=64 kp=0.002uMs~!

D=0.00015mm”s " ka=0.002 5"
kp=20pM 15! k. =0.002uM 5!
kp=02uM 5! kg =0.0002aM %!

1. External Signals:
(a) Keys (in M)

(b} Clock:

Belkon(t,x)
[

Belkojr(t,x)
o

kg =0.000025 "
Crecrp =0-5pM

1/{14Exp[—25« (Mod(z, 16)—1 : Mod(z,16) <2
Keyalt,z)= { 1’2[ 11+ E Ip[—‘i‘:ﬁt{ﬂf{ad'{z::lﬁ:l:ﬂ}ﬂ:l]} :nih-zswi-u-z}.

1/(14 Exp|— 25+ (M od(z,16)— 5 :Mod(z,16) <6
Keygltx)= { 1i(1;{1+P Ip[—§[5¢{ﬁaa{xflsj ﬂ}.‘.}]} iy

1/(14 Exp|—25(M od(=,16) — 9 mod(z, 16)< 10
Keycltx)= { i JO4E J.'p[—{ﬂﬁ{.ﬂ.}mﬂ.r::lﬁ}u}ll}l:l e siesiy
1/{14 Exp[—25(Mod(=, 16)— 13 mod(z, 16) < 14
K‘W“F}:{ 1{(1;(1+P :p[—(ﬂﬁ{ﬂf(ud(:::lﬁ}—j }Ej]j sy
1pM ¢ 4000
clk{i,x)= { 1pM : Mod(t,clk Period) « ok Duty
o rotherwise.

2. Communication Stage:
(a) Broadcast Modules (in pM):
Srca(t.z)=1 (B.8) Sreg(tx)=1 (B.9) Sreo(t,x)=1

(b) Broadcast signals, note initial concentration of Sig 4 triggers initial on cell:

BSiga(t,x)
[

B5igg(f,x)

ﬂS’ig\aci{!,z}

ﬂsigauftt,:}
i}

=DV Siga(tx)+kpSrca(tz) Kepa(tz) Last(t,z) —kgaSiga (tx)

. 2pM ix . -Bczex o —01
'E;"l?"'{¢=I:.’:.'-}={I:Ilr-I ::thcrwiac.r :

=DV* Sigg(t,x)+kg Sreg(t,x) Keyp (f,x) Last(t,x) — kg Sige(t x)
= .D'V?Sig\c{! Tl+kpSreq(t,o)K eyo(i,x) Last(i, ) — kpaSige(t,x)
=DV*Sigpit,z)+keSrep(t x)Keyp(t x) Last(t x)— kgaSigp(t.x)

(c) Receiving and processing left-hand neighbor signal:

OL o (£:7)

i3

(BE.12)

(B.13}
(B.14)
(B.15)

=DV kg, (t,1)—kgsclkpn (t,x) + kg eclk(t,z)— ky sclkon(t,7)4 50nc0n (7]
= Dvﬂdkcp-‘.r{ﬁ,.'l.'}—kdtdkor-":!lI}+kd‘I:ik{!,.'I.'}—kL‘dka;:{t,:}#Sm:rHS{ilzj (B.T)

(B.10)

= DV2L g (#,5) — A g Ly o (8,2) — o Ly o (5T hy (#,2) + ke, Sigp (#,2) K ey a(E,x)
+hkz Sigalt,c)K eyn(t, o)+ ke Sigu(t,x)Keyo (i)t b Sigo (i ) Keyn(t.x) (B.16)

8T h(t,x)
at
GAmpy(t,x)

ot
AL ft(E,x)
ot

(d) Receiving and processing right-hand neighbor signal:

R (1]

i

=DVPLft(t,x)—kaL Ft{t,x)+ kL raw (f,z) Ampi (5]

= D‘F"Rm.{ t.x)—dkd Brow(t, 2] — by Rraw(t,c)The (E,1) + k= Sigpt, ) K eya(t, )
+k:Sigo(t. o)l eyn(t o)+ ke Sigp(t.c)Keyo(t,x) +k-Siga(t z) Keyp(t,x) (B20

101

clkPeriod=2+24+3600s
clk Duty=_5« 36005

(B.1}
(B.2)
(B.3)

(B.4)

(B.5)

(B.6)

Srcp(t,x)=1

= D‘E”Th. (£, x)+crecrrke —kdThi(t, ) — kv Lraw(t,x)The(t,x) (B.17)

=DV Ampy(t,x) 4k —kaAmp(65) — kL Logw (tx) Amp (£,2) (B.18)

(B.A%

(B.11)



3. Calculation Stage:

IR (2)  DYTh, (1) 4 €pecrn by —EaThy (8,2) —kp Ry o (£2)Th, (8,2)

OAmPalte®) _ V2 Amp, o (t2)+p — kaAmp o (t5)— ki Ry (£ 5) A, (t,7)

ot
BRght(t,z)

Bi =Dv?.ﬂg’h!’{!-,r] — kg Rght(t o)+ kL Rraw(t,c)Ampr (t,x)

(a) Copy left, right and previous time step (pr) signals (multiple gates operate on each)

B0 fpr(tx)
ot

8Bro. (i,
% =DV Brp (t,3) — kyBrp.(t,z) + kaLast(t,) — ky Bro (t,£) O f fp. (t.)

SR (7) _ w2 R, (t,2) — kaRar (£,5) + kg Rohi(t,c) —kp, Ry (£,5) Sau, (£.2)
B0npe () _ 1320 (t,2) — ki Omipe (£,2) + ka Last(t,2) — ki, Onpe (£,2) Sger (£,2)
M =Dv? Herl(t,x) —kaRer(t x)+ka Rght(t x) — kL Ber(8,2) S gneo sy (t,x)

Blerltix) _ poga Lerl(t,x) —kaLor(t,z) 4+ koL fi{t,x) —kp Lo (8,5) Sguse g p(£,2)

=DV OF forit,z) +hp—kaOf fer(t,c) = Broc(£,2)0f for(t,2) —kLOf for (t,2)Sgur(t.5)

(b) Boolean logic for Br (birth) condition: gff to on transition

08 g (£,x)

=DV Sgur (t,5) + 2ep —kaSgur (t,5) — ELOf for (t,2) Sabr (£,5) — k. Ror (8.2) Sur (£,2)

O8umr (4.3) _ 1o gy (#2) — kaSumar (£,2) + kLOf For (£, 2) S gue(t,x)
ko Bir (£,2) S gor (t,2) — kv Sumee (8.2} T her (t,x)
M =0v ?Thar{ip:}l +1.35ky —kaTher (£, x) — kv Sumer (§,x)T her(£,x)

2AmPr(bT) _ DU Ampy, (t.2) +kp — ks Ampy (t2) — kg Sum, (£,5)Ampy, (2,2)

ﬂ.ﬂ:&ﬁ =DV Brit,r)—k Brit,z) +k; Sum, (,x)Ampy, (t,2) —kp Brii,z)Sg,  (f,)

i) Boolean logic for no death condition (on and at least one neighbor aff): stay on

T hnporfplt,x)

&t
BAmpryoyrit,x)

B8g(t,x)
at

ALiva(t,x)

B8umnsoyE,x)

[
OnbrOf flt.x)

ik £,
%ﬂ::}l =0W ?Sg’naa_[ Fltx)+2kp —kaSgnpo () — kL Rer (8, x) Sgaso g fE,x)

—kpLer(t,2)S gneofj(t,5)
—pv? Sumnpojfj(t,z)—kaSumnppoyplt,c) 4k Rer(8,x)Sgneofp(t,x)
+kr Ler (£, 2)8gneof p(E,x) — kr Sumaso f (8, 2)T haso g f(E,x)
= D?’Th..m” () +1.35k —kaThnpo f it x) —krSumneof p(t,c)Thasofpt,x)
—DviA mpnsof i) Hkp—kaAmparo prltc) —ELThasofp (b o) Ampaecf p(t,x)
=DV nbrO f f(t,2) —kgnbrOf f(t,z) + kL Thuso () Ampasa syt
—kLnbrlff(t.x)Sgc-(t,x)
=DV 8 g, (t,x) + 2k, — kg Sge, (6,7) — by, Ong, (£,5) Sg.p (4,5) — by nbrOf f{t,2)8 g, (t,x)
O8um(t,x)

[

= DV Sum,, (t,5)— kgSum,. (¢.2) + k1. Ong, (t,2) 3., (£.2)
e mbrOf £(6,2)Sg., () — kp Sum. (6,5 Th., ()
herlbn) _ pUITh,, (t,2) +1.35k, —kTh,,(t,2) kg Sum_, (65 Th_. (t.2)
Amp. (t.3) = DV Amper (1) + kp — kg Amper (8,2) — kg Sume, (£, 2)Amper (t,2)

Fm = szLqu(E,z} — kg Live(t,x) + k. Sume-(f, z)Ampe, (t,x) — ki Liva(f,£) S g (f,x)

(d) Boolean logic to determine if next state is on

B8 gnz(t,x)

a8um, . (t,x)

=DV38gu.(t,1) +2kp —kySgnz(t,x) —kp Live(f,£) Sgno (£,5) — ki Brit,c)Sgn=(t,x)

=DV Sumns= (t,x) — kg Sumne(t.x)+ kL Live(f,x)8 gn=(t,x) + kr Brit, =) 8 gn(t,x)
—krSump(t,x)Thn(t,x)

=DV Thas (£,x)+0.65kp — kaThax(t,x)— kr Sumn:(t,z)Thn(tx)

i3

8T hy e (1)
84 t
OAmpaz(tr) _ oo Arnpa = (£,2) +hp— ka Ampaz (£,5) — ki Sum e (§,2) Ampae (i)

M =W ?N:(!-,.r] —kgN z(t x)+ kL Sumn. (t.x) Ampn(t,x)
% =DV Ornipa (f,x) — kaOnnc(t,x)+kaNz(f,x) — ki Onnz(t, £} 5 gneon (t,x)

ie) Boolean logic to determine if next state is aff

mf.fnx (t,z}
[

INtn= %) _ g2 N, (8 ) — b Nt (8,2) + kN2 (82) — o Nbma (£,2)0 f fra (£,2)

=DV 0 fre (t,5) +hp— ka0 f frz(f,2) — by Ntaz (8,510 f faz(t.x) —kLOf faz (505507 fr=(tx)
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(B.22)
(B.23)

(B:24)
(B.25)
(B26)
{B.2T}
(B28)
(B.29)

(B30}

(B.31)

(B.32)

(B.33)
(B34}

(B.35)

(B.36)

(B.38)

(B39}
(B.ADY

(B.AZ)
(B.43)
(B.44)

(B.A5)

(B.4a)

(B.48)
(B.49)
(B.50)

(B.52)



(f) Clocked synchronization gates

850n=0n(T) _ 280, o (t,2)+2ky — kg S8 (2) kg, Oy (£,7)50, 0 (£,7)

ot
—kpelkon (8.2) 80, 0. (t,T) (B.53)
BT Sum(t,T) o

—_—— =DV O Sumt,T) — ky Onn e Sum(t, 2)+ kL Ofin (£, 2) 5 0nz0n (E,T)
+hrelkon(t, ) S0nzon (t.2) — rOnn: Sum(t,z2 ) O Thit,T) (B.54)
w = DV On..Th(t ) +1.35k, — kaOnnTh{t,T) — krOn..- Sum(t 2)On..Thit.z) (B.55)
w =DV Ofinz Amp(t, =)+ kp — kaOng- Amp(t, =) — kr. Ona Sumit, £)On, - Amp(t.r) (B.56)

85etggr(t,T)

=pv? Setpy-(t,x)—kaSet gy (L, T)+ kL Onp - Sumit o) Amp(t,T) (B.57)

B5go5 5N (L,T)

s =pv? Sgosrn=(t.21+2p—kaS00 ppn=(0T) — kL Of fnx (821500 5 pv 2 (E.X)

—krelkoyy(t,T)800 55 v (t,T) {B.58)

B5umosiw=T) _ ho? gume pne (t,2) — kaSumo 7 ne(8,2) + kL Of fae (6,2) 590 7= (t.2)
+heelkojp(t. 20800 fn=(t,2)— krSumofrn= (L2 Thof = (L,x) (B.59)
OThosin=U2) _ ot b e (t,2) 4+ 1.35kp — kaTho s e (2,2) — K Sumoy e (8,51 hog e (8,2) (B.&0)

&t
a4 =L,
OAmposin=T) _ o Ampo sp=(t,2)+ ke —kaAmpo fns (£,2) — ki Sumoy n=(t.2) Amposrn=(ta)  (BSD)

&t
BResp prit,x)

Bt = szﬂeas_fr[t,::j —kaReagy-(t.)+kLSumossn-(t.x)Ampoysrn={L,T) {B.62)
. Storage Stage

{a) Copies of Set/Res signals
SSetlt.T) _ e Set(t,z)—kaSet(t,r) +kaSetn r.(t,7)— kL Set(t, T)N 15g(t,x) (B.63)
% = DV® Res(t,r) — kaRes(t,r) + kaRes g, () — kr Res(t,r)N 25g(t, ) (B.65)

(b) Flip- op module
w =DV fBfrdit, ) —ky £ B frd(t o) 4k N2Th{t,r)N2(t,T) {B.65)
w =DV ffFbackNot(t,r) — kg f fFbackNot(t, ¥} + ke N 1Th{t,r)N1{t,T)

—ky [ FbackN ot(t,z) N25g(t,T) {B.66)
ONITRIL.T) _ oty IThit,z)+0.65k, — kyN 1Th(t,r) — ks N1Sum(t,z)N 1Th(t.T) {B.ET)

at
N 25um(t
SNISumIt.T) _ o2 NaSumit,r)— kyN2Sum(t,r)+k, Res(t,z) N2Sg(t,z)

Ot k1 {FbackN ot(t, T)N 2Sg(t, x) k. N2Sum(t,£) N2Th(t,z) (B.65)
811 Fback(t.x) f';“"“FJ = DV f {Fback(t, ) — kaf f Fback(t,r) + kaf f Bfrd(t.x) — k. f fFback(t,z) N 15g(t,z) (B.69)
W = DV N15g(t,z) + 2k, — k N15git,7) — k;, Set(t,r)N 15q(t,7) — ky, [ Fback(t,r) N 15g(z,7) (B70)

w = DVAN 15um(t,z) — kg N1Sumit,z) +k Set(t,z) N 15git,x) + k. [ [ Fbaek(t,z) N 15g(t,z)
— ke N 1Sumit,z)N 1Th(t,z) (B.T1)
% = DVAN1(t,7)+k, —kaN1(t,7) —k, N1Th(t,T)N 1(t,7) (B.72)
% = DV N25g(t,7)+ 2k, — kyN25g(t,z) —k;, Res(t, )N 25g(t,x)—k f fFbackNot(t,r) N25g(t,z)  (B.T3)
ONETREL) _ w2 N 2T h(t,z) +0.65k, — ks N2Th{t,z) — ky N2Sum(t, )N 2Th(t,z) (B.74)
% = DVAN2(t,7)+k, — kaN2(t,) —ky, N2ITh(t, T)N 2it,7) {B.75)

(c) Stored State

BLasttT) _ o? Last(t,r)—kyLast(t,r)+ ke f fBfrd(t,z) (B.76)

at

6.2 | Rule 110 Partial Differential Equations
“I hope to say something about a ‘continuous’ rather than ‘crystalline’ model [of automatal.

There, as far as I can now see, a system of nonlinear partial differential equations, essentially of the
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diffusion type, will be used.”
- John von Neumann (Oct. 28th, 1952) discussing unfinished Theory of Automata.
von Nezumann papers, Library of Congress, Boxe 28 “Theory of Automata”.

This section describes the set of coupled partial differential equations that govern our Rule 110
chemical automaton, derived from the reactions in Appendiz A. These equations use standard mass-
action equations and the diffusion equation. Figure 8(b) contains a plot of the solution to these
equations. One equation is devoted to each of the 76 species in our network Figure 9 shows a detail
of the circuit from Figure 7 for a Rule 110 automaton, with each species labeled.

Unless otherwise specified, all species start with zero initial concentration. Absorbing boundary
conditions apply to all species whose concentrations change over time. Our reaction rate constants
and diffusion coefficients are selected to be realistically attainable values for DNA-based reaction-
diffusion networks, on the same order of magnitude as ezpenmentally derved data in the
literature[37,14,32]. The Mathematica code we used to numerically solve these equations is available

upon request.
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Constants:

sMaz=64 Ep=0.002 pMs " Krrs— 0000025~
D=0.00015 mm?s~ ! ky=0002ps ! e n = 0.5 M
kr=20pM 's" ke =0.002 M5t ckPeriod =2+24 « 36005

kr=02uM st kg =0.0002M 5!

1. External Signals:

(a) Keys (in uM}:

clkDuty=5«3600s

1/(1+Exp[—25 ¢ (Mod(z,16)—1)])  :Mad{z,16) <2

Keyalt,z) —{ 1—1/(1+ Exp[—25+(M od(z, 16) — 3)]) - otherwise. B
Kewn(6:2) = { 1 e Mol 6y )] otheniser ®2)
Keyottm = { 1 T e B a8y 1)) -t te ®3)
Keyo (2= { 1 T o 25 (Mod(x 16) - 15)]) -otherwiser ®4)
(b) Clock: 1M <£ < 4000
dk{t,x)= { |:1| M g}fﬁiﬂ .Frrl'mﬂl < clkDuty {B.5)
% =DV cdkon(t,z) —kasclkon(f,x)+ ka s clkit, £} — kL s clkon(,x) $5gazoa(t,z)  (BE)
W =DV elka s pit,x) —kasclko g pit,c) + kasclkit,z) —kr sclkopp(t,x) e Sgoppa=(t,x) (BT
2. Communication Stage:
(a) Broadcast Modules (in uM):
Sreg(tx)=1 (B8 Sreglt,x}=1 (B Sreglt,x)=1 (B.10) Srepltr)=1
(b) Broadcast signals, note initial concentration of Sig 4 triggers initial on cell:
%=ﬂvisg-g,‘fe,zukssrc,{f:ﬂxch{f z)Last(t,z)—kgaSigs(t,x) (RID
Sigq(t=D,z)= {2;.3.-1 Emax 8 < < Emaz =01
OSignlt,x) DV Bigp(t.c)+keSrca(t,c)Keyn(t ) Last(t, o) — kgaSiga(t,c) (B.13)
BSigc :*{i ) _ py? Sigo(t,x)+knSrco(t,z)K eyc(t,x)Last(t,x)— kpaSigc(f,x)  (B.14)
% DV Sigplt,x) +kgSrcp(t.r)Key p(t,x)Last(t,x) — kg Sigg(t,z) (B.15)
(c) Receiving and processing left-hand neighbor signal:
% =0V Lraw (f,x) —dkaL raw(t, ) — kv Lrow (§,x)Thi(t,x)+ k= Sign(t,c) K eya (t,x)
+kSiga(t.c)K eyn(t,z)+k=Sign (t.c)K epolt,x) + k=Sige (t.o) K eyp(t,x)  (R16
% =DV Th(t,7) +creath kp — kdThi(t,7) — ko Lraw(t,z) Thi(t, =) BAT)
‘Hm‘:ﬁ DV Ampi(t,x) +kp— ka Ampi(t,x) — ki Lraw(t.x) Ampi(t,x) (B.18)
ﬂﬁ DVALft(t,x)— kL ft(t,x)+ ki Lraw(t, x)Ampi(t,z) (B.15)
(d) Receiving and processing right-hand neighbor signal:
w =DV Ry (t,7) —Aka Rra(£,5) — by Rraw (£,2)The () + k= Sigt, =) K eya(t,x)
+k:Sige(t,o)K eynlt,o)+ ke Sigo(t,o)K epo(f,x) + k= Siga(t.c) K eyp(t,x) (B
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3. Calculation Stage:

8Th(t,z)

=DV Th.(t,z)+ercornkp — kaThe(t,x) — kr Rraw(t,=)The(t,5)
W =DV Ampa(t, )+ kp — kaAmpee(t,2) — kL Reaw (t, ) Ampe 1)
BRght(t,x)

B =DV Rght(t,z) - kaRght(t,z)+ ki Rraw(t,z) Ampe ()

(a) Copy left, right and previous time step (pr) signals (multiple gates operate on each)

BBrer(3) DV B, (t,5) — kaBry (t.5) + kaLast(t.) —ky Br, (¢:2)0 f,. (t.2)

Gt
B (t,x)
E0np(t,x)

=DV Rur (t,5) — ka R (t,2) + ka Rght (t,5) — ki, Rir (t,2) Sgur (t,2)
= D‘E”an,..{:,z} —kaOnpr (t,x) 4+ ka Last(t,z) — kL Onp (1) Sg-(t,x)

=Dv? Rer(t,x) —ka R (¢, )+ ka Rght(t x) — kg Rer (t,x) Sgnsop pt,x)
8L . (t,x)

[}
BH--(t,x)

=D0VLo (t,x)—kaLer (b x)+EaL fe(t,x) — kL Lo (8, T) Sgnbo g p(t,x)

B0 erltZ) _ g0 84, () + kp — haOf Fpr(8.5) 1 Brpe (6,20 fpe (8,2) — k1O for(£,2)Sgur (62)

Bt

(b} Boolean logic for Br (birth) condition: off to on transition

B5gpe(t,x)

=DV Sgur (t,5) +2kp — ka Sgur (8,2) —kLOF for (t,2) Sgue (8,2) — ki Rur (t,2) Sgqur (t,7)
M = W!Sumarﬁs,z] —kaSumpr(t,c)+kLOf for (¢ x)Sge(t,x)
+ky, Ry (t,2)8gp, [t x) — by Sumy, (6,2} Thy, (t,5)

M = DV Tha, (t.x)+1.35k, — EaTher (t.x) —krSume- (¢, x)T her (2, x)

&
M =Dvia mper(t,T)+kp — ks Amper () — kL Sump- (t,x) Ampe-(2,1)

e
BB;‘:‘] =DV Brit,z)—ka Brit,z)+ kr Sumsr (t,2) Ampor (8,2 — kL Br(t,z) Sgns (£,2)

{c) Boolean logic for no death condition (on and at least one neighbor aff): stay on

SThavoss(87) _ pyary,

BAmparoyg plt,r)

85gcr (t,x)
Bt

& Liva(t,x)

BSumasogy(t,x)

85gnb0 g g (t.1)

Bt —nv? Sgnboyp(t,c)+2kp —kaSgaeopplt,c)— ki Rer(t, ) Sgnso g plt,x)

—kiLer(t,x) Sgnpo g plt.)
=DV Sum g0 (tx)— kgSum o p(to)+kg B (8,5)S00p0p(t2)
+ki Ler(t,x)Sgnbop g (t,x) —kr Sumaeo pp(t,c)Thasoy plt,x)
nbagy(t.2)+1.35k, —kyThopoppt.s) — kpSumpg g p (¢, 51 Thopa pp(t.x)
o =Dvia mpnbof fltx)+kp —kaAmparogp(t,x) —kLThavoy p(t.c) Ampreo g p(t,x)
fnbrd T
% = ﬂv!nbrﬂ_f_ﬂ t,x)—kanbrO f f{t, z)+ kL Thavopp(t,c)Ampasay pylt,x)
—kpnbrOf f(tx)5g,.(t,x)
=pv? Sger(t, )+ 2k —kaSger (t,x) — ki Onp(¢,5) 8ger (t,x) — kpnbrO f f(t,x)Sq-r(t,x)

M =Dv? Sum.r(t,z)—kaSumer(t,x)+ kL Onp-(t,x)5gcr(t,x)

+knbrOf fle.x)8g., (t.x) —ky Sum, (tc]Th_ (t.x)
Ok~ (t.7) =DV Th.r(t,x)+1.35k; — kaTher (t,x)— br Sum . (t,7)The(t, )

SAmper(t.x) =DV Ampee(t,2) +kp — ks Ampe, (t,2) — b Sume (t,z) Ampe. (1)

e = W!Liuclis:: J—kgLive(t )+ kL Sume-(t, o) Ampee (t,x) — kL Live(t, ) Sgno (t,x)

{d) Boolean logic to determine if next state is on

8002 l7) — D28, (62)+ 2y — kS (6,2) ki, Live(t,2) Sge (t.2) b Br{£,2)Sg0e (8.7)
W:W!Sumuﬁ,z] — kg Sumng (t,5] +kr Live(t, =) Sgnz (t,2) 4+ kL Brit,z) Sgnz (t,5)

—kySumipz (8,2 The=(t )
BTha={t:x) _ gaTh,,. (8,2)+0.65k, —kuT oy (t,5)— Ky Sum e (651 Tho (2,2)

ML":(B:I] =Dy Ampnz(t,x)+kp — EaAmpnz (t.x) — kL Sumn- (t,)Ampez (t,x)
BNZ(8.3) _ g Wt x) — kaN{t,2) 4 ki Surmas (t,2) Ampa (6.2)

g (t,x)

B =pv? Onnz(t,r) — kaOnpz (t,x)+EgN (it x) — kL Onne (8, 2) S gnzon (t,T)

{e) Boolean logic to determine if next state is off

SO0f fr=(t.x)
Bt

BN 0) — DO Nt (t,2)— ki e (8:2) RN 2(8,2)— kg N (6,20 foe (62)

=DV Of faz(t, ) +p — kO f frz (6,2) b Ntne (8,210 f faz (8,5) — kL O f frz (6,2) 590 iz (8.1
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(f) Clocked synchronization gates

85
050n2007) _ 0300 o (8,5)+ 2Ky — ki SGnnm (6.2) — kL OMnn (£,7) Sgmzon (1.5)

Gt
—krelkon(t,T)5gnz0n (t,2) (B.53)
80mn,, _ Sumit,T) 2
—_— =DV 0N Sum(t, ) — kg Onn Sumit, o)+ kL OMnz (1T 5 fn=0n (T,T)
+hkrelkbon(t,2)580nz0n(t,2) —krOna: Sumit,z)0n.Thit,z) {B.54)
80n,,  Thit,T) 2
— - DV 0N, Thit,r)+ 1.35k, — kyOn,, . Thit,z) — kpOn, . Sum{t,z)On,,  Thit,x) (B.55)
80mn,, A t
+”(‘I} = DV20n,,  Ampi(t,T) +k, —kyOn,  Amp(t,r) —k,On,,. Sum(t,7)0n,  Amp(t,r)  (B56)
B5etpy, (1.7} 3
——— =DV Setpsr(t,x)—kaSet g (t,T) + kL O Sumit o) g Amp{t, ) (B.5T)

At
&5y =(L,T)
RN DV Sgo (6T + Pk — ka 500§ e (6,T) — kL O fuz(t,2) 500 n=(1,T)

e —krelkosr(tx)S00fsn=(t,T) {B.58)
w = DV2Sumg e (8,7)— kg Sumg o (8,2) + R OF foe (6,7)590 1 a2 (1,7)

+krddkosi(t,z) 5005 5n=(t,2)—krSumossn=(t, 2T hossn=(t,T) {B.5%)

Hlhosin=(tx) _ DV Thg ppna(t.T)+1.35k, —kaTho ppa (8,2} —kp Sumog pu. (8.0 The ppw= (1) {B.60)

at
a4 T
BAMPosin=T) _ gt Ampe s s (6.2)+ky — kg APo ;a2 (6.2) — Ky S s s e (6.2) AMBo s paa(te)  (BSD)

ot
GdRespy. (t.T)

A =DV*Resg; (t,7)—kyRespp (62)+kp Sumpppy . (02) Amps ppyo(t,T) (B.62)
4. Storage Stage

(a) Copies of Set/Res signals
% = DV?Set(t,x) — ky Setit,z) + ko Set gy, (6,7) -k, Set(t,z)N 15g(z,) {B.63)
w =DV? Res(t,r)—kyReat,x)+k, Ros gyt x)—ky Rea(t,r)N25g(t,) (B.ad)

(b) Flip- op module
SITBITd(tT) _ ho? ¢ B prdit,r) — kaff Bfrd(t,r)+ ke N2Th(t,2)N2(t,T) {B.65)
w = DV fFbackN ot(t,z) — kg f { FbackNot(t,z) + k N1Th(t,z)N1{t,T)

—kp [ fFbackN ot(t,T)N 25g(t,z) {B.66)
SN1Th{t.z) _ DVEN1Thit,z)+0.65k, — ka N1TR(t,z) — krN 15um(t, ) N1Thit,z) (B.6T)

BN2Sum(t
ON2Sum(L.T) _ ho? NaSumit,z) — ka N2Sumit,z) +kr. Res(t,r)N2Sg(t,z)

+kp, f fFbackNot(t,z) N25g(t,z) — kr N2Sum(t,z)N 2Thit,) (B.68)
81 rFbackit.x) b;ﬂ"{‘-” =DV ffFback(t,z)—kaf fFback(t,z)+kaf B frd(t,r) ke f {Fback(t, )N 15g(t.x) (B.69)
w = DV2N1Sg(t,z}+2kp — kaN 15g(t,T) — k1. Set(t T)N 15g(t,T) — ky. [ fFback(t, ) N 15g(t,) (B70)
w = DVN1Sum(t,z)— ka N 1Sum(t,) + kr. Set(t,z)N 15g(t, =)+ kv f | Fback(t,z) N 15g(t,)
—krN 1Sumit,z) N 1T h(t,z) (BT1)
BN 1(t,z) 2
o = DVIN1(t,3) +kp —kaN 1(t,2) — kLN 1Th(£,Z)N 1(2,7) (BT2)
ON230T) _ w2 Nasg(t,z)+ 2k, — kaN2Sq(t, ) — ki Res(t,r) N2Sq(t,z) ki f f FbackNot(t,-) N2Sq(t,z)  (BT3)
ONZTRET) _ 1yw? NOThit x)+0.65k, — ka NITh(t,7) — krN 2Sum(t,z) N2Thit,z) (B74)
% = DV2N2(t, 1)+ kp — kN 2(t,7) — ke N2Thit, r)N 2(t, ) (B75)
(c) Stored State
W = DV Last(t,z)— keLast(t,z) + ke f f Blrdit,z) (B.76)

6.3 | Asynchronous Cellular Automaton Circuit

One hmitation to the design for the cellular automaton that we presented is that it requires a

global “clock™ signal that is continuously supplied such that it continually changes concentration in
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an oscillatory pattern. It i1s likely that prowmiding such a signal externally would be challenging,
because existing biomolecular oscillators are generally noisy, and may not prowide the required
synchromization [15]. An alternative to the design we have presented would be to use an
asynchronous cellular automaton, which does not require a clock signal to operate. Instead, for each
update round, all cells in the network wait until they have received information indicating that their
neighbors are ready to proceed to the next round, thus preventing any single cell from getting out of
synchrony with its immediate neighbors.

A design for an asynchronous CA is outlined in Figure 10. The circuit elements (1.e. modules) are
the same as those for the synchronous CA, but more elements are required and they are arranged
differently. In this asynchronous CA, when both neighbors’ broadcasts are recerved by a cell, the cell
disables its own broadcast and proceeds to calculate its own next state. After calculating its own next
state, a cell will wait untl it is no longer recerving any broadcasts of its neighbor cells” states. When
this state is reached, the cell will save its calculated state in memory and restart the broadcasts of its
current state. Cells can be at most one step ahead of their neighbors before they are forced to stop
and wait for their neighbors to catch up. This strategy puarantees that each cell will pass through the
correct senes of states, and that local groups can never be out of synchromzation However, because
each cell is permitted to proceed up to one step in advance of its neighbors, any two cells that are N
neighbors away from each other can also be up to N time steps out of synchronization. So while the
overall process will compute the correct dynamics for each individual cell, the state of the system
may not represent the particular global state of the ideal cellular automaton for any particular time
step. This 1ssue could make it difficult to use such a CA to process incoming spatial information
within the environment, because the computation process in different regions of the CA will not see
this environmental information at the same stage of computation. Furthermore, the overall circut

size of our asynchronous CA 1s much larger than the synchronous (clocked) design. However, we
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believe that an asynchronous automaton could overcome many of the disadvantages of the
synchronous automaton we presented, because the asynchronous version requres less global

coordination.
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Figure 6.2. An asynchronous cellular automaton. (a)A cell's state 1s stored in memory. Dual-rail logic 13

L1 ry

used to differentiate between neighbors that are off and neighbors that have had msufficient time to
broadcast their state. (b} Current states are broadcast. (¢ 8 d) Neighbor states are recerved. (g) Dual-rail states
of cell and both neighbors are stored in a secondary memory bank. This enables cells to remember neighbors
states even after neighbors stop broadecasting. (f) When both neighbor broadcasts are recerved, a cell resets its

primary memory, turns off its broadcast signals, and (g) passes the stored information to (h) the cellular
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automaton logic stage. If the time scale for chemucal reactions tg is much faster than the time scale for
diffusive propagation between cells tp, then the logic stage 1s guaranteed to have sufficient time to use the
mformation stored in (g) to calculate the next state and store the results in (1) a terbary memory bank before it
stops recerving neighbor broadcasts. This calculated next state is blocked by (j) two AND gates until (k) all
neighbor broadcasts have had time to turn off. Then, the secondary memory in (e) 1s reset by (I), the ne=t

state 15 stored 1n (a), and the cycle repeats.
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7 | DNA Strand Buffers

Summary. A buffer reaction actively resists changes to the concentration of a chemical species.
Typically, buffering reactions have only been able to regulate the concentration of hydronium (e
pH) and other 1ons. Here we develop a new class of buffers that repulate the concentrations of short
sequences of DINA (e oliponucleotides). A buffer’s behavior is determined by its setpoint
concentration, capacity to resist disturbances, and response time after a disturbance. We prowide
simple mathematical formmulae for selecting rate constants to tune each of these properties, and show
how to design DINA sequences and concentrations to implement the desired rate constants. We
demonstrate several olgonucleotide buffers that maintain oliponucleotide setpoint concentrations
between 10 and 80 nM in the presence of disturbances of 50 to 500 nM, with response times of less
than 10 minutes to 1.5 hours. Multiple buffers can repulate different sequences of DINA in parallel
without crosstalk. Oligonucleotide buffers could stabilize and restore reactant concentrations in
DNA crcuits, or in self-assembly processes, allowing such systems to operate reliably for extended
durations. These buffers might also be coupled to other reactions to buffer molecules besides DNA
In general, oligonucleotide buffers can be viewed as a chenucal “battery” that maintains the total

chemical potential of a buffered species in a closed system.

7.1 | Introduction

Acid-base buffers are used ubiquitously in both nature'” and synthetic biochemistry™* to
maintain a constant concentration of hydronium ions, ie pH, in solution (Fig. 1a). For example, the
bicarbonate buffer system” neutralizes strong acids and bases in the human bloodstream, thereby
maintaining a physiological pH of 7.4, When the bicarbonate buffer system fails, pH fluctuates

freely, resulting in ailments collectively known as acidermua and alkalernia. Sirmilarly, acid-base buffers
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in polymerase chain reaction (PCR) hold pH constant to stabilize and optimize the activity of
polymerase, without which the reaction could not occur. Chemustries exist to buffer some ions
besides hydronium, such as metal ions’, and for specific molecules such as naphthyridine®’.

The ability to buffer the concentrations of a larger library of molecules could improve the
reliability and robustness of many chemical processes. Changes in reactant concentration can alter
chemical reaction rates, which are generally proportional to the products of the concentrations of
the reactants. The dependence of reaction rates on concentration can be even more sensitive in large
reaction networks® or cooperative reactions’. During crystallization, for example, small fluctuations
in monomer concentration can have dramatic effects on crystal nucleation rates'™’. Buffer systems
that regpulate monomer concentrations could suppress these fluctuations, increasing crystal punty
and yield. Buffenng reagents could also be used to replenish reagents depleted by downstream loads,
for instance to deliver a constant drug dosage' over time as a drug is consumed.

In this study we present a class of buffers that repulate the concentrations of oligonucleotides (Fig.
1b), short synthetic sequences of DNA, in an analogous manner to how acid-base buffers repulate
pH. Each buffer regulates the concentration of a specific DNA sequence, and multiple different
buffers can operate in the same solution, independently controlling the concentrations of their
different target sequences. We create our buffers using DNA strand- displacement (DSD) reactions,
sequence-specific DNA hybridization processes with tunable kinetics'™, which have previously
been used to implement information processing reactions inchiding amplifiers'™®, neural
networks'**, and Boolean logic circuits* ™. While DSD reactions are relatively well understood, here
we demonstrate how they can operate in regimes contaiming high reactant concentrations and low
reaction rate constants. Buffenng the concentrations of oligonucleotides could allow for the self-
assembly of larger DNA structures or DNA-templated structures with fewer defects™ by providing

a constant supply of fresh monomers, stabilizing the nucleation of DNA crystal structures™, and
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could enable DNA circuits™* and sensors™ to operate for extended durations by restoring depleted
reactants.

ia] Acid-Base Buffers
Waak Acid Water Conj. Base anium

e3¢ B

) DNA Strand-Displacement Buffers
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Figure 7.1. Buffer analogy. (a) Acid-base buffers regulate the concentration of hydronium ions. They
consist of high concentrations of weak acid that partially dissociates in water to produce hydronium, and a
conjugate base that reabsorbs hydronmm. (b) DNA oligonucleotide buffers regulate the concentration of a
target sequence X of DNA (cyan) that is initially sequestered within a source complex. Source dissociates in

the presence of an mitiator strand to release X and a conjugate sink comple=.

7.2 | Background: acid-base pH buffers
According to the Arrhenms definition, an acd 1s a chemical that dissociates in water to increase

the concentration of hydronium ions (H;O%):

ky
HA +H,0 = 4™ + H,0" 1
ky
where HA 1s the acid and A™ is its conjugate base. In the simple case where the activities of all

species are 1, the acid dissociation constant K, which determines the ratio of products to reactants

at equilibrmm, is:
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where [H,O] 1s generally approximated as constant.

Weak acids have low dissociation constants and thus only dissocate partially into products.
Acid-base pH buffers take advantage of thus partial dissociation to create resistance to pH changes.
They consist of a weak acid HA and its conjugate base A™, each at high concentrations. When mized
together in water, HA and A~ continuously release and recapture a small amount of H,O, forming
a dynamic equilibrium. When additional H;O™ ions are added to the buffer, the solution changes
pH, becoming more acidic. However, according to Le Chatelier's Prnciple, some of the H,O" ions
added to the buffer solution are absorbed into the weak acid state HA to restore equilibrium. In thus
manner, [H,O7] increases by less than it would in the absence of buffer. Similarly, when H,O" is
removed from a buffer solution the equilibrium shifts in the opposite direction to replenish [H,07],
resisting the change in concentration. The high concentrations of HA and A™ ensure that the

concentrations of these species do not change significantly in response to relatively small

disturbances.

7.3 | Synthetic buffers for other molecules

The general mechanism underying pH buffers is not specific to acids and bases. A consequence
of Le Chatelier’s Ponciple 1s that any reversible reaction can serve as a buffer, given appropnate
reaction rate constants and provided that all reactants are at a high concentration relative to the
regulated species (see SI1). We use tlus simple idea to repulate the concentration of an arbitrary
oligonucleotide in its single-stranded form.

To design a bimolecular buffer that repulates a target species 3, we begin with a source complex
(S) that is a precursor of X This source reacts reversibly with an initiator molecule (I), releasing X in

an active state, along with a conjugate sink molecule (N) that can recapture X (Egn. 3). The species
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S, L N & X act as analogs to HA, H,O, A~ & H,0", respectively, in an acid-base buffer (Fig. 1, Eqn.

1).

ks
S+I=nNn+x il
kn
At high reactant concentrations, this reaction creates a stable equilibnum that resists
disturbances to X (Fig. 2a.b). In this peneralized form, the imitiator 1s not necessarily H,O, therefore
it may not be possible to provide imitiator at so overwhelming a concentration that its depletion can
be ignored, as in Eqn. 2. Thus, to describe the operation of this generalized molecular buffer, we

revert from the dissociation constant K; to a more general chemical equilibnium constant:

— _ [:“]lgmllg
Keq =%5'N ™ Tlegllleg 4

A buffer of the form in Eqn. 3 has three important metnics that descrbe its performance: the

setpoint concentration, the relaxation time constant, and the buffenng capacity. Here we present

equations that give order-of-magnitude estimates for how these walues scale with the reactant

concentrations and rate constants (see derrvations in SIZ2).
(i) The setpoint [X] ., is the equilibrium concentration of X generated by the buffer when
[X]g = 0. For high concentrations of [S]g, [I]g, and [N]p, and low equilibrium constants Kgq, the

setpoint can be approximated as:

[5)al1]
[Elser & Kog # (]

Eqn. 5 indicates two separate types of parameters for specifying [X],,,: the equilibrium constant
Kgq and the ratio of the reactant concentrations. Generally, changing K. requires redesigning the
reactant molecules, rather than adjusting their imitial concentrations. For simplicity in this paper, we

will always keep [S]o = [1]o.
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(i) The relaxation time constant T determines how quickly X relaxes back towards its setpoint
after it is disturbed. The relaxation time constant can be approximated by Eqn. 6, where the time it
takes for a disturbance to relax to a defined percentage 0<au<1 of its imtial amplitude 1s gven by

Eqn. 7.

= EN:N]D [ﬂ
trrlms.nz =—T" ]Il-['x} I_—-"]
(1) The buffering capacity § determines how much of an external perturbation the buffer can

accommodate while maintaiming a final equilibrium concentration [X]Eq close to the imtial setpoint
concentration [X],,. Specifically, f% is the mazimum concentration of X that can be added to a

buffer while keeping [X]gq below a specified factor of [X],,, (here we use a factor of 1.1):

[Xleq i: 1'1 ) lx]set’ [3]
and i~ is the mazimum concentration of X that can be removed from the buffer while keeping

[X]eq above an arbitrary factor of [X]se; (here we use a factor of 0.9):

[Xleq =09- [x]ser- [9]

The resulting capacities are:

Br=c*-(slo+ e+ [Nl) [0
Br=c-(slo+le+INl)  [1]
where ¢* and ¢ are coefficients determined by the relative ratios of S, I, and N (Fig. 2c). From

Eqn’s 10-11 we find that prowiding our reactants at lugh concentrations maximizes the capacity to

recover from disturbances.

7.4 | Designing buffers using DNA strand-displacement

MNext we use DNA strand-displacement (DSD) reactions to implement a buffer for DNA
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oligonucleotides. In DSD reactions, an input strand of DNA binds to a mult-stranded DNA
complex, and in the process displaces one or more output strands from the complex™. Short single-
stranded domains, called toeholds, imitiate these reactions and determine the forward and reverse
rate constants™>**.

In our DSD implementation (Fig. 3a) of the buffer reaction descubed in Eqn. 3, we start by
desipnating a tarpet DINA strand as X Imitially, X 1s bound within a source complex 5, such that its
toeholds are covered mn an inert double-stranded state, preventing downstream reactions. An
mitiator strand I reversibly displaces X from 5, and exposes the toeholds on X In the process of

displacing X a new sink complex 1s created that consists of the initiator strand bound to the bottom

strand of the source.
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Figure 7.2. Resisting disturbances. (a) When X is added to or removed from an unbuffered sclution, its
change in concentration is exactly equal to the amount of X added or removed (yellow, slope=1). In contrast,

a buffer solution with the form in Eqn. 3 can absorb some of the disturbance to prevent [X] from changng

as steeply (cyan, with K, = 0.026). For large enough disturbances the buffer 1s overwhelmed, at which
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point the slope again approaches 1. (b) For small disturbances, the slope is approximately inear and is much
less than 1. (c) The buffer capacity is the amount of disturbance that can be absorbed while maintaining [X]
within a target range (we use a range of $£10% of [X],,). The capacity is proportional to the total
concentration of reactants, and its proportionality coefficients ¢* and ¢~ are functions of the relative reactant

concentrations (from BEqn’s 10-11).

7.4.1 | Selecting toehold lengths. The forward and reverse reaction rate constants for the
DSD buftening reactions are determuned by the toehold binding energy for the source and sink
complexes, which is loosely correlated with their toehold lengths We aimed to select toehold
lengths that would create a buffer that holds X at setpoint concentrations [X],,, on the order of 10-
100 nM, with relaxation times on the order of 0.5 hours to relax to 10% of any disturbance (ie.
trelaxa ~ 0.5 hr with 0=0.1). These tarpet concentrations and response times are the same order as
many existing DSD reactions in the literature™®, which facilitates the coupling of our
oligonucleotide buffers to existing DSD circuits. To mazimize the capacity of the buffer (Eqn.’s 10-
11), we selected large concentrations of S, I and N, relative to [X]ser, up to 8 pM.

First we used Eqn’s 6-7 to find a tarpet reverse rate constant ky. We plugged our desired
relaxation time mnto Eqn. 7 to find a time constant of about =02 hr. Eqn 6 indicates that to
achieve this time constant with [N]; = 8 uM, we should select a sink rate constant on order
ky & 2-107*uM 1571 Similarly, to find a forward rate constant that would result in a setpoint
concentration of the desired order with [S], = [I]; = [N], = 8 uM, we used Eqn. 5 to find that we
should aim for an equilibrum constant of roughly K, ® 0.01. Plugging these target values for K,
and ky into Eqn_ 4, we find that we want a source rate constant on order kg &~ 2-10"%uM 1571,

We next chose toehold lengths whose average rate constants' were closest to our desired values.

These lengths turned out to be a zero nucleotide (nt) toehold to drive the forward reaction, which
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can imtiate through fraying at the end of a double stranded complex, and a 2nt toehold to dove the

reverse reaction. (Fig. 3, Supp. Section SI3).

7.4.2 | Measuring signal concentrations with a reversible reporting reaction. To
meonitor the free concentration of X duning buffening, we used a DNA strand displacement reporter
with quencher and fluorophore labels (Fig. 3b). X reacts reversibly with the reporter, so that when
the reaction between X and the reporter is at equilibrum, the magmitude of fluorescence intensity
can be used to determine [X] (see SI4). To accurately measure the kinetics of the buffering process, a
reporter needs to equilibrate sigmificantly faster than the buffer, such that the reporter remains at
pseudo-steady-state as [X] changes. To ensure this condition is met, we selected a reporter toehold

length of 5nt to characterize the buffer in Fig. 3a (see SI5).

7.5 | Control over setpoint concentration and relaxation time

To test our prediction (Eqn. 6) that the equilibration concentration of X is controlled by the
mnitial concentrations of source (S), imtiator (I}, and sink (N), we combined these reactants at
different initial concentrations, keeping [S], = [I], (see complete methods in SI4). We measured
how [X] converged to a stable final value, [X],,,, for each set of initial reactant concentrations (Fig.
4a). For the values of [S]g, [I]g, and [N]p tested, [X]se; ranged from 7 nM to 83 nM, on the order of
the 10-100 oM range of setpoint concentrations we aimed to achieve. From Fig. 4b, the average
equilibrium constant from all curves came to K, = 0.026 + 0.016, on the same order as our
desipned value (see section 3.1). Following our predictions, we observed that buffers with lugher
values of [S]p = [I]o produced higher [X];.; values, and higher values of [N]p produced lower

[X] ser values (Fig. 4b), also consistent with the design.
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Figure 7.3. A DNA strand-displacement buffer circuit that regulates the concentration of a target
DNA strand X. (a) X is mitially bound within a sousce complex. Source reacts reversibly with mutiator to
release X also creating a sink molecule, which drives the reverse reaction. (b) The concentration of X is
monitored by a reporter complex. X reacts reversibly with reporter to separate a quencher-fluorophore pair,
mereasing the intensity of fluorescence. When sequestered in the source complex, the first toehold domain
(black) on X is not available to initiate reactions with the reporter. (c) A competitor complex (commeonly used
as a “threshold” in other strand-displacement literature®) can irreversibly bind and sequester X wia a fast Tnt
toehold, reducing its free concentration in solution. We use the “leakless™ architecture® to suppress reactions

between species not designed to react.

We also characterized the relaxation of the buffer by fitting the data (Fig. 4¢) to

(XI() = [Ksee (1 +207F) 12

—_ Elo—[Xlsst
T M - M

which 1s the curve predicted by a simple bimolecular mass action model of Eqn. 3. For the range of
mnitial concentrations tested, T ranged from about 0.2 to 0.7 hours. Both the simple bimolecular mass
action model of our buffer and a more detailed model”® (SI6.1) of the buffering and reporting

strand-displacement reactions predict that the rise time should be faster as [N]g increases, because
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[N]g controls the recapture rate. Consistent with these predictions, we observed that rise times were
faster for higher values of [N]y. The simple bimolecular model predicts that rise time should be
independent of [S]p = [I]g, however, the detailed model suggests a slight increase in rise time with
decreasing [S]y = [I], when the reporting reaction is included (SI6.2). This would suggest that the
reporter imposes a small load on the system, causing a delay before equilibrium is reached. In our
experiments we observed small increases in rise time for decreasing [S]p = [I],.

From Fig. 4c the average sink reaction rate constant was

ky 7 1.7-107* +4.2-107° uM 1571, This constant and the measured K = 0.026 + 0.016
give an average source reaction rate constant of ky ® 4.0- 107 4+ 7.5-1077 uM~1571 These

values are within an order of magmitude of their designed values (Section 3.1).

7.6 | Response to disturbances

We next sought to characterize the relaxation of ohgonucleotide buffers as they are perturbed

from equilibrium. We used [S]g = [I]y = [N]p = 8 uM, which we call the uniform 8 pM buffer.

7.6.1 | Positive disturbances. First we characterized how oligonucleotide buffers resist
positive perturbations, Ze. sudden increases in [X]. We let the uniform 8 pM buffer equilibrate, and
then added a pulse disturbance of 50 nM of X every three hours, for a total of ten pulses (Fig. 5a).
After each pulse was added, the concentration of X imncreased quckly, reflecting the X that was
added, and then relaxed back to a new equilibrium state close to [X]se;. We fit Eqn. 8 to each
relaxation and found no significant vanation in the time constant T compared to the imitial relaxation
from [X]g = 0 (SI7). These experiments show that over at least ten perturbations of this size, the
dynamics of relaxation are largely independent of the lustory of past perturbations. We would,

however, expect that [X] eq should shift slightly over multiple perturbations of the same direction as
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the buffer capacity is depleted. [X] ., did increase roughly linearly with the total amount of X added.
After 500 nM of X was added, [X].q increased by 8 nM, which gives a slope of approximately 0.016
(Fig. 5b, compare with Fig. 2b). This corresponds well with Eqn 10, which predicts that

approximately 250 nM of X must be added to increase the equilibrium concentration by 10%.

7.6.2 | Negative disturbances. We then characterized how the buffer responded to
decreases in [X] caused by a coupled reaction in which X was consumed. We used a simple,
ireversible reaction in which X binds to a competitor complex #iz a Tnt toehold imitiated
displacement reaction, producing inert waste products (Fig. 3c). We allowed the 8 pM uniform
buffer to reach steady state for 3 hours, then added 100 nM of competitor (Fig. 5c). As anticipated,
the concentration of X imitially dropped, and then recovered to approximately 3 nM less than the
iitial equilibrium concentration.

The observed magnitude of this negative disturbance was significantly smaller than the
concentration of competitor that was added. Our models (SI 5.3) indicate that this effect 1s due to a
partial reaction known as toehold occlusion in which the toehold on the competitor is transiently
occupied by the imitiator. This interaction reduces the fraction of competitor that is free to react
with X in turn reducing their effective reaction rate. Toehold occlusion is especially significant here

due to the long 7nt toehold and because [I] > [X]sqr, both of which increase the residency time of

toehold binding.
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Figure 7.4. Concentration parameter space, showing equilibration of [X] with varied concentrations of
[Slo, [Tlo, and [N]o. (a) Experimental data (solid lines) showing approach to equilibrum Exponential fits
shown as dashed lines. (b) Equilibium concentration vs. [S]p = [I]p. Cyan points correspond to the
[Slo = [T]p = 8 uM trajectories from panel (a), yellow points to yellow trajectories, and red to red. (c)
Relaxation time constants vs. [N]o. Error bars here and elsewhere depict 95% confidence intervals

(1960 /vn).
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7.6.3 | Large mixed disturbances. Finally, we tested how oligonucleotide buffers
respond to very larpe perturbations. We let a umform 8 pM buffer approach its steady state for 3
hours and then perturbed it first by adding 250 nM of X then adding 250 nM of the competitor

(Fig. 5d, methods). We then added two more 250 nM pulses of X followed by two more 250 nM
pulses of competitor (Fig 5d). As expected, the changes in [X],, in the buffered solution were far
less in each case than the amount of X that was added or consumed. After the first 250 nM
perturbation, [l"ii]‘;,.EI increased from about 47 to about 49 nM, consistent with the change in [X]eq

that occurred after adding frve 50 nM pulses of X (see Fig. 5b).

7.7 | Buffering multiple species

In punciple, multiple different oligonucleotide sequences can be buffered in the same reaction.
We designed a buffening system for a second target sequence, X, (see sequences i SI4) and
compared how the X and X, buffers acted separately vs. together in the same reaction.

The 8 uM uniform buffer for X, reached a stable setpoint of around 100nM, and after a 50 nM
perturbation [X] retumed to roughly the ornginal setpoint concentration (Fig. 6a). The
corresponding 8 pM uniform buffer for X also reached a setpoint, and responded to a 50 oM
disturbance with a similar response time (Fig 6b). When the buffers were combined in the same
solution, the setpoints and responses to disturbance for both X and X, were similar to their

setpoints and responses in 1solation (Fig 6¢). [X] did not change when X, was added and wice versa.

7.8 | Faster buffering

The buffers in Figs. 3-5 have relatively slow relazation times. A slow buffer can allow a system
to maintain a memory of recent perturbations that is gradually erased as the concentration of the

buffered species retums to equilibrum. This ability to transiently store information about
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perturbations and then erase it to receive new perturbations could be used to process streams of
chemical inputs®* However, in many other cases, it is important to maintain a constant

concentration in the face of heavy loads. Faster ime constants are desirable in such cases.
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Figure 7.5. Response of the oligonucleotide buffer to disturbances, (2) An 8 pM uniform buffer for
target species X disturbed with additions of 50 nM excess X every three hours. Differences in the amouat of
time required to add and mix the disturbances into the wells (during which no measurements were made) of a
96-well plate cause differences between the peak amplitudes of the disturbances. Since the fastest changes in
concentration occur immediately after the disturbance is added, the first measured value of [X] is highly
dependent on this delay time. (b) Addition of 50nM X disturbances to a solution containing no buffering
reaction, showing cumulative increase in concentration. (c) The change in equilibrium concentration of X vs.
the total concentration of X added as disturbance for the buffered data in panel (). (d) 8 M buffer disturbed

with an addition of 100 nM competitor, C, which consumes X (&) 8 pM buffer disturbed with large pulses of
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250 nM X, followed by 250 nM competitor.
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Figure 7.6. Buffers for different oligonucleotides operate in tandem without crosstalk. (a) Uniform 8
uM buffer for a second sequence X: before and after a 50 nM addition of Xa. The reporter for Xz uses a
HEX fluorophore. (b) Uniform 8 uM buffer for X before and after a 50 nM addition of X. (Using the
reporter in Fig. 2c with FAM fluorophore). (c) The concentrations of X and Xz in a solution containing 8 pM
uniform buffers (and associated reporters) for both sequences, with 50 nM disturbances added at the same

times as (a) and (k).

We therefore next mnvestigated whether we could buld buffers that responded more quckly to
perturbations. To do so we created a buffer for X with longer toeholds on the source and sink
complexes (+1 and +2 nucleotides respectively) that were designed to increase kg and ky (see SI4).

We charactenized [X] over time using 8 uM of each of the new faster source, imtiator and sink
species, e the fast 8 pM umiform buffer (Fig. 7), which produced a setpoint concentration of [X] of
about 13 nM. When the system was perturbed by adding X the concentration of X had retumed
close to its setpoint by the time we had returned the sample to the fluorescence reader after adding
the disturbances. This delay in measurement was no more than 10 minutes, and generally less,

suggesting that the fast buffer had a response time of at most 10 munutes, sipruficantly faster than
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the onginal buffer. As with the slower buffer, we observed a slower response time of the fast buffer
to the addition of competitor than to the addition of X, consistent with the effects of toehold

occlusion (SI8).
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Figure 7.7. Faster responses to disturtbances by a buffer wath longer toeholds. We used a lnt souice
toehold and a 4nt sink toehold to increase the rate of response of a uniform 8 pM fast buffer. X was added to

disturh the system at times noted.

7.9 | Discussion

In tlus paper we demonstrate a DNA strand-displacement reaction for buffering the
concentration of oligonucleotides. High concentrations of reactants continuously release and
recapture a target strand, forming an equilibrium that resists perturbations to the concentration of
the target. Using this architecture, buffers could be designed for arbitrary sequences with a wide
range of setpoints, response times and capacities. Several buffers can operate in parallel within the
same solution, to independently repulate the concentrations of multiple target strands.

Oligonucleotide buffers could be incorporated into a wide vanety of existing reactions in which
oligonucleotides play a key role, including self-assembly'****"* sensing™, photochemistry” ™, and

molecular release™. Oligonucleotide buffers could also regulate molecules besides DNA if coupled
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to reactions that interface with other species, such as enzymes* ™ and small molecules™.
The ability to maintain the concentrations of molecular species is essential for bulding large
reaction networks that operate reliably for extended times. Biological reaction networks often resist

changes in concentration using mechanisms that are mathematically quite similar to buffers. For
example, competing processes of synthesis and degradation n gene networks repulate the
concentrations of most RNA and proteins®. Similar competing reactions on faster time scales also
repulate the concentrations of actin® and active membrane receptors”. The ability to incorporate
molecular buffering for a vanety of speces into synthetic chenucal systems could therefore facilitate

the design of robust and scalable synthetic chemical reaction networks.
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8 | Supplemental Information: DNA Strand Buffers:

8.1 | Buffer reactions of orders 0 through 2

In prnciple, a reversible reaction of any order can act as a buffer, provided (1) that one of
the products 1s the molecule X, whose concentration we wish to regulate or buffer, (2) all of the
other species besides X are present at high concentration relative to the equilibrmim concentration of
3 (3) we have sufficient control over the forward and reverse rate constants (eg for a pH buffer we
require a weak acid with a low dissociation constant) to tune the buffer. We decided to implement a
buffer using two reactants and two products because this reaction form provides the ability to finely
tune both the forward and reverse reaction rates by adjusting the appropmate reactant
concentrations, and because the buffenng reaction occurs only when the reactants are muxed,
making it straightforward to charactenize bufferning kinetics. DBelow 1s a table descobing the
generalized buffer reactions up to the second order, with a bnef summary of the benefits of each

form.

SI Table 1: Buffer reaction orders

Reaction Order Concentration
Buffering Equilibnn Requirements
Right Notes
Reaction m
Left side X
side
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Infimte capacity.
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Allows the reverse
kf k_f
(1 2 =X+C T [C] [Clo > [X]aq |rate to be tuned by
k. r
changing [Clo
= o AFE x+c | [4lo.[€lo | Standard form for an
k, €] |5 [X]g acid-base pH buffer
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k¢ Bimolecular form
A+EB=X k:[A][B] [4]o. [Blo. [Clo

—_ explored in the main
ke [C]

» [X]gq

8.2 | Derivations of setpoint concentration, relaxation time, and capacity

The governing equation for our bimolecular buffer reaction is:

ks
S+I=N+ X (SLEqn 1)
ky
where:
X is the buffered molecule,

S 15 the source that contains X in an inactive state,
1 is the imitiator that releases X from S, and
M 1s the sink that recaptures 3

The mass action ordinary differential equation that govems the kinetics of this reaction is

T — ks[S]1] - kn[N][X]. (SLEqn2)

The reaction in S Eqn 1 approaches an equilibrium concentration of

ks [Sleallleq _ . [Sleallleq

Mea = TN 0 NI,

(SLEgn 3)
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where the equilibnum constant K 1s defined as:

ks _ IVleglXleq
kv [leallleg (SLEgn 4)

Keq

8.2.1 | Setpoint concentration

By stoichiometry, we have the following conservation equations:

[S]aq = [S]o — ([X]aq - [X]UJ (SIEqn 5)
[Meq = [0 — ([Xleq — [Xo) (SLEqn 6)
[N]eg = [N]o + ([Xleq — [Xlo) (SLEqn 7)

For very large initial reactant concentrations ([S]u, [T, [N]p > |[X]gq — [K]ﬂl). In this case the
concentrations of S, I and N can be approximated as roughly constant (i. e.[Sleq ® [Slo, [Ileq &

[To, [N]eq & [N] U)- This reduces Eqn. S Eqn 3 to

Sloll
g ¥ Keq ool [];;}][ﬂ]“ (SLEqa 8)




8.2.2 | Relaxation time
If we assume that the imtial reactant concentrations are sufficiently hugh such that they do not
change significantly as the system approaches equilibrium (ie. [S]o, [I]o, [N]o > [X]eq), then we can

treat [S], [I] and [IN] as approximately constant, which reduces Eqn. SLEqn 2 to

% = kp — kg[X] (SLEqn 9)

where
k, = Production Rate = kg[S][I] (SLEqn 10)
kg = Degradation Rate = ky[N] (SLEgn 11)

The solution to ST Eqn 9 1s

IO = leac (1+ 267%) (SLEa 12

where
[X]ser = equilibrium setpoint E:—Z (SLEqn 13)

[Xlo — [Xlsee

¢ = relative of fset from setpoint =

... (SLEqgn 14
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1
T = time constant = ™ (SLEqn 15)
d

We can use SI.LEqn 12 to solve for the time it takes to relax to an arbatrary factor @ << 1 of the

irutial offset:
(1 + @)X = [sge (1+277) (SLEqa 16)
which simplifies to
a=et (SLEqn 17)
which can be solved to find

trelax.a = —Tin(a) (SLEqn 18)

Alternatively, we can set t = T and solve SI.Eqn 18 to find that each time constant T is the amount

of time to relax to a factor of

m | =

(SLEgn 19)

Q=g =
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8.2.3 | Capacity

To calculate the capacity of the buffer, we first render Eqn. SI Eqn 3 dimensionless

[X]eq = [X*]Bq [Ir: (SLEgn 20)
Sleql!]e
which gives [X*]Bq = ng % (SLEgn 21)

wherte [|. is a concentration scale. We can now define the following useful quantities, analogous to
pH and pKa in an acid base buffer Note that this operation i1s not permissible without rendening X

dimensionless, as loganithms can only operate on dimensionless numbers.
PX = —10g10([X"1q) (SLEqn 22)

pKe = _IOHIU(HEQJ {SI-E'qn 23}

Taking the —log,, of both sides of SI Eqn 21, and rearranging, we find

[Maglle ) SLEan26

pX = pK,q + logy, (W
eql' leqg

which is analogous to the Henderson-Hasselbalch equation for acid-base buffers. We define the
capacity [§ as the concentration of X that must be added to the system to change the pX by a given
offset y. Any ¥ could be selected to define capacity, depending on the magnitude of offset that 1s
relevant to an expenment. In acid base buffers, ¥ = +1 pH umits is often used to define the buffer

capacity, but here we are generally interested in a smaller range. There are two directions to change
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pX, and therefore two capacities, specifically:

Positive * = [X] added to decrease pXfinar to PXinitiat +V, for

(SLEqgn 25)
capacity y<0

Negative [~ = [X] removed to increase pXfinar t© PXinitiar +V, for

(SLEqn 26)
capacity ¥y =0

Mote that the only way to change pX 1s through the second term on the nght hand side of SLEqgn

24 which we define as:

He[Nleq ) (SLEqa 27)

Seq = log1o ([S] o

Therefore the positive and negative capacity definitions from SI Eqn’s 25-26 can be restated as the

concentrations of X that must be added or removed to change §; = §,, + y. For clarity, we will use

the following subscripts:

0: initial state of buffer before reaching equilibration,
eq: at imtial equilibrium,
£ post-disturbance equilibrium

Due to the high concentrations of 5, I and N relative to the equlibrmm concentration of X, we

assume that the concentrations of 5, I and N do not change sipnificantly dunng the imitial
equilibration, ie [S,I,N]g ® [S,I, N]aq. Furthermore, we will assume that if a disturbance of

= [X]aggeqa = —[Competitor]gqgeq is applied to the buffer, then the concentrations of S, T and
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N change linearly as follows: [S, I]f = [S, I]g+o, and [N]f = [N]g—0<. With these assumptions:

(V=) ) STEqn28

O = 0gq +¥ = logao (([S]G+DC)([I]0+DC)

Exzponentiating both sides of SI. Egn 28 wath base 10, and rearranging into quadratic form, we have:

acci+boct+ec=0 (SLEqn 29)
where: a=1
[le
b =[P, -I-W
(SL.Egn 30)

[Plo = [S]o + [I]o

DC[N]U

¢ =Skl — o5

With a =1, the quadratic formula gives the solution to SLEqn. 29 as:

— WhE —
e TVDT —4c (SLEqn. 31)

2

which we can substitute the values in SI. Eqn. 30 back in to find:

[Pl - B+ J[P]f+z[P]u1 Qe —LE—yis)olnl, + o LMo

0%eqtY (ma‘eqwf 10%atY
[

2
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DC[N]U
[STolTTo

notice 10%ea*Y = 107 - (SLEgn. 32)

., D:INT3

2
therefore (1{}5“‘?"']") =10
[STalIT5

(SLEqn. 33)

which we can substitute back in to find:

[Plo  [Slo[I]o [Plo"  ([Plo+2[N]o [ST3113
=TT T2 10r [N, i‘] 4 +(2 -107 - [N]o 1) [Sol!o T 10 [N

Applying the following definitions:
[Totally = [Slo + [{]o + [N]o

[Plo _ [Plo
[Plo +[N]o [Totallg

Pp =

_ [S]e
?s =T5To + o

[Plo = ¢p[Total]g
[N]o = (1 — ¢p)[Total]o
[Slo = ¢s[Plo = ¢spp[Total]y

[Ilo = (1 —¢s)[ Jo= (1 —¢s)pp[Total]g
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we hawve:

o 1 &spp—¢s ¢p

¢plTotall, 2 2-10"-(1— ¢p)

gLy (Ler20 00 ) oy, s pp” (1 — ¢s)>
—JaT\2-107- (1 — ¢p) SO )T 4107 - (1 — p)?
which 1s a general form of the capacity equation, normalized by the imitial concentration of S+IN. In
this paper we pramanly explored the case where ¢ = 0.5, ie [S]g = [[]o, in which case we can
simplify to:

20 _ . 0.5¢p
¢p[Totall, =~ 2-10"-(1—¢p)

+ 1 B Pp + pp”
—J1or-(1— ¢p) 2-10Y-(1— qfip) 16-10%r - (1 — ¢p)2

If we select ¥ + 1, ie the capacity to change the equilibnum by a factor of ten from the setpoint

concentration, this gives a negative capacity (¥ = +1,~ = —X) ) of

__ e ¢e 1 ¢e ¢r”
e \Maea—an ijlﬂ “(T—¢) 20 (1—@p) ' 1600-(1— %)E) (Fotallo

and a positive capacity (y = —1, f7 =) of

Y bp 10 5¢p 6.25¢p°
S ﬂ.4-(1—¢inJ(1—¢p) (1—%}*(1—%)2)[?“&”“

If we are interested in the capacity for smaller changes to the equilibrium concentration, we select a

142



different ¥ value. For instance for the negative capacity to shuft the equilbrmum by a factor of 0.1 in

etther direction (Ze. [X]=09[X],., and . [X]_=11[X],) we find a negative capacty

(v =logyo (55) . B~ = ) of

28~ _ | 0.5¢p
¢pl otall, T 2-(1/0.9) (1 —¢p)

+ 1 ¢dp N 4”;12
G5 ) (1- ¢p) 2- (53 )(1 bp) 16 10706 G3) - (1—¢p)?

and a positive capacity (¥ = log;y (1—11) ,f* =) of:

28t _ 0.5¢p
¢p[Tota Jo = 2-(1/11)-(1—¢p)

+ 1 Pp ¢'P2
G3 ) 1- qfap) 2-(371 )(1 ¢-p) 16 - 10798 CD - (1 — ¢bp)?

These capacities can be rewritten as:
f~ =c™ -[Total],
p* =c*-[Tota ],

where for large 100% offsets (y = +1):

Pp 14 Pp 1 Pp Pp
2 40-(1 - fjbp) 10-(1—¢p) 20-(1— ¢'P) 1600 - (1 — ¢p)?
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C+

op e bp N 10 5¢p s 6.25¢p"
2 04-(1—¢p)  J(1—¢p) (1—¢p) 1—¢p)?

The + term in the expression for ¢t mmst be +, to ensure that §% > 0. Similarly, the + term in the

expression for ¢~ must be -, to ensure that §~ < min ([S]y, [I]). For smaller 10% offsets

(v =1oga0 (55). or logao (33)
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8.3 | Detailed DNA Strand-Displacement Diagram for the Zero Nucleotide

Toehold Reaction
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Figure 8.1. Detailed diagram for 0-nucleotide reaction between the slow Source and slow Initiator, with a
0 nucleotide toehold (i.e. no toehold) on the forward reaction. The reaction is initiated when the end base pair
on the Source complex frays open, effectrvely creating a transient 1-nuclectide “toehold” for the Initiator to
bind. Branch migration and displacement of the sipnal strand X then proceeds as usual for an ordinary
toehold-mediated strand-displacement reaction. Signal X and sink N are produced, and the reaction is

reversible.

8.4 | Sequences, Methods, and Calibrations

8.4.1 | Sequences

The sequences of our domains were drawn from Table 51 of the Supporting Online Material for
reference SI-R1. Secondary structure of was verified for each complex using NuPack™ ™. Sequences
for each strand used in the study are listed m SI Table 2. The domain level structure of the fast
buffer (with toeholds extended from Ont to Int for the Source, and 2nt to 4nt for the Sink) is

flustrated in Fig. SI2.

SI Table 2: Sequence Data

Strand Sequences IDT Purification

Signal (X) |CA TAACA CA TCT CA CAATC CA TCT CA PAGE
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CCACCCA

Source Bottom

GATG GATTG TG AGATG TGITA TG

PAGE

CATAACA CATCT CACAATCCA

PAGE

Initiator
Re CAATC CA 'TCT CA CCACC CA 'TICT HPLC
porter Top
(Rg) CA/3IABEFQ/
Re /56-FAM/TG AGA TG GGTGG TG AGA TG HPLC
porter
Bottom (Ree) | GATTG TG AGA
Reporter Full TCT CA CAATC CA TCT CA CCACC CA TCT
_ Standard desalting
Complement CA
Competitor CA CAATC CA TCT CA CCACC CA CT Standard desalting
Top
. AG TG GGTGG TG AGA TG GATTG TG AGA| Standard desalting
Competitor
Bottom TG TG
CAA TCT ACA TCT CAA CAC TCA TCT CAT PAGE
Sigmal, (X,
(%) |roc Tea
Source, Bottom | GAT GAG TGT TGA GAT GTA GAT TG PAGE
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itistor, | CAA TCT ACA TCT CAA CAC TCA PAGE
CA ACACT CA TCT CA TICCT CA TCT HPLC
rter, T
ReporenToP | oA /31ABKEQ/
Reporters | /SHEX/TG AGA TG AGGAA TG AGA TG HPLC
Bottom | AGTGT TG AGA TG
Reporteryrall | CA TCT CA ACACT CA TCT CA TTCCT CA TCT
_ Standard d&salting
Cump‘lement CA
Initiator (Fast) | C CA TAACA CATCT CA CAATC DAGE
s B
ource Bottom | ~ » TG GATTG TG AGA TG TGTTA TG GT PAGE
(Fast)

i L t
Initiator; + A S S Y
FASTI ksource, fast
h —y
1-!-r -|-||-|- —— Kainkfast - rE'r T o
Source: L NN | AR < ¢ Y :SINK
FAST) ' T t : | FAS]

Figure 8.2. Fast buffer reaction diagram, showing the 1-nucleotide toehold on Source(FAST) that doves
the forward reaction shown here faster than the forward reaction in main text Figure 3a, and the 4-nucleotide
Sink(FAST) toehold that drives the reverse reaction shown here faster than the comparable reverse reaction

m main text Figure 3a. Making kum faster decreases the response time of the buffer.

8.4.2 | Experimental Methods

All DNA strands were obtaned from Integrated DNA Technologies (IDT), using the
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purification options listed in SI Table 1. On arrval all strands were suspended in Millipore purified
water at a concentration of about ImM and stored at -20°C. Stock concentrations were determined
by measunng the absorbance of light at a wavelength of 260nm (OD260), together with the
extinction coefficient for each strand provided by IDT (EXT), using the Beer-Lambert law:

[ssDNA]=0D260,/EXT.

We prepared each of the double-stranded complezes (Source, Sink, Reporter, and Threshold)
separately at 100 uM in Tris-acetate-EDTA buffer with 12.5 mM Mg++ (1x TAE/Mg++). Source
and Sink complexes were prepared with a 1.2x excess of top strand (ie 120 pM Signal X for the
Source, and 120 pM Initiator for the Sink) to ensure all bottom strands were occupied by a top
strand. The Reporter complex was prepared with a 2x excess of top strand (Ze. 200 pM R), which
helped reverse biased the reporting reaction to report on higher concentrations of Signal X We then
annealed them in an Eppendorf Mastercycler PCR, first heating the solutions to 90°C, holding the
temperature constant for 5 nmunutes, and then coocling at -0.1°C per every 6 seconds down to 20°C.
Source and Sink complexes were purified by polyacrylanude gel electrophoresis (PAGE). Reporter
and Threshold were not gel purified.

For gel punfication, we cast 15% polyacrylamide gels by muxing 325ml of 19:1 40%
acrylamide/bis solution (Bio-Rad) with 1.3mL 10x TAE/Mg++ and 8.45ml Millipore-purified
H20O, and mitiated polymernization with 75puL 10% ammonium persulfate (APS, Sigma Aldnich) and
7.5nL tetramethylethylenediamine (TEMED, Sigma Aldrich). We mixed 200 pL of dsDNA complex
with 6x loading dye (New England Biolabs, product #B7021S) and loaded into a Scie Plas TV100K
cooled vertical electrophoresis chamber. We ran our gels at 150V and 4°C for 3 hours and then cut
out the purified bands using UV-shadowing at 254nm™™. The gel bands were chopped into small

pieces, mixed with 300pL of 1x TAE/Mg++ buffer, and then left on a lab bench overnight to allow
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the DNA to diffuse out of the gel into the buffer. The next day, the buffer was transferred by pipet
to a fresh tube, leaving behind as much of the gel as possible. These fresh tubes were centrifuged for
5 muinutes to draw any remaining gel pieces to the bottom of the tube, and then transferred to yet
another fresh tube, leaving behind ~50uL of gel/solution at the bottom. The concentrations of
these punfied complexes were then measured with an Eppendorf Biophotometer, using the
approximate extinction coefficient EXT=EXT,, conat EXTyiiom srana3200N - 2000N e, where N,p
and N__ are the number of hybridized A-T and G-C pairs in each complex, respectively. ™™ Purified
complexes were stored at 4°C.

Reaction kinetics were measured on quantitative PCR (gPCR) machines (Agilent Stratagene
M=3000 and M=3005 senies) at 25°C. Fluorescence was typically measured every 30 seconds for
baseline measurements and for the first 1-2 hours after a reaction was tnppered by adding Initiator,
to accurately capture the early kinetics of a reaction, and then every 5 minutes for the remainder of
the experiment to avoid photobleaching the fluorophore. Reactions were prepared in 96-well plates
using 50pL/well volume. Each well contained 1x TAE/Mg++ and 1 yM of 20-mer PolyT strands to
help displace reactant species from the pipet tips used to add them to the well In a typical
experiment, Millipore-purified H,O, TAE/Mg++ and PolyT,, strands were first mixed together.
Reporter was then added and a measurement of the baseline reporter fluorescence was taken to
determine what fluorescence corresponded to the state of the system with zero output signal
concentration added. We then any other DINA reactant species, in the amounts specified for each

experniment, and tracked the resulting kinetics.

8.4.3 | Reporter Calibrations and Data Processing
Concentrations of X reported in Figures 34 were determined using a reporter complex that

reacts reversibly with X resulting in a change in fluorescence. BRhe unreacted reporter has a
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quenched fluorophore, while the reacted form R; has an unquenched fluorophore. The change in
fluorescence thus reflects the concentration of X

To determine [X] from raw fluorescence values we used a set of empirical calibration curves
that we measured. To create these curves, we first measured a time-dependent scaling factor < (t)
that relates the measured fluorescence intensity, in counts per second (CPS), to the concentration of
unquenched reporter complex [R] in solution (see R, in main text Fig. 3b) at a given time dunng an
experiment. Time dependence of this factor results from fluctuations in the light or detector that
affect all samples. To measure & (t) , we mixed 100nM of Reporter with different concentrations
of the Reporter’s full complement (see SI Table 1). This full complement (FC) reacts irreversibly
with the Reporter, producing an unquenched product we call R, Thus, the concentration of R,
should be equal to the concentration of full complement that was added (Fig. 5I3a). We assume the
fluorescence of R 1s equal to the fluorescence if Re,.

For each trajectory, we then calculate o< as a function of time, which accounts for fluctnations in
lamp intensity.

o (t) = [FullComplement]
(®) = ARawCPS(t)

ARawCPS(t) 1s the difference between the fluorescence intensity at time # and the fluorescence

mtensity before the Full Complement strand is added. We take the average o (t) for five different

full complement trajectories in an expenment. We then use this factor to calculate the concentration

of R, 1n all other expeniments as follows:
[Rg](t) = ARawCPS(t) -= (t)

We calculated o (t) separately every time we ran an experiment, to take into account varations in
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lamp intensity that are specific to each expenment.

MNext, we determined the time-independent relationship between [R;] and [X]. We mixed 100nM
of Reporter with different concentrations of X whuch reacts reversibly with Reporter to separate the
R: and R, species. We then fit this data to a calibration curve, of the form [X] = ¢1 - ([Rg])e2,
where ¢; and ¢, are the fit parameters (Fig. SI3b). Separate curves were fit for each set of
expeniments run with different batches of reporter, to account for batch-to-batch vanation.

With these transformations, we can calculate [X] in our subsequent experiments as:
[XI(2) = ¢; - (ARawCP  (t) -o< (1))

for the < (t), ¢; and ¢; determined for the given experiment.

4
(a) 5 10 (b) 200
[FC]=50nM " Data
2.5 150 | (X]=3 8385[H1'?105
5 ol [FC]=40nM . —
o
> 11l FCl=20nM =
] [FC] nl 50|
0.5 [FC]=10nM
0 0 5 10
0 2 4 (5] a8
thr [Re] (nM)

Figure 8.3. Reporter Calibrations. (a) Full complement calibration to convert from raw fluorescence in
counts per second to the concentration of unquenched fluorophore [Re] in solution, (b) Reverse calibration

to convert from [Re] to [X].

8.5 | Selecting a Reporter Toehold Length

To use a reporting reaction to measure the kinetics of buffering, we need to ensure that the
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reporter equilibrates at least as fast as the buffening reaction. We venfied that we chose a reporter
whose reaction rate was fast enough to measure our buffer by modeling both the buffer and
reporter as simple bimolecular reaction using estimates for bimolecular reaction rate constants as a
function of toehold length from reference SI-R4. We used SI Eqn. 1 for the buffer, and SI Eqn. 34
for the reporter

Ky

X+R=Rp+Ry (SI Eqn. 34)

Kr

We then compared the kinetics of the buffering reaction to the kinetics of the reporting reaction
when coupled to the buffenng reaction with the goal of seeing that the rates of the two reactions
were very close to one other. To further ensure that the reporting reaction would not place a
significant load on the reporting reaction, we also checked that our simulation predicted that the
kinetics of the buffering reaction in the presence of the reporter would be simular to the kinetics of
the same reaction without the reporting reaction.

The results of our simulation are shown in Fipure SI4. For an 8uM uniform buffer with a Ont
source toehold and a 2nt sink toehold, we found that a reporter with a 5nt toehold was sufficent to
equilibrate on the same timescale as the buffer shown in Figure 3a of the main text. (Fig. SI4a). In
contrast, a 2nt reporter toehold equilibrates mmuch slower than the buffer (Fig. SI4b). For the faster
buffer with a Znt source and 4nt sink toehold, the 5nt reporter complex did appear to marginally
slow the equilibration process somewhat, indicating that the fast buffer could be equilibrating even
faster than the reporter's change in fluorescence would indicate (Fig. SI4c), In none of these
idealized bimolecular models did the concentration of the reporter used in our expeniments place a

significant load on the equiliboium state of the buffering reaction.
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Figure 8.4. Comparison between reporters with different toehold lengths, using a simple bimolecular
model to simulate the kinetics. For both simulations we used an 8uM uniform buffer with a Ont source
toehold and a 2at sink toehold, with [Reporter]oc=[Rqlo=100aM. (a) A reporter with 5at toeholds correctly
recapitulates the kinetics of the buffering reaction. This is the reporter selected for the experiments in the
main test (b) A slower reporter with 2nt toeholds is not fast enough to recapitulate the kinetics of the
buffering reaction. (c) The fast buffer (with Ont source toehold, and 2nt sink toehold) equilibrates faster than
the 5nt reporter indicates it does. We can therefore bound the maximum relaxation time, but did not

measure it directly by using a reporter with 3nt toeholds.

8.6 | Using the detailed three-step model to predict setpoints, relaxation

times, and the effects of reporter loading and toehold occlusion.

The three-step model™™* of DNA strand-displacement (DSD) offers a means to quantitatively
estimate the kinetics of DSD reactions, to within an order of magmtude. It approximates each
strand-displacement event as a series of three steps (1) toehold binding, (11) branch mugration, and (1)

toehold dissociation (Figure SI5).
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Figure 8.5. Three-step model of a DNA strand-displacement reaction, in which an input or invader
strand displaces an incumbent or output strand from a complex %4, (a) Invader 15 single-stranded, while the
mcumbent strand 15 mitially hybndized to the complex. (b) Invader binds to the comple= #i# a short unstable
“toehold” domamn (black, t), which imitiates the displacement reaction. (c) In a random walk process, the
mvader strand competes with the incumbent strand to occupy the longer “recognition” domain (cyan, 1). (d)
The incumbent strand, now bound only by the short unstable toehold domain, dissociates from the complex.
All steps in the reaction are reversible. The lengths of the toehold domains determine the rate constants with
which strands dissociate from the complex when bound only by the toehold. These rate constants determine

the effective rate constant of the entire strand-displacement reaction.

8.6.1 | Reaching different concentration set points by altering the concentration of

Source, Initiator and Sink

To better under the experiments in Fig. 4 in the main text where we characterized the buffenng
reactions for different concentrations of either Source and Initiator or Sink, we simulated these same
reactions using the three-state model These sumulations matched the experimental data in main text
Fig. 4 to withun an order of magnitude, which given the model’s lack of incorporation of sequence
effects in determined reaction rate constants is about what might be expected. The simmlations
predicted slightly lower steady-state concentrations than were observed in expeniments and shightly

higher nise times for low concentrations of Sink than were observed 1n experiments (Fig 8.6).
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Figure 8.6. Three-step model predictions of buffer kinetics with different concentrations of Source,
Initiator, and Sink. Blue hines correspond to buffers with [S]o=[I];=8uM, yellow to [S];=[]=4ubl, and red to

[Slo=[{lo=2uMl. [Reported]=100nM, with [Rg]=100naM.

The Matlab script used to mun the Three-Step Model simulations of buffering is printed below:

munTime=24*3600"0s

displacementBP = 15;%bp

kf = 3.5;%uM"-1 s™-1

kb = 400/ (displacementBP"2);%6s™-1
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krFactor = 1076;

RT=298*1 987*10"-3;

ENEG1bp = kf*krFactor*(2/displacementBP)*exp(3.5/RT);%0s"-1

krObp = kf*krFactor*(2/displacementBP)*exp(1.9/RT):%6s"-1

kr1bp = kf¥krFactor*(2/displacementBP)*exp(0.2/RT):%os"-1

kr2bp = kf¥krFactor*(2/displacementBP)*exp(-1.7/RT):%0s -1

ke3bp = kf¥krFactor*(2/displacementBP)*exp(-3.0/RT):%0s -1

krdbp = kf¥krFactor*(2/displacementBP)*exp(-4.5/RT):%os"-1

kr5bp = kf¥krFactor®(2/displacementBP)*exp(-6.9/RT):%os"-1

ke6bp = kf¥krFactor®(2/displacementBP)*exp(-8.3/RT):%0s -1

kr7bp = kf¥krFactor*(2/displacementBP)*exp(-9.2/RT):%0s -1

krRelease=ki0Obp;

krRecapture=kr2bp;

initR=0.1;

[Siid]=getTD(1);[liid]=getTD (d):[STi1 id]=getTD(d): STi2,id] =getTD (id):Ni id] =getTD(d);finid] =get
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IDGd);

[Reid]=getID(id);[Ril id] =getID(d); [Ri2,1d] =getID (1d); [RiF,id] =getID(1d);[RiQ,1d]=getID(id);

[IR1,id]=getID(1d);[IR2 id]=getID(1d);IRf1 id] =getID(id);[IR£2.1d] =getID(1d),[IS1 1d]=getTD () [IS
21d|=getID(xd);

fipure

hold on

ylabel([X] (nM));

zlabel('time (hr)");

for initN=[2,4,8]

for initS=[2,4,8]

disp([Buffer Run: [I]=[S]=",mum2str(initS),’, [N]=",num2ste(initN)]);

dydt=@(t,y) =n(y,[S1,1i,SIi1,SIi2 Niin], 21 krRelease krRecapture)+... %Input Buffering

rxn(y,fin,RiRil Ri2 RiF RiQ],19 kr5bp*15/19 kr5bp*15/19)+. YeInput Reporting

rzn(y,[Ii,Ri TR1 TR?],7 ke5bp*15/7)+.. Yelnitiator Reporter toehold occlusion (forward)

rxn(y,[I RiF TRf1 TRf2] 2 kr5bp*15/2)+_. Yolnitiator:RiF toehold occlusion (reverse)

rxn(y,[11,51151 152),2 krRecapture*15/2). %lnitiator:Sink toehold occlusion
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initC=]...

initS,initS,0,0,initN,0,

initR 0,0,0,initRiQ, ..

0,0,0,0,0,0

i R R b R

15

[time,5] = odel 5s(dydt, [0,runTime],initC);

color=[0,174,239]/255;
if initS==
color=[252,180,21]/255;
elseif initS==2
color=[203,32,39] /255;
end
concentrations=(y(:in) +y(Ril) +y(-Ri2) (. RiF)+y(, IREL)+y(,IRE2))*1000;
plot(time /3600, concentrations,'Color’ color);

disp('Steady State (nM)=");

disp(concentrations(end});
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riseTime=time(find(concentrations>=0 8*concentrations(end),1)) /3600,

disp('rise time (hr)=");

disp(riseTime);

disp(' );

end

fanction [vacid]=getID{d)

function dydt=r=n(y,species,displacementBP krForward krReverse)

Yospecies=[reactant] reactant? intermediateReactantComplex intermediateProductComplex product

1 product?];
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Ooumits in ul and s

i = 3.5:%uM" -1 ™1

kb = 400/ (displacementBP"2);%6s"-1

dydt=zeros(length(y),1);

dydt(species(1))=-kf*y(species(1))*y(species(2)) +krForward*y(species(3));

dydt(species(2))=dydi(species(1));

dydt(species(3))=kf*y(species(1)*y(species(2))-JForward*y(species(3))-

kb*y(species(3)) +kb*y(species(4));

dydt(species(4))=kb*y(species(3))-kb*y(species(4));

if length(species)>4

dydt(species(4))=dydt(species(4))-krReversc*y(species(4))+kf*y(species(5))*y(species(6);

dydt(species(5))=keReverse*y(species(4))-kf*y(species(5))*y(species(6));

dydt(species(6))=dydi(species(5));

end
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8.6.2 | Relaxation Time Slows Down when Reporter is Included

We next used three-step model simulations (following the same scrpt as above) to examine the
effect of the reporter on the buffer’s relaxation time. By companng simulations of the buffer’s
equilibration with and without the reporter present, we observed the presence of the reporter may
mncrease relaxation tumes (Ze increase T), and create a small dependence of the relaxation time
constant T on the initial concentrations of Source and Initiator (Fig. 8.7). These effects arise because
it takes time for the buffer to generate or “charge up” the reporter and its intermediate products in
the three-step model. Higher concentrations of Source and Imitiator can generate X at a faster rate

when the reporter 1s far from equilibrium, and thus can charge the reporter faster.

@, . (o), .
—[8]=Mll;=21:M —[S],=l,=21M

2] [S]y=[];=4M 2 [8],,=[1];=4xeM
—[Sl,=l1,=81M —[8],=I,=81M

(NI, (M) (NI, (M)

Figure 8.7. Three-Step Model Predictions of the relaxation time constant with and without the
reporter present. (a) Time constants with no reporter, showing no significant dependence of the time
constant on the concentrations of Source and Imitiator (b) Time constants with reporter included
([Reporter]y=100nM, with [Rg] ,=100aM), showing dependence of time constant on the initial concentrations

of Source and Initiator. Note: toehold occlusion effects are not included in these simulations.

8.6.3 | Toehold Occlusion

DNA strand displacement (DSD) reactions can slow down significantly due to toehold
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occlusion, the phenomenon in which one species temporanly binds to a complementary toehold on
another species but cannot then fully displace the adjacent recognition domain The rate at which
toehold occlusion occurs increases with reactant concentration and toehold length, so it is
particularly noticeable when there are high reactant concentrations involving long toeholds. In our
DSD buffer desipn, the Imitiator 1s present at high concentration and shares a long complementary
Tnt toehold with the Competitor complex (Fig. 5I8a) creating a potential for significant toehold
occlusion mvolving the Imitiator and Competitor. Initiator+Reporter and Initiator+R; also have the
potential for toehold occlusion, with a 5nt toehold. Initiator+Sink may also have some occlusion
interactions, as both species are present at high concentration, although they only share a short 2nt
toehold. All other possible occlusion interactions involve significantly lower reactant concentrations
and/or smaller toeholds, and are not expected to play as significant a role in determining the buffer
system’s kinetics.

To estimate the degree to which toehold occlusion affects the magnitude and timing of the
negative disturbances, we ran three Three-Step Model simulations of the 8uM uniform buffer being
disturbed by 100nM Competitor. In the first simulation, we did not include any occlusion effects
(Fig. SI8b). This allowed us to observe how the system should behave ideally. In the second
simulation, we included the expected relatively minor occlusion effects of the Imtiator+Reporter
and Imtiator+R, and Imtator+Sink (Fig. SI8¢c). We saw that with these three occlusion effects
turned on, the setpoint concentration was shifted down, but the disturbance was still able to deplete
the concentration of X after which the buffer restored the concentration of X close to the setpoint
concentration. The effect of these types of occlusion should be able to be addressed by tuning the
buffer with higher concentrations of source or imtiator, or by increasing the forward rate constant to
counteract the reduced setpoint, but shouldn’t cause other problems. In the third simulation we

included the same toehold occlusions as in simulation 2, but also added the expected effect of the
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occlusion between imtiator and competitor (Fig. 518d). We observed that the 100nM of competitor
was unable to fully deplete the concentration of X sinular to what was observed in expenments (Fig.
5a). We also observed that the recovery to the setpoint concentration was sigmficantly slower than

when this form of toehold occlusion was not present.
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Figure 8.8. The effect of toehold occlusion on buffers with negative disturbances. (a) DNA strand-
displacement diagram illustrating the Initiator occluding the Competitor’s toehold. (b) Three-step model
simulation of a buffer responding to a negative disturbance of [C]=100nM without any occlusion (initial
concentrations at [S]=[[]=[N]=8uM, [Reporter]=100aM, [Ro]=100nM). (c) The same simulation as in b, with
occlusion effects inclided between I+Reporter, [+Rs, and I+N. The equilibrium concentration is reduced.
(d) The same simulation as in ¢, with the occlusion of I+C inchuded. The negative disturbance is damped, as
observed experimentally in main text Fig. 5a. This occlusion effectively reduces the reaction rate constant
between X and the competitor C, which prevents the disturbance species from reacting quickly to consume

i

The Matlab script used to mun our occluded Three-Step Model predictions is printed below:
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clear all “Hok<CLAIIL>=

close all

cle

mnTime=6%3600;"0s

fontSize=21;

lineWidth=3;

displacementBP = 15;%bp

i = 3.5:%uM" -1 ™1

kb = 400/ (displacementBP"2);%6s"-1

krFactor = 1076;

RT=298*1 987*10"-3;

ENEG1bp = kf*krFactor*(2/ displacementBP)*exp(3.5/RT);%6s "1

krObp = kf¥krFactor*(2/displacementBP)*exp(1.9/RT):%6s"-1

kr1bp = kf¥krFactor*(2/displacementBP)*exp(0.2/RT):%os"-1

kr2wbp = kf*krFactor*(2/ displacementBP)*exp(-0.8/RT):%os -1

kr2bp = kftkrFactor®(2/displacementBP)*exp(-1.7/RT):%0s"-1
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kr2NPbp = kftkrFactor*(2/displacementBP)*exp(-2.37481/RT):%6s"-1

ke2NPNNbp = kf¥krFactor*(2/displacementBP)*exp(-2. 50781 /RT);%es"-1

ke2sbp = kf*keFactor®(2/displacementBP)*exp(-3.2/RT);%0s"-1

ke3bp = kf¥krFactor®(2/displacementBP)*exp(-3.0/RT):%os -1

krdbp = kf¥krFactor*(2/displacementBP)*exp(-4.5/RT):%os"-1

kr5bp = kf¥krFactor®(2/displacementBP)*exp(-6.9/RT):%os"-1

ke6bp = kf¥krFactor®(2/displacementBP)*exp(-8.3/RT):%0s -1

kr7bp = kf¥krFactor*(2/displacementBP)*exp(-9.2/RT):%0s -1

prodOn=1;
sinkOn=1;
disturb=-0.1;
mputOn=0;
occlusionOn=1;
krRelease=kObp*15/21;
krRecapture=kr2bp*15/21;

mitS=prodOn*8;%ul
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nitD=sinkOn*8;"sull

initR=0.1:

mnitRiQ=1mtR*0.5;

initInput=inputOn*0.160;

[Sx.id]=getID(1);Ix.id]=getID (d); [STx1,id] =getID id);[SIx2,id]=getID (id); D id] =getID ) [X.id] =

getID(d);

[S1,1d]=getID(id); [I11d]=getID(id); [SLi1 id]=getID(1d);[SL:2 id]=getID (id);[Di,id] =getID(id); in,id] =ge
tID(d);

[Reid]=getID(id);[Ril id] =getID(d); [Ri2,1d] =getID (1d); [RiF,id] =getID(1d);[RiQ,1d]=getID(id);

[Tiid]=getID (id);[Til id] =getTDic);[Ti2,id] =getID(c); [TiW1,id]=getID id); TIW2,id] =getID(id);

[TRIQ1,id]=geID(id); TRIQ2,id]=getTD(id); TRIQW1,id] =getTDi); TRIQW2,id]=geID(d);

[MR1 id]=petID(d);[IR2 sd]=getID{1d);% clnitiator Reporter toehold occlusion (forward)

[IRf1 sd]=getID(1d);[IR£2 sd]=getID(1d);%cInitiator: RiF toehold occlusion (reverse)

[IT1,1d]=getID(d);[IT2 id]=getID(id);% cInitiator: Threshold toehold occlusion

[I51,1d]=getID(d); 152 1d]=getID(1d);" clmutiator:Sink toehold occlusion

dydt=@)(t,y) mn(y,[Sx,Ix,SIx1 SIx2 Dx X],21 krRelease krRecapture)+...%:Control Signal X Buffering
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xn(v,[S1,11,SIi1 SIi2 D1 in] 21 krRelease krRecapture)+.. %clnput Buffening
rxn(y,[in,Ri Ril Ri2 RiF RiQ],19 kr5bp*15/19 ke5bp*15/19)+._ Yolnput Reporting
zn(y,[in, 11, T11, T12 TiW1 T1iW2],21 ke 7bp*15/21 keObp*15/21)+.. %olnput Thresholding

rxn(y,[RiQ.TLTRIQ1 TRiQ2 TRIQW1, TRiQW?2],19 krObp*15/19 ke2bp*15/19)+._ %Rq Thresh

leak reaction

occlusionOn*=n(y,[I,Ri IR1 IR2],7 keSbp*15/7)+. Yolmitiator- Reporter  toehold  occlusion

(forward)

occlusionOn*r=n(y,[Ii, RiF IRf1 TRf2],2 keSbp*15/2)+ .. %eInitiator: RiF toehold occlusion (reverse)

occlusionOn*r=n(y,[I, TL IT1 IT2],9 ke 7Top*15/9)+ . %6lnitiator Threshold toehold occlusion

occlusionOn*r=n(y,[I1,511S1,152] 2 ke2bp*15/2).. Yolnitiator:Sink toehold occlusion

initC=]...
nitS initS,0,0,initD jnitInput, .
nitS initS,0,0,initD jnitInput, .
nitR 0,0,0,initRiQ, .
0,0,0,0,0,.. %cInput Thresholding
0,0,0,0,.. % Thresh/Reporter Waste Reaction

0,0,..%ImitiatorReporter toehold occlusion (forward)
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0,0

b Rl

%lImtiatorRiF toehold occlusion (reverse)

0,0

b Rl

Yalnitiator Threshold toehold occlusion

0.0, %lnitiator:Sink toehold occlusion

b i el

[time,] = ode15s(dydt,[0,runTime] initC);

it disturb~=0

if disturb<0

y(end, Ti)=y(end, T1)-disturb;

else

y(end,in)=y(end,m)+disturb;

end

[time2,52] = ode15s(dydt, [0,runTime].y(end,);

time=[time;time2+time(end)];

y=[y2l;

end
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plot(time/3600,(y(-in)+y(-Ril)+y (. Ri2)+y( RiF) +y(IRf1) +y (. IR£2))*1000, Line Width' ineWidth);

ylabel('[X] (nM)', FontSize' fontSize);

xlabel('time (hr)', FontSize' fontSize);

set(gea, 'FontSize', fontSize);

axis([0,2*runTime/ 3600,0,50]);

8.7 | Relaxation constant remains the same after multiple buffer disturbances.
0.5
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7 (h)
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Figure 8.9. Time constants as a function of total disturbance of X added to an 83uM uniform buffer,
fit to data from main test Fig. 3a, in which a 50nM disturbance i1s repeatedly added to the system and then
allowed to equilibrate. The time constant to relax to equilibrmim does not vary significantly for the range of

disturbances tested.
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8.8 | Negatively disturbing the 8uM uniform fast buffer

We tested the S8pM umiform fast buffer to negative disturbances by adding pulses of competitor
(Fig. SI10). We observed a gradual relaxation back to equilibrum. The slower speed of relazation in
response to the competitor than in response to X 1s consistent with the hypothesis that toehold
occlusion prevents the competitor from reacting instantaneously with X Effectively, toehold

occlusion creates a transient load on the system until all of the competitor 1s consumed.

(@) 5

+C 40 +0 +C +C(50nM)

" i

10

[X] (nh)

t1t

| 100rA] 2500840 [SO0rk)

0 & 10 15 20 25
time (h)

Figure 8.10. Negative disturbances to the SuM uniform fast buffer, with additions of competitor as
noted in the figure. (a) a zoomed in plot showing the rapid response to the disturbances, (b) a zoomed out

plot showing the gradual consumption of competitor, after which the system recovers to equilibrum.
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9 | Powering DNA strand-displacement circuits with a
continuous flow reactor

Summary. Living systems require a sustained supply of energy and nutrients to survive. These
mutnents are ingested, transformed into low-energy waste products, and excreted. In contrast,
synthetic DNA strand-displacement circuuts typically mun within closed systems provided with a
finite 1mtial supply of reactants. Once the reactants are consumed, all net reactions halt and the
circuit ceases to function Here we mun DNA strand-displacement circuits in a continuous flow
reactor, infusing fresh reactants and withdrawing waste, enabling circuits to dynamucally update their
outputs in response to changing mputs. Runmng DNA strand-displacement circuits inside of
continuous flow reactors allows circuits to be re-used for multiple rounds of computation, which
could enable these circuits to execute more elaborate information processing tasks, including single-

rail negation and sequential logic.

9.1 | Introduction
DNA strand displacement (DSD) reactions are a useful mechamsm for processing molecular

information. They have previously been used to implement Boolean logic gates'”, signal amplifiers™,

neural networks'”, and other circuits'™®

¥ 2

as well as for sensing'® and directed self assembly'™*.
However, these reactions circuits are typically mn inside of a closed reactor, without additional
reactants provided after imtialization When the circuit consumes its imtial reactant stock and
reaches equilibruum, it ceases processing information and can no longer update its output in
response to changing input conditions. Providing DSD circuits with a sustained source of reactants
could enable them to operate for longer times, extending the lifespan of sensors, increasing the

classes of dynamic circuits that can be implemented, and enabling the directed self-assembly of more
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elaborate structures.

Flow and diffusion reactors have previously been used to supply reactants to several other
types of chemical reactions, including protein synthesis in artificial cells on biochips®™, sustained
oscillations in microfluidic flow reactors™™, and enzymatic reactions in cascading flow cells®*. In
general, these systems operate by allowing matenal exchange between the reaction chamber(s) and
an external flow of reactants. This continuous flow of reactants allows circuits to continue to react
with inputs as long as the flow is maintained, analogous to the exchange of matter between living

cells and their external environments.

infusion pumps

glass slide

Q |
1=
% withdraw pump
reaction v :
chamber
96-well plate

Figure 9.1. Continuous-flow, stirred-tank reactor design. Infusion pumps flow reactants into one well in
a 96-well plate. The solution in the well is mized by a magnetic stir bar. A hole in the side of the chamber

allows waste solution to ezt the chamber, mantaining a constant reaction volume. Waste 1s collected from

the adjacent well by a withdrawal pump. Fluorescence in the wells is monitored through the glass shde on top

using a gel imager.

In this study, we ran DNA strand displacement (DSD) circuits inside a continuous-flow stirred-

tank reactor that pumps in reactants while removing waste products (Fig. 1). To do so, we
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developed a simple stirred-tank flow reactor design and monitoring protocol that can be
mmplemented without access to specialized equipment or micro-fabrication facilities. This setup can
maintain reactions far from equilibnum for as long as the pumps are on, allowing chenucal circuits
to respond dynamueally to changing inputs. In proneaple, any DSD arcut can min dynamically inside
of a flow reactor. We speafically demonstrate how an exmisting one-time-use DSD Boolean logic
gatel can dynamically respond to changing input concentrations, without modification, within our

reactor.

9.2 | Reactor Construction

To construct the reactor used in this study (Fig. 1), we began with a 96-well plate. One
well inside the plate was designated as the reaction chamber. A hole of about 2-3mm in diameter
was cut into the top of one side of the reaction chamber to allow flud to flow in and out of the
chamber. A stir bar was placed in the reactor to ensure the solution i1s well-mxed dunng the
reaction. Tubing (ID 028mm, Warner Instruments) attached to synnges controlled by synnge
pumps (New Era NE-300) was placed through the hole to flow reactants into the chamber. The top
of the well is sealed with valap (equal parts Vaseline, lanoln and paraffin wax) and a glass shde to
prevent evaporation or outflow over the top of the well. The reactor was designed so that excess
liquid flowed out of the cut hole into the adjacent well, where it was collected with a withdraw pump
operating at approximately 2x the volumetric inflow rate to prevent fluid buildup. The volume of the
reaction chamber was measured at 380ul. For reactions involving mmltiple reactants we suppled
reactants that could react with one another using different infusion lines to prevent reactions from
occurring before the species reached the reaction chamber.

The rate of change of the concentration of a molecule X being pumped into the reaction

chamber is:
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40 _ Yy, T ] + R )

dr

Vp=volumetric flow rate in (units: volume/time)

V gue=volumetic flow cate out (units: volume/time)
V=volume of the reaction chamber
[KJe=concentration of X being pumped in
R=net rate X is penerated by chemical reactions in the reactor.

When the chamber is full, the escape hole cut in the side of the reaction chamber allows the same

volume to escape as is pumped in. Thus in this case the volumetric flow rates are constrained to be

equal (Le. V_out=V _in)}. Substituting, we can obtain:

B fn—foelXl 4R @

fin = concentration flux in = r;i[)i']m 3)

v, Vi
four = flux constant out = =2% === (4

Solving Eqn. 2 for [X],=0 in the absence of any chemical reactions gives that when f_and f__ are

held constant, [X] approaches a constant value equal to the ratio of the flux in, to the flux constant

out, Le:
[X1(6) = 22+ ([X]o — 72 ) - e ToueD ©)
limg o[ X](£) = 22 ©

The time that it takes for [X] to relax from an initial concentration [X], to a given percentage T of

the offset from steady state concentration ;ﬂ +7T ([J‘L’],:r — ;_‘4) is then:
out

out
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~In (1)

Fout

0

Lriser =

9.3 | Control of reactant concentrations using flow alone

To test that the flow reactor operates as designed, we used a single-infusion synnge to flow in
solution contaimng a strand of DINA labeled, which we termed X with Cy3 fluorophore (Sequence
in SI Table 1) in Tris-acetate-EDTA buffer containing 12 5 mM magnesium acetate (1x TAE/Mg™),
and tracked the resulting fluorescence intensity of the solution over time (Fig. 2a). The infusion line
here, and in all subsequent expenments in this paper, also contained 1 pM of an inert, single-
stranded DNA, consisting of twenty thiamine nucleotides to prevent the gate and input DNA from
sticking to the tubes or the reactor walls] We tested three different volumetnc flow rates (V _in=10
uL/min, 20 pL /min and 40 pL /min) with two different infused concentrations of X ([X]in =
50nM and 100nM). We observed the fluorescence (which i1s assumed to be proportional to [X])
approaching a stable steady state controlled by the ratio f in/f out , with rise times controlled by
f out, as predicted by the model However, when we infused a 50nM solution of a X at a rate of 10
UL /min, we observed a transient delay in the increase in fluorescence. In experiments that followed,
we chose concentrations and flow rates that produced good agreement with the model.

We next asked how the concentration of X in the reactor changed over time and how these
changes compared with the changes predicted by the model in Eqn. 2 as [X],, is repeatedly switched
between high and low concentrations. We first pumped in plan buffer from t=0 to 1hr. We then
allowed [X] to equilibrate in the reaction chamber by pumping in a solution contamning [X]_ = 50
nM at 6 pl/min from t=1 to 6 hr. We then infused a buffer containing no X into the reactor from
t=6 to 12 hr, then infused the solution with [X]in = 50 nM into the reactor from t=12 to 17 hr, and
finally infused plain buffer into the reactor for the remainder of the expenment (Fig2b). As

predicted, the fluorescence rose when X was pumped in, and decreased dramatically when buffer
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alone was pumped in.
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Figure 9.2. Pumped control of the concentration of a fluorescently modified DNA strand X (47 bases
long, labeled with Cy3, see SI 1.3 for sequence). (a) Steady state normalized fluorescence for different values
of [X]in being infused into the reactor and V _in as shown in legend. (b) Normalized fluorescence as the
infused solution is changed over time. After reaching steady state, the concentration of X decays to zero after
the infusion pump is switched to plin buffer with no fluorescent DNA, then increases when fluorescent
DNA is again pumped into the system. Two on/off cycles are shown, with V _in=6 pL/min and [X].=50

ol during the on cyeles. (¢) Ezpenment showing how the normalized flucrescence in the reactor changes
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during disturbances. [X] first approaches a steady state while V _in=10 pl/min for a solution in which
[X]x=50 nM. At t=4 hr, the system is disturbed by pipetting in enough of a concentrated solution of X to
mcrease its concentration by 50nM inside the reaction chamber. After this addition, the steady state

flucrescence i1s eventually restored. Dashed lines show kinetics predicted by Eqn. 2 (see 5I3). Data 13

normalized to the masimum flucrescence intensity in each ezpenment.

Lastly, we demonstrated the capacity of the flow reactor to resist transient disturbances to the
concentration of X We set up an expenment with V _in=6 pL/muin and [X]_ =50 oM. After
allowing the system to reach steady state, we manually pipetted in a 50 oM disturbance to the
reaction chamber. We observed that the fluorescence jumped when the disturbance was added, and

then returned to the same concentration as before the disturbance (Fig. 2c).

9.4 Dynamic Boolean strand-displacement logic in a flow reactor

MNext we used the flow reactor to perform dynamic molecular logic by introducing a Boolean
logic AND circuit into our continuous flow reactor. The molecules of the circuit were designed to
fluoresce only when the two input strands are both present (Fig. 3a-b)’. We can thus characterize the
true/ false result of the logic at a given time by measuring the high /low value of fluorescence.

First we tested that the Boolean logic gate gave the correct output response to all four possible
combinations of its two binary inputs (Fig. 3c). One problem that can occur if the volumetnic flow
rates are set too lhugh, relative to the reaction rate constants, 1s that reactant can enter and leave the
reaction chamber quickly encugh that there 1s insufficient time for it to react while in the chamber.
To avoid this issue, we imposed bounds on the maximum pumping rate (Eqn. 9, see SI4 for

denvation).

I;rin =a'V- k!agic[ONL (9}
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V;p=volumetric flow rate in
k.= reaction rate constant for the rate hmiting step in the logic reactions
a= fiu!'rklngir: «1
(we found empincally that values of «=0.01 worked well)
V=volume of the reaction chamber
[ON]=mazimum output concentration for the logic circuit.

We separated the inputs and the logic gate molecules into two separate infusion hines with equal
volumetric flow rates (5 pl/min in each hine), to prevent them from reacting until they reached the
reaction chamber. To compensate for the resulting dilution of these reactants once they were mized
in the reactor, the concentration of each reactant in its respective infusion line was IN-[X]_, where
MN=2 was the total number of infusion lines, and [X]in was the desired effective infusion
concentration.

In these expeniments, one infusion line contained 400nM AND gate and remained on
continuously for the duration of the experiment. The other line contained the two input molecules
at concentrations that denoted either ON, when the infusion line contained 300 nM of an input, or
OFE if the infusion line contained none of that input.

To test the dynamic operation of the logic circuit (Fig. 3c), we first initialized the system with
both inputs in the OFF state, allowing it to mn for 2 hours to ensure it was at steady state. At t=2
hr, we turned Input 1 ON by increasing its concentration in the input infusion line, while keeping
Input 2 OFF. We observed a small increase in fluorescence, but the steady state fluorescence was
relatively low, indicating an OFF output. At t=6 hr, we again changed the infusion line to contain
both inputs mn the ON state. The fluorescence jumped to a high intensity, indicating a correct ON
output for the Boolean AND gate. At t=10 hr, we turned Input 1 OFF, while keeping Input 2 ON,

and observed a drop in fluorescence, indicating that the circwit had switched back to its correct
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output state OFF for these inputs. Finally, at t=14 hr, we set both Inputs to OFF, and observed that
the fluorescence remained in a low OFF output state. Thus the circuit responded correctly to all
possible combinations of inputs when they were provided dynanucally in the flow reactor.

Finally, we tested the same circuit with a more complex set of randomuzed mputs (Fig. 3d).
We supplied Input 1 and Input 2 in the following combinations (t=0-2Zhr: I1=0FF, I2=0FF), (t=2-
6hr: I1=0N, I2Z=0N), (t=6-10hr: I1=0FF, I2=0N) , (t=10-14hr: I1=0FF, I2=0FF), (t=14-26hr:
I1=0N, I2=0N) , (t=26-30hr: I1=0N, I2=0FF) , (t=30-34hr: I1=0N, I2=0N) , (t=34-38hr
I1=0FF, I2=0N) , (t=38-42hr: I1=0FF, I2=0FF). The output fluorescence dynamically tracked
the changing mnputs to report the correct Boolean AND output state as the inputs changed over
time. In addition to demonstrating that the flow reactor enables the logic gate to operate for many
cycles, this experiment also showed how the ON state can be sustained for multiple cycles (t=14 hr

to 26 hr).
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Figure 9.3. Operation of a DNA logic gate

in a flow reactor. (a-b) DNA strand-displacement diagram for

the Boolean AND gate!. DMNA strands are represented by lines, and contain short toehold domains (gray,

black), and long branch-migration domains (red, cyan). Complementary domains are shown mn the same
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color. The 3’ end of each strand is indicated by an arrowhead. Logical evaluation occurs in two reaction steps
when both inputs are present. In the first step, (a), Input 1 binds to the gray toehold on the AND gate,
displacing the red domain and exposing a second toehold (black) in the gate. In the second step, (b), Input 2
binds to this newly exposed toehold, displacing the output payload. The output is only released (and thus the
fluorescence only changes) when both inputs are present. (c) Experiments showing the AND gate responding
to inflow solutions containing all possible ON/OFF combinations of its two inputs (listed in fignre) with a
volumetric flow rate of V =5 pl/min_ In the ON state, inputs were infused at a concentration of [XJ=150
oM, while in the OFF state [X],;=0 nM . The dashed line shows the kinetics predicted by Eqn. 2 (see SI 3).
(d) Experiments showing the circuit operating for ten different inputs provided in series (separated by dashed
vertical lines). The combination of inputs provided during each interval are specified at the top of the plot.

The dashed red line shows the kinetics predicted by Eqn. 2 (see 51 3).

Conclusions

In this study, we demonstrated that DNA strand displacement reactions can respond
dynamuecally to changing nput conditions within a continuous flow reactor. We also developed a
protocol for building a relatively simple, easy to manufacture, and affordable flow reactor. Future
studies could explore the use of mucrofluidics to create reactors with smaller volumes, which would
reduce the total cost of reagents and could improve robustness.

Although flow reactors are a convenient means to sustain dynamic reactions, they have several
fundamental liritations that closed reactors do not have. First, pumped reactions are not closed
systems, in the sense that they depend on flow from outside of the reaction chamber Second, by
definition, reactions in well-stirred reactors cannot generate stable spatial patterns, so they cannot
participate in a broad class of interesting spatially heterogeneous phenomena. Third, since the
withdraw pump continuously extracts hquid from the well mixed reactor, anything that we wish to

keep inside of the reactor without infusion must be anchored inside of the reactor, or filtered to
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prevent it from exiting into the withdrawing line. Analogous dynamucs to Eqn 2 mught be
accomplished chemically instead of mechamcally, allowing restoration in a closed solution for a

finite number of cycles” ™, at the cost of increased chemical complexity.
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10 | Supplemental Information: Powering DNA circuits
with continuous flow reactors

10.1 | Materials and methods

10.1.1 | Circuit Preparation

All DNA oliponucleotides were purchased from Integrated DNA Technologies (IDT). All
unmodified oliponucleotide strands were ordered unpunfied (standard desalting); all strands with
fluorophore/quencher modifications were ordered punfied by high-performance liquid
chromatography (HPLC).

After being shipped as powder, DNA oligonucleotides were suspended in Milli-Q) water at a
tarpet concentration of 1000uM, based on the yield provided by IDT, and stored at 4°C. To obtain
concentrations more accurately, we used a BioPhotometer (Eppendorf) to measure the absorbance
of each strand at 260nm (OD260). Typically, we take the average of three measurements where a 5
pl sample was diluted with 195 pl Milli-Q water. Using the extinction coefficient EXT (Unit:
L/{mole-cm)) provided by IDT, the concentration (uM) of each single strand is calculated with the

formmula:

Concentration = DFx=—=x106  (SI1)

Where the dilution factor calculated as:

Final Volume

Dilution factor(DF) = (SI2)

Solute Volume

Multi-stranded DNA complexzes were then prepared at 100 uM suspended in Tris-acetate-EDTA
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buffer containing 12 5mM magnesium acetate (1x TAE/Mg™), with a 1.2x excess of the top strands
(ie. 120 uM) relative to the bottom strand to ensure all bottom strands were bound. We used a slow
anneal where the reaction muxture 1s heated up to 90°C and then cooled down to room temperature
(20°C) slowly (1°C/min) with a PCR. machine (Mastercycler eppendorf). Each sample was annealed

in a separate tube.

10.1.2 | Gate Purification

We used polyacrylanude gel electrophoresis (PAGE) to remove excess single strands and poorly-
formed double-stranded complexes from the complex solution before use in experiments. 15% non-
denatunng PAGE gels with 1.0mm thickness and a single large well were made by nuxing 13ml pre-
mix with 78ul 10%APS (Sigma Aldrch) and 7.8ul. TEMED (Sigma Aldrich), where pre-mix was
made by adding 13.0 mL 10X TAE/Mg™ and 48.75mL 40% Bis-Acrylamide (Bio-Rad) to 68.25mL
MilhQ-water.

40 pL 6X Gel Loading Dye blue (New England Biolabs Inc) was added to each 100 puL of
annealed DNA sample before loading the sample to cassettes (Life Technologies). We usually loaded
280ul sample (200ul of annealed DINA wath 80ul of loading dye) per gel and ran at 150V for 3
hours at 4 C°. Typically we refreshed the 1XTAE Mg™" buffer after 1.5 hours. After electrophoresis,
the band withun the gel contaiming the desired complex was cut out using UV shadowing to wisualize
the bands. To do so, the gels were placed on top of a bench top transilluminator (3UV™
Transilluminator 254nm), with a Kimwipe placed on top of the gel to act as a screen for visnalizing
the UV shadow. The target band appeared as a dark line and was cut from the gel with a razor blade.
The removed gel slice was then cut into small pieces and soaked in a 1.7mL test tube with 400ul. 1X
TAE Mg™™ buffer for 12 to 24 hours at room temperature to allow most of the DNA complezes to

diffuse out of the gel pieces into the surrounding solution. We then pipetted the solution into a fresh
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test tube, attempting to leave the gel chunks belund, and centnfuged the solution in the new test
tube at 10,000 rcf for 10 minutes to concentrate any remaimng gel pieces at the bottom of the tube
(Centrifuge 5415D Eppendorf). The majority of the supernatant was then pipetted off of the top of
the tube into another fresh test tube, leaving belind approzimately 50ul. at the bottom that
contained most of the polyacrylamide residue.

For punfied double-stranded complexes, we used Eqn. (5I1) to calculate the final concentration,

with the extinction coefficient caleulated as follows™"

EXT = EXTmpsrmﬂd + EXTyotrom stranda — 3200 - Ngr — 2000 - Ng¢ (SL3)

where Ny and Ng- are the numbers of AT base pairs and GC base pairs in the complex,

respectively.

10.1.3 Sequences

Table S.1 DNA Strands

X=/5Cy3/TCTACGGAAATGTGGCAGAATCAATCATAAGACACCAGTCGGTTITTT/3Am

MO/

Input 1 = TATGGITGITIATGIGITCCCIGATGCCITAA

Input2 = ATGTTAGTTTCACGAAGACAATGATTAAGGC

AND gate cover strand = TAAGGCATCAGGGAACACATAAACAACCATA

AND pate bottom
strand=TGTTTATGTGTTCCCTGATGCCTTAATCATTGTCTTCGTGAAACTAACAT/3Cy3s
P/

AND gate top quencher strand=/5IABKFQ/ATGTTAGTTTCACGAAGACAATGAT
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The codes /5Cy3/, /3Cy3sP/, /5IABKFQ/ and /3AmMO/ used in Table S.1 represent the IDT
end modifications for a 5° Cy3 fluorophore, a 3° Cy3 fluorophore, an Iowa Black quencher, and an

amino modifier, respectively.

10.2 | Data Processing

Data was recorded as images (Fig 1) from gel imager (Syngene GBox EFZ) and converted to
concentrations through MATLAB. Figure S1 shows an example image that was used for
quantification. The lower left corner well in the image i1s the reaction well We selected a square area
mside this well to measure the fluorescence intensity in the well To determine how fluorescence
mntensity corresponded to fluorescence strand or complex concentration, then we set up four
calibration wells on top of reaction well, which i1s same solution volume with reaction well, but

contains 300nM reporter and 150nM Inputl with OnM, 50nM, 1000M, 1500M input? from left to

right, respectively.

Figure 10.1. Photograph of the reaction well and surrounding wells. The white square over the reaction

well indicates the area of integration from which data was collected, with the escape hole to the top nght of
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the reaction well The blurry spot in the reaction well, below the area of integration, i1s the magnetic stir bar.

The concentration of reacted Gates is calculated as:

[ A] _ R fina:—:mim: (SI4)

— Cz_c1 cB_c:I. + c-l_cil.

B 30 100 150

(SI5)

where [A] is the concentration of reacted gates, Royrrens GNA Rinitigr are the current and initial
fluorescence intensity of the reaction well. B is the coefficient to convert light intensity into molar
concentration. (y, C,C3,C4 are the fluorescence intensities of solutions where Input 1=

0nM,500M, 100nM and 150nM respectively.

10.3 | Model

The dashed model lines in Fig. 2a of the main text are the solution to Eqn. 2 (reproduced as

Eqn. SI6 below).

B fin—foulX] +R  (SI6)

[ I i'rin
fin = concentration fluxin = - [X]in (SI7)
four = flux const nt out E% = % (SI8)

The volumetric flow rate (V;,,) and infusion concentrations ([X];,,) for those experiments are listed
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in the legend for Fig. 2a, with the volume of the reaction chamber set to V=380uL, and the reaction
term set to zero (Z.e. R=0). For Fig. 2b, the same model is used, alternating between [X];; =0nM and
50nM for the different times labeled in the fipure. For Fig. 2¢, the two segments before and after the
disturbance are modeled separately, with [X];=0 for the first pre-disturbance segment, and
[X¥]p=100nM for the second segment.

For the Boolean AND gate expenments in Fig. 3, the dashed model lines are the solution to a
series of coupled ODE’s of the same form as Eqn. 2, one for each chemical species, as follows:

d[r Vin ¥V,
AP 2 [Inputy ]; — 222 - [Inputy] — kiogic - [Input;][ANDy]  (SI9)

d Vin ;
[Indﬂt tz] _ VT - [Input,];, — ‘%ﬂ - [Imput,] — kypg - Input,][AND,)] (SI10)

d[AND,] _

Vin v
= ~* - [AND1)in — =% [AND1] — Kiogic - [Input,][AND,] (ST11)

ﬂd%l = —l%m' [AND,] + kiogi - ([Imput,|[AND,] — [Input,][AND,]) (SI12)

d[Qutput] _
dt

Vv
- ;ﬂ ) [Dutput] + kln_qir: ) [I"putZ][ANDZI (SI13)

V = 380uL
Vip = 300 uL/hr
l}ant = Vu
Kiogic = 7.2nM /hr
[Input,];, = 150nM
[Imput;];, = 150nM
[AND,],, = 200nM

For the segments labeled “OFF” in Fig. 3, the corresponding input infusion concentrations
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[Input;];n and [Input;];pare switched to OnM.
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11 | Stable DNA-based Reaction- Diffusion Pattems

Summary. We demonstrate reaction-diffusion systems that generate stable patterns of DNA
oligonucleotide concentrations within agarose gels, including hinear and “hill” (Le. increasing then
decreasing) shapes in one and two dimensions. The reaction networks that produce these patterns
are driven by enzyme-free DINA strand-displacement reactions, in which reactant DNA complexes
continuously release and recapture target strands of DNA in the gel; a balance of these reactions
produces stable patterns. The reactant complezes are maintained at high concentrations by liqud
reservoirs along the gel boundary. We monitor our patterns using time-lapse fluorescence
microscopy and show that the shape of our patterns can be easily tuned by manipulating the
boundary reservoirs. Finally, we show that two overlapping, stable gradients can be generated by
desigming two sets of non-interacting release and recapture reactions with DNA strand-displacement
systems. This paper represents a step toward the generation of scalable, complex reaction-diffusion

patterns for programming the spatiotemporal behavior of synthetic maternals.

11.1 | Introduction

Gradients are ubiquitous dovers of spatally differentiated behawior and communication in
biological systems. For example, stripes of mRINA concentrations generated by reaction-diffusion
(RD) processes in the embryo of the frut fly Drosophila act as chemical bluepnints to direct the
growth of the embryo'”. A varety of spatial concentration patterns also arise during intercellular
signaling processes™. Synthetic patterns have been generated in vitro to study and control
chemotaxis’, angiogenesis®, stem cell proliferation and differentiation’, azon growth®, cell culture and
cell behavior in hydrogels™, and protein expression'’. Chemical gradients have also been used to

control reactivity, direct mechamical actuation, pattern synthetic matenals and orchestrate self-
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12-14

regeneration
Chenucal gradients are often produced using hithographic or hight-driven patterming methods
that encode variations of density of a molecule along a surface or within a 3-dimensional material'™

" or by diffusion and flow across membranes in microfluidic devices'™™

. While these top-down
processes can generate patterns of molecules of high complexity'® ', the resulting patterns cannot
easily evolve or regenerate over time as matenals are consumed or diffuse away.

Synthetic reaction-diffusion systems can also produce spatiotemporal chemcal patterns from
the bottom up, using inorganic systems such as the Belousov-Zhabotinsky reaction™, or enzymatic
networks™® both with transcriptional circuits® and with the Polymerase, Exonuclease, Nickase
(PEN) toolbox™*, including gradients, traveling waves and spatial patterns of spots or stripes™.
However, the kinetics of many enzyme-based RD systems are sensitive to temperature vanations of
a few degrees C and to buffer conditions, imiting when they can be applied. Further, it 1s generally
difficult to scale the number of components that can be combined in the same solution in many
morganic reaction-diffusion processes, limiting the complexity of patterns that may be formed with
the components™.

An alternative bottom-up approach for generating chemical patterns is to use enzyme-free
DNA strand-displacement reactions™, which can be used to program large, coupled chemical
reaction networks” . Because they are controlled by forward rates of reaction between DNA
species, strand-displacement reactions have relatively consistent rate constants™*™* across a
temperature range of tens of degrees C. Strand-displacement reactions have also been
demonstrated in a varety of buffers, cell media®, and within living cells®®. While DNA reaction-
diffusion systems have been built using strand-displacement reactions*™, the patterns that form

tend to be temporally unstable, as diffusion eventually doves soluble output patterns into

homogeneity.
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We have previously suggested a design for strand-displacement reaction networks i which
the molecules that form a pattern are continuously released and recaptured faster than diffusion can
mix them together, generating stable patterns®™. This process enables chemical patterns formed by
reaction-diffusion processes to regenerate when perturbed, and could serve as a building block for
the modular design of reaction-diffusion processes that form more complex patterns such as a stick
fipure.

In thus paper, we use a continuous release-and-recapture motif to generate stable patterns of
soluble DNA molecules withun a hydrogel substrate using enzyme-free DNA strand displacement
reactions. These patterns are maintained by reactant molecules diffusing in from lhiquid reservoirs
along the substrate boundary where these molecules are present at high concentrations. We show
that our system can produce mullimeter-scale heterogeneous patterns in one and two dimensions,
and that these patterns can be made to either grow continuously or to remain stable over time. In
prnciple, stable patterns should remain stable as long as the reservoirs have a lugh concentration of
reactant molecules. To underscore this point, we show that these pattems remain stable for over 30

hours. We also create multiplexed patterns involving multiple species of DNA with orthogonal

mucleotide sequences.
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Figure 11.1. Schematic of DNA strand displacement reactions and the setup of reaction diffusion

systems. (A) Three strand displacement reactions generate and momitor gradients. (1) Release: The Output
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strand is initially bound within a Source complex with its toehold domain (green) sequestered in an inactive,
double-stranded state. The Output is released by an Initiator strand via a relatively fast 5 base-pair (bp)
toehold mediated reaction. (ii) Recapture: The Output strand is recaptured by a Recapturer complex in a
relatively slow reaction. (i) Reporting: The concentration of the Output is “read” by reversibly reacting with
a reporter complex whose strands have an attached fluorophore and quencher. The inset shows the stmcture
of a wastel complex. Green domamns indicate toeholds (Sbp) and the black domain mdicates the “1” domain
(15bp). Complementary sequences are denoted by an apostrophe (e.g., sequence 1 is fully complementary to
17) and share the same color. Three-prime ends of the DNA strands are labeled with an arrow. The brown
bump in the Recapturer complex indicates a single base mismatch. (B) (i) Side-view schematic of the RD cell
(s-z plane), whose exterior is formed from PDMS cast around a negative mold. The RD system inside
consists of a 1% agarose hydrogel between two liquid reservoirs, each containing a solution of DNA species.
An optical microscope images the cell throngh a glass coverslip bound to the PDMS (Methods). (i) Top-view
schematic of an RD cell (=-y plane). Inset diagrams depict initial conditions for an ezperiment in which a
growing gradient forms: Liquid Reservoir 1 contains of Source and Reporter species, Liquid Reservoir 2

contains Imtiator and Reporter species, and the hydrogel contains Reporter species.

11.2 | Results and Discussion

11.2.1 | System design and mechanism. Our goal was to develop a reaction-diffusion
(RD) system that would lead to the formation of a spatiotemporally stable (Le. unchanging) gradient
using DINA-based strand displacement systems. RD processes can be described by a set of partial

differential equations of the form:

ac;

=2 =R; + D;V3¢;, 1)

where C, D, and R, are the concentration, diffusion coefficient and the total rate of the reactions
mnvolving species |, respectively, with one such equation for each of the species in the system.

Our model for the generation of stable gradients is a coupled set of reactions that (1) release the
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species forming the gradient and (2) recapture that species. These reactions together induce the

dynamics

Ro = kyet — kcaplO], 2
where k, 1s the rate of release of the output species O, and k__ is the reaction rate constant of
recapture. At steady state in a well-mized solution, [O] 1s stable at the concentration k. /k,.
To emulate this abstract release and recapture process, we devised a set of DNA strand-

displacement reactions that release and recapture an output species O, respectively:

k
S+I-04+W;, (3

Rec+ 0 3 Wy + W, )]

where S, I and Rec are reactant species and W, W, and W, are waste products. We call 5, I, Rec, and
O the Source, Imtiator, Recapturer and Output, respectively. When the concentrations of S, I and
Rec are held constant, the change in [O] over tme follows Equation 2 where k_ =k [5][I] and
=

These opposing release and recapture reactions balance each other to form a stable pomt that
can be used to generate stable concentration gradients. By controlling the spatial vanation of the
reactant concentrations and choosing the rate constants for the release and recapture reactions, a
vanety of gradient profiles may be created. For example, if S and I meet and release O at a single
location, and Rec 1s present throughout the substrate, a stable gradient of O will form around the

release location, which will remain stable as long as S, I and Rec are supplied to the system.

11.2.2 | DNA strand displacement release and recapture reactions. To implement the

release reaction descrbed in Eqn. 3, we imtially sequester the Output molecule in an inert form

within the Source complex. O is rapidly released from S when it i1s displaced by an Imitiator
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molecule. The Initiator binds to the Source complex via a 5 base pair toehold, which has a standard
rate constant™ ]s_,,b‘)=5><1l]4 (M s)". The recapture reaction in Eqn. 4 occurs when a Recapturer
complex binds to O, sequestening its toehold and rendenng it unable to react further (Fig. 1Au) We
desipned the recapture reaction to occur much more slowly, via a strand displacement process that 1s
mitiated at a mick in the Rec dsDNA backbone, which we model with a rate constant of k=
k,,=500 (M s)". Together, release and recapture processes cycle molecules of O between their
released (free) and recaptured (inert) state, and can form a spatial gradient of the output strand faster
than diffusion mizes the components into homogeneity. To ezpenmentally monitor the
concentration of released O, we also designed a 5bp reversible reporting reaction (Eqn. 5). In this
reaction, a Reporter complex, Rep, which consists of a fluorescent strand £, and a quencher strand q,
rapidly and reversibly reacts with Output O through 5bp toeholds (Fig. 1Aui).

Kr.on

Reporting: Rep+0 = f+q, ©)
Krors
where: Ky on = Krorf = Ksbp-

We next designed the DNA sequences, for the Source, Output, Recapturer and Reporter by
starting with a set of sequences used in other strand displacement circuits”. We added clamps to
these sequences to reduce the rates of unintended “leak”™ reactions between the complexes™. Such
leak reactions are likely a result of fraying ends of ¢ es™’, synthesis errors™ or imperfections
in complex punfication, which limits the ability to design reactions to exact specifications. We
include rates of these leak reactions, based on measurements and estimates™, in our models (see

section 12.1).

11.2.3 | Construction of a reaction-diffusion reaction cell and reaction monitoring.

We built a reaction cell composed of three portions of approzimately equal volume. The outer two
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portions are liquud reservoirs, with a 1% agarose hydrogel in the muddle (Fig. 1B and section 12.5).
This set up allows us to maintain constant concentration boundary conditions at either end of the
hydrogel substrate for the reactant molecules (S, I, Rec, and Rep) by manually exchanging the hqud
within the reservoirs. The continuous diffusion of fresh reactants from the reservoir into the
substrate, and the diffusion of waste products out of the substrate, drives the release and recapture
reactions that hold the pattern of O stable in spite of diffusion. Because the agarose substrate resists
non-diffusive flows, we can exchange the reaction buffer in these reservoirs repeatedly without
perturbing the pattern. We measure the intensity of fluorescence using time-lapse microscopy (see
Methods) and convert intensity to concentration of Output using a calibration curve (section 122,

To design gradient patterns we built a simple, (-parameter fit computational model that used
diffusion rates for single- and double-stranded DINA and reaction rate constants for the designed
reactions. We assumed that the reaction rate constants for the strand displacement were the same as
those measured in free solution Because diffusion rates can be strongly affected by the surrounding
medium, we first measured the diffusion rates of single- and double-stranded DINA oliponucleotides
of sizes approzimately equal to those used in our reactions. We bult a two-chamber agarose system
where approximately 1/3 of the total length of the cell contained a 1% agarose gel, which irutially
contained 100 nM of fluorescently labeled DINA species whose diffusion constant was to be

measured.
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Figure 11.2. Diffusion coefficient measurement for ssDNA and dsDNA in 1% agarose. Experimental
data (square markers) and simulation of the best fit to the diffusion coefficient (dashed line) for (A) ssDNA
and (B) dsDNA. The initial conditions for both experiments are shown in the inset in (A). Diffusion
coefficients were fit to experimental values using a least squares fitting method; simulations show the
predictions of diffusion with the best fit. 0 hours indicates the time at which imaging started, which was about

30 munutes after the fluorescently labeled DINA in agarose was added to the reaction channel Both DNA

species are 23 base pairs long. Sequences are listed i section 12.6.

The remaining 2/3 was composed of 1% agarose gel without DNA (Methods). We followed the
spread of the species using time-lapse fluorescence microscopy (see Methods). Using standard

diffusion equations, we fit a diffusion rate constant of D_(ssDNA 23)=115%1 pm2/s, for single-
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stranded DNA or ~75% the reported value for DNA of similar size in solution56,57, and
D_(dsDNA,23)=75 £3 pm?2/s (Fig. 2). Using these values, and those assumed for the reaction rate
constants, we modeled the growing gradient (Fig. 12.3) and the stable gradient (Fig. 12.4) to ensure

the profiles would form as intended.

11.2.4 | Gradient generation by diffusion alone. We next characterized how diffusion

gradients form in the absence of any release or recapture reactions. We placed a buffer solution
containing 300 nM of the Output in the nght-hand liqud reservoir and a buffer solution with no

Output in the opposing reservoir. For this reactionless confipuration, Eqn. 1 becomes

2 = Dov?[0]. ©

Setting Eqn. 6 to zero gives a steady state profile as a function of position x [O](z)=[0] ____*(=/L),
a linear concentration gradient where [O],.....; 15 the concentration of O in the high concentration

reservoir and L is the length of the hydrogel
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Figure 11.3. Pattern formation using DINA strand displacement reactions within an agarose hydrogel.

The boundary conditions are controlled by liquid reservoirs on opposing sides of the agarose hydrogel, which



contain defined concentrations of reactants and which were periodically replenished manually. Initial
conditions established through loading the liquid reservoirs and the agarose hydrogel with reactants. Solid
lines show the concentrations of the output species determined from micrographs (see Methods). Dotted
lines are the predictions of zero parameter-fit simulations (see Methods). (A) Linear gradients, (B) “hill®
gradients that grow over time and (C-D) stable hill gradients. Bach gradient forms as predicted by a partial-
differential equation model of reaction-diffusion. The initial concentration of the reporter complex is
[Rep]o=200 nM in both the liquid reservoirs and the agarose hydrogels for all systems. The y-axis scale varies
between plots. Exchange of the buffer in the reservoirs occurred in the experiment after (A) 22 hours, (B) 15
and 65 hours, (C) 24 and 52 hours, and (D) 48, 68 and 89 honurs. Fluorescence micrograph depicted
underneath each plot shows the state of the gradient after the longest time listed in the legend Qualitative
representation of initial conditions (red line) and concentration profile at steady state (blue dashed line) are
depicted beneath plots, where the two light blue regions indicate liquid reservoirs and the white region
indicates hydrogel In the growing hill gradient, increasing time is shown as increasing line width. [O], [I], [S],

[Rec], indicate the concentrations of Output, Initiator, Source and Recapturer, respectively.

To accelerate gradient development the hydrogel was initially loaded with 150 nM of Output.
200 nM of Reporter was added to the reservoirs and the hydrogel The expected linear gradient
formed by about 8 hours and remamed stable over at least 24 hours (Fig. 3A). The dynamics of
formation were consistent with simulations that used the measured diffusion rates. We also verified
that the expected linear gradient formed in response to different initial concentrations of Output in

the reservoirs and hydrogel, and where the total amount of DNA in the hydrogel would need to

change to reach steady state (Fig. 12.5).

11.2.5 | Coupled release and diffusion form growing gradients. To demonstrate that
desipned gradient patterns could also be formed using coupled reaction and diffusion, we loaded

buffer contaiming 300 nM of Initiator species into one reservoir and buffer contaming 300 nM of
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Source species into the opposite reservoir. Source and Imtiator can diffuse into the gel and react to
release the Output species at the point where their respective diffusion gradients meet. The height
and width of the Output gradient should increase over time as Output continues to be released and
diffuses outward (Fig. 12.3). Consistent with these predictions, a hill-shaped Output gradient formed
(Fig. 3B). The gradient of Output that formed grew and broadened for at least 87 hours, with
Output concentrations reaching 150 nM at the central peak. To maintain the boundary conditions,
the buffers in the reservoirs were replaced with fresh solution with the stated concentrations of
Reporter, Source, and Imitiator about once per day. Exact times when the reservoirs were refreshed

are stated in the fipure captions.

11.2.6 | Stable gradients form through balanced release and recapture. To build
stable gradients, we next combined the release and recapture reactions withun the hydrogel We
added 300 nM of Imitiator species into one reservoir, 300 nM of Source species into the second
reservoir and 600 nM of Recapturer species into both reservoirs and the hydrogel portion of the RD
cell (see Methods). The high concentration of Recapturer ensured that it would not be depleted
significantly through interaction with the Output, and that its concentration would therefore remain
stable across the substrate given that the solutions in the reservoirs would be replaced about once
every 24 hours. A gradient of Output species emerged over 30-60 hours with lugher concentrations
of Output near the nuddle of the hydrogel and lower concentrations of the edges (Fig. 3C, Fig.
12.6). After 60 hours, the shape of the gradient reached a shape that remained stable for an
additional 30 hours. Zero parameter-fit simulations matched expenments closely: in both the
simulations and expeniments, gradients formed the same stable shape, and the approach to stability

and the time scale at which a stable shape is achieved were also similar.
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Figure 11.4. Stable two-dimensional gradient. (A) Schematic of the two-dimensional RD cell Two
cylindrical liquid reservoirs are at opposing corners of the RD cell. (B) Schematic of the top view of the 2D
RD cell with initial and boundary conditions for the reactants. Reporter concentration is R_0=200 nM in
both cylindrical liquid reservoirs and the agarose gel (C) Filled contour plots depicting the concentrations of
the Output at times ranging from 5 hours (left) to 139 hours (right). The stable gradient within the hydrogel
takes approximately 110 hours to develop and is stable until the experiment was terminated at 139 hours.
Exchange of the buffer in the reservoirs occurred in the experiment after 22, 48, 71, 93 and 116 hours. (D)
Corresponding fluorescence micrographs (see Methods). (E) Filled contour plots depicting the simulated

values of Output concentration profile from 5 to 139 hours.

11.2.7 | Stable gradient height is controlled by boundary conditions. Higher
concentrations of Source and Initiator on the boundary should increase the rate of Output release
within the hydrogel and thus increase gradient height. To test this prediction, we assembled a stable
gradient using the Source, Imitiator and Recapturer species where Source and Imitiator
concentrations in their two reservoirs were 600 nM, double the concentrations used in the first
experiment (Fig. 3D). The resulting gradient shape was higher as expected, and stabilized at least as
quickly as the gradient formed using lower concentrations of the Source and Imitiator, consistent

with predictions, and remained stable for 30 hours.
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11.2.8 | Stable reaction-diffusion in two dimensions. Having characterized the formation
of 1-dimensional patterns of DINA species, our next goal was to characterize the formation of 2-
dimensional patterns using a similar process. To enable control over the boundary conditions in
such a way that they could be maintained through the replemshment of external reservoirs, we
fabricated a square RD cell (Methods) contaning two cylindrical liqud reservoirs positioned in
opposite comners of the hydrogel (Fig. 4A, B). We first added Source to the buffer within one
reservoir and Initiator molecules the liquid reservoir in the other for cells of two different sizes. The
dynamuics of gradient growth followed the predictions of simulations in both cases, and as expected,
gradients arose more quickly in the smaller system, where the Source and Imtiator needed to diffuse
a smaller distance from their reservoir to react and release the output (SI Figs. S7, S8).

To test that stable, two-dimensional gradients of Output concentration could form, we loaded
one reservoir with 600 nM of Source complex and the other with 600 nM of Imtiator species, with
600 nM of Recapturer in both reservoirs and in the hydrogel The gradient produced a peak
concentration of about 30 oMM in 110 hours, which was stable for a further 29 hours (Fig. 4C-E).
Simulation generally captured the behavior of the stable two-dimensional gradient, although shightly
higher peak amplitudes were predicted. We expect thus difference could result from non-uniform
hydrogel composition along the reservoir interface, which can reduce local diffusion rates and thus
reduce the flux of reactants into the hydrogel, while the model assumes a homogeneous gel. These

vanations could not be captured in our 0-parameter fit simulations.

11.2.9 | DNA systems with different sequences form multiplexed gradient patterns.
DNA strand-displacement systems are of interest as a substrate for programming RD processes not
only because the reaction rates of the components can be controlled, but also because multiple

reaction processes involving different sequences can operate together with mimmal crosstalk or as
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coupled reaction processes to produce more complex patterns. To vernfy that such scaling is
feasible, we developed two non-interacting (i1e., orthoponal) sets of reactions for the Release,
Recapture and Reporting of Output species and tested whether they could be executed in parallel
We refer to the imtial set of complexes as the 1-2 system and the new set of complexzes as the 34
system, after the numbered domains withuin each system. We used NUPACKSS to determine the
secondary stmuctures that could form between the strands of the complexes and ensured that no
more than 1% of the complexes were predicted to have structures other than those that were
designed at equilibnum. For the Reporter in the 1-2 system, a 3 Iowa Black FQ quenches 5
fluorescein (FAM) fluorophore (Figure 1A(u)) and for the 3-4 system, a 3" Iowa Black RQ quenches
5" Texas Red® fluorophore (see sequence information in section 12.6).

To form stable, multiplexed gradients, we loaded one reservoir in a 1-dimensional RD cell with
300 nM of each Imitiator, the other reservoir with 300 nM of each Source and in each hqud
reservoir and hydrogel loaded 300 nM Recapturer for each system (Fig. 5A). The reporter
complexes for each system were presented at 200 nM in both the hydrogel and reservoiurs. Both
gradients aclueved the expected shape and approached a final stable state, consistent with the
predictions of simulations (Fig. 5B-C). Each gradient took apprommately the same amount of time
to form, but the 1-2 gradient had a maximmm concentration of about 60 nM, whereas the 34
gradient had a mazimum concentration of about 40 nM. The 3-4 gradient was not yet stable after
about 85-95 hours with increases 1n output concentration on the order of a few percent per hour
over 88-94 hours, whereas the 1-2 gradient appeared to have achieved a stable confipuration by thus
time. Sequence-specific differences in reaction rate constants can vary by up to an order of
magnitude® in strand displacement processes. The differences in the precise mazimum
concentrations and time constants between the two systems are consistent with such differences in

reaction rate constants. In the future, modeling software that takes sequence data into consideration
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could be used to control this vanation™.
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Figure 11.5. Two stable, overlapping gradients of Qutput species can be formed in one hydrogel by
two non-interacting (orthogonal) sets of reactants (denoted 1-2 and 3-4 for their recognition domains, see
inset cartoon diagrams of Output species in B-C)). (A) Initial conditions of reactants in the 1-2 and 3-4
systems in the liquid reservoirs and hydrogel Initial reporter concentrations are Rp;2=Rp35=200 nM in
both liquid reservoirs and the agarose hydrogel and are not depicted for clarity. Concentration profiles for the
Output strands from the (B) 1-2 system and (C) 3-4 system. The Reporter in the 1-2 system has 2 FAM
fluorophore, whereas the Reporter complex in the 3-4 system has a Texas-Red fluorophore, so the respective

fluorescence profiles (which are then converted to concentration profiles) were measured using non-



overapping filters for FAM and Texzas Red channel (see Methods). Buffer in the reservoirs was exchanged

after 48 hours.

11.3 | Discussion

In this work we have shown how DNA strand displacement reactions operating far from
equiliboum can be used to engineer stable reaction-diffusion gradients. Such patterns evolve over
time in a predictable fashion Much of the vast potential parameter space for such systems remains
to be explored, including altering the reaction rate constants (e.g., changing the length of the toehold
domain®*) and/or the diffusion rates (e.g., by introducing hydrodynamic drag™ or by altering length
of the DNA components™), which could also serve to sharpen the spatial resolution. External
reservoirs allow us to refuel the system, enabling far-from-equilibrium pattems to be sustained for at
least tens of hours, and no fundamental time limit for such stability was observed. It may be possible
to speed gradient formation by increasing the hydrogel pore size by using a lower percentage
agarose, or mumaturnizing the size scale of the RD cell to a microfludic dewice. Device
mimatunization could also improve the spatial resolution, which is currently on the order of
hundreds of ym. To build more sophisticated systems, it will also be important to reduce
undesirable leak reactions between reactants™ .

The stable release and recapture reaction mechanism could enable the implementation of
self-regenerating patterns, which return to a target stable structure after they are perturbed by some
external stmulus (eg., a high concentration of a reactant in a strand displacement system, or a
transient flow). To characterize the capacity for regeneration, methods for reliable perturbation are
required, such as through the use of light-dnven release. Finally, downstream Boolean logic
operations could facilitate the generation of patterns with arbitrarily complex shape®, dynamics™,

and functional responses to changing environmental conditions. The use of biocompatible reactants,
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hydrogels and strand-displacement reactions, which can operate under a vanety of conditions, mean

that one could envision interacting with biological systems® and other downstream processes™®.

Materials and Methods

DNA complex preparation. All DNA strands were ordered from Integrated DNA
Technologies (IDT) with standard desalting except fluorescently modified strands, which were
HPLC punfied. Complexes were formed by mizing the component strands at equmolar ratio in
TAE Mg™ (40 mM Tris-Acetate, | mM EDTA buffer containing 12.5 mM Magnesium Acetate) and
then placed in an Eppendorf Mastercycler PCR, where the strands were annealed. Annealing
consisted of holding the temperature at 95 °C for 5 minutes and then cooling the solution to 25 °C
at a rate of -1 °C per munute. After annealing, each complex was purfied by polyacrylarmde gel
electrophoresis (PAGE) using a 10% polyacrylamide run at 120 V for 90 minutes at 4 °C (see Ref.
55 for more details). The bands corresponding to the complezes were identified using UV-
shadowing at a wavelength of 254 nm The band was then diced, combined with TAE Mg2+ buffer
mnto a tube and shaken on a vortexer for about 12 hours, to promote complex mugration into the
agqueous solution. The solution was then centrifuged for 5 minutes at 3000x g and the supernatant
removed, which was repeated twice to ensure separation of gel from solution Concentration
measurements were obtained using an Eppendorf Biophotometer. The extinction coefficient, £, of a
complex was approximated by the formula: e=¢_top+e_bottom-3200N_AT-2000N_GC, where
£_top and & bottom are the extinction coefficients of the two strands that compnse the complex

and N_AT and N_GC are the number of hybridized A-T and G-C base pairs in the complex™.

Hydrogel preparation. Agarose gels with DNA complexes were prepared by mixing liquid

agarose and complexes and then cooling the gels in devices to set. We prepared 1% agarose hydrogel

(1 g / 100 mL) in TAE Mg™ and left it to cool to 40 °C, after which we transferred the agarose
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solution to a glove box with PID fan temperature control (Coy Labs) set to 40 °C. Buffers, DNA
complex solutions, pipettes and pipette tips were left in the glove box at least 30 nmunutes poor to
sample preparation to achieve thermal equilibrium. The agarose was mixed with the DNA solution
(typically with Reporter and any other complex that was required for the expenment) and the
resulting mixed was transferred to the dewice in the desired well(s). After all wells were patterned, a
piece of Scotch tape was adhered to the PDMS to seal the wells and the device was transferred to
the refrigerator at 4 °C for 15 minutes to set the pels. We found that 40 °C was hot enough for the
agarose to remain a liquid, but NuPack’s™ compute melt function predicts 40 °C is well below the
melting temperature of our DNA complexes. The reservoir solutions were added after the gel had
been cooled to room temperature and all results were collected at room temperature. Glass
coverslips were placed on top of the device to mitigate evaporation from the calibration and reaction

wells during the reaction-diffusion process (see more discussion on evaporation in Fig. 12.9).

Reaction Monitoring. The reaction was monitored using time-lapse fluorescence microscopy
on either an IX73 or IX71 (Olympus) optical microscope. Image sets were obtaned every ~30
munutes with an exposure of 50-150 ms using a 4X, 10X or 20X objective (Olympus) and were
captured by an Infimity 3 CCD camera (Lumenera Corporation) in non-ovedapping FAM and
Texzas-Red channels (Chroma) on the IX73, or an iXon3 cooled EMCCD camera (Andor) using a
FAM channel (Chroma) on the IX71. The center of the focal plane for each experiment was
approximately 1 to 4 mm in the z direction above the glass shde, as determuned by the mimmum
width of the light beam in the direction perpendicular to the optical axis. We post-processed the
images via binming and dark frame correction to compress the data and elinunate some of the optical

artifacts, respectively (Fig. 12.10).



Diffusion coefficient measurement. Diffusion coefficients were fit to ezperimental values
using a least squares fitting method; simulations show the predictions of diffusion with the best fit.
The system consisted of a 1% agarose gel that imtially contained no DNA as shown and was cast
and left at room temperature to gel for appromimately 30 nunutes poor to adding the gel with DNA
After this set time, the remaining ~1/3 of the reaction cell was loaded with reaction buffer that
contained ~75 to 100 nM of fluorescently labeled DINA. 0 hours indicates the time at which
imaging started, which was about 30 munutes after the fluorescently labeled DNA in agarose was
added to the reaction channel Starting concentration profile used in the simmlation was taken from

the imitial experimental concentration profile (ie., at 0 hours).

Liquid Reservoir Exchange. Contents of the liquid reservoirs are removed with a transfer
pipette and replaced with fresh reaction buffer (prepared <10 minutes prior to exchange). Reservoir
solution exchanges were performed approximately every 24 hours and are stated in the figure

captions.

Simulations. To perform the simulations, we used COMSOL Multiphysics® Version 4.4 and
LiveLink™ for MATLAB. Models of reaction-diffusion channels were built using COMSOL with
the “Transport of Diluted Species” physics. All hydrogel-PDMS and liquid-PDMS boundaries were
simulated with no flux boundary conditions. Simulations were run using scrpts written in MATLAB
using COMSOL Java API commands, which 1s how we defined simulation parameters such as
reactions and their rate constants, diffusion constants, imtial conditions and boundary conditions,
mesh size and buffer exchange times. Buffer exchange of the lqmd reservoirs occumed in
simulations at the same time points as those in our expenments. Buffer exchange consisted of
replacing each liqud reservoir with their initial contents (unreacted species) while the concentration

profiles of species in the hydrogel remained unchanged and to simulate a particular process, the
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specific tming of buffer exchange from that expenment was included in the simulation.  Diffusion
coefficients for the hydrogel domain were set to measured values. Diffusion coefficients in the hqud
reservoirs were all equal and had a value of 150 um2/s”**. Reaction rate constants for intended
reactions were set according to estimated values in solution (see Ref. 40) and reaction rate constants

for leak reactions were estimated (see Fig. 12.1). COMSOL models and MATLAB scrpts are

available upon request.
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12 | Supplemental Information: Stable DNA-based
Reaction- Diffusion Patterns

12.1 | Leak Reactions and Recapture Kinetics

Leak reactions, or unintended reactions between DNA speaes which result in Output release or
recapture, are a ubiquitous and well-documented phenomenon in DIMNA-based strand displacement
systems. Strands and complexes that are less prone to leak can be designed but require more
complexity’. Previous work * documented several types of leak reactions based on molecules similar
to those used in this study and are the basis for reactions and leak parameters used in our models
here. Such reactions are enumerated in Fig. 510.

Truncated complexes are a possible source of leak reactions. Such complexes can be created
when one full-length strand and one truncated strand hybndize to form a complex that has a smaller
molecular weight than the full-length complex. Such leaky co es are difficult to distinpuish
from fulllength complexes in a PAGE purfication process. Thus, leaky complexes are
unintentionally introduced mnto all experiments. For example, leaky Source complexes occur when
the bottom strand of a Source complex is missing bases on its 5" end (Fig. 510(1)), thus prownding
another reaction mechamsm through which a Reporter complex can interact. Further examples of
such leaky complexes and their reaction mechamisms can be seen in Fig. 510(u-1u). Optimuzing
PAGE protocols to reduce the leak reactions 1s an ongoing effort, with some changes to protocols
described here in Ref *.

The quantity of the leaky complexes has been measured in Ref °, where the authors measured
Source strands, similar to those used in this study, with leaky toehold domains to be anywhere

between 0.5 and 4.7% of [S]y, and react with rate constant ~50 M's™, which is the approximate rate

constant for a strand displacement reaction mediated through a two base pair toehold, kap,. For the
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simulations here we assume that all leak reactions through a truncated strand occur at a reaction rate
constant of Kzpp = 50 M's™ and that [S]jeqr,0 = 0.047([S], as the bottom strand of the Source
species in this paper is longer than in Ref * and therefore we expect the truncation error to be on
larger end of the measured range. We also assume that a leaky Recapturer complexes (Fig. 59(iu))
also have an initial concentration of 0.047|Rec)g and react with rate constants of kopp. Although
leaky (1e. unintended), the leak pathway in a recapture reaction is slower and almost insignificant
when compared to the pnmary mechamsm of recapture.

While a strand displacement reaction mediated by a mick in a backbone of a DNA duplex, as
seen in the Recapturer complex, would typically be expected to produce strand displacement kinetics
with forward rates of 0.5 to 5 M™s”, (which approximately correspond to 0 and 1 bp toehold
mediated reaction kinetics, respectively) we found that the Recapture reaction was best modeled
with a reaction rate constant of 500 M’s™ more in line with a 3 bp toehold mediated reaction *.
Significant fraying of ends can explain the increase in kinetic rates. When analyzed with NUPCK at
room temperature, the 1-2 and 3-4 Recapturer complexes have ~50% and ~60% probability,
respectively, of having an unpaired base at the nick To mitigate this fraying in a next generation

design, a GC nich region that occludes fraying, for example, can be designed.
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POTENTIAL LEAK REACTIONS
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Figure 12.1. Potential leak reactions considered in the model. (i) Reversible reaction between a leaky
Source complex (Syeqx) and the Reporter complex, where the leaky Source complex has a bottom strand that
is missing some bases (shown in red and labeled T'.y). Reaction rate constants shown above and below
arrows and their values listed at the bottom of the fignre and are estimates from Ref ! We assume a leaky
toehold has a -2bp truncation 3 at the 5 end (IDT synthesizes DNA from 3’ to 5, thus a truncation error will
occur at the 5 end of a strand) and is shown in red. Although we PAGE puuify the complexes, we found it
challenging to distingnish between complexes with lengths that differ by only a few base pairs in our gels; the
primary reason for PAGE purification is to ensure proper stoichiometric ratios of all strands in a complex.
Such a source of error could be likely eliminated by purification methods which were able to differentiate
between small changes in number of base pairs in a complex, or by ordering pusified ssDNA strands. (ii)
Irreversible reaction between a leaky Source complex with a fluorophore strand (Sjeqy: f) and an Initiator
through a Sbp toehold-mediated strand displacement reaction to produce an Output-fluorophore and waste
complex. (iii) Irreversible reaction between a leaky Recapturer with slow kinetics, where the 5’ end of the

bottom strand in the Recapturer has two mussing bases, therefore the non-reactive clamp would be
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eliminated, exposing a potential Obp strand displacement reaction between an Output and the Recapturer.

Gray arrow indicates the trajectory of the strand displacement reaction.
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Table 12.1: List of reactions modeled in RD system.

sty M
Release S+1 - 0+W,
Recapture 0+ Rec - W +W;
hig @)
Reporting O+R = f+gq
kEbp
k
: =r 0]
LEAK (1)* Stcar T R = Siga:f+q
kspp
Fvp 6)
LEAK (ii)* Stgar: f 1 = O:F + Wy
km’” (6)
Lealk (II.'I.}* REEMW +0 = WZ + WW

*Leak reactions correspond to those listed in Fig. 510.
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12.2 | Calibrations
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Figure 12.2. Calibrating fluorescence. (A) A typical calibration plot depicting counts from the calibration
wells as a function of time. Counts are averaged across entire image. Wells have varying concentration of
Output but have a constant amount of Reporter [R]g = 200 nM in each well Images are typically taken
with an exposure ranging from 50 to 150 ms. (B) The counts are averaged over a period of time, typically 20
hours, and then normalized to zero (such that the average counts at [0] = 0 nM are 0). The data is fit to the

__ a[o]2+bl0]+e

curve Oy = ol+d where @, b, € and d are fitted parameters, NC is the normalized counts and [0)] is

the Output concentration. This curve is then used to caleulate the concentration of the total Output species

(unbound Output species + Output species bound to the Reporter), where:

J—hc+4adl’.‘y+bz —-2bCy+CR—b+Cy
[0] = :

Za

Where the calibration wells were only fluorescent ssDMNA or dsDNA, such as in the diffusion only
ezpeniments (see Figure 2 in the main text), the calibration curve was linear and thus fit to a linear equation,
Cy = m[0] + b (the fit largely depends on the gain setting nsed). All calibration wells are comprised of 1%

agarose. Calibration wells measured 8=z8=8 mm (312 uL).
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12.3 | One-Dimensional Gradient Simulations and Experiments
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Figure 12.3. One Dimensional Growing Gradient Simulations. To design a gradient formed by DNA
strand displacement processes, we needed to both choose reactions and set the rates for these reactions by
choosing the length of the toeholds that initiate the reaction process. To understand how the reaction rate
constant for the release reaction would affect the shape of the gradient, we simulated the reaction and
diffusion of Source and Initiator species in 1D with measured diffusion coefficients. (A) Initial conditions for
the various species in the reservoirs and the agarose gel. The buffer in the liquid reservoirs was exchanged
every 24 hours so that these conditions were maintained over time. Blue regions denote liquid reservoirs
whereas the white region denotes hydrogel We simulation the RD using various forward reaction rate
constants for the release reaction: (B) Kon retease = 5%10% (M )%, (B) 5x102 (M s)* and (C) 50 (M s,
which correspond to reactions mediated by approximately 5bp, 3bp, 2bp toeholds respectively!. (E)
Schematic of the strand displacement process designed to occur at each of the rates considered in simulation.

Leak reactions are not included in the simulations shown here.
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Figure 12.4. One_Dimensional Stable Gradient Simulation. To determine whether 1D gradients formed
by release, recapture and reporting reactions in a 1% agarose hydrogel could be stable over time when the
linid reservoirs were periodically refreshed, we simulated the RD system with measuced diffusion
coefficients and assumed reaction rate constants based on measurements made in solution (see Simulation
section in Methods of main text). (A) Initial conditions for the species in the reservoirs and the agarose gel
assumed in simulation Reporter concentration is not shown but is initially 200 nM in both liquid reservoirs
and in the hydrogel (B) Simulations showed that gradients could remain stable once formed. Buffer exchange
was simulated in the liquid reservoirs every 24 hours. Blue regions denote liquid reservoirs whereas the white
region denotes hydrogel Leak reactions are not inclided in the simulations shown here. While the initial
conditions of this simulation are identical to those in the experiment shown in Fig. 3C in the main text, the

buffer refresh times are shghtly different, thus leading to different dynamics.
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Figure 12.5. One-Dimensional Linear Diffusion Gradient. The inset shows the initial concentrations of
the Output in the left reservoir and hydrogel (there 15 no Qutput initially in the right reservoir). Solid lines on
the plot show the Cutput concentration as a function of position within the hydrogel and time. Dashed lines
are results from a zero parameter-fit simulation, whereas bold lines and squares indicate measured wvalues
from ezperiment (see Methods). The expenmentally measured Output concentration at the initial time point
were used as initial conditions for the simulation. Initial Reporter concentrations are not depicted for clanty
and are Ry = 200 oM in both reservoirs and the hydrogel. The buffers in the reservoirs were exchanged at

24, 51 and 76 hours for fresh buffer containing the initial concentrations of the Output and Reporter.
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Figure 12.6. Stable gradients form consistently. To characterize the inherent variations expected in the
formation of gradient patterns within RD strand displacement systems, we performed two separate
experiments in which we formed two stable hill gradients with identical initial and boundary conditions from
separate Source, Initiator, Reporter and Recapturer stocks. The two gradients both stabilize in similar periods
of time and have similar shapes but differ in peak height and shape. Such differences could be the result in
differences in gels, reservoir heights and the purity and effective concentration of the component complexes.
Initial conditions of the RD system (the same in both experiments) are depicted in the insets. Initial Reporter
concentration is not depicted for clarity and is Ry = 200 nM in the liquid reservoirs and agarose hydrogels
for all systems. Inset is a cartoon schematic of the Output species (left) and is the same for both experiments.
Buffer exchange occurred after (A) 24 and 52 honrs and (B) 48 hours. Differences in simulations between the
two figures reflect the different buffer exchange times. (A) 10X objective (IX71 microscope) and (B) 20X

objective (IX73 microscope) were used to image the systems.
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12.4 | Two-Dimensional Gradient Simulations and Experiments

t=90 hrs

Figure 12.7. A large (24 x 24 x 8 mm), growing two-dimensional gradient. (A) Contour map of the 1
concentration of Cutput species in espenment and corresponding (B) optical images used to determine
concentrations and (C) simmlations at three time points: 22, 72 and 90 howrs. The concentrations of source
and initiator in the reservoirs at reaction start and after refresh are shown in A and C at 22 hours. Reporter
concentration 1s Rg = 200 oM in both liquid reservoirs and in the agarose gel and 1s not depicted for clanty.
Inset diagram in simulation contour map at 22 houss depicts the schematic for the reaction cell Fluorescent
micrographs are obtained in a raster fashion and stitched together as a mosaic, as the field of wew of the 4X

objective used 15 smaller than the RD cell Dask frame correction was performed for the individual images
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(see SI Note 52). Buffer was exchanged after 23, 49 and 75 houss.
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Figure 12.8. A medium (16 x 16 x 8 mm), growing two-dimensional gradient. (A) Filled contour plots
depicting the experimental values of Output concentration profile in from 5 hours (left) to 139 hours (sight).
The gradient continues to grow for at least 139 hours, when the experiment was terminated. Buffer exchange
occurred in the experiment after 22, 48, 71, 93 and 116 hours. (B) Corresponding fluorescent micrographs,
which are obtained in a raster fashion and stitched together as a mosaic, as the field of view of the 4X
objective used is smaller than the RD cell Dark frame correction was performed for the individual images
(see SI Note 52). (C) Filled contour plots depicting the simulated values of Output concentration profile from
5 to 139 hours. Leftmost plot in (C) depicts initial and boundary conditions of species. Reporter
concentration is Rg = 200 oM in both liquid reservoirs and in the agarose gel and is not depicted for clarity.

See Figure 3 in main text for RD cell cartoon diagram.
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12.5 | Reaction-Diffusion Device Fabrication

To fabncate the PDMS molds we used Sylgard 184 Silicone Elastomer Kit (Dow Corning) and
muxed 10:1 of polymercunng agent We epoxied 8x8x8 mm wooden cubes (Amazon com) to the
bottom of a weigh boat to create the negative for the mold. Each calibration well was compnsed of
a single wooden cube and a reaction well was compnsed of a linear chain of three cubes so that the
1D RD cell measured 24x8x8 mm (LxW=xH) and the calibration wells (8 mm)’. Two-dimensional
molds were made from 4 or 9 cubes (dimensions of 16x16x8 or 24x24x8 mm, respectively) and the
diameter of the cylindrical wells was 7 mm_ The polymer and curing agent were well-mixed, poured
into weigh boats and then placed in the desicecator for 90 munutes to eliminate entrapped air bubbles.
The device was then cured for 2 hours at 65 °C. The PDMS mold was then extracted from the
weigh boat. Dust particles were removed from the PDMS mold using Scotch Tape and the glass
slide (48265 mm, Ted Pella) was cleaned using 70% EtOH and doed with N,. To attach the glass
slide to the PDMS, the coverslip and PDMS were treated for ~45 seconds each using a corona
surface treater (BD-20, Electro-Technic Products). The device was set at 1.5 hours at 85°C to help

promote bonding of the glass to the PDMS.
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12.6 | DNA Sequences

12.6.1 | Diffusion Measurement Experiment
ssDINA used in Diffusion Expeniment (shown Figure 2A):

Rb28f: /5TEX615/GTATTGTTGAATTGTAGAGTATT

dsDINA used in Diffusion Experiment (shown Figure 2B):
Rb28f: /5TEX615/GTATTGTTGAATTGTAGAGTATT

Rb28f full comp: AATACTCTACAATTCAACAATAC

12.6.2 | System (1-2)

Reversible Reporter 5

Rv5q: CCACCAAACTTCATCTCA/3IABEFQ/

Rb5f: /56-FAM/TGAGATGAAGTTTGGTGGTGAGA

Source 6 5

W6_5: CATAACACAATCACATCTCACCACCAAACTTCA

Gb6(5bp): TGAGATGTGATTGTGTTATGAGATG

Imtiator 6

W _6_: CATCTCATAACACAATCACATCTCA

Recapturer 5
Dv5: CACCACCAATCTTCACT
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Db5: AGTGAAGTTTGGTGGTGAGATGTTTITTACATCT

(base pair musmatch)

12.6.3 | System (3-4)
Reversible 28
Rv28q: TCTACAATTCAACAATAC/3IAbRQSp/

Rb28f: /5TEX615/GTATTGTTGAATTGTAGAGTATT

Source 27 28
W27 28: ACAACACTCTATTACAATACTCTACAATTCAAC

Gb6(5bp): TGAGATGTGATTGTGTTATGAGATG

Imtiator 27

W_27 : ACAATACAACACTCTATTACAATAC

Recapturer 28

Dv28: ACTCTACAAATCAACAG

Db28: CTGTTGAATTGTAGAGTATTGTATTTTTACAAT

(base pair musmatch)

229



A B L.y hia

= 100

g |—==TO0 [O)inh)
w210 M)

=5 350 [o{nhd)
Ea =TI (M)

w0 [ {nM}
3
0.2 hra
2

v 7 @ .

0 50 100

time [hirs)

Clonmts ==

Scotch tape? B = - + +
Figure 12.9. Preventing Evaporation. One significant factor in accurately converting fluorescence values to

DNA concentrations was ensuring that material did not evaporate during time lapse imaging. Specifically,
when covered only with a glass coverslip, almost all of the moisture in the calibration wells would evaporate
in ~24-100 houts, leaving the agarose hydrogel at 1-5% of its original volume. This would, in turn increase
the fluorescence of the sample as the evaporation process concentrates the DNA species, seen in (A) mean
fluorescence vs time of the calibration wells (yellow, green and purple lines) and in the fluorescent images in
(B). However, the two calibration wells sealed with Scotch tape did not significantly change fluorescence over
the course of 130 hours (red and blue lines). Thus, we sealed all calibration and reaction channels with Scotch
tape to mitigate evaporation. Border color in optical images (right side) corresponds with line color in plot.
Optical images are shown after 1 hour (above) and 90.2 hours (below). Inset cartoon cube diagrams show

(above) a calibration well full of agarose solution with DINA and (below) a well after some evaporation

resulting in a solution that 15 more concentrated i DNA species.
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Before Dark Frame Correction After Dark Frame Correction

Figure 12.10. Dark frame correction to reduce edge effects in image montages. For the sake of
continuity in fluorescence images, we eliminated the majority of the edge effects (typically a darker ring
around the outer pixels) by using standard dark frame correction algorithms. While still not perfect, the dark
frame correction eliminates the majority of the imaging artifacts. A more sophisticated algorithm like flat
fielding wonuld likely eliminate more edge effects, however, it seemed infeasible to obtain the necessary
uniformly lit images for every image in the set Immediately after image acquisition, we use a binning
algorithm to compress the images, as a typical experiment captures ~20,000 images and an image captured on
the 16-bit Infinity 3 CCD camera has 2752 x 2192 pixels (which would amount to ~240 Gb of data per
experiment). The binning algorithm takes the mean intensity value of the nearest 4x4 pixels and stores the

resulting value as a new pixel (resulting in a 16X compression).
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13 | DNA Strand-Displacement Timer Circuits

Summary. Chemical circuits can coordinate elaborate sequences of events in cells and tissues, from
the self-assembly of biological complexes to the sequence of embryonic development. However,
autonomously directing the timing of events in synthetic systems using chemical signals remains
challenging. Here we demonstrate that a simple synthetic DNA strand-displacement circuit can
release target sequences of DNA into solution at a constant rate after a tunable delay that can range
from hours to days. The rates of DNA release can be tuned to the order of 1-100 nM per day.
Multiple ttmer circuits can release different DNA strands at different rates and times in the same
solution. This circuit can thus facilitate precise coordination of chemical events i wifro without

external stimulation.

13.1 | Introduction

While gene networks in cells can orchestrate intricate processes by modulating gene expression
to release a series of target molecules at specified times,'” synthetic in vifm biochemical protocols
commonly involve manual steps performed by an exzpenmenter, in which reagents are added,
filtered, heated or otherwise altered. Artificial mechamisms to automate the temporal release of
trgger molecules would make it possible to direct sequential events without the need for external
sumulation. Further, the timed release of molecules using such a process could act as a tngper to
control self-assembly processes,” multistep reaction cascades,’ or to time the release of signaling
molecules or other reagents in cell culture ™

In thus paper, we build a chemical fimer growif that releases a tarpet sequence of DNA at a
constant rate from DINA complexes after a tunable delay peniod. In contrast to previously designed

synthetic ## vifr transcrptional timer circuits,”” our timer is controlled solely by DNA strand-
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displacement processes, which have previously been used to perform diverse information processing
tasks inchiding Boolean logic,'""® signal amplification’®" neural network computation®™ and
oscillatory signal generation * The timer circuit is designed such that the strand that is released can
be coupled to many of these systems in their present form, suggesting that timer circuits will make it
possible to activate elaborate information processing tasks at specified times. Further, a design based
on strand displacement reactions alone should allow the circuit to operate in a vanety of buffers and

at a variety of temperatures without redesign '’

L delay

Concentration

Figure 13.1. Schematic for the operation of a timer circuit. The output species (blue) is constantly
produced at rate s, but is rapidly consumed by the delay species (yellow). This rapid consumption prevents

the accummulation of output until ime tau,,, when the delay species iz depleted.

The timer circuit works by suppressing the release of a single-stranded DNA molecule for a
delay peniod, after which the molecule is allowed to increase in concentration at a constant rate. We
show how to design a timer circwt within an abstract chemical reaction network, and then describe
an implementation of the abstract network using a simple set of DNA molecules that interact
through strand-displacement reactions. Next, we investigate the range of delay penods and release
rates that are possible using our circwt, and finally demonstrate that multiple timer circuits can
operate withun the same solution.

The timer circuit consists of two simmltaneous abstract chemical processes: production (Eqn. 1)

and delay (Eqn. 2)
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In the production process, the output O 1s released by a zero-order reaction at a constant rate £,
In the delay reaction, O is rapudly converted into inert waste when it reacts with a delay species D. If
£4in| O] [D]>>£,,.5, O cannot accumulate until all of D has been depleted (Fig. 1).

We call the time dunng which O cannot accumulate the delay time, ta,, which 1s the time

needed to produce enough O to consume all of the D that is imitially present:

Laelay = Ll (3)
This time can be easily tuned by changing the initial concentration of D.
Duning the delay peniod, [O] remains very small because any molecules of O that are produced
are rapidly removed. After D is depleted, however, [O] increases linearly with time. The approzimate

concentration of free O 15 therefore

kpmdf(kdglay[n]) ~ 0, ift < tdela:,r
kpmd(t — tdelay), otherwise

[0] ~ { )

where [O] and [D] are functions of time.

To construct a timer circuit that controls the release of a DNA strand, we built a set of DNA
strand-displacement reactions that emulate the abstract reactions in Equations 1 and 2 (Fig. 2) %%
The domain level structure of our complexzes follows a DNA architecture previcusly used for
Boolean logic circuit evaluation.”” Within this implementation, strand O is initially partially bound
within a complex. The production process frees O from this complex, making O available in its full
single-stranded form (Fig. 2a). The delay process likewise sequesters O in a waste complex in which
the toehold domain of O is covered (Fig. 2b). Because an exposed toehold domain is generally

required to initiate downstream strand-displacement reactions, the delay circuit will control when O
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15 available in a functional form.

13.2 | Production

The production reaction releases an output molecule O when a source complex S and an
mitiator strand I react (Fig. 2a). This strand-displacement process is facilitated by the spontaneous
pairing and un-pamning of the bases on the ends of the source complex, ie frayjing. Duning the short
time periods when these bases are frayed, I can bind and compete with O until one or the other 1s
displaced.

Reactions imtiated by fraying alone have an exceptionally small reaction rate constant, on the
order of 0.5 M’s™, which we denote by kg&vz*'b On the order of days, very little S and I react,
allowing us to assume [S] and [I] remain effectively constant when considening shorter time scales.
To release an appreciable concentration of O, we use a large amount of S and I in a reaction. The

rate at which O 1s released into solution can therefore be approximated as a constant we term £,

T = koup (ST = Kproa )
Equation 5 shows that £,,; can be tuned by changing the iitial concentrations of S and I. For
simplicity, and to maximize the time duning which the appromimation of constant concentrations is
reasonable, we keep their imtial concentrations equal, ie [S],=[I];. At longer time scales, the

approximation of a constant &,,, 1s violated and [O] increases according to 2*% order reaction

kinetics.
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Figure 13.2. Strand-displacement reactions for a timer circuit. (s) PRODUCTION: Output is slowly
released from source in the presence of initiator. (b)) DELAY: Output is rapidly consumed by the delay
complex. () REPORTING: Free output binds reversibly to a reporter complex, separating quencher and
fluorophore modifiers. FAM and TexasRed paired with appropriate quenchers were used to report on two

different output sequences (SI 0).

13.3 | Delay

To keep [O] low while the delay species is present, the delay reaction must sequester O at a rate
much faster than &,,; The delay complex D (Fig. 2b), which has a 7 base pair (7bp) single-stranded
toehold domain that binds to O and co-localizes it with D, acts as a concentration thresholding
device ' Reactions mediated by 7Tbp toeholds proceed at approximately six orders of magnitude
faster than reactions without a mediating toehold ** A 2bp clamp (green in Fig. 2b) inhibits some
undesired interactions between S and D while ensuning that the reaction between O and D remains

strongly forward-biased. Clamps with only 1bp may not reliably prevent interactions at that end and
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clamps with greater numbers of bases (eg 5bp) are expected to strongly decrease the sequestening
ability of the thresholding device due to reaction reversibility. """

To monitor the reaction’s progress, we also include a reporter complex modified with a
fluorophore and an associated quencher to track the concentration of free O over time. This
complex reacts reversibly with the output strand on a time scale much faster than the production
reaction, but slower than the delay process, and produces fluorescence as a function of [O] at a
given time (Fig. 2¢). The concentration of O is related to the fluorescence levels using a calibration
curve (SI 1).** To build a timer circuit, the source complex S and the delay complex D are initially

combined and the timer 1s tngpered upon the addition of the imtiator strand 1.
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Figure 13.3. Production, Delay and Timer circuit reactions. () Production kinetics in the absence of D.
Release rate 15 dependent upon initial [S] and [I]. (&) [O] decreases proportionally to added [D]. (¢) Delay time
was tuned by changing the initial concentration of the delay species D. [S]o=[I]c=1 pM. (&) Plot of delay time

vr. initial concentration of D, showing an approzimately inear relationship after an mitial offset.

To demonstrate that the individual reactions performed as desired and determine how the

production rate vaned with imtial concentrations of 5 and I, we tested each reaction in isolation at
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25°C (Fig. 3a-b, SI 2). To test the production reaction, we vared [5],=[I], from 0.25 pM to 2 uM
(Fig. 3a) and determined the average £, to be 0.4910.13 M's™ (Supp. Table 2) which is in good
agreement with previous estimates**** We calculated, using [S], and [I],, that £, varied from 0.15 to
4 nM/hour over the range of concentrations tested (Supp. Table 2). When the delay reaction was
tested 1in 1solation, the delay complex sequestered free O, resulting in a sudden decrease in output
detected by the reporter (Supp. Fig. 7). The decrease in [O] matched the concentration of D added
to the reaction solution (Fig. 3b).

To characterize the delay time before S begins accumulating as a function of [D], (Eqns. 3 and
4), we vaned [D], while keeping the production rate (determined by [S], and [I],) constant. O
remained low for a delay penod that increased with [D], (Fig. 3¢c). For each tral, we used linear least
squares fitting to identify the portion of the production regime with the steepest slope (SI 3) and
used the slope and y-intercept of this fit to calculate the delay time. This method allowed us to
measure the delay time without being affected by the ramp up in release that occurs because small
amounts of D are still present when release noticeably begins. We observed that the delay time
vaned linearly with respect to the initial concentration of D (Fig. 3d). We also tested two other imer
circuits with lower initial concentrations of S, I and D, and obtained systems with similar delay times

but slower rates of output release (SI 3).
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Figure 13.4. Multiplexed timers. (&) Schematic of multiple timer circusts operating within the same solution,

releasing independent output strands at different times. (&) Two timers release output with the same rate but
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at different times (9 and 17 hours). Here, [S]o=[]s=0.5 M and {[D]sn1, [Dlsy}={46 oM, 63 aM}. Dashed

Lines mdicate the same reactions ezcept with each system in isolation.

13.4 | Multiplexing

Because the delay circuit is based on DINA strand-displacement events involving a particular
DNA sequence, it 1s possible to create multiple circuits that use different sequences and can tngger
the delayed release of two different DNA strands (Fig. 4). To characterize the operation of two
timer circuits in a single solution, we prepared a second timer circuit and reporter complex with
different sequences and fluorophore/quencher than our orginal system. The second system had the
same qualitative behawvior, and it was possible to programmatically tune both delay times and release
rates. Differences in rates and delay times were observed between the two systems, possibly due to
differences in toehold sequence that affect reaction rates (SI 4-5). The two systems were able to
operate together in the same solution with wirtually identical kinetics to those observed when the

systems were operated apart (Fig. 4).

13.5 | Discussion

The timer circuit developed here successfully releases target strands of DNA into solution at a
constant rate after a delay period. The sequence, delay time and production rate were easily tuned
without needing to redesign the release system. We demonstrated delay times on the order of hours
to days and production rates from a few nM/day to a hundred nM/day, which for volumes of 100
pL are approximately 0.1-10 nmol/day.

While the release of O observed (Fig. 3, SI Figures 8-10) qualitatively followed our simple model
descnbed 1n Equations 1-5, there were differences between expenments and reaction curves
predicted by the model. Notably we found that the release rate of O decreased faster and to a greater

degree than the predicted reaction curves, supgesting the existence of uncharacterized reactions (ie
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leak reactions) between 5 and D or the reporter. Based on the expeniments, we hypothesize that
DNA synthesis errors (g base-nusmatches, truncations, additions or deletions) in the bottom
strand of the S complex led to leak reactions and pathways that explained most of the dewation
from the simple model By accounting for these and other more minor leak reactions, a model was
developed that provided a close fit with the expenimental observations (SI 6), indicating that models
can be used to program the rate and timung of output release.

By designing a circuit in which the output DNA sequence is an aptamer™ — ie sequences of
DNA that bind specifically to non-DNA species such as proteins™ and other small molecules,” the
circuit described here could also be used to control the dynamics of a wide range of other chemical
systems beyond DNA strand-displacement.

Timer devices that can be programmed to release a particular species with a pre-specified delay
could be important for designing cascades for therapeutics or for self-assembly™™ in which different
species are activated at different times. The constant low-rate of production we have shown could
be used to design therapeutic hydrogels with novel, linear release profiles or within a reliable pulsed
delivery system by combimng it with a threshold amplifier system such as those used for signal

restoration in molecular logic circuits.***
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14 | Supplemental
Displacement Timer Circuits

14.1 | Materials and Methods

Information; DNA Strand-

The timer circuit was designed following the principles outlined in Supp. Reference 1. Sequences

for each domain were drawn from Table S1 of the Supporting Online Material for Supp. Reference

1 and are listed here in Table 1. Domains §6 and 55 listed below correspond to Domains 7 and 2

depicted in Figure 2 of the Main Text and Supp. Figure 0. The toehold (# domain of System 2 was

designed to have mumimal non-specific interactions with the sequences of both systems using

NUPACK * Domain Names and Sequences are listed 5" to 3°. Additional schematics of the DNA

complexes and the reactions are shown in SI 2.

Table 1: Sequence Data

Domain

Strand Names MNames Sequences

CA TAACACAATCA CA TCT CA
Source 1 Top S6155 CCACCAAACTT CA
Source 1 Bottom # S TG AGA TG TGATTGTGITA TG
Imitiator 1 So ¢ CATAACACAATCACATCT CA
Delay 1 Top 55 CA CCACCAAACTTCACT
Delay 1 Bottom 55'¢ 56" 2m) | AGTG AAGTTTGGTGG TG AGATG TG
Reporter 1 Top 55 t Ouencher CA CCACCAAACTT CA'TCT CA/3IABKFQ/
Reporter 1 Bottom FEAM ¢ 55'¢ /56-FAM/TG AGA TG AAGTITTGGIGG TG




AGATG
Reporter 1 Full
Complement PRS- CA'TCT CA CCACCAAACTTCATCT CA
AC AACACTCTATT AC AAT AC
Source 2 Top S27 1528 TCTACAATTCA AC
Source 2 Bottom #8527 GT ATT GT AATAGAGTGTT GT
Initiator 2 S27¢ AC AACACTCTATT AC AAT AC
Delay 2 Top Sa28 AC TCTACAATTCAACCA
S2g' ¢ 527
TG GT TGAATTGTAGA GT ATT GT AA
Delay 2 Bottom (2nt)
Reporter 2 Top 528 t Quencher | AC TCTACAATTCA AC AAT AC/3IABRQSp/
TexasRed # §28' | /5TexRd-XIN/GT ATT GT TGAATTGTAGA GT
Reporter 2 Bottom 4 ATTGT
Reporter 2 Full
AC AAT ACTCTACAATTCA ACAATAC
Complement t528¢
(S)ource == b ST S o
T
(I)I"‘I itiatﬂr + CATAACACAATCA
(O)utput 1 2o TAACACAATC CCACCAAACTTCA
2 ) - .
(D)elay - z_‘ GT 7 GTCGTGGTTTGAAGT GA
(RJ' ; CACCACCAAACTTCA -Quenchear
eporter T * GTGETEETTTGAAGT -Fluorophore

Figure 14.1. Schematic of reaction species with their sequences as listed in Table 1. Reactions between
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species for the timer circuit are shown in Supp. Figures 3 and 6.

Sequences were ordered as lyophilized powder from Integrated DNA Technologies (IDT). The
Reporter Top and Reporter Bottom strands were ordered purified by high-performance liquid
chromatography (HPLC) and all other strands were ordered impure with standard desalting. Strands
were suspended in Millipore purnified water to a concentration of ~1 mM and stored at -20°C.
Empirical oligonucleotide stock concentrations were determined by assaying the absorbance
(OD260) of 1000x diluted samples of each stock solution at 260 nm The extinction coefficient
provided by IDT was used to calculate stock concentrations using the Beer-Lambert law.

Source, Delay and Reporter complexes were prepared at a concentration of 100 yM in
Tris-acetate-EDTA buffer with 125 mM Mg™™ (1x TAE/Mg ). Each complex was annealed in an
Eppendortf Mastercycler PCR by holding the solutions at 90°C for 5 munutes followed by cooling at
-1°C per minute down to 20°C. After annealing, the Source complexes were incubated with 100 pM
of their complementary Initiator strand overmght at room temperature to react with any poordy
formed Source complexes. The Source complex was not incubated with any other strands or
complexes due to the increased complexity of gel punification.

After annealing each complex and incubating the Source complexes overmght, all
complexes were purified by polyacrylamide gel electrophoreses (PAGE). Ten percent
polyacrylamide gels were cast by mixing 3.25 mL of 19:1 40% acrylamide/bis solution (Bio-Rad)
with 1.3 mL 10x TAE/Mg ™" and 8.45 mL Millipore-purified H,O. This solution was polymerized by
the addition of 78 plL. 10% ammonmum persulfate (APS) and 54 pl. tetramethylenediamine
(TEMED) in a gel cassette with a large single well comb at the top of each gel Fifteen percent
polyacrylamide gels were prepared in a sinmlar fashion except with a corresponding higher fractional
volume of 40% acrylamide/bis stock solution Two hundred microliters of annealed DNA

complexes were mixed with 6x loading dye (New England Biolabs, product #B70215) and loaded
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into the wells of the gels in a Scie Plas TV100K cooled vertical electrophoresis chamber. The gels
were run at 150V and 4°C for 1.5 or 3 hours for 10% and 15% polyacrylamide gels. Reporter and
Delay complexes were purified using 10% gels and the Source complex was purfied using 15%
gels. After running for the appropnate time, the bands were cut out using UV-shadowing at 254 nm
for visualization. Bands were diced into ~1 mm”® pieces, mized with 500 uL of 1x TAE/Mg™~ buffer
and were shaken on a vortezer overnight at room temperature. The DNA solutions were then
transferred by pipet to a fresh tube leaving behind the gel pieces. The solutions were centrifuged for
5 minutes at 3000xe to precipitate any remaining gel pieces. The DNA solutions were transferred to
a new tube and stored at 4°C until use. The concentrations of these purified complexes were then
measured with an Eppendorf Biophotometer with a dilution factor of 30x using the approxzimate

extinction coefficient (g):

EFinal = ETop—strand T EBottom—strand — 3200Ngr — 2000Nge
where N indicates the number of hybridized A-T or G-C pairs in each complex ®

Reaction kinetics were measured on quantitative PCR (QPCR) machines (Aglent Stratagene
M=3000 and M=3005 series) at 25°C. Reactions were prepared in 96-well plates using 150 pL./well
volumes. Each well contained 1x TAE/Mg™~ and 2 uM PolyT,, strands to help displace reactant
species from the pipet tips used to add species and potentially from the well walls. In a typical
experiment, Millipore-purified H,O, TAE/Mg~ and PolyT, strands were first mixed together
Reporter complexes were then added at 100 oM for System 1 or 200 nM for System 2. Baseline
fluorescent measurements of the Reporter complex alone was conducted for each expeniment for
0.5 to 1 hour with measurements every 1 to 10 munutes. This baseline was taken to be where the
[Output] is equal to zero as detected by the Reporter and was subtracted from all subsequent data.

After measunng this baseline, DINA strands or complexes were added to each well, depending on
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the expeniment (see SI 1-4). Fluorescence measurements were taken every 1-5 numutes for Delay

characterization or every 5-10 minutes for Production characterization and Timer experiments.

14.2 | Reporter Calibration
The Reporter complex (Fipure 2¢ in Main Text) was used to indirectly measure the
concentration of the single-stranded Output strands in solution as a function of time. A Reporter
that reacts reversibly with the Output species was used as an irreversible reporter could compete
with the Delay species. The reporter follows the reaction:
ky
Reporter + Output = Fluorophore + Quencher (SI-Eqgn. 1)
Kr
where the quencher-modified top strand of the Reporter complex is displaced by an invading strand
causing in increase of fluorescence. The forward reaction rate constant, kf, is expected to be around
5x104 M-1s-1.4 Two calibrations were conducted to translate measured fluorescence intensities to
levels of free Output concentration for each exzpenment It was assumed that the measured
fluorescence was proportional to the concentration of unqguenched fluorophore, [Fluoro] (eg.
Fluorophore in SI-Egn. 1), through a proportionality constant . To determine o, we measured the
fluorescence of the Reporter complex with known concentrations of the full complement (FC) to
the bottom strand of the Reporter (see Table 1) and measured the change in fluorescence before and

after addition of the complementary strand (Supp. Figure 1). In general, we used the equation

[FC]= u*AFluorescence+  (SI-Eqn. 2)
for [FC] equal to 0, 25, 50, 75 and 100 nM. In the ideal case, f is equal to zero. Alpha was
determined by calculating the slope after fitting a line to [FC] vs. AFluorescence (Supp. Figure 1).

This calibration enables the normalization of all fluorescence data into [Fluoro.]. Additionally, Supp.
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Figure 1 shows that photobleaching of the fluorophores are not a significant factor in measunng

fluorescence as seen by the stable, non-decreasing intensity values.
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Figure 14.2. Example calibration plots for the Reporter complex with its full complement to convert raw
mtensity values into [Fluoro.]. FC was added to 100 oM Reporter at concentrations ranging from 0 — 100

abl as noted in the legend.

To convert the [Fluoro.] into [Output], the K, for the reporter reaction shown in SI-Eqn. 1 was
calculated by mixing the Reporter complex with known concentrations of Output strand and using

the equation:

K. = [Fluoro.]*2
20 ([o]lg—[Fluoro])([R]le—[Fluoral)

(SI-Eqn. 3)

where [0, is the concentration of Output (eg 25, 50, 75 or 100 nM) added to the Reporter
solution and /R], 1s the imtial Reporter complex concentration (e,g 100 nM). In general we found
that the intensities measured with this calibration method decreased over the duration of the

experiment (Supp. Fig. 2a), possibly due to Reporter complexes becoming stuck in the “off” state.
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Due to this decrease, the K, was calculated as a function of time. The data was segmented into 75
bins (~1.5 hours each), with each bin having a K_ calculated as the average K, over the [Output]

tested (Supp. Fig. 2bc).

[a] [b] [c]
14000 T T T | 0.07 - : 0.07
0.069
12000 | 0.065
A 0.068
o '\'-._p_m%
. 0.067 - ]
10000 | 0.06 |
| 0.066
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E 2000 m xﬁﬂﬂﬁn 3 !En.uss.
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&000 0.05
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Time {hrs) [Output] (nh) Time (hrs)

Figure 14.3. Example calibration plots for the Reporter complex with Qutput to convert [Fluoro.] values
into [Output]. (a) Output was added to 100 nM Reporter at concentrations ranging from 0 — 100 nM as
noted in the legend. (b) For each time segment, the K, was calculated as the average value over the
[Outpuf]’s tested. Little variance was seen between the K.'s calculated at each [O] within a given time
segment. The initial segment is shown (t = 1 hr). (c) The K decreases as a function of time. Bach segment

usually contained 1.3-1.5 hours of data.

The concentration of Fluoro. was then converted into [Qutput] through the equation

[ ] _ [Fluere)®

B Fluoro. Een 4
qu([R].,_[me_]}‘F[ uoro. ] (SLEqn 4)

where [Fluoro.[, [O] and K, are functions of time. This equation reports the total concentration of

Output as the sum of free O in solution and O that 1s transiently bound to the Reporter complex.
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14.3 | Production and Delay Reaction Characterization

To understand the timer system, we initially characterized the production reaction (between the
Source and Initiator molecules) without a concurrent delay reaction. Multiple production reactions
using varnous concentrations of Initiator and Source were conducted to calculate the forward and
reverse reaction rate constants for the set of reactions shown in Supp. Figure 3. Two sets of
reactions were conducted: [S]=[I] and [S]x[I]=1. In the first case, the production rate (&,,; vaoes
because the product of the imtial concentrations of Initiator and Source 1s changing. In the second

case, the production rate 1s theoretically constant between expenments on “short” time scales.

(Dnitiator (0)utput
1 knbp 1 2 o
+ = +
1 2 a kﬂbp 1
- -
(S)ource waste,

Figure 14.4. Schematic for the Production circuit. The Imitiator reacts with the Source complexz through
a fraying mechanism at the ends of the double-stranded regions to produce Output and waste;. The forward
and reverse reaction rate constant depend on DNA sequence and the point of strand-displacement

mtialization and thus could be different values, but for simplicity a single rate constant, o, was chosen.

The Source and Reporter were incubated for about 6 hours until the measured intensity
reached a steady state pror to the addition of I. This steady state intensity is thought to be a small
population of free Output left over from the punfication process, although interactions between the
Source and Reporter complexes may exist. The concentration of detected Output by the Reporter

corresponded to 0.01-0.02x[Source] used in each expenment (Supp. Figure 4).
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Figure 14.5. Characterization of the effect of [Source] and [Initiator] on the observed release of

Output. The Source is mixed with the Reporter after 1.5 hours and incubated for about 6 hours, when the
Initiator 15 added (denoted by black dashed lines). For the curves shown, [§] 15 equal to [I] and 1z shown in
the legend. The concentration of initial Output detected poor to initiation scales with the amount of [5]

added. Data 15 identical to that shown in Supp. Figure 5a and Main Text Figure 3a.

The post-initiation reaction curves were fit using MATLAB to initially calculate &, for this set

of reactions using the second-order reaction kinetics equation:

2B — kowp 11151 - kopp[O][waste,] (SLEqn. 5)

The Reporter reaction was not included in the fitting procedure because its equilibration kinetics
were assumed to be much faster (~10°x faster reaction rate constant) than that of the Production
reaction. However, the reaction rate constants calculated from this model did not capture the
dynamics seen in Supp. Fig 5a-b - e a quick release of O followed by a slower, more linear region.
We hypothesized that thus was due to a small concentration of Source that reacted quckly and

ireversibly with the Initiator present in the reaction volumes, perhaps because of errors in
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sequence produced dunng solid state DNA synthesis. We call this small population [S],., which
reacts with reaction rate constant £__, To account for this possibility, we used the following

equation to generate a better fit to the expenmental data:

d
% = kopp[11[S] — kobp[O][waste;] + kieai[S]Leax[!]

and to calculate the model parameters &, & and [S]., Additional information regarding S,
can be found in 51 6. An example of such a fit 1s shown in Supp. Figure 5c and the fit parameters are
compiled in Table 2. The average &, was 0.4910.13 1/M-sec which 1s in good agreement with the

reported value of 0.5 1/M-sec.* [S];.., vaded from 0.5 to 4.7% of [S],.

[a] [b]

200 : 100 :

—025 uM ——Data
180 } =05 M 80 = wm Modal I.
. Ky = 05 1/1-58C
160 —1250M BO - - k., = 53.06 1/M-sec
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Figure 14.6. Characterization of Production reactions. Production reactions were measured for [Source]
= [Initiator] in the range of 0.25-2 uM (a) and for [S] x [[] = 1 (b). The legend in (b) shows the concentration
of Source in the reaction mixture. (c) Example comparison between experimental measurements and the
model resulting from the fit of reaction rate constants for [S]=[I]=1 pM. Reaction curves were fit using a

bimeolecular reaction kinetics model to caleulate a second-order reaction rate constant. Reaction rate constants
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for each curve are listed below in Table 2.

As shown in Supp. Figure 5a, the production rate varied with the concentrations of Source and
Initiator. From Equation 5 in the Main Text, the production rate is expected to follow a power law
(kproq~[S]3) when initial concentrations of S and I are equal The experimentally determined
production rate increased to the exponential of 1.6 with increasing S and I instead of 2. There was
also a small vanation in the production rate for the case [S]z[I]=1, where the itial £, ; was expected
to be constant among the reaction conditions tested (see Table 2). The deviation from the expected

result in both cases could be due to other undesired reactions present in between reaction species.

Table 2: Reaction rate constants for the Production reactions shown in Supp. Figuge 5. The production rate
constant (£ was calculated using Equation 5 Listed in the Main Text using the initial concentrations of
Source and Imtiator. Values listed are result of fit wuth 95% confidence interval bounds. Owerall values are

the average and standard dewiation of all rows (&) or rows mn the [S]=[I]=1 set of ezpenments (Komd).

Experiment | [S] | [ | #op (/M| &, kre (/M- [S]iee
Type M) | @) | sec) (@M/hr) | sec) (M)
025 |025 |0676X0.008 |0.152+0.002 | 336=20 13701
05 |05 |064530.006 |058+0.005 |129%7 46102
075 |075 |064730.004 | 131130009 |91*4 88102
[S1=0]
1 1 0.50130.004 | 1.80310.014 | 532 127504
125 | 125 |0439F0004 |24710021 |43%2 19.050.6
2 2 0.279+0.005 | 401670066 | 201 538120
SM=1 025 |4 0.32+0.01 1147002 | 8+1 117508
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05 2 0.46x0.01 1.6710.02 2712 132706

067 |15 0.46x0.01 1.65%0.02 3513 126206

1 1 0.39£0.01 1411003 5214 141207

15 0.67 0.53£0.01 1.91+0.03 9616 1824038

2 05 0.5520.01 1.9710.02 1297 159206
Overall 0.510.1 1.6%0.3

The Delay circuit module was characterized by the degree to which the Delay complex was able
to sequester free Qutput. The kinetics of the reaction between Delay and Output was too fast to
capture using the concentration ranges tested in order to fit reaction rate constants for the set of
reactions show in Supp. Figure 6. The Delay reaction 1s slightly reversible due to 2 extra bases on the
Delay complex that are not complementary to the OQutput (shown in green). These bases are
mmportant for decreasing undesired reactions between the Source and Delay complexes, whose
reaction rate constant is on the same order as the Production circuit (mutiahzed g framing).

However, this reaction set 1s expected to be very forward reaction dominated since & ~2x10°

1/M-sec and &___, ~10° 1/M-sec.*

(O)utput
1

(D)elay

Figure 14.7. Schematic for the Delay circuit. The Output reacts with the Delay complex through a 7

base-pair toehold to produce two waste species. Two extra bases on the Delay complex (shown in green)

waste,

mhibit a leak reaction between Source and Delay complexzes.




Two sets of experiments were run to investigate whether the Delay complex efficiently
sequestered Qutput in a reaction solution. The first set was run by adding D at vadous
concentrations to the Reporter followed by the addition of O. As shown in Supp. Fig. 7a, the
concentration of O detected closely matched the expected result: [O] = [0],-[D]. The second set of
experiments was run by first adding O to the Reporter followed by the addition of D, leading to a
sudden decrease in fluorescence intensity and detected free O (Supp. Fig. 7b). Again the remaming
[O] matched the expected concentrations determined by the amount of D added. The concentration
of O remaining when the D exceeded the initial concentration of O added did not fully decrease to

zero due to the reversibility of the Delay reaction (Supp. Fig. 6).
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Figure 14.8. Characterization of the Delay circuit. (z) O is added to R and D leading to a rise in detected
O by the Reporter. Black dashed lines indicate the times D or O is added to the Reporter solution. The
concentration of O and D added to each reaction mixture is annotated above each trace. [O] is the average
[O] over the last 30 data points. (b) D is added to Reporter and O leading to 2 decrease in flnorescence as O

15 being sequestered by D. The data in Fig. 3b of the Main Text is calculated from the data shown here in (a)
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and (b).

14.4 | Timer Experiments with System 1

Timer experiments were conducted similar to Production experiments, except both Source and
Delay were muxed with the Reporter after the imtial baseline was measured (~1 hour). Initiator
was mixed into the wells after the intensity reached a steady-state, at about 22-24 hours. Both 5 and
I were kept equal in these experiments. From Table 2, [S]=[I]=1 uM produces Output at ~1.8
oM/hr, [S]=[]=0.5 uM at ~0.6 nM/hr and [S]=[I]=0.25 pM at ~0.15 nM/hr (Fig. 3c-d in the Main
Text and Supp. Figs. 8-10).

The delay time (tpa,,) Was determined by calculating a moving linear fit of each curve post-
Initiator addition. The span of each fit included 100 or 60 data points, depending on the reaction
conditions. The step size was Y2 of the span in each case (50 and 30 points). The z-intercept from
the fit with the largest slope was chosen as the delay time. Other alponthms (e the time [O] or

d[O]/dt surpasses a specified value) gave similar time delays, but were more sensitive to noise/bias.
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Figure 14.9. [Output] #r. time and taesy #1. [Delay]
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for reactions using [S]=[I]=1 uM production conditions for System 1. Dashed lines in the left plot are guides
showing the calculated time delay. Dashed line in the night plot shows a linear fit for pomnts with tpasy greater

than zero. Data is the same as in Figure 3¢, d of the Main Text.
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Figure 14.10. [Output] #s. time and taewy #. [Delay] for reactions using [S]=[I]=0.5 pM production
conditions for System 1. Diashed lines in the left plot are guudes showing the calculated time delay. Dashed

line in the night plot shows a linear fit for points with tpa,, greater than zero.
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Figure 14.11. [Output] ps, time and tga., #r. [Delay] for reactions using [S]=[1]=0.25 uM production
conditions for System 1. Diashed lines in the left plot are giudes showing the calculated time delay. Dashed

line in the night plot shows a linear fit for points with tpa,, greater than zero.

The rate of production (d[O]/dt) was calculated for each reaction condition. The slope of each
curve was calculated as the average over the last 90 data points (15 hours). We found that the
production rate at that time point decreased shightly as a function of [Delay], possibly due to the
uncharactenized reactions mentioned elsewhere. Despite the Delay dependent effects observed, an

appropriate [Delay] can be chosen from a desired production rate and time delay using Table 2 and

Supp. Figure 11.
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Figure 14.12. Production rate g5, [Delay] and taa., #s. [Delay] for System 1. Production rate was
calculated as the average over the last 90 data points (15 hours). Production rate decreases with [Delay] due

to possible undesired reactions between circutt components.

14.5 | Timer Experiments with System 2

Exzpenments for System 2 were conducted the same as with System 1 except with a [Reporter]
of 200 nM. Output production from System 2 was found to be slower than with System 1 (Supp.
Figures 12-14). This could be due to DNA sequence differences between the systems; notably the
toehold domain of System 2 is expected to have weaker binding than that of System 1 because it has
less G-C base content. The 7bp toehold of the Delay complex is weaker as well Additionally, if
there are significant interactions between the Source or Delay and the Reporter complex, the
mcreased Reporter concentration could be an attnbuting factor. Finally, while System 1 had a

decrease in production rate with increasing [Delay], System 2 showed an increase in production rate

(Supp. Figure 15).
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Figure 14.13 [Output] #f. time and taasy, #8. [Delay] for reactions usmng [S]=[I]=1 pM production

conditions for System 2. Diashed lines in the left plot are guides showing the calculated time delay. Dashed
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Figure 14.14. [Output] gs. time and tgu., #s. [Delay] for reactions using [S]=[I]=0.5 pM production

conditions for System 2. Diashed lines in the left plot are gmides showing the calculated time delay. Dashed
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line in the nght plot shows a linear fit for points with tau,, greater than zero.
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Figure 14.15 [Output] ps. time and tgu., #s [Delay] for reactions using [S]=[I]=0.25 pM production
conditions for System 2. Dashed lines in the left plot are giudes showing the calculated time delay. Dashed

Line mn the nght plot shows a linear fit for points with tass greater than zero.
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Figure 14.16. Production rate g5, [Delay] and tga., #s. [Delay] for System 2. Production rate was
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calculated as the average over the last 250 or 100 data points (about 40 or 16 hours). Production rate

mereases with [Delay] due to possible undesired reactions between circuit components.
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14.6 | Multiplex Timer Experiments (Systems 1 and 2)

Multiplexing expeniments were conducted the same as the expenments described in 51 3-4.
Brefly, the Reporters of each system were mixed and a baseline was taken followed by the addition
of Delay and Source complexes. Initiator was added after 22-24 hours. For ezpenments
companng data of each system in isolation #r. together, the reaction solution contained Reporters
from both systems, but only the D, 5 and I from the system being studied (dashed lines in Supp.
Fig. 16). System 1 was tracked using FAM and System 2 with TexasRed fluorophores using two
different filters on the gPCR  Fluorescence from one fluorophore was not observed when

measunng the fluorescence of the other fluorophore.

[a] [b] [c]
50 50 50 -
System 1
= System 2

30" 30 -
=
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!
10} / 10+
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Figure 14.17. Additional examples of multiplexing two timer circuits. In each case, dashed lines indicate
a reaction with the system in isolation. (a) Reaction mixture conditions were chosen such that both systems
would release their respective O at the same time (19 hours) and rate. [S]e=[[]c=1 pM; {[D]sy1, [Dlsy2}={130
nM, 165 nM}. (b) The release rate of each system can be independently controlled while keeping the delay

time constant (9 hours). [S]o=[]e=1 pM for Sysl and 0.5 pM for 5ys2; {[D]spit, [D]spz}= {100 oM, 50 oM}.
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(c) The time of releasze (9 and 19 howurs) of each system can be independently controlled while keeping the

release rate constant. [Slo=[]o=1 pMM; {[D]sp1, [D]spz}={100 abd, 165 nll}.

14.7 | Timer Circuit Simulations and Characterization of Leak Reactions

Since the DNA strand-displacement circut can be represented by a senes of mathematical
equations (SI-Equations 1 and 5 and SI Figure 6), a model that matches the expenimental behavior
of the system could be built to further tune the circuut for future applications. However, we found
that a simple model denved from those equations failed to quantitatively capture the delay times
observed 1n expenments (Supp. Figure 17). Based on that nusmatch and the observation of an
mncrease in fluorescence (or detected O) by the Reporter when S 1s added in the absence of Lor D

(Supp. Figure 4), we postulated that a senes of interactions mught exist between S, D, I and

Reporter beyond what is predicted by the simple model

0O 10 20 30 40 50 60 70 0 10 20 30 40 50 60 70
Time {hrs) Time (hrs)

Figure 14.18. Comparison of data (left) and a model considering only abstract reactions described in
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SI-Eqn. 5 and Supp. Fig. 6 (nght) for System 1 using 1 pM S and I. Delay concentrations for both plots are
shown in the legend. Parameters for the model were as descobed in SI 2 (Supp. Figs. 3,6) and in Zhang and
Winfree* Note the decrease in overall production and increase i time delay of the model prediction

compared to ezperimental results.

In control expeniments, we found that muzing the Reporter and Source quickly produced an
observable fluorescence signal in the absence of Initiator (Supp. Fig. 4), suggesting that the Source
complex and the Reporter interacted in an undesired or “leak”™ reaction (Supp. Fig. 18a). While by
desipn these species could interact through a 4-way Obp pair branch mipration interaction, such a
pathrway would not explain the fast rate of reaction we observed. We therefore postulated that thus
reaction could be due to truncations or base mismatches within the toehold region of the bottom
strand of some S complexes. We designated S complexes with these vanations as the subspeaes
S, . These complexes would not have been separated from pure S complex during the purification
process because their electrophoretic mobality i1s very similar to that of 5.

We also observed that some leftover O remained after the gel punfication process due to the
proximity of the bands in the gel Punfying S using a 15% polyacrylamide gel instead of a 10% gel
sipnificantly reduced the level of pre-imtiation O detected, but some may still remain in the purified
S complex solution. The leftover O and S;,, complex are also expected to interact with the Delay
complex for imer circuit reactions. We also considered a leak reaction between the Initiator and the
Delay complex since there are 7 complementary nucleotides for a transient hybndization. The
schematic shown 1n Supp. Figures 18-20 shows the possible leak reactions considered here. Unless
specified in the fipure captions, reaction rate constants for these reactions were taken from
Supplemental Reference 4 or fit using the bimolecular rate equation shown in SI 2 and Supp. Figure
5. This approach of choosing reaction rate constants supports a physical representation of the

postulated reactions and prowides consistency with studies of other DNA strand-displacement
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reactions.

While the reactions described above may account for the umntended reactions that occurred
within the timer system, including these reactions in a model still predicted sigmficantly different
time delay values than what were observed expenimentally. To account for the decreased time delay
observed in expeniments, we added a small leak reaction between pure Source complexzes and Delay
complexes. While such a reaction would be expected to occur with a rate constant smaller than £,
a reaction rate constant of £;;, was needed to account for the large decrease in delay tume. As noted
i SI 2, we found that a reaction between S, _, and I produced a better fit to the production
dynamics. However, we would not expect this reaction to occur since S and I are incubated poor to
PAGE punfication of the S complex, any S species that would quckly react with I would be
removed. Supp. Figure 19 shows an example companison between expenmental data (System 1,
[S]=[M=1 uM) and the resulting model prediction. While these reactions are only a possible
description of the interactions between the DNA species, they show that an understanding of the
reaction behavior i1s possible through the incorporation of leak pathways. We found that
incorporation of each of these leak pathways into our model, using prewicusly published rates and
the fitted parameters of [S, ], &;,..; and £, as descubed mn SI 2 (no additional fitting parameters
were required) produced quantitative agreement between our model and the expenmental results
that we observed (Supp. Fig. 21). Thus, we expect that this model can be used to tune the system’s

performance, including release rates and delay times.
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Figure 14.19. Leak reactions between a Source complex with mismatches or base tmncations in the
toehold region and the Reporter complex lead to the detection of a fluorescent signal prior to the addition of
the Initiator. (a) Spew complex interacts reversibly with the Reporter to produce a fluorescent complex that

reacts irreversibly with the Initiator (b). £, was calculated from &g, (ref. 4) and the experimentally measured

F; of the Reporter-Output reaction (Supp. Fig. 2).
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Figure 14.22. Comparison of data and the model prediction for System 1 using 1 pM S and I. Delay

concentrations are listed in the legend. Reporter-only baseline was mitially measured followed by Source and
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Delay complexz addition at 1 housr. Initiator was added after 30 hours. Parameters and reactions included in

the model were as descobed above in Supp. Figs. 18-20 and in th.ﬂ.g and Winfree *

References

[1] Qian, L; Winfree, E. (2011) "Scaling up digital circnit computation with DINA strand displacement cascades " Saenve,
3326034, 1196-1201.

[2] Zadeh ]., Steenberg C., Bois ., Wolfe B., Pierce M., Khan A, Dirtks R, Pierce N. (2011) “NUPACE: analysis and
design of nucleic acid systems.”™ Josrmal of Compaarional Chemistry, 32(1:170-173.

[3] Puglisi, J. D; Tinoco, L Jo. (1989) “Absorbance Melting Curves of RINA ™ Merbodr in Enzymal, 180, 304-325.

[ Zhang, D. Y.; Winfree, E. (2009) “Control of DNA strand displacement kinetics using toehold ezchange™ J. Am
Chem. Soc, 13747, 17303-17314

271



15 | Programming the Sequential Release of DNA

Summary. This study presents a mechanism for releasing a series of molecules into solution, one
after another, with control over release timing. The process relies on stages of coupled DNA strand-
displacement reactions that first release an output molecule, and then tngger the mitiation of the
next release stage. We demonstrate the sequential release of four different strands of DINA, using
both asynchronous and clocked control over the release timung. We then demonstrate branched
control over release, where the presence or absence of an input molecule determines which release
pathway is active. This sequential release circuut offers a means to schedule downstream chemical
events, such as steps in the assembly of a nanostructure, or stages in the stimulus response of a

material

15.1 | Introduction

At their most basic level, computers are maclines that execute a programmed senes of
mstructions. In many types of chemical computing, each mstruction consists of the release of a
molecule into solution, changng that molecule’s concentration. One simple chemical program is,
“Release output molecule A, and then release output molecule B, and then release output molecule
C” (Fig. 1). This type of simple sequential program could, for ezample, coordinate processive
behavior in physical matenals if the released molecules coordinated downstream chemcal reactions

or assembly processeses’.

4 Outputi Output: Outputs
[]

Triggers

-
time
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Figure 15.1. An idealized sequential release circuit. At each stage an output molecule 15 released, and then

the next stage is tripgered. The red stage triggers the cyan stage, which triggers the green stage, etc.

In this study, we outline a method to release an ordered senes of output molecules in solution,
from a sequestered state. The mechanism of release consists of stages of paired reactions that first
release an output molecule quuckly (Eqn. 1), and then slowly tngger the next reaction stage (Eqn. 2).

The large difference in the rate constants of these reactions ensures that each current stage will be

essentially complete before the next stage 1s trippered.

. Fast
Release Ouiput: Trigger; + Payload;4 = Output; (1)
B . slow B
Convert Trigger: Trigger; + Convert;;,; — Triggeri,, 2

This system can either run asynchronously, or can be coupled with a central clocking mechanism

that slowly generates Trigger, to control the pace of execution (Eqn. 3, see details in section 2).

Kpr ,
Clack control: 0 23 Trigger 3

Here we implement sequential release programs that can release different sequences of DNA
using DNA strand-displacement (DSD) reactions. DSD reactions are desipned interactions between
short synthetic strands of DNA, in wluch an mnput strand binds to a partially double-stranded
complex and displaces an incumbent output strand into solution®. The reaction rate constants for
DSD reactions are mediated by a short single-stranded DNA ‘“toehold’ domain. By varying the

length of the toehold domain from 0 to 7 nucleotides, the rate constant can be tuned across six
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orders of magnitude at room temperature’. Cascades of DSD reactions, in which the output of one
reaction can serve as a reactant to a downstream process, have been used to implement a growing
library of signal processing circuits, including amplifiers*’, Boolean logic gates®™, a neural network®,
an oscillator'®, a timer'®, and a feedback controller®. Further, DSD circuits can control molecules
other than DNA by designing their output to be aptamers, or sequences that can bind to proteins®’

and small molecules'.

15.2 | A sequential release cascade

To implement the reactions outlined in Eqn’s 1-2, we start by specifying a set of target Output
strands of DINA that we wish to release in senes. Each Output is imtially sequestered in an inert
state within a complex called the Payload. A set of Trgper strands 1s then designed to release the
Outputs from the Payloads, following Eqn. 1. We select a 7nt toehold for the Trigger complex,
which has the fastest rate constant (~4uM~1s~1) available to DSD reactions at room temperature’.
Next, we designed a set of Convert reactions to translate each Trgger, molecule into the next
Togger,,, molecule in the series, following Eqn 2, mediated by a slower 4bp toehold (~2 -
10~2uM~1s71). To track the Outputs, we append a fluorescent modifier to each of the Outputs,
and a quencher to the bottom strands of the Payloads (Fig. 2a). Our desipn uses the “leakless™
DNA strand-displacement architecture’® to suppress unintended leak reactions directly between the
Convert and Trigper complexes. This architecture imposes some sequence overlap between the
Outputs from each stage, however the sequence overdap can be eliminated with an additional
translator reaction inserted after each stage (see SI1).

To test whether the sequential release cascade releases Qutputs in the sequential order, we

prepared a four-stage cascade by muixing 25nM of each Payload complex, together with 37.5 -

(4 — i)nM of the Convert,,., complexes for i=1, 2 or 3 to translate each Trigger, to Trgger.,.
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Earlier stages requre high concentrations of their convert complex to dove all of the remaiming
downstream stages. 112.5nM of the Tngger, strand was added to this mix to trgger the reaction
cascade, and the resulting kinetics were tracked by measunng changes in fluorescence over time (See
full materials and methods in SI2). The fluorescent Outputs were released in the designed order (Fig.
2b). The release rate decreased at every stage, as additional convert steps (of the form in Eqn. 2) are

required to translate Trigger, from the 1* stage into Trigger, on increasing i stages.

(a) 1 .
Trigger,: —_— —_— - Trigger releases Output
and then converts to Trigger
’i' Cutput
Payload.: TEIEB CCACL R
i 1 AGA AEhETGG g & T‘ﬂi'.p.
2 K
Convert, ,: A A TELGh caocEEmTCT RATT LA
"‘ Duitpuit
Payload,: aGaBT ERTEE BT ABAGT 11T HH“::,
3 3 Trigger,
Convert, ;: aca R EEREERRAERAET PO B TET A TECRATS
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Pﬂ'h"lnﬂdal GEGTAEAGT TTICA CTAEAET A& ??TG_%_. _
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2 o Output, |Cy5]
=
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=
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time (h)
Figure 15.2. Asynchronous Sequential Release. (a) The reaction cascade consists of stages of Payload and
Convert complexes (Stages 1-3 shown, see SI3 for sequences to all stages). At each stage, a Trigger molecule

first reacts quuckly with the Payload to release a fluorescent Cutput into solution. Any remaiming Tﬁgﬂ then

reacts slowly with the Convert complex, which converts it into the Trgger molecule for the next stage. (b)

Exzperimental data showing the fluorescent Outputs being released in order, with 25nM Payloads and
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37.5- (4 — i)nM Convert;;=1. We used the leakless architecture!® to prevent some umntended leak reactions

between Convert:;+1 and Payload: complezes. See SI4 for data processing proceduce.

15.3 | Clocking

To make the timing of the release events more uniform, we add an upstream clocking reaction
that continuously produces Trigger, at a constant rate, replacing the large initial concentration of
Togger,. In this manner, we can make the clocking production reaction into the rate-limiting step
and thus control the pace of the reaction. The production reaction is performed by imutially
sequestering Trigger, within a high concentration Source complex. An Initiator strand reacts with
the Source to displace Trgger, into solution (Fig. 3a), where it can then react with the sequential
release cascade. By designing the reaction between Source and Initiator to have a very small rate
constant, we can ensure very little Source and Imitiator 1s consumed on timescales of several days,
and thus can approxzimate their concentrations as constant. This allows us to treat the net

production rate as roughly a constant k., for the duration of the expenment (Eqn. 1)t
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Figure 15.3. Clocling. (a) Clock production D5SD cirewit'®. (b) Experimental data showing the production
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circuit releasing Trigger, with 1uM Source and Initiator, without a downstream sequential release cascade. (c)
The sequential release cascade connected to the production circuit with 1uM Source and Imitiator, 25nM

Payloads, and 37.5- (4 — i)nM Converti;+1. The timing of release events is now rate Limited by the

production cireuit, making the delay times between stages roughly linear.

d[Triggery] _

— release [SOurce][Initiator] & Kyroq (1)

To verfy that the clock circuit can sustain approximately linear release rates of the Trgper,
molecule, we mixed Source and Imitiator together at 1uM in the presence of 300nM Payload,. By
tracking increase in fluorescence, we could indirectly infer the rate at which Trigger, was released
(Fig. 3b).

Mext, we coupled the clock reaction with the sequential release cascade to release the Outputs at
regular intervals. We mixed 1uM Source and Initiator with 25nM of each Payload complex,
together with 37.5 - (4 — i)nM of each Convert,,,, complex As expected, we still observed the
same order of Output release events, but now with a slower and more regular interval between the

stages (Fig 30).

15.4 | Branched Pathways and Conditional Statements

The circuits i the previous section execute a linear release program with no branching, which is
analogous to a computer program that does not have any conditional “if” statements. Every time
they are run, they release the same molecules in the same hard-coded order. Including the capacity
for conditional statements would allow for release programs to make decisions based on external
factors sensed in solution, such as the presence of other signal strands of DNA. Therefore, we next
updated the design of the Convert complexes to create a conditional Convert complex, iConvert,
which i1s imtially inactive and can be conditionally activated through a reaction with a Deprotect

strand (Eqn. 4).

271



] ] kdeprotect
Branching: Deprotect; ; + iConvert; ; /3 onvert; ; “

The toeholds on iConvert complexes are covered to prevent reactions with the trigger signals
(Fig. 4a). A Deprotect strand is designed to expose the toehold on the inactive Convert complex,
allowing it to react with the tngper For simplicity we approximate the deprotection reaction as
irreversible, because the product activated convert complex 1s irreversibly consumed by Eqn. 2. This

serves as a conditional statement of the form:

if(Deprotect;; 1s present) {
convert(Trigger, to Trigges):
}
Multiple inactive Convert complexes can be combined in the same solution to create conditional
statements with more than one branching cases.

We tested thus conditional cireuit by preparing a two-stage sequential release circuit with a single
Payload for the first stage and two different Payloads for the second stage. We refer to these species
as Payload,, Payload,, and Payload,;. Two inactive Convert complexes iConvert, ,, and iConvert, .z
form separate branches to release the Outputs from their respective Payloads. The inactive Convert
complexes can be activated by their Deprotect strands (see SI2 for sequences). We mixed together
two batches of the clock circuit (1uM of Source and Initiator), 37.5 nM of iConvert,,, and
iConvert, , and 25 nM of Payload,, and Payloads. To one batch we added 50 nM of Deprotect, 5,
(Fig. 4b), and to the other batch we added 50 nM of Deprotect, ., (Fig. 4c). In both cases, the
Output for the activated branch was released, while the Output for the mactive branch was not

sipnificantly released.
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Figure 15.4. Branching. (a) DSD diagram for a conditional Convert; 24 complex, which is only active in the
presence of an associated Deprotect strand (see sequences for paralld Convert; system in SI2). (b)
Experimental results for a branched two-stage sequential release program, with branch 2A deprotected. (c)
Experimental results for a branched two-stage sequential release program, with branch Bb activated. For both
(b) and (c) we used 1uM Source and Initiator, 25nM Payloads, 37.5nM Convert complexes, and 50nM of

the stated Deprotect strands.

15.5 | Discussion

In this paper we developed a DNA strand-displacement circuit that releases a senes of different
Output strands of DNA, one after another. This circuit serves as a simple scheduling program to
trgger molecular events at discrete times. We specifically demonstrated a four-stage circwit with 25
nM Payload concentrations per stage. We showed that the circwit can run in an asynchronous or

clocked configuration In the asynchronous mode, the time delay between stages i1s non-uniform and
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slows down dramatically between stages, while the clocked mode enforces more uniform temporal
spacing between stages. Lastly, we demonstrated that the circut can be modified to enable
conditional logic, where different branches of the release program can be activated depending on the
presence of activating signal strands in the solution.

The four-stage release circuit demonstrated here 1s relatively prmitive, and can only coordinate
four events. Larger circuits with additional stages, or looped circuits in which feedback from the
final stage stimulates an additional round of release from the initial stage could significantly increase
the complexity of the coordinated events. Further, the conditional branching mechanism could be
re-imagined as a “pause” feature, in which the release program halts untl recerving a “continue”™

signal from the environment. Finally, coupling between the Output strands and other systems, such

as aptamers' "' or nanostructures' could enable these sequential release circuits to control a wider

vanety of downstream outputs.
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