
 

THE MOUSE BRAIN: A 3D ATLAS REGISTERING 

MRI, CT, AND HISTOLOGICAL SECTIONS IN 

THE THREE CARDINAL PLANES 

 

 

by 

Jaymin Patel 

 

 

 

 

 

 

 

 

A dissertation submitted to Johns Hopkins University in conformity with the  

requirements for the degree of Doctor of Philosophy 

 

 

Baltimore, Maryland 

July, 2018 

 

 

 

 

 

 

 

  



ii 

 

Abstract 

Mouse brain atlases based on histology can be improved through the reconstruction of the 2D 

histological sections into a continuous 3D volume. Impediments to a continuous reconstruction 

include distortion caused by excision, fixation, and sectioning of the brain. In prior works, MR 

images have been used as a reference for global alignment of the sections and various methods 

have been implemented for local alignment. In this thesis, we offered an alternative method for 

local alignment and developed a method for registering orthogonal histological data sets into one 

coordinate system. As an end result we established a comprehensive mouse brain atlas with Nissl-

stained histology images with 362 coronal, 162 horizontal, and 112 sagittal histological sections 

at 40 µm interval. For the global alignment, our MRI/CT population atlas was used to guide the 

alignment accuracy. The local alignment was performed using Large Deformation Diffeomorphic 

Metric Mapping (LDDMM) with a hierarchical approach to minimize structural discontinuity. 

Then the coordinate consistency was optimized by iteratively registering the three 3D volume data 

from the coronal, horizontal, and sagittal sections. The landmark-based analysis revealed the MRI-

histology accuracy level was 0.1632 ± 0.1131 mm. This work established the coordinate link 

between the MRI/CT atlas and around 300 GB of histology data in the cellular-level anatomical 

information. 
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1. Introduction 

Mouse models of human disease are used widely in neuroscience and medical research. Mouse 

brain atlases have played various roles in these research efforts including simple anatomical 

references, stereotaxic guidance of surgical procedures, templates for automated segmentation, 

and data registration, storage, and reporting media. For each application, user requirements differ 

considerably. For example, surgical procedures rely on accuracy of the coordinates of brain 

structures. The stereotaxic coordinates are defined by the distance from anatomical landmarks that 

can be identified on the skull such as bregma and lambda (Paxinos & Franklin, 2012; Slotnick & 

Leonard, 1975). Often the targets of the operation are specific nuclei, which requires cellular level 

neuroanatomy from histology data. On the other hand, brain atlases based solely on histological 

sections contain coordinate inaccuracy due to distortion caused by excision of the brain from the 

skull, fixation, and sectioning. Furthermore, these atlases are usually based on a single animal, 

which means they contain bias due to anatomical variability across mice. Population based CT-

MRI atlases have been introduced to increase the accuracy of 3D stereotaxic coordinates, but these 

do not offer cellular level anatomical information. Regardless of the purposes of the studies, the 

Paxinos and Franklin atlas (Paxinos & Franklin, 2012), which is based on serial histological 

sections, is the most widely used. There are also other mouse brain atlases based on histology 

available (Baldock et al., 2001; Hof, Young, Bloom, Belichenko, & Celio, 2000; Jacobowitz & 

Abott, 1997; Lein et al., 2007; Rosen et al., 2000; Schambra, 2008; Sidman, Angevine, & Pierce, 

1971; Valverde, 1998). 

For MRI, CT, or PET studies, atlases are often used to automatically define various 

anatomical structures in users’ images. For this purpose the atlases usually contain not only brain 

images, but also structural segmentation files. If one wants to use such an atlas to define structures 
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in MR images, for example, it is preferable that the atlas also contains MR images. Then within-

modality image matching (transformation) between the user’s MRI and the atlas MRI images can 

be performed. This transformation carries the structural segmentation information from the atlas 

to the user’s images, thereby, accomplishing automated structural labeling. This is a powerful 

technique with which, progression and alteration of anatomical phenotypes during brain 

development and therapeutic interventions can be monitored quantitatively. In this application, 

cellular-level definition may not be needed because researchers are interested in anatomical units 

that are visible by MRI. For this purpose, several three-dimensional electronic atlases based on 

MRI and/or CT are available (Aggarwal, Zhang, Miller, Sidman, & Mori, 2009; Chan, Kovacevíc, 

Ho, Henkelman, & Henderson, 2007; Chuang et al., 2011; Dhenain, Ruffins, & Jacobs, 2001; Dorr, 

Lerch, Spring, Kabani, & Henkelman, 2008; R. E. Jacobs, Ahrens, Dickinson, & Laidlaw, 1999; 

Kovačević et al., 2005; Lee, Jacobs, Dinov, Leow, & Toga, 2005; Ma et al., 2005, 2008). 

Another important role of atlases is data management. For example, an atlas can be used to report 

anatomical locations of gene expression patterns using in situ hybridization. Such geometrical 

reporting systems would become highly valuable once results from multiple reports get integrated 

within the same atlas. In each publication, we can often see copies of brain figures from widely 

used atlases such as Paxinos and Franklin atlas, on which the approximate locations are presented. 

The Allen Atlas of the mouse brain (Lein et al., 2007) extends this capability by incorporating 

web-based information technology. The Allen Atlas consists of a fully-segmented brain atlas that 

serves as a 3D template to which a large number of gene expressions and axonal connectivity 

information are registered. 

Each of these atlas applications requires unique information and interfaces and, thus, it is 

difficult for one atlas system to manage all requirements. In the past, we introduced population-
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based MRI/CT hybrid atlases of developing mouse brains (Aggarwal et al., 2009; Chuang et al., 

2011). This atlas library was primarily designed as an anatomical reference for MRI studies, but 

with its high anatomical fidelity and the availability of skull data, it was also designed for certain 

stereotaxic operations. What was missing, however, was co-registered histology data to offer 

cellular-level information.  

In the present study, we incorporated extensive series of histological sections to our adult 

MRI/CT hybrid atlases. The resultant product integrated skull (CT), soft tissue (MRI), and cellular-

level anatomical information (histology) within one stereotaxic coordinate system. Although there 

are other MRI-histology atlases (Johnson et al., 2010; Mackenzie-graham et al., 2004), what is 

unique is the co-registration of serial histological sections in all three cardinal planes. With a total 

of 362 coronal, 162 horizontal, and 112 sagittal histological sections, this atlas is one of the most 

comprehensive histology-based atlases available. While the availability of the histology data offers 

much-needed cellular-level information in the MRI-CT atlas, the MRI-CT atlas, in turn, offers a 

macroscopic anatomical frame to guide the 3D alignments of the serial histological sections. In 

addition, the availability of the three orthogonal planes offers unique opportunities to improve 

imperfections of histological sections and alignments that could affect one of the three orientations. 

This article provides detailed descriptions of this new anatomical resource for mouse brain studies 

and it is freely available on our website (lbam.med.jhu.edu). 
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2. Methods 

2.1. Image acquisition, preprocessing, and notation 

2.1.1. CT-MRI mouse brain atlas 

The details of the MRI/CT-based 3D mouse brain atlas are described in a previous publication 

(Aggarwal et al., 2009). Briefly, the atlas is based on a “master” atlas created by averaging high-

fidelity T2-weighted images from ten adult mice. This master atlas serves as an anatomical 

template, to which high-resolution, ex vivo T2-weighted and DTI images (diffusion-weighted, 

fractional anisotropy, and direction-encoded color map) as well as micro-CT skull images are 

aligned. In this way, detailed anatomical information is provided by the high-quality ex vivo 

images. We relied on the CT-based skull image to align the master atlas and co-registered high-

resolution ex vivo MR images to the reference coordinate system defined by the lambda-bregma 

line. This coordinate system allows stereotaxic targeting to a specific brain structure using the 

skull’s external landmarks. The dimensions of the data are 200x400x160 with voxel size of 

0.0625mm3. 

 

2.1.2. Histology procedures and digitization 

We used three 24 to 26g C57Bl6 adult mice at minimum of 11 weeks of age to ensure complete 

brain development (Yu, Fu, & Watson, 2014). Each mouse was given a lethal dose of sodium 

pentobarbitone (~0.11 mL) and then placed exactly straight with neck flexed posteriorly such that 

the head was in line with the body. Ice was placed around the mouse to cool the brain after which 

the mouse was perfused with paraformaldehyde (PFA). Immediately after perfusion two transverse 

punctures were created from left to right across the whole brain as fiducial markers at a depth of 
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3.5 mm and coordinates +1.5 mm and -3.5 mm (to bregma). Each brain was excised and placed in 

an aluminum vessel containing 3% gelatin. The vessels were constructed to only be about 5 mm 

larger than the brain to avoid warping during the freezing process. Cotton threads spanned across 

the vessels in perpendicular directions to be able to consistently place each brain in the vessels 

according to the midline between the olfactory bulbs, the midline of the rostral medulla, and the 

optic chiasm. After the brains were set they were frozen gradually using isopentane and mounted 

for sectioning. The brains were orthogonally sectioned into coronal, horizontal, and sagittal 

sections and stained for Nissl. Each histological section had an in plane resolution of 0.611µm2 

and thickness of 40µm. 

 

2.1.3. Preprocessing of histology and MR images 

Each 3D set of orthogonal histological sections 𝐻𝑉
0, where 𝑉 indicates the section orientation (𝐻 

for horizontal, 𝐶 for coronal, and 𝑆 for sagittal), was downsampled in plane to an isotropic pixel 

size of 0.02 mm, converted to grayscale, and manually masked to remove debris and mark 

ventricles. A diffusion weighted MR volume 𝑀 of the mouse brain was resampled to the same 

image dimensions and voxel size of the downsampled histology sets 𝐻𝑉
1, generating 2D MRI 

images in all three directions, 𝑀𝑉, each of which matches to one set of 2D sections 𝐻𝑉
1. 

 

2.1.4. Image registration methods, cost functions, and transformations 

The mouse brain atlas was generated through several image registration steps identified with the 

function 𝛹𝑅, where 𝑅 represents the registration methods (Table 1). An image 𝐼𝐵 is registered to a 

template image 𝐼𝐴 to generate transformation 𝑇
𝐵
𝑅
→𝐴

 with 𝛹𝑅(𝐼𝐴, 𝐼𝐵, 𝑑) = 𝑇
𝐵
𝑅
→𝐴

, where the term 𝑑 

specifies transformation parameters relevant to the registration steps (Table 2). An image 𝐼𝐵 can 
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be transformed with 𝑇
𝐵
𝑅
→𝐴

 to produce a registered image 𝐼
𝐵
𝑅
→𝐴

 with 𝐼
𝐵
𝑅
→𝐴
= 𝐼𝐵 ∘ 𝑇

𝐵
𝑅
→𝐴

, where the 

composition operator denotes application of the transformation. 

 

 

 

 

Table 1. Image registration methods, cost functions, and transformations. 
These methods, cost functions, and transformations were all used on one or more of the steps to 

generate the mouse brain atlas. 

 

Table 2. Notation for transformation types and constraints of image processing steps. 

The notation simplifies the description of equations for image processing steps. 
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2.2. Overall registration strategy 

There are several factors that need to be considered when MRI and histological sections are 

aligned. First, any transformation of histological sections through multiple sections (through-plane 

interpolation) severely deteriorates the anatomical contents of the histology images. This means, 

transformation of histology is limited to within-plane (i.e. 2D) for the majority of the alignment 

process. Second, the orientations (orthogonality) of three orthogonal sections are assumed to be 

accurate based on the acquisition procedure described earlier (2.1.2). This assumption is always 

true for the MRI data, but is dependent on the accuracy of the histological sectioning process. Re-

orientation of relative angles among these three orthogonal sets would further complicate the 

alignment process. For example, the entire 2D stack would need to be reoriented using through-

plane transformations. Lastly, parallelism of all histological sections within one orientation is also 

assumed. 

To define the orientations of histological sections, the sagittal series do not have anatomical 

ambiguity because they are uniquely defined as midline-parallel. However, axial and coronal 

sections need the a priori orientation definition to achieve orientation consistency and 

orthogonality. As described in the previous section (2.1.2), this was achieved by sectioning them 

parallel (for horizontal sections) or perpendicular (for coronal sections) to the horizontal plane that 

passes through the bregma-lambda axis. As the master MRI atlas is also aligned to the bregma-

lambda axis, the consistency of the coronal, horizontal, and sagittal orientations among the four 

3D spaces (MRI and three histology sets) were secured prior to the post-processing registration 

processes. 

To evaluate whether the histology-based 3D reconstruction is useful we must first consider 

how the histology is reconstructed. During 3D reconstruction, the histology data go through many 
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steps that degrade the high spatial frequency information they carry. First, around 100GB data at 

less than 1 micron resolution was downsampled to 350MB data with 40 micron resolution. One 

may argue that the transformation of the raw 100GB data is theoretically possible using a large 

computation facility, but when scientists view the data three-dimensionally, there is no point at 

which the 3D object has 1-micron resolution with billions of pixels because the resolution is 

limited by computer screens. If the user chooses to magnify the object, the perception of the 

macroscopic 3D brain shape would be lost. In addition, even if the transformation necessary for 

the 3D section alignment is limited to within-2D manipulation, any transformations involve 

interpolation and degrade the spatial resolution. The histology-derived 3D objects are, thus, of 

limited use in reality. If we keep both the master MRI and the original histology images intact, 

what needs to be transformed is their coordinates to link their (master MRI, and coronal, horizontal, 

and sagittal histological sections) spaces. In this respect, the  histology-derived 3D objects at 40 

micron are used merely for macroscopic spatial representations; once the registration among the 

four 3D objects are achieved in this low-resolution spaces, identification of any point in this space 

can lead to the corresponding location in the original histological sections. This is somewhat 

similar to how Google Maps has both earth (macroscopic) and street (microscopic) representations 

from different imaging resources within one map system. They are linked by coordinate and 

necessary high-resolution information is retrieved upon request. 

 

2.3. Global alignment of histology with linear slice registration to MR 

In the first step, the initial correspondence of 2D slices between the resolution-matched (low-

resolution) MRI and histological sections was set through the manual identification of landmarks 

in each orientation and then linear interpolation to determine the needed global translations. As an 
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initial estimate for the section-by-section alignment, the centroid of each histological section was 

translated to centroid of the corresponding MR slice. The centroid was calculated based on nonzero 

values in each image. 

 

𝑇
𝐻𝑉
1 𝐶→𝑀𝑉

= 𝛹𝐶(𝑀𝑉 , 𝐻𝑉
1, 𝑑𝑅,2)            where 𝐻𝑉𝐶

1 = 𝐻𝑉
1 ∘ 𝑇

𝐻𝑉
1 𝐶→𝑀𝑉

 

 

Then, rigid registration was performed with mutual information as the cost function similar to 

previous approaches (Yang, Richards, Kurniawan, Petrou, & Reutens, 2012; Yushkevich et al., 

2006). 

 

𝑇
𝐻𝑉𝐶
1 𝑀𝐼
→ 𝑀𝑉

= 𝛹𝑀𝐼(𝑀𝑉 , 𝐻𝑉𝐶
1 , 𝑑𝑅,2)     where 𝐻𝑉𝑀𝐼

1 = 𝐻𝑉𝐶
1 ∘ 𝑇

𝐻𝑉𝐶
1 𝑀𝐼
→ 𝑀𝑉

 

 

Finally, translation and rotation errors were manually corrected using our in-house software called 

Image Adjust (Table 1).  

 

𝑇
𝐻𝑉𝑀𝐼
1 𝑈

→𝑀𝑉
= 𝛹𝑈(𝑀𝑉 , 𝐻𝑉𝑀𝐼

1 , 𝑑𝑅,2)    where 𝐻𝑉𝑈
1 = 𝐻𝑉𝑀𝐼

1 ∘ 𝑇
𝐻𝑉𝑀𝐼
1 𝑈

→𝑀𝑉
 

 

The transformations from these individual steps were combined to globally align the histology 

 

𝑇
𝐻𝑉
1𝐶,𝑀𝐼,𝑈→     𝑀𝑉

= (𝑇
𝐻𝑉
1 𝐶→𝑀𝑉

) (𝑇
𝐻𝑉𝐶
1 𝑀𝐼
→ 𝑀𝑉

)(𝑇
𝐻𝑉𝑀𝐼
1 𝑈

→𝑀𝑉
)         (1) 

 

The three 3D sets obtained after this overall transformation are indicated by 𝐻𝑉
2 (𝑉 ∈ 𝐶,𝐻, 𝑆). 
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2.4. Correction of local discontinuities  

2.4.1. Using estimates of anatomical continuity 

After the initial global alignment, remaining registration errors were noticeable because many 

anatomical structures contained slice-by-slice discontinuity. Assuming each anatomical structure 

has smooth shapes, the through-plane registration quality can be improved by reducing such 

discontinuity. To achieve this, artificially created images which contain a reduced amount of 

discontinuity were used as templates to iteratively correct local discontinuities. In this approach, 

for a given histological section, a hypothetical image was created by averaging images from 

adjacent slice locations. Because the registration accuracy of adjacent images are also not 

guaranteed, this had to be an iterative process. An estimate of the value at a given voxel within a 

histological section was based on either isotropic or anisotropic averaging of voxels in adjacent 

sections. These estimates were generated using functions 𝛦𝑃 where 𝑃 specifies relevant 

parameters. 

The isotropic estimate 𝛦𝐿(𝐻𝑉
2) at a given section 𝑆𝑥 was calculated with 

 

𝐸𝐿(𝐻𝑉
2(𝑆𝑥)) =

1

|𝛶𝑎|
∑ 𝐻𝑉

2(𝑆𝑥)

∀𝑆𝑥∈𝛶𝑎

 

 

where 𝛶𝑎 is one of the following sets of adjacent sections 𝛶+ = {𝑆𝑥, 𝑆𝑥+1, … , 𝑆𝑥+(𝐿−1)
2

 }, 𝛶− =

{𝑆𝑥, 𝑆𝑥−1, … , 𝑆𝑥−(𝐿−1)
2

 }, or 𝛶 = 𝛶+ ∪ 𝛶− and 𝐿 determines the number of adjacent sections included 

in the average. In words, a given section is estimated based on the slice itself as well as neighboring 
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slices in either or both directions. This differs slightly from a prior approach (Yushkevich et al., 

2006) where estimates are based on weighted averages of neighboring slices in both directions 

(badly distorted sections were given lower weight). 

In an attempt to improve upon the approach, we also used an anisotropic estimate 

𝐸𝐿𝑚𝑎𝑥,𝛷(𝐻𝑉
2). These estimate at a given voxel �⃑⃑�  were calculated by first creating a filter bank Ƒ. A 

filter 𝐹𝐿,𝜃 ∈ Ƒ has a length determined by 𝐿 where 7 ≤ 𝐿 ≤ 𝐿𝑚𝑎𝑥 and an angle 𝜃 ∈ 𝛷 where 𝛷 =

{−90,−75,−60, −45,−30,−15, 0, 15, 30, 45, 60, 75}. Again, the set 𝛶𝑎 determined which 

adjacent sections were included in the average. The histological sections were convolved (∗) with 

each filter in Ƒ and edges were detected with a Canny edge detector 𝐶 to generate the set of images 

𝐶𝐿,𝜃(𝐻𝑉
2) = 𝐶(𝐻𝑉

2 ∗ 𝐹𝐿,𝜃). At a given voxel, these images were used to determine whether there 

existed an 𝐿 and 𝜃 that met these conditions 

 

𝐶𝐿,𝜃(𝐻𝑉
2)(�⃑⃑� ) ∗ 𝐹𝐿,𝜃 = 0             (2𝑎) 

𝐶𝐿,𝜃(𝐻𝑉
2)(�⃑⃑� ) ∗ 𝐹𝐿,𝜃⊥ > 1        where 𝜃⊥ is perpendicular to 𝜃         (2𝑏) 

𝐶𝐿,𝜃(𝐻𝑉
2)(�⃑⃑� ) ∗ 𝐹𝑙,𝜑⊥ > 𝐶𝐿,𝜃(𝐻𝑉

2)(�⃑⃑� ) ∗ 𝐹𝐿,𝜃⊥         if 𝑙 > 𝐿 and 𝜑⊥ ≠ 𝜃⊥          (2𝑐) 

 

If there existed an 𝐿 and 𝜃, the estimated value is (𝐻𝑉
2 ∗ 𝐹𝐿,𝜃)(�⃑⃑� ). Otherwise, the voxel was left 

unchanged. These conditions can be described as follows: for a voxel a filter is selected with no 

parallel edges (2𝑎) and at least two perpendicular edges (2𝑏) that is the largest length possible 

with the fewest number of perpendicular edges (2𝑐). 

The histological sections were registered to estimates with AIR and intensity LDDMM. 

The estimates and transformations were generated in a sequence of steps according to the 

heuristically determined parameters in Table 3. Each step 𝑛 can be calculated with  
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𝑇𝑛 = 𝛹𝐴(𝛦𝑃(𝐻𝑉𝑛
2 ), 𝐻𝑉0

2 , 𝑑𝑛)  𝑖𝑓 𝑛 ≤ 2        where 𝐻𝑉𝑛+1
2 = 𝐻𝑉0

2 ∘ 𝑇𝑛             (3) 

𝑇𝑛 = 𝛹𝐿(𝛦𝑃(𝐻𝑉𝑛
2 ), 𝐻𝑉2

2 , 𝑑𝑛)  𝑖𝑓 𝑛 > 2        where 𝐻𝑉𝑛+1
2 = 𝐻𝑉2

2 ∘ 𝑇𝑛            (4) 

 

The transformations 𝑇2 and 𝑇12 were combined to correct local discontinuities across sections 

 

𝑇
𝐻𝑉
2𝐴,𝐿→  𝐸

= (𝑇2)(𝑇12)                    (5) 

 

The 3D histology volumes after this correction are noted as 𝐻𝑉
3 (𝑉 ∈ 𝐶,𝐻, 𝑆). 

 

 

Table 3. Parameters to correct local discontinuities with estimates of continuous histology. 

To move from global to local changes, each subsequent iteration generated estimates with shorter 

filter lengths and transformed the images with increased degrees of freedom or elasticity. The 

filter lengths in parenthesis indicate the effective filter length when adjacent sections were 

restricted to 𝛶− or 𝛶+. 
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2.4.2. Using orthogonal histology 

Remaining local discontinuities in a given histology set could be further corrected by using the 

other two orthogonal histology sets. The sets were qualitatively ranked from least to most 

remaining local discontinuities (𝐻𝐶 < 𝐻𝐻 < 𝐻𝑆). Based on this ranking, the coronal sections were 

first used to correct the horizontal and sagittal sections. This process was repeated for each set.  

For a single step in this process, a histology set 𝐻𝑉 is corrected with an orthogonal set 𝐻𝑉⊥ . 

First, the histology is resampled to isotropic voxel size 0.04 mm3 (slice thickness of histology)  

 

𝑇
𝑉
𝑈
→𝑉𝑖

= 𝛹𝑈({ }, 𝐻𝑉
3, 𝑑𝑆,2)        where 𝐻𝑉𝑖

3 = 𝐻𝑉
3 ∘ 𝑇

𝑉
𝑈
→𝑉𝑖

 

 

After resampling, the orthogonal histological section is manually registered to the histology with 

Image Adjust. 

 

𝑇
𝑉𝑖⊥

𝑈
→𝑉𝑖

= 𝛹𝑈(𝐻𝑉𝑖
3 , 𝐻𝑉𝑖⊥

3 , 𝑑𝐷,3)        where 𝐻
𝑉𝑖⊥

𝑈
→𝑉𝑖

3 = 𝐻𝑉𝑖⊥
3 ∘ 𝑇

𝑉𝑖⊥
𝑈
→𝑉𝑖

 

 

Finally, the orthogonal histology is nonlinearly transformed in 3D to the histology using LDDMM  

 

𝑇
𝑉𝑖⊥

𝐿
→𝑉𝑖

= 𝛹𝐿 (𝐻𝑉𝑖
3 , 𝐻

𝑉𝑖⊥
𝑈
→𝑉𝑖

3 , 𝑑𝛼=[0.01 0.005],3)         where 𝐻
𝑉𝑖⊥

𝐿
→𝑉𝑖

3 = 𝐻
𝑉𝑖⊥

𝑈
→𝑉𝑖

3 ∘ 𝑇
𝑉𝑖⊥

𝐿
→𝑉𝑖

 

 

This turns the orthogonal data set into a template 𝐻
𝑉𝑖⊥

𝐿
→𝑉𝑖

3  for correcting local discontinuities. The 

histology is then nonlinearly transformed in 2D to this template using LDDMM 
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𝑇
𝑉𝑖
𝐿
→𝑉𝑖⊥

= 𝛹𝐿 (𝐻
𝑉𝑖⊥

𝐿
→𝑉𝑖

3 , 𝐻𝑉𝑖
3 , 𝑑𝛼=[0.08 0.04 0.02],2)         where 𝐻

𝑉𝑖
𝐿
→𝑉𝑖⊥

3 = 𝐻𝑉𝑖
3 ∘ 𝑇

𝑉𝑖
𝐿
→𝑉𝑖⊥

 

 

The transformations that correct local discontinuities with orthogonal histology can be combined  

 

𝑇
𝐻𝑉
3𝑈,𝐿→  𝐻𝑉⊥

3 = (𝑇
𝑉
𝑈
→𝑉𝑖
) (𝑇

𝑉𝑖
𝐿
→𝑉𝑖⊥

)                (6) 

 

The three 3D histology-derived volumes after the correction of local discontinuities are noted as 

𝐻𝑉
4 (𝑉 ∈ 𝐶,𝐻, 𝑆). 

 

2.5. Establishing a single coordinate system for the three orthogonal sets 

To establish a single coordinate system for the three 3D histology sets, they were 

transformed to an estimated image created from weighted averages of the sets. This is necessary 

because of imperfect tissue sections such as missing regions or severe distortions. To generate the 

estimate the histology data were first preprocessed with at least one of the functions 𝑓𝑒 and 𝑓𝑟. The 

image 𝐻𝑉
4𝑒 = 𝑓𝑒(𝐻𝑉

4) is the histology morphologically eroded in plane with a disk of radius 1 to 

remove edges. Meanwhile, the image 𝐻𝑉
4𝑟 = 𝑓𝑟(𝐻𝑉

4(�⃑⃑� )) has zero values in histology filled with 

values reflected across the sagittal midline to replace missing tissue. After preprocessing, estimates 

𝑅𝑤 were calculated using two methods resulting in images 𝑅�⃑⃑�  or 𝑅𝑠. Each image 𝑅�⃑⃑� 𝑛,𝑚+1 is the 

sum of the images 𝐻𝑉𝑛,𝑚
4𝑟  divided by the number of nonzero voxels at each voxel. Similarly, each 

image 𝑅𝑠𝑛,𝑚+1 is the sum of the images 𝐻𝑉𝑛,𝑚
4𝑒,𝑟

 (where 𝐻𝑉
4𝑒,𝑟 = 𝑓𝑟(𝑓𝑒(𝐻𝑉

4))) divided by the number 

of nonzero sections that intersect each voxel. 
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The histology sets were transformed in 3D to these estimates using LDDMM and the 

following template and subject pairs 

 

𝑇𝐶𝑛 = 𝛹𝐿(𝑅𝑤𝑛,1 , 𝐻𝐶𝑛,0
4 , 𝑑𝛼𝑛,3)             (7𝑎) 

𝑇𝐻𝑛 = 𝛹𝐿(𝑅𝑤𝑛,2 , 𝐻𝐻𝑛,1
4 , 𝑑𝛼𝑛,3)             (7𝑏) 

𝑇𝑆𝑛 = 𝛹𝐿(𝑅𝑤𝑛,3 , 𝐻𝑆𝑛,2
4 , 𝑑𝛼𝑛,3)             (7𝑐) 

 

Each transformation 𝑇𝑉𝑛 was divided into components that are parallel and perpendicular to an 

orientation 𝑉 such that 

 

            𝑇𝑉𝑛 = 𝑇𝑉𝑛∥⋃𝑇𝑉𝑛⊥             (8) 

 

The parallel portion of the transformation is applied to the current histology set, while the 

orthogonal portion is applied to the orthogonal sets. Dividing the transformations keeps each set 

of transformations within the 2D plane of the sections. The intermediate histology volumes 𝐻𝑉𝑛,𝑚
4  

described by this process were generated with the following set of equations 

 

𝐻𝐶𝑁,𝑀
4  = 𝐻𝐶

4 ∘ ((∏ 𝑇𝐶𝑛∥
𝑁−1
𝑛=0 𝑇𝐻𝑛⊥𝑇𝑆𝑛⊥)(𝑇𝐶𝑁∥)(𝑇𝐻𝑁⊥)

⌈
𝑀−1

2
⌉
(𝑇𝑆𝑁⊥)

⌊
𝑀−1

2
⌋
)      (9𝑎) 

𝐻𝐻𝑁,𝑀
4 = 𝐻𝐻

4 ∘ ((∏ 𝑇𝐶𝑛⊥
𝑁−1
𝑛=0 𝑇𝐻𝑛∥𝑇𝑆𝑛⊥)(𝑇𝐶𝑁⊥)(𝑇𝐻𝑁∥)

⌈
𝑀−1

2
⌉
(𝑇𝑆𝑁⊥)

⌊
𝑀−1

2
⌋
)      (9𝑏)   

𝐻𝑆𝑁,𝑀
4 = 𝐻𝑆

4 ∘ ((∏ 𝑇𝐶𝑛⊥
𝑁−1
𝑛=0 𝑇𝐻𝑛⊥𝑇𝑆𝑛∥)(𝑇𝐶𝑁⊥)(𝑇𝐻𝑁⊥)

⌈
𝑀−1

2
⌉
(𝑇𝑆𝑁∥)

⌊
𝑀−1

2
⌋
)       (9𝑐)  
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Table 4 contains the parameters used for each step 𝑛. Lastly, the transformations 𝑇
𝐻𝑉
4 𝐿→𝑅

 to 

establish a single coordinate system can be combined. For the coronal sections, for example, 

 

          𝑇
𝐻𝐶
4 𝐿→𝑅

= ∏ 𝑇𝐶𝑛∥
12
𝑛=0 𝑇𝐻𝑛⊥𝑇𝑆𝑛⊥           (10) 

 

The histology volume data after this alignment process are denoted as 𝐻𝑉
5 (𝑉 ∈ 𝐶, 𝐻, 𝑆). 

 

 

2.6. Nonlinear volume registration of histology to MR  

The MR images were up-sampled to the same isotropic voxel size 0.04 mm3 and then the MR and 

histology data were aligned with two LDDMM steps. First binary MR and histology images were 

aligned with 𝑑𝛼=[0.02],3 and then intensity matched MR and histology images were aligned with 

𝑑𝛼=[0.02 0.01 0.005],3.The transformations 𝑇𝐵 and 𝑇𝐼 from these steps can be combined  

Table 4. Parameters used to establish a single coordinate system for the three histology sets. 

Similar to the parameters used for correcting local discontinuities, the elasticity of the 

transformations gradually increased to move from global to local changes. 
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          𝑇
𝑀
𝐿
→𝐻𝑉

5 = (𝑇𝐵)(𝑇𝐼)             (12) 

 

2.7. Combining transformations to determine a pointer from MR to histology  

The transformations (1), (5), (6), (10), and (12) generated from the image registrations in all of 

the prior steps were combined to determine a pointer from histology to MR, 𝑇𝐻𝑉→𝑀, and a pointer 

from MR to histology, 𝑇𝑀→𝐻𝑉  

 

𝑇𝐻𝑉→𝑀 = (𝑇𝐻𝑉0
𝑈
→𝐻𝑉

1) [(𝑇𝐻𝑉1
𝐶,𝑀𝐼,𝑈
→     𝑀𝑉

) (𝑇
𝐻𝑉
2𝐴,𝐿→  𝐸

)(𝑇
𝐻𝑉
3𝑈,𝐿→  𝐻𝑉⊥

3 ) (𝑇𝐻𝑉4
𝐿
→𝑅
)] (𝑇

𝑀
𝐿
→𝐻𝑉

5)
−1

     (13𝑎) 

𝑇𝑀→𝐻𝑉 = (𝑇𝑀
𝐿
→𝐻𝑉

5) [(𝑇𝐻𝑉1
𝐶,𝑀𝐼,𝑈
→     𝑀𝑉

) (𝑇
𝐻𝑉
2𝐴,𝐿→  𝐸

) (𝑇
𝐻𝑉
3𝑈,𝐿→  𝐻𝑉⊥

3 ) (𝑇𝐻𝑉4
𝐿
→𝑅
)]

−1

(𝑇
𝐻𝑉
0𝑈→𝐻𝑉

1)
−1

  (13𝑏) 

 

where 𝑇
𝐻𝑉
0𝑈→𝐻𝑉

1 are the transformations for downsampling the high resolution histology. 

 

2.8. Comparison of landmarks to the Allen Institute Atlas and Paxinos and Franklin Atlas 

150 total landmarks were placed on the atlas histology and MR. Of these, only 100 corresponding 

landmarks were placed on the Allen and Paxinos histology since neither atlas includes horizontal 

histological sections. The landmarks were subdivided into categories that included the plane, the 

side of the brain, and tissue type as seen in Table 5. Landmarks were identified based on the 

segmentation in the Paxinos atlas and then whether the same landmark could be reliable located in 

the atlas histology and MR as well as the Allen atlas. Since it is difficult to identify landmarks that 
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are exact at 3D locations in space, we instead located similar slices within a plane and marked the 

landmarks location within the plane. 

 

 

 

  

Table 5. Categorization of the 150 landmarks used to compare atlases. 
The versions of the Allen and Paxinos histology atlases used to make these comparisons only 

included coronal and sagittal sections. Comparisons in the horizontal plane were limited to 

between the JHU MRI and histology. 
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3. Results 

3.1. Global alignment of histology with linear slice registration to MR 

Fig. 1 shows the global alignment of horizontal histological sections to the diffusion weighted MR 

images using three linear slice registration steps, the first two of which were fully automated. The 

first step was a centroid-based alignment using only translation, which was driven by the brain’s 

contour. This step was used as an initial estimate of section alignment that resulted in a relatively 

smooth brain outer boundary (Fig. 1D). The second step was mutual information based using only 

translation and rotation, which attempted to maximize the matching of intensity profiles of the 

actual brain tissues between the histological sections and corresponding MR images (Fig. 1E). The 

second step reduced the number of sections that were misaligned in the first step. As shown by the 

green arrows, such misalignments tended to be more severe toward the edges of the brain. In the 

third step, all sections were visually inspected and misalignments, such as those indicated by the 

yellow arrows, were manually reduced using manual corrections using Image Adjust. Because the 

alignments were restricted to linear transformations, there still remained imperfections such as 

those seen in the cerebellum in Fig. 1F. 
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3.2. Correction of local discontinuities using estimates of continuous histology 

In the second phase of histology reconstruction, we focused on non-linear distortions within each 

2D histological sections that occurred during fixation, sectioning, and mounting to slides. Because 

histology contains structures not visible in MRI and has a different intensity profile than MRI, we 

had to rely on information from only the histology itself to correct these nonlinear distortions. We 

assumed that anatomical shapes should be smooth across sections. To generate estimates of the 

smooth structures we used isotropic and anisotropic averaging of multiple adjacent sections as 

demonstrated in Fig 2. 

A 

C 

B 

F 

2 mm 

E 

D 

Figure 1. A sagittal view of the global alignment of horizontal histological sections.  

The horizontal histological sections were aligned using linear registration to (A) diffusion 

weighted MR images. (B) The downsampled histological sections were paired to the MR slices 

and (C) then converted to grayscale and masked. (D) The centroid of each histological section was 

translated to the centroid of the corresponding MR slice as an initial alignment (red lines are 

projections of the centroid locations) and (E) then further registered with translation and rotation 

using mutual information as the metric (green arrows). (F) Some histological sections were 

manually translated and rotated to correct registration errors (yellow arrows). 
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Fig. 2A shows the quality of alignment at the start of the process. As shown in Table 3, the 

images went through 12 iterations (𝑛 = 0 𝑡𝑜 12) with a gradually reduced amount of through-

section averaging. Fig. 2B shows a template generated by heavy through-section averaging 

(𝐿𝑚𝑎𝑥 = 17) that resulted in the removal of high-frequency structural information, including 

misalignments. Fig. 2C shows the aligned image at 𝑛 = 9, from which a new template that retained 

high-frequency anatomical information was generated (Fig. 2D) for subsequent alignment. 

Fig. 3 shows each step of the iterations using a coronal view of the sagittal histological 

sections. Several anatomical structures with high contrasts are indicated by arrows to guide visual 

examinations of the alignment quality. 

 

A B C 

2 mm 

D 

Figure 2. A horizontal view of estimates of continuous coronal histological sections. 

(A) The histology 𝐻𝐶0
2  and (B) the anisotropic estimate 𝐸𝐿𝑚𝑎𝑥,𝛷(𝐻𝐶0

2 ) with 𝐿𝑚𝑎𝑥 = 17 and 𝛶 =

𝛶+ ∪ 𝛶−. (C) The histology 𝐻𝐶9
2  and (D) the isotropic estimate 𝐸𝐿(𝐻𝐶9

2 ) with 𝐿 = 5 and 𝛶 = 𝛶−. 
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3.3. Correction of local discontinuities using orthogonal histology 

Even after the global alignment with MRI data and the correction of local discontinuities with 

estimates of continuous histology, the histological sections still contained some imperfections. For 

example, Fig. 4A and 4B show a sagittal view of reconstructed coronal sections (𝐻𝐶
3, Fig. 4A) and 

horizontal sections (𝐻𝐻
3 , Fig. 4B). The reconstructed horizontal sections contain local 

discontinuities in the hippocampus and cerebellum (red arrows, Fig 4B). We nonlinearly 
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𝑆
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𝑛 = 0 𝑛 = 1 𝑛 = 2 𝑛 = 3 𝑛 = 4 

𝑛 = 5 𝑛 = 6 𝑛 = 7 𝑛 = 8 𝑛 = 9 

𝑛 = 10 𝑛 = 11 𝑛 = 12 𝑛 = 13 

𝛦
𝑛

 

Figure 3. A coronal view of the steps used to correct local discontinuities with estimates of 

continuous histology for the sagittal sections. 

The steps correspond to the parameters in Table 3 where 𝑛 = 13 is the final result. Pairs of arrows 

point to regions with anatomical structures with high contrast to demonstrate alignment quality. 
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transformed the coronal sections to match the shape of the horizontal sections (Fig. 4C) and then 

used these images as a template to correct the remaining local discontinuities. The availability of 

the three orthogonal sets provided a unique opportunity to improve the alignment because, for 

example, the through-section misalignment (and thus structural discontinuity) of coronal sections 

(i.e. caudal-rostral direction) does not exist in the horizontal and sagittal sections. Thus, the 

anatomical information delineated by the horizontal and sagittal planes can serve as a reference 

for the alignment of the coronal sections. Fig. 4D shows the result after such a transformation, 

𝑇
𝐻𝑉

𝑈,𝐿
→  𝐻𝑉⊥

, including the reduction of section-by-section discontinuity. 

 

 

 

A B 

C D 

2 mm 

Figure 4. A sagittal view of the correction of horizontal histological sections with 

reconstructed coronal histological sections. 
(A) The coronal sections and (B) horizontal sections after correction with estimates (red arrows 

show remaining local discontinuities). (C) The coronal sections are registered to the horizontal 

sections with functions 𝛹𝑈 and 𝛹𝐿. (D) The horizontal sections are corrected with function 𝛹𝐿 
using the reconstructed coronal sections.  
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3.4. Establishing a single coordinate system for the three orthogonal sets 

After reducing the local discontinuities using orthogonal data sets as templates, we then aimed to 

establish a single coordinate system for all three sets. To accomplish this we transformed each 

histology set to a weighted average of the histology data sets. The weighted averages were 

generated iteratively such that each histology set would converge to a single coordinate system. 

Transformations were kept within plane for each histology set. Fig. 5 includes the histological 

sections before this process (𝐻𝑉
4), estimated images at a subset of the iterations, and the histological 

sections after the process (𝐻𝑉
5). The consistency among the three orthogonal sets can be appreciated 

based on the crispness after the spatial averaging. The difference between Fig. 5F (a linear average 

of the three orthogonal sets) and Fig. 5G, 5H, and 5I indicates the degree of agreement among the 

three histology data sets. Although the agreement among the three sets are excellent in general, 

there still remain inconsistency due to individual variability as the red arrows in the sagittal view 

of Fig. 5F indicates.  
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3.5. Comparison of landmarks to the Allen Institute Atlas and Paxinos and Franklin Atlas 

Table 6 shows the average L2 norm distance between landmarks on each of the atlases. The 

distance between the JHU MRI and registered histology is 0.1632 ± 0.1131. Meanwhile the 

distance between Paxinos and JHU atlas MRI is 0.4070 ± 0.1973, and Allen and JHU atlas MRI 

is 0.3959 ± 0.2352. Table 6 also contains p values to evaluate the significance of the differences; 

the largest difference was found between MRI and Allen atlases, followed by the one between 

A B C 

D 

E 

F 

I 

2 mm 

H 

2 mm 

G 

4 mm 

Figure 5. Establishing a single coordinate system for the three orthogonal histology sets. 

Prior to any transformations (A) a horizontal section, (B) a coronal section, and (C) a sagittal 

section. (D) At estimate 𝑅𝑠1,1 the orthogonal histology sets are not aligned. (E) By estimate 𝑅�⃑⃑� 5,1 

the sets have started to converge. (F) At estimate 𝑅�⃑⃑� 11,1 the sets have converged (red arrows at the 

nose bud and corpus callosum identify areas that did not converge well). After establishing a single 

coordinate system (G) a horizontal section, (H) a coronal section, and (I) a sagittal section. 
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Paxinos and Allen atlases. The smallest differences between the JHU MRI and histology atlases 

was fully expected because the JHU MRI atlas was used to guide the 3D reconstruction of the JHU 

histology atlases. These numbers should not be considered as how one is more accurate than the 

others, which is difficult to judge as all mouse brains are different. Rather, these are descriptive 

data about the nature of each brain atlas. As a matter of fact, the differences among atlases for the 

brain coordinates matter only for stereotaxic operations, in which the atlas data are typically used 

only as initial approximation, because the exact brain coordinates are different across individual 

mice, strains and ages. 

 

 

  

Table 6. Average l
2
 norm between atlas landmarks and p value comparisons of distances. 

The average l2 Norm should not be considered as a measure of accuracy between the atlases, but 

rather as a descriptive information about the nature of each atlas. 
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4. Discussion 

In this study we created an atlas by reconstructing three orthogonal sets of serial histological 

sections and establishing a single coordinate system registered to MR and CT data. The procedure 

involved (1) linear global slice alignment to our MRI/CT hybrid atlas, (2) template estimation to 

correct local discontinuities between sections, (3) cross-registration of three orthogonal histology 

sets, and (4) nonlinear volume registration to MR. 

 

4.1. Global alignment of serial histological sections 

Global alignment of histological sections is a necessary first step for 3D reconstruction. The most 

straightforward way to accomplish this would be interactive registration given user input (Deverell 

et al. 1993). With this method, the onus is on the user to determine the overall shape of the tissue 

being aligned. A more comprehensive method, would be to use a cost function based on the 

histological sections. Cost functions that have been used include; correlation within local 

neighborhoods (Andreasen, Assentoft, Drewes, & Larsen, 1993; Mallar Chakravarty, Bedell, 

Zehntner, Evans, & Collins, 2008; Pitiot & Guimond, 2008), local intensity-based block matching 

(Ourselin et al., 2001), sum of squared differences of images (SSD) (Schmitt, Modersitzki, 

Heldmann, Wirtz, & Fischer, 2007; Stille, Smith, Crum, & Modo, 2013; Wirtz, Fischer, 

Modersitzki, & Schmitt, 2004; Wirtz, Papenberg, Fischer, & Schmitt, 2005), mutual information 

(MI) (Li, Yankeelov, Rosen, Gore, & Dawant, 2009; Yushkevich et al., 2006), and edgeness 

feature space together with entropy (Baǧci & Bai, 2010). When these cost functions only rely on 

the histological data they require global constraints that in effect determine the shape of the tissue.  

The best global constraint would be a reference volume containing images of the tissue in 

its original form. Therefore, to ensure the fidelity to the global shape, a reference volume can be 
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used, such as an atlas based on contours (Ali & Cohen, 1998) or a set of MR images. Several 

studies have relied on MR images to define the tissue shape. Earlier studies used MR images to 

align histological sections of the human brain (Schormann, Dabringhaus, & Zilles, 1995; 

Schormann, von Matthey, Dabringhaus, & Zilles, 1993). MR images have also been used as a 

reference for histology data from the rodent brain (M. A. Jacobs, Windham, Soltanian-Zadeh, 

Peck, & Knight, 1999; Li et al., 2009; Ourselin et al., 2001; Stille et al., 2013; Yang et al., 2012; 

Yushkevich et al., 2006). 

In this study, we used our existing MRI/CT atlas of the mouse brain as a global reference 

of the brain shape. Assuming that the brain orientations of the MRI and histological sections are 

aligned (i.e. midline-parallel for sagittal and perpendicular for coronal and horizontal sections and 

bregma-lambda parallel for horizontal and perpendicular for coronal sections), the first step is to 

identify a corresponding MR 2D slice for each histological section. This can be done in a variety 

of ways, such as manual identification of landmarks, modeling of external section contours with 

B-splines (Cohen, Yang, Huang, & Nissanov, 1998), or largest normalized mutual information 

(NMI) (Yang et al., 2012). We opted to manually identify landmarks to pair histological sections 

to MR slices.  

After pairing, the next step is in-plane 2D alignment between the MRI and histology 

images. Global registration of histology to MR sections has been accomplished with correlation-

based alignment of landmarks (Schormann et al., 1993), surface matching of external contours (M. 

A. Jacobs et al., 1999) defined by automated multiresolution delineation (Soltanian-zadeh, 

Windham, & Windham, 1997), local intensity-based block matching (Ourselin et al., 2001), and 

rigid registration with MI (Stille et al., 2013; Yang et al., 2012; Yushkevich et al., 2006). We 

accomplished this step with automated linear alignment methods based on the centroids of sections 
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and subsequently mutual information. As shown in Fig.1, these steps substantially improved the 

initial alignment, but manual corrections using our software Image Adjust were also needed to 

ensure the alignment quality. 

 

4.2. Local alignment of histology data 

Global alignment of histological sections alone is insufficient. Excision, fixation, and sectioning 

cause distortions that follow a Rayleigh distribution that is distinguishable from global 

misalignment (Schormann et al., 1995). The distortion results in local discontinuities between 

sections and requires nonlinear registration. These local discontinuities have been corrected in the 

rodent brain by; matching of external contours with nonlinear thin plate splines (M. A. Jacobs et 

al., 1999), warp filtering (Ju et al., 2006), Gaussian smoothing across rigid transformations 

followed by diffeomorphic reconstruction using averages of neighboring sections (Yushkevich et 

al., 2006), maximizing correlation ratio between source and target data of local intensity 

neighborhoods at lattice points (Mallar Chakravarty et al., 2008), using a variant of mean curvature 

flow constrained to 2-D planes to smooth boundaries of extracted structures (Cifor, Pridmore, & 

Pitiot, 2009), best reference slice (BRS) (Baǧci & Bai, 2010), and B-splines to model deformation 

to MR images using normalized correlation coefficient (Yang et al., 2012). In this study, we 

developed an approach similar to Yushkevich et al., but relied on iterative estimation of continuous 

histology using both isotropic and anisotropy filters. The significant improvement of alignment 

quality can be readily appreciable in Fig. 2 and 3. 
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4.3. Advantages of availability of three orthogonal histology sets 

The integration of MRI and histological sections in all three directions offers comprehensive 

representation of the mouse brain. In this study, we were able to integrate the directions as Fig. 6 

qualitatively shows from a horizontal view. When researchers rely on histology data in their 

Figure 6. A qualitative comparison of aligned horizontal histological sections to 

reconstructed horizontal planes from coronal and sagittal histology. 

Top row contains horizontal sections. The middle and bottom rows respectively contain 

corresponding reconstructed horizontal sections from coronal and sagittal histology. 
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research, they usually decide the orientation of histological sections depending on their anatomical 

interests; some structures are better observed in certain orientations. For example, the corpus 

callosum is best examined at the mid sagittal level and for layered structures such as the 

hippocampus and cerebellum, slice orientations that are perpendicular to the layer structures 

usually provide the most informative views. The availability of raw histological references in all 

three orientations would be, thus, highly beneficial. In addition, as shown in Fig. 4, the availability 

of 3D reconstruction data from orthogonal views provided a highly unique opportunity to improve 

the 3D alignment quality. 

 

4.4. Comparison to the Allen Institute Atlas and Paxinos and Franklin Atlas 

As we established new anatomical coordinates, it is of great importance to compare them with 

existing atlases. There are several well-known atlases based on histological sections. The Allen 

Institute Atlas includes 132 coronal sections (100 µm interval) and 21 sagittal sections (200 µm 

interval) (Lein et al., 2007) at 1.07 µm in plane resolution. Waxholm Space includes horizontal 

sections at 21.5 µm in plane resolution. Finally, the Paxinos and Franklin Mouse Brain Atlas 

includes 100 coronal (120 µm interval), 30 horizontal, and 32 sagittal histology based diagrams. 

Compared to these existing atlases, our atlas is more comprehensive with 362 coronal, 162 

horizontal, and 112 sagittal histological sections with 20 µm interval. As a matter of fact, we are 

not aware of other atlases with this level of completeness. 

Even with advent of imaging technologies with MRI and CT, histology atlases remain 

important resources because of the resolution and contrast that cannot be matched even by the 

modern imaging technologies. In vivo MR can be considered the ground truth with regards to the 

structure of the mouse brain. Whereas histological sections suffer from distortion, shrinking, and 

tissue loss MR represents an accurate 3D representation of where different landmarks are located. 
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Furthermore, MR images can represent a population through the creation of population based 

atlases that estimate the average brain based on a several subjects. At this point in time there are 

no histology population based atlases. 

 While the histology-based data provide cellular-level information, the MRI/CT framework 

provides the global anatomical fidelity in our atlas. After the histology-MRI registration, the 

average discrepancy between the two were 0.1632 ± 0.1131 mm based on landmark-based 

measurements. The same measurements for the Paxinos and Allen atlases were 0.4070 ± 0.1973 

mm and 0.3959 ± 0.2352 mm respectively (Table 5), while the discrepancy between the Paxinos 

and Allen atlases was the largest (0.5366 ± 0.3654). The interpretation of these values are not 

straightforward because they should include inherent errors during the atlas making and individual 

variability.  
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5. Conclusions 

In this study, we established a comprehensive mouse brain atlas with Nissl-stained histology 

images with 362 coronal, 162 horizontal, and 112 sagittal histological sections with 20 µm interval. 

Three-dimensional data were created by aligning these sections using global and local alignment 

algorithms. Then the coordinate consistency was optimized by iteratively registering the three 3D 

volume data from the coronal, horizontal, and sagittal sections. The landmark-based analysis 

revealed the MRI-histology accuracy level was 0.1632 ± 0.1131 mm. This work established the 

coordinate link with between the MRI/CT atlas and over 300GB of histology data. 
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