
Three Dimensional Tissue Motion Analysis from Tagged

Magnetic Resonance Imaging

by

Fangxu Xing

A dissertation submitted to The Johns Hopkins University in conformity with the

requirements for the degree of Doctor of Philosophy.

Baltimore, Maryland

October, 2015

c© Fangxu Xing 2015

All rights reserved



Abstract

Motion estimation of soft tissues during organ deformation has been an important

topic in medical imaging studies. Its application involves a variety of internal and

external organs including the heart, the lung, the brain, and the tongue. Tagged

magnetic resonance imaging has been used for decades to observe and quantify motion

and strain of deforming tissues. It places temporary noninvasive markers—so called

“tags”—in the tissue of interest that deform together with the tissue during motion,

producing images that carry motion information in the deformed tagged patterns.

These images can later be processed using phase-extraction algorithms to achieve

motion estimation and strain computation.

In this dissertation, we study three-dimensional (3D) motion estimation and anal-

ysis using tagged magnetic resonance images with applications focused on speech

studies and traumatic brain injury modeling. Novel algorithms are developed to as-

sist tagged motion analysis. Firstly, a pipeline of methods—TMAP—is proposed to

compute 3D motion from tagged and cine images of the tongue during speech. TMAP

produces an estimation of motion along with a multi-subject analysis of motion pat-
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tern differences between healthy control subjects and post-glossectomy patients. Sec-

ondly, an enhanced 3D motion estimation algorithm—E-IDEA—is proposed. E-IDEA

tackles the incompressible motion both on the internal tissue region and the tissue

boundaries, reducing the boundary errors and yielding a motion estimate that is more

accurate overall. Thirdly, a novel 3D motion estimation algorithm—PVIRA—is de-

veloped. Based on image registration and tracking, PVIRA is a faster and more

robust method that performs phase extraction in a novel way. Lastly, a method to

reveal muscles’ activity using strain in the line of action of muscle fiber directions is

presented. It is a first step toward relating motion production with individual muscles

and provides a new tool for future clinical and scientific use.

Primary Reader: Dr. Jerry L. Prince

Secondary Reader: Dr. Trac D. Tran, Dr. John I. Goutsias

iii



Acknowledgments

This dissertation would not be possible without the support and help from many

people. I would like to first express my gratitude to my advisor, Dr. Jerry Prince, for

his patient guidance and support over the past six years. It has been a great fortune

for me to study under his supervision during my graduate career. He directed me to

the field of medical imaging study, guided me with great passion, and taught me how

to be a better person both in conducting research and in real life.

I would like to thank Dr. Maureen Stone for her support and her guidance.

She has always been a passionate user of my new algorithms and software, and has

been providing me new insights from the view of a speech scientist. I would like to

thank Dr. Philip Bayly and Dr. Bennett Landman for their financial support and

priceless advice in our collaborations. I would like to thank Dr. Trac Tran and Dr.

John Goutsias for carefully examining my thesis and being a member in my thesis

committee. I would like to thank Dr. Jonghye Woo, Dr. Junghoon Lee, and Dr.

A. David Gomez for our friendship and fruitful collaborations. Last but not least,

I would like to thank Dr. Emi Murano, not only for her valuable teachings and

iv



ACKNOWLEDGMENTS

feedbacks for me in our five-year collaboration time, but also for her long-standing

friendship, support, and help during difficult times in my career.

I am grateful to all members from the Image Analysis and Communications Lab-

oratory, especially every former and present member in the HARP group. We had

numerous insightful discussions together which led to productive new results and

papers. I want to thank Aaron Carass and Laura Granite for their technical and

administrative supports. I also want to thank all my friends, who brought much

wonderful time to my life during the years I spent at Johns Hopkins University.

Finally, I would like to express my deepest gratitude to my parents Tongsheng

Xing and Rong Luo. This thesis is dedicated to them for their endless love, support,

and encouragement.

v



Contents

Abstract ii

Acknowledgments iv

List of Tables xi

List of Figures xii

1 Introduction 1

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Anatomy of the Human Tongue and Brain . . . . . . . . . . . . . . . 3

1.3 Tagged Magnetic Resonance Imaging . . . . . . . . . . . . . . . . . . 6

1.4 Motion Estimation and Challenges . . . . . . . . . . . . . . . . . . . 7

1.5 Thesis Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

1.6 Thesis Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2 Background 16

vi



CONTENTS

2.1 Data Acquisition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.2 Harmonic Phase Algorithm . . . . . . . . . . . . . . . . . . . . . . . . 22

2.3 Incompressible Deformation Estimation Algorithm . . . . . . . . . . . 25

2.4 Strain Tensor Calculation . . . . . . . . . . . . . . . . . . . . . . . . 27

2.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3 Three Dimensional Motion Analysis Pipeline 31

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.2 Phase Calibration of CSPAMM Images . . . . . . . . . . . . . . . . . 32

3.3 Segmentation of the Tongue Mask . . . . . . . . . . . . . . . . . . . . 41

3.4 Tongue Motion Analysis Pipeline . . . . . . . . . . . . . . . . . . . . 44

3.5 Multi-subject Data Regularization . . . . . . . . . . . . . . . . . . . . 45

3.6 Two-step Principal Component Analysis . . . . . . . . . . . . . . . . 48

3.7 Evaluation of Angle of Motion . . . . . . . . . . . . . . . . . . . . . . 52

3.8 Two-step PCA of the Whole Tongue . . . . . . . . . . . . . . . . . . 54

3.9 Evaluation of Two-step PCA on Mirrored Hemi-tongue . . . . . . . . 54

3.10 Implementation of TMAP . . . . . . . . . . . . . . . . . . . . . . . . 58

3.11 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.12 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

4 Enhanced Incompressible Motion Estimation 66

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

vii



CONTENTS

4.2 Measuring Tongue Surface Deformation . . . . . . . . . . . . . . . . . 68

4.2.1 Enhanced IDEA . . . . . . . . . . . . . . . . . . . . . . . . . . 70

4.3 Visual Assessment of E-IDEA . . . . . . . . . . . . . . . . . . . . . . 72

4.4 Point Tracking with E-IDEA . . . . . . . . . . . . . . . . . . . . . . . 74

4.5 Evaluating Reprojection Error . . . . . . . . . . . . . . . . . . . . . . 75

4.6 Discussion and Summary . . . . . . . . . . . . . . . . . . . . . . . . . 75

5 Phase Vector Incompressible Registration Algorithm 77

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

5.2 Interpolation of Tagged Slices . . . . . . . . . . . . . . . . . . . . . . 79

5.3 Harmonic Phase Volumes . . . . . . . . . . . . . . . . . . . . . . . . . 81

5.4 Registration of Phase Volumes . . . . . . . . . . . . . . . . . . . . . . 82

5.5 Deformation of Phase Volumes . . . . . . . . . . . . . . . . . . . . . . 87

5.6 Incorporation of Incompressibility . . . . . . . . . . . . . . . . . . . . 88

5.7 Incorporation of Inverse Estimation . . . . . . . . . . . . . . . . . . . 89

5.8 Simulation of Brain and Tongue Deformation . . . . . . . . . . . . . 91

5.9 Estimation of Brain Motion in Mild Accelerations . . . . . . . . . . . 99

5.10 Estimation of Tongue Motion in Speech . . . . . . . . . . . . . . . . . 101

5.11 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

5.12 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

6 Relating Motion Production with Muscle Activities 107

viii



CONTENTS

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

6.2 Strain in the Line of Action . . . . . . . . . . . . . . . . . . . . . . . 111

6.3 Thresholding Strain in the Line of Action . . . . . . . . . . . . . . . . 114

6.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

6.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

7 Conclusions and Future Work 120

7.1 3D Motion Analysis Pipeline . . . . . . . . . . . . . . . . . . . . . . . 121

7.1.1 Main Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

7.1.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

7.2 Enhanced Incompressible Motion Estimation . . . . . . . . . . . . . . 123

7.2.1 Main Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

7.2.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

7.3 Phase Vector Incompressible Registration . . . . . . . . . . . . . . . . 125

7.3.1 Main Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

7.3.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

7.4 Motion and Muscle Activities . . . . . . . . . . . . . . . . . . . . . . 127

7.4.1 Main Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

7.4.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

7.5 Overall Perspective . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

7.6 List of Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

ix



CONTENTS

A Continous Label Fusion of Medical Images 136

A.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

A.2 EM Algorithm for Continuous Label Fusion . . . . . . . . . . . . . . 141

A.3 Bias Invariance Problem . . . . . . . . . . . . . . . . . . . . . . . . . 144

A.4 Initialization Strategies . . . . . . . . . . . . . . . . . . . . . . . . . . 148

A.5 MAP Estimation for Continuous Label Fusion . . . . . . . . . . . . . 150

A.6 2D Point Identification Simulations . . . . . . . . . . . . . . . . . . . 153

A.7 Empirical Fusion: RV Insertion Points Identification in Cardiac Images 156

A.8 Empirical Fusion: Contour Identification in Cardiac Images . . . . . . 157

A.9 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

A.10 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163

Bibliography 164

Vita 182

x



List of Tables

3.1 Controls’ and Patients’ Average Elevation and Azimuth Angles of Mo-
tion (in degrees). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

5.1 Brain Rotation Simulation Test of Three Methods . . . . . . . . . . . 94
5.2 Tongue Protrusion Simulation Test of Three Methods . . . . . . . . . 99
5.3 Brain Acceleration Motion Estimation from Three Methods . . . . . . 101
5.4 Tongue Motion Estimation from Three Methods . . . . . . . . . . . . 103

6.1 Percentage of compressed muscles at critical time frames during utter-
ance “a souk”. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

A.1 RMSE (in pixels) of Estimated Truth from Generated Truth with Six
Fusion Techniques in 500 Monte Carlos of 2D Simulation. . . . . . . . 155

A.2 RMSE (in pixels) of Estimated Truth from Expert Truth with Six
Fusion Techniques in 100 Monte Carlos of Real RV Insertion Points
Data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

A.3 Dice Coefficients (in percentage) of Estimated Truth from Expert Truth
with Six Fusion Techniques in 50 Monte Carlos and Discrete STAPLE
for Endocardium Identification. . . . . . . . . . . . . . . . . . . . . . 159

A.4 Dice Coefficients (in percentage) of Estimated Truth from Expert Truth
with Two Informed CSTAPLE Methods Subject to Training Dataset
Size Change. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

xi



List of Figures

1.1 (a) The tongue and its external structures. Source: anatomybodyp-
ics.net. (b) Internal muscles of the tongue. Source: bartleby.com. . . 4

1.2 (a) Location of the brain in the skull. (b) Basic structure of the brain.
Source: wikipedia.org/wiki/Human brain. . . . . . . . . . . . . . . . 5

1.3 (a) Horizontally tagged mid-sagittal image slice of the tongue. (b)
Vertically tagged image on the same slice location. (c) Cine image on
the same slice location. . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.1 Illustration of the acquisition setup of tagged MR image slices for
tongue motion in speech. A: anterior. P: posterior. L: left. R: right.
S: superior. I: inferior. (a) Slice locations. (b) An axial tagged slice.
(c) A coronal tagged slice. (d) A sagittal tagged slice. . . . . . . . . 18

2.2 Illustration of the acquisition setup of tagged MR image slices for brain
motion. A: anterior. P: posterior. L: left. R: right. S: superior. I:
inferior. (a) Slice locations. (b) An axial slice with horizontal tags. (c)
An axial slice with vertical tags. (d) A sagittal tagged slice. . . . . . 21

2.3 Processing of a tagged MR image. (a) Acquired tagged slice. (b) Har-
monic peaks in the Fourier domain and a HARP filter. (c) Harmonic
magnitude slice. (d) Harmonic phase slice. . . . . . . . . . . . . . . 22

2.4 Resulting 2D motion fields from HARP on (a) an axial slice, (b) a
coronal slice, and (c) a sagittal slice of the tongue. . . . . . . . . . . 24

2.5 Relationship between 2D motion components and 3D IDEA estimation
on (a) a slice with x and y motion components (b) a slice with z motion
component. (c) shows the integration process of the estimated velocity
components by IDEA (Source: Liu et al. Incompressible deformation
estimation algorithm (IDEA) from tagged MR images. IEEE TMI,
2012.). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.6 Deformation of a continuum body. Source: wikipedia.org. . . . . . . 28

3.1 Flowchart of the tongue motion analysis pipeline (TMAP). . . . . . 33

xii



LISTOFFIGURES

3.2 Demonstrationofphaseoftaggedimagesfromacquisition.(a)Phase
ofAandBimages.(b)DemonstrationoftagfadingonanAimage.
(c)AMICSRimageonthefirsttimeframe.(d)ACSPAMMimage
onthefirsttimeframe. ......................... 35

3.3 Phasecalibrationresult.(a)and(c)areCSPAMMimagesbeforecal-
ibration.(b)and(d)arecorrectedCSPAMMimages. ........ 39

3.4 CinesupervolumereconstructionbytheSUPERValgorithm..... 40
3.5 Seedpropagationintimeandsegmentationoftemporalstack..... 42
3.6 Segmentationofthesupervolume. ................... 43
3.7 3DmotionestimationproducebyTMAP.(a)Ahealthycontrol’sHARP

inputattimeframe/s/.(b)Ahealthycontrol’sHARPinputattime
frame/k/.(c)Ahealthycontrol’s3Dmotionattimeframe/s/.(d)
Ahealthycontrol’s3Dmotionattimeframe/k/.(e)Apatient’s3d
motionattimeframe/s/.(f)Apatient’s3Dmotionattimeframe
/k/.Note:conesarecolor-codedbymotiondirectionsasshowninthe
colordiagram(redforleft–right,blueforsuperior–inferior,greenfor
anterior–posterior).Conesizeismagnitude............... 46

3.8 (a)DivisionofeightVOIsinthetongue.(b)AnexampleusingVOI-1:
Averagemotionof26framesandallsubjects.Horizontallinedivides
healthycontrols(bottom)andpatients(top). Verticalcurvesareat
timeframes//,/s/,and/k/.(c)Interpolatedmotionbetweentime
frames//and/k/from(b).Horizontallinedivideshealthycontrols
(bottom)andpatients(top).Verticallinesareattimeframes//,/s/,
and/k/. ................................. 48

3.9 Elevationandazimuthanglesduringmotionofhealthycontrolandpa-
tientsubjectsinvolumeofinterest1.Eachcurveisasubject.(a)and
(b)showsixteenhealthycontrolsand(c)and(d)showsevenpatients. 53

3.10Two-stepPCdirectionsandPCweights.(a)PrimaryPCdirections
fromhealthycontrols.(b)SecondaryPCdirectionsfrompatients.(c)
and(d)showthePCweightsforhealthycontrolsandpatients.Each
dashedlineisasubject.......................... 55

3.11Firsttwopatient-likeabnormalPCweightsforfourvolumesofinterest
andallsubjects. Thebluedotistheorigin. Greendotsaretest
controls,circlesarepatientglossectomysides,andcrossesarepatient
nativesides. ............................... 57

3.12Boxplotoftheaveragesecondaryprincipalcomponentweights(abnor-
malenergy)ofcontroltest,PGS,andPNSin12870MonteCarlotrials.
Withineachbox,thecenterbarshowsthemedianandthecircleshows
themean.Patients12and13arelabeledwithAandBtorepresent
theirtworecordings............................ 58

3.13HARP52DprocessingGUI........................ 59
3.14HARP52DvisualizationGUI. ..................... 60

xiii



LIST OF FIGURES

3.15 HARP5 3D processing GUI. . . . . . . . . . . . . . . . . . . . . . . . 61

4.1 (a) Tongue mask of a healthy control subject (sagittal view). (b)
HARP field on axial and coronal slices as input for IDEA, zoomed
in at the tongue back. (c) IDEA result at the tongue back. (d) Surface
normal deformation component at tongue back surface. (e) Proposed
method result. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

4.2 Relationship between 2D motion components and 3D motion on (a) an
axial slice, (b) a coronal slice and (c) the tongue surface. . . . . . . . 68

4.3 Visual comparison of conventional IDEA result and E-IDEA result. . 73
4.4 Comparison of IDEA and E-IDEA with manually tracked surface points.

(a) Tracks of the healthy control’s surface points by manual (blue),
IDEA (yellow), and E-IDEA (green). (b) Error magnitude for the
healthy control (bar is median and circle is mean). (c) Error magni-
tude for the patient. . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.5 Regularized histogram of IDEA and E-IDEA’s reprojection error on
internal and surface points. Dotted lines show the mean of four types
of reprojection error. . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

5.1 Demonstration of interpolation of tagged slices on tagged images of the
tongue. (a) Spatial locations of acquired samples (blue) and interpo-
lated samples (red). (b) A tagged sagittal tongue slice from acquisition.
(c) Four interpolated sagittal tongue slices with horizontal tags. . . . 80

5.2 Linear interpolation of wrapped phase values. . . . . . . . . . . . . . 88
5.3 Test of PVIRA on simulated brain rotations. (a) Simulated true mo-

tion. (b) Estimated motion. (c) Estimated inverse motion. (d) Sim-
ulated tagged images. (e) Error magnitude of the estimation. (f)
Composed forward-backward motion in magnitude. (g) Jacobian de-
terminant of motion estimate. (h) Box-plotted estimation error of all
time frames. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

5.4 Performance of three methods under noise. (a) PVIRA estimation.
(b) 3D HARP estimation. (c) IDEA estimation. (d) PVIRA error. (e)
3D HARP error. (f) IDEA error. (g) Tagged images with noise. (h)
Box-plotted estimation error under difference noise level. Center bar
is median and circle is mean. . . . . . . . . . . . . . . . . . . . . . . 96

5.5 PVIRA estimation error with different regularizations and noise levels.
σ is the size of the two regularizing Gaussian kernels. . . . . . . . . . 98

5.6 Test of PVIRA on simulated tongue protrusion. (a) Tagged slices with
three tag directions. (b) Estimation error with three methods. (c)
Simulated motion and estimated motion with three methods. . . . . 100

xiv



LIST OF FIGURES

5.7 Brain mild acceleration motion estimation. (a)-(c) Left rotation esti-
mates. (d)-(f) Right rotation estimates. (g) Examples of tagged axial
and sagittal slices. (h) Example slices of estimation difference from
HARP. Colorbar goes from 0 to 0.5 as in the previous figures. (i) Ex-
ample slices of Jacobian determinant. (j) Histogram of difference from
HARP using IDEA and PVIRA. . . . . . . . . . . . . . . . . . . . . 102

5.8 Tongue motion estimation in speech. (a)-(c) Forward motion esti-
mates. (d)-(f) Upward Motion estimates. (g) Examples of tagged
axial and sagittal slices. (h) Example slices of estimation difference
from HARP. Colorbar goes from 0 to 0.5 as in the previous figures. (i)
Histogram of difference from HARP using IDEA and PVIRA. . . . . 104

6.1 The three principal directions of tongue motion during speech at two
critical time frames /s/ and /k/. . . . . . . . . . . . . . . . . . . . . 109

6.2 (a) A high-resolution MR mid-sagittal image slice. (b) Manual seg-
mentation of the tongue muscles in 3D. (c) Genioglossus muscle fiber
direction. (d) Transversalis muscle fiber direction. . . . . . . . . . . 113

6.3 Strain in the line of action of muscle fibers of a healthy control. The
top row is the segmented shape of GG (green) and T (blue) muscles
at different time frames. In the bottom row, local compression of
genioglossus is shown in green, and compression of transverse is shown
in blue for the same time frames. . . . . . . . . . . . . . . . . . . . . 116

6.4 Strain in the line of action of muscle fibers of the first post-glossectomy
patient. The top row is the segmented shapes and the bottom row is
the local compression of muscles. . . . . . . . . . . . . . . . . . . . . 117

6.5 Strain in the line of action of muscle fibers of the second post-glossectomy
patient. The top row is the segmented shapes and the bottom row is
the local compression of muscles. . . . . . . . . . . . . . . . . . . . . 117

A.1 Cardiac MR image labeling for endocardium and RV insertion points.
(a) Short-axis MR image of the heart. (b) Pixel labeling of the left
ventricle chamber. (c) Labeling of right ventricle insertion points. (d)
Level set representation of the left ventricle chamber contour (endo-
cardium). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

A.2 The consequence of poor bias initialization under two continuous label
fusion scenarios. (a) Six raters identify RV insertion points (dots) and
their fusions (crosses) are poor because CSTAPLE is initialized in up-
per left corner. Six raters identify endocardium contours (three shown
in (b) and three more shown in (c)). The fusion of six endocardium
contours shown in (d) is poor because CSTAPLE was initialized with
zeros on the entire image plane. . . . . . . . . . . . . . . . . . . . . 147

xv



LIST OF FIGURES

A.3 CSTAPLE simulation of 2D point identification. In (a) (d) circles are
generated truth and dots are rater decisions. In (b) (e) “x” markers
are the fusion of zero initialization, crosses are average initialization,
and dots are informed initialization. In (c) (f) “x” markers are fusion
of weak prior, crosses are data-adaptive prior, and dots are informed
prior. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154

A.4 Identification of RV insertion points in cardiac MRI. In (a) (b) red
dots are rater decisions and green circles are an expert’s decision as
ground truth. Fusions are shown in yellow, where “x” markers, crosses
and dots are respectively zero, average, informed initialization in (a)
and weak, data-adaptive, informed prior in (b). The error distance of
all fusion points from corresponding truth points shown in (c) which
compares data-adaptive prior and informed prior methods. . . . . . 158

A.5 Different fusion methods for endocardium contour identification. (a)
Expert decision from manual delineation regarded as truth. (b) CSTA-
PLE with zero initialization. (c) CSTAPLE with average initializa-
tion. (d) CSTAPLE with informed initialization. (e) Classic STAPLE
fusion of discrete labels. (f) MAP-CSTAPLE with weak prior. (g)
MAP-CSTAPLE with data-adaptive prior. (h) MAP-CSTAPLE with
informed prior. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160

xvi



Chapter 1

Introduction

1.1 Motivation

The basic functions of many human organs and muscles are associated with var-

ious motion and deformation. Measuring motion and strain of tissues during organ

deformation has been an important topic in disease diagnosis, organ function study,

and surgical planning. Its application involves cardiac imaging, lung motion mod-

eling, speech and swallowing studies, analysis of brain motion in traumatic injuries,

etc. A good understanding of the organ deformation from accurate motion estimation

not only benefits medical science and clinical treatment of the human body, but also

directly contributes to imaging technologies and image analysis methods development.

Take the human tongue for example. The tongue is highly deformable during

speech and is able to perform precise motion over short periods of time because of its

1



CHAPTER 1. INTRODUCTION

complex internal muscle architecture [1,2]. Studying the motor control of the tongue

muscles, including their interaction and cooperation for producing speech, has been

an ongoing topic for oral surgeons, linguists, and speech-language pathologists. This

is because the tongue, which is a volume-preserving structure devoid of bones and

joints, moves entirely by deformation to create the shapes critical to speech, chewing,

and swallowing [3]. Among various subjects, the motion of post-glossectomy patients,

who have received surgery to remove a malignant section of their tongue, is of special

interest as these patients have altered tongue morphology and may combine unusual

motor control strategies for speech [4]. The National Cancer Institute estimates that

41,000 people in the US develop oral or oropharyngeal cancer per year and that 36%

of these cancers are in the tongue [5]. Tumor size and location are the two most

important factors that impact speech [4, 6, 7]. Therefore, understanding the motion

differences made by healthy subjects and glossectomy patients will assist surgical

decisions as well as speech and swallowing remediation.

The study of human brain deformation is another example. A rapid deformation of

brain tissue in response to fierce linear or angular accelerations of the head can cause

a major health concern called traumatic brain injury (TBI). TBI is not only a direct

physical impairment to the human body, but can also lead to neuro-degenerative

diseases. It is known that TBI is an established risk factor for Alzheimers disease [8,

9]. It is also reported that high incidence of memory impairment and depression is

likely to occur on professional athletes with histories of repeated head impacts [10].

2
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According to [11], 1.4 million TBI cases are reported approximately each year in

the United States and the risk is likely to increase in the near future. As a result,

understanding the mechanism of brain deformation and the relationship between the

magnitude, location, and direction of the mechanical impact and the resulting neuro-

degeneration has become an important goal in TBI related studies, in the hope of

controlling the occurrence of TBI cases as well as reducing TBI-related injuries.

1.2 Anatomy of the Human Tongue and

Brain

This dissertation focuses its applications to studying tongue motion in speech and

brain deformation in TBI. Thus it is necessary to introduce the anatomy of the human

tongue and brain.

A vital organ for chewing, swallowing, and assisting speech, the tongue is a com-

plex muscular-hydrostat that consists of eight muscles in the mouth [12]. The ge-

nioglossus, hyoglossus, styloglossus, and palatoglossus muscles are four extrinsic mus-

cles. They anchor the tongue on the bones and other external structures in the mouth

and are capable of alter the tongue’s position for protrusion, retraction, and sideways

motion. The transversalis, verticalis, superior longitudinalis, and inferior longitudi-

nalis are four intrinsic muscles hidden inside the tongue. They are responsible for

lengthening, shortening, curling, and flattening of the tongue. The intrinsic and
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Figure 1.1: (a) The tongue and its external structures. Source: anatomybodypics.net.
(b) Internal muscles of the tongue. Source: bartleby.com.

extrinsic muscles collaborate in an elaborate fashion to create various deformations

during speech and swallowing. And these deformations are incompressible—meaning

that any deformation of the tongue is volume-preserving [13]. Fig. 1.1 shows the

anatomy of the tongue with its internal muscular structures.

The human brain is regarded as the most complex organ of the human body.

Known as life’s “command center”, it is essential for maintaining the normal func-

tionalities of the human body and has always been a common interest in medical

studies. Fig. 1.2 shows the anatomy of the brain. The largest region of the brain is

the cerebrum, which is divided into left and right hemispheres. The brain stem lies

underneath the cerebrum and the cerebellum is located behind. The cerebral cortex

is outermost layer of the cerebrum, which consists of four lobes with different func-
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Figure 1.2: (a) Location of the brain in the skull. (b) Basic structure of the brain.
Source: wikipedia.org/wiki/Human brain.

tions [12]. In medical images, the interior of the brain consists of darker-colored areas

(the grey matter) separated by lighter-colored areas (the white matter). Although

the human brain is not muscular, cerebrospinal fluid (CSF) fills the brain ventricular

system and the total brain volume is unlikely to change during motion caused by

controlled deformations for the purpose of scientific studies. Therefore, it is safe to

assume incompressibility for the imaging of brain motion under mild accelerations

created inside a medical imaging scanner.
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1.3 Tagged Magnetic Resonance Imaging

Motion estimation has always been a challenging task. This is because most

tissue deformations happen in three dimensions, involve complex muscle structures,

and are largely hidden within the internal organs. Magnetic resonance (MR) imaging

is capable of revealing both anatomical structures and tissue motion. The internal

motion of the tissues can be captured by tagged MR imaging [14–16]. By spatially

modulating the magnetic field, magnetic tags can be placed within the tissue, and

then deform with the tissue as it moves. Figs. 1.3(a) and 1.3(b) show an example of

tagged images of the tongue. Such deformed tag patterns contain motion information

which can be reconstructed by processing a sequence of tagged MR images acquired

over time.

Although tagged MR images capture motion well, they provide only low resolution

anatomical information at the tissue-air boundary. Therefore, in the present imaging

protocols an additional image sequence, a cine MR sequence without tags, is collected

at the same positions and same time instants during additional repetitions of the

motion cycle, and these images can be used to segment the tissue region. Fig. 1.3(c)

shows an example of cine image of the tongue.
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Figure 1.3: (a) Horizontally tagged mid-sagittal image slice of the tongue. (b) Ver-
tically tagged image on the same slice location. (c) Cine image on the same slice
location.

1.4 Motion Estimation and Challenges

Many methods for estimating two-dimensional (2D) tissue motion and strain from

the deformed tag patterns have been proposed in the past, including tag line track-

ing [17,18], tag intersection tracking [19–21], and pixel-wise tracking using harmonic

phase or Gabor filters [22–25]. While measuring 2D motion alone might be sufficient

in some applications, knowledge of three-dimensional (3D) motion might be necessary

or highly desirable in others. Methods to measure 3D motion from densely-acquired

tagged MR images have been proposed in the past. They require an acqusition of

a large number of closely spaced image slices, which is equivalent to direct acquisi-

tion of a dense 3D volume. In this case, traditional 2D methods can be extended to

3D and directly applied to compute the dense motion [26–29]. However, the large

amount of time that it takes to acquire these images makes this approach impractical

for routine clinical or scientific use. For this reason, most of the reported 3D motion
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estimation methods have been focused on the use of sparse collections of 2D images

and 2D motion estimation followed by interpolation in order to achieve 3D motion

estimation.

Incompressibility is an important consideration in the estimation of biological mo-

tions. For example, during a cardiac cycle, the change in volume of the myocardium

is less than 4% [30, 31], and the change in volume of the tongue during speech and

swallowing is even smaller [32]. Therefore, the motion of muscles should be assumed

to be incompressible [13]. In the study of brain motion under mild accelerations, there

is very little exchange of fluid in the ventricular system and the total brain volume in-

cluding the ventricles remains very nearly constant [16]. Therefore, incompressibility

can also be assumed in studies of small brain motions under mild accelerations cre-

ated inside an MR scanner. In a word, motion estimation in many organs requires the

final dense estimated motion field to be incompressible in order to represent tissue’s

true physical property.

Biological motions that are estimated from image data should also be inverse-

consistent. That is, deformation fields estimated between two time frames should

have an inverse deformation that reproduces the original image when reversing the

order of the time frames. This property is not maintained, in general, by finding

an inverse deformation field (i.e., the reference map) after finding the forward defor-

mation field (i.e., the motion map). In motion estimation from tagged MR images,

this is particularly problematic because the reference time frame, where the tags
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are flat, is a unique configuration that is typically exploited in estimation of dense

deformations—and its “flatness” property cannot be found in later times. Although

inverse-consistency has been an important topic in image registration [33–35], it has

not been properly discussed and implemented in the field of biological motion esti-

mation. Thus numerical inversion methods are often used as a post-processing step if

inverse fields are needed [36,37]. This requires extra computation time and can cause

numerical errors on the boundary.

Previous works on 3D motion estimation from sparse imaging geometries are quite

varied. Some use finite element or finite difference methods [38], some use tag line

tracking based on 2D images [39, 40], some use spline interpolation [39, 41–43], and

some use the organ’s biomechanical properties [44, 45]. More methods are summa-

rized in the collected works of [46]. Because the computations are typically limited to

the organ of interest, a 3D segmentation method is also required [38, 39, 41, 47]; this

step requires either human intervention or automated segmentation algorithms [48]

that increase the demand on processing time. In terms of incorporating incompress-

ibility, because of the assumption of sparse imaging geometry, previous methods have

been of the interpolation variety. The methods in [49, 50] use divergence-free radial

basis functions while the methods in [43, 51] use smoothing vector splines seeking a

divergence-free velocity field that yield a nearly incompressible deformation field when

integrated. Unfortunately, these methods suffer from an over-complex computation

due to vector interpolation, which can cause days of processing time for one single
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subject with dozens of temporal volumes.

In contrast to the above methods, image registration algorithms based on dense

imaging geometries can accommodate incompressibility in various ways. For example,

the widely-adapted diffeomorphic demons algorithm [52] has been extended to include

volume-preserving deformations [53,54]. However, registration-based motion estima-

tion methods have not been previously developed to work with the sparse imaging

geometries of tagged MR images and with their unique brightness properties. In par-

ticular, the iLogDemons method was applied to the intensities of 3D tagged data [54].

But because tags fade with the T1 time constant of the tissues, image brightness is

not conserved over time and this will yield inaccurate displacement estimates [55].

Despite the number and diversity of previous approaches to process tagged data, there

does not yet exist a well-accepted, high performance algorithm for estimating dense

motion from the sparse imaging geometries of tagged images.

Beside the main motion estimation algorithm itself, various other aspects needed

to be considered while designing a workflow of estimation methods that can be imple-

mented in a user interface to process raw tagged data from the very beginning; these

issues are all related to pre-processing or post-processing and need to be addressed

with appropriate image analysis techniques involving a broad selection of topics. For

example, in order to specify tissue region, manual or semi-automatic segmentation of

multiple cine MR images in multiple time frames is a time-consuming task (a typical

number of images is about 800 slices per subject). Efficient segmentation methods
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must be developed. After obtaining estimates of the 3D motion from multiple subjects

including healthy controls and patients, it remains challenging to analyze the result-

ing data in order to reveal population similarities and differences. The inconsistent

tissue deforming rate between subjects is a major obstacle, so that a method is needed

to provide a time alignment of the displacement data. The high dimensionality of

the time sequences of 3D displacements is another obstacle; a method is needed to

perform dimensionality reduction so that population analysis can be readily carried

out. To analyze the relationship between motion and muscle activity, strain derived

from the estimated motion needs to be studied. However, 3D strain has been hard to

interpret, because internal muscles are mostly interdigitated and activate in different

patterns to create a deformation, resulting in complex principal strain directions that

are difficult to visually and quantitatively assess. This problem needs to be solved in

order to trace the production of speech and motion patterns back to the activation

of specific muscle groups.

1.5 Thesis Contributions

In this dissertation, we aim to develop efficient methods for 3D motion estimation

and analysis using tagged MR images. The five major contributions of the thesis are

summarized as follows.

1. A workflow of algorithms is developed to compute the 3D motion from tagged
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and cine images of the tongue during speech. Named as the tongue motion

analysis pipeline (TMAP), TMAP produces a sequence of estimated motion

fields along with a multi-subject analysis of motion pattern differences between

healthy control subjects and post-glossectomy patients using a novel two-step

principal component analysis strategy. TMAP is based on a series of existing

algorithms. It incorporates all of them as steps in a carefully optimized semi-

automatic pipeline which also includes steps for time alignment and a population

analysis. TMAP provides a usable tool for clinical studies and shows a capability

in capturing healthy control and patient subjects’ unique motion patterns. Its

efficacy is demonstrated and the potential for quantitative motion analysis of

the tongue is revealed.

2. An updated 3D motion estimation algorithm that is an enhanced version of the

previously reported incompressible deformation estimation algorithm (IDEA) [43]

is developed. The method, named E-IDEA, tackles the incompressible motion

computation both on the internal tissue regions and tissue boundaries, reducing

boundary errors and yielding a motion estimate that is more accurate on the

whole. E-IDEA combines data from tagged images with surface deformation in-

formation derived from cine MR images to achieve a dramatical improvement.

Deformable image registration techniques are applied to help extracting the mo-

tion on the boundary. Quantitative evaluations achieved by comparing with 2D

harmonic phase results show that E-IDEA efficiently handles the well-known
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boundary effects from traditional harmonic phase motion estimation.

3. A novel 3D motion estimation algorithm is proposed as a substitute for the pre-

vious methods. Based entirely on the imaging registration framework, the pro-

posed method, called phase vector incompressible registration algorithm (PVIRA),

is a faster and more robust method that performs phase tracking in a novel way.

PVIRA uses several concepts from diffeomorphic registration with a key nov-

elty that defines a symmetric similarity metric enabling the simultaneous use of

multiple phase volumes. The new metric solves the aperture problem of optical

flow by exploiting the 3D material properties of harmonic phase. Evaluations

show a large reduction in computation time over E-IDEA and better robust-

ness against noise. PVIRA is demonstrated to yield a nearly incompressible

result and to produce motion and inverse motion fields that are very nearly

inverse-consistent.

4. A method to reveal muscle’s activities using strain in the line of action along the

fiber directions is proposed. Both tagged MR images and static high-resolution

MR images are used to obtain motion and muscle anatomy, respectively. Strain

tensors and local tissue compression along the muscle fiber directions are com-

puted in order to reveal their shortening pattern, which is then linked with

clinical data to suggest a possible pattern of muscle activation. The method is

capable of relating motion to particular muscle functions, which is a first step in
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learning individual muscle activity from tagged images and may provide novel

information for future clinical and scientific studies.

5. In statistical label fusion of medical images, labels of different regions and struc-

tures are often specified by a number of different human raters or automated

algorithms. In this contribution, label fusion in the continuous domain is stud-

ied, and a bias problem in the continuous simultaneous truth and performance

level estimation (STAPLE) algorithm is revealed. We prove that bias and vari-

ance used to represent rater performance yield a maximum likelihood solution

in which bias is indeterminate. We analyze the cause of the deficiency and re-

solve this ambiguity by proposing two classes of solutions, one that estimates

the bias as part of the algorithm initialization and the other that uses a max-

imum a posteriori criterion with a priori probabilities on the rater bias. Since

this contribution is not directly related to motion estimation—the main theme

of the dissertation, we put its description in the appendix.

1.6 Thesis Organization

This thesis is organized as follows. Chapter 2 introduces background knowledge

on MR data acquisition, the harmonic phase method, the IDEA method, and strain

tensor calculation. In Chapter 3, we describe the tongue motion analysis pipeline

TMAP used to establish a first step to 3D motion estimation. In Chapter 4, we
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describe the enhance IDEA method that addresses the boundary problem in the

previous pipeline and IDEA estimation. In Chapter 5, we present the novel method

PVIRA for fast and robust motion estimation. In Chapter 6, we describe the method

for revealing the relationship between motion and muscle activities. Finally, Chapter 7

concludes the thesis and discusses future work. In the Appendix, we present the

investigation on continuous label fusion.
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Chapter 2

Background

In this chapter, we provide a general overview of MR data acquisition and a brief

introduction to related algorithms. In Section 2.1, we introduce the scanner setup

and imaging parameters of the tongue and brain data used in this dissertation. Sec-

tion 2.2 describes the standard harmonic phase method. In Section 2.3, we review the

incompressible deformation estimation algorithm. Section 2.4 reviews the definition

of deformation gradient tensors and strain tensors. Finally, Section 2.5 summarizes

this chapter.

2.1 Data Acquisition

To study tongue motion in speech, a dataset consisting of both healthy control

subjects and post-glossectomy patients was used. The subjects who participated in

16



CHAPTER2. BACKGROUND

thestudywereconsentedunderIRBapprovedprotocols.Somepatientshadsmall

(T1)tumorsandotherpatientshadmid-size(T2)tumors. TheT1tumorswere

removedwithglossectomyandthewoundclosedbysutures.TheT2tumorwasclosed

byaddingexternaltissue,aradial-forearmfreeflap,toreplacetheresectedmass.The

speechmaterialwasdesignedintoaphrase“asouk”. Usinginternationalphonetic

alphabet(IPA),thephraseispronounced/ /,whichwasusedtoelicitspecific

tonguemotions.Thephrasestartedwith//,acentralizedtongueposition,moved

into/s/,whereforwardtonguemotionwasexpectedtobeprominent,andendedwith

/k/,whereupwardtonguemotionwasexpectedtobeprominent.Becausesubjects

neededtorepeatthespeechmaterialstoametronomeintheMRscanner,priorto

enteringthescanner,theyweretrainedtospeaktothesamemetronomebeatfor

about15minutes.The4beatmetronomesequencerepresentedthetwosyllablesof

thespeechtask,plusaninhalationandexhalation.Thus,everymotionoftheoral

cavitywastimedaspreciselyaspossible.

Fig.2.1showstheimaginggeometryforsliceacquisitionofthetonguemotionin

speech[15].MRscanningwasperformedonaSiemens3.0TTimTriosystem(Siemens

MedicalSolutions,Malvern,PA)witha12-channelheadcoilanda4-channelneckcoil

usingasegmentedgradientechosequence.Thefieldofviewwas240mm×240mm

withaninplaneresolutionof1.87mm×1.87mmandaslicethicknessof6mm.

Eachdatasetcontainedasagittal,coronal,andaxialstackofimagesencompassing

thetongueandsurroundingstructures. Theimagesequencewasobtainedinto26
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Figure 2.1: Illustration of the acquisition setup of tagged MR image slices for tongue
motion in speech. A: anterior. P: posterior. L: left. R: right. S: superior. I: inferior.
(a) Slice locations. (b) An axial tagged slice. (c) A coronal tagged slice. (d) A sagittal
tagged slice.
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time frames that spanned for about one second. The complete MR recording session

lasted for about an hour. The MR imaging machine collected a very weak signal,

namely the amount of hydrogen protons in each unit of tissue. Therefore, multiple

repetitions of the speech utterance needed to be collected and summed to generate a

single time-series showing tongue motion. To sum the cine MR data collection, five

repetitions were needed per slice. For the tagged data collection, three repetitions

were needed per slice. In addition, data for each tag direction (superior–inferior,

anterior–posterior, left–right) were collected twice, once for a sinusoidal tag pattern

and once for another sinusoidal pattern on a 180 degree phase shift [56]. The number

of slices depended on the size of the subject’s tongue and ranged as follows: sagittal—

5 to 9 slices; coronal—10 to 14 slices; axial—10 to 14 slices. Pauses were allowed after

each set of slices, so that consecutive acquisitions contained 15 to 42 repetitions for

tagged acquisitions and 25 to 70 repetitions for cine acquisitions [15].

To study the brain deformation, we imitate an acceleration about 10–15% during

a soccer player’s heading ball motion. A mild angular acceleration was generated

from healthy subjects who participated in the study. The subjects were consented

under IRB approved protocols. Each subject, lying down in a Siemens 3.0T mMR

Biograph scanner (Siemens, Munich, Germany), was constrained with a head rotation

device that accelerates the head towards the left shoulder direction [16]. The head

rotated around the body’s longitudinal axis (from head to foot), generating a brain

deformation in a “shaking head” movement. In repeated motions, tagged images were
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acquired with a SPAMM pulse sequence into sparse parallel slices covering the brain

region and spanning across 12 time frames (resolution: 1.5 mm in-plane and 8.00 mm

through-plane).

Fig. 2.2 shows the imaging geometry for slice acquisition of the brain during mild

acceleration [16]. The slices are taken to cover the whole brain. Similar to the tongue

application, due to time constraints the slices are sparsely positioned. In each axial

image plane, two sets of images are taken in the same location, one with horizontal

tags and the other with vertical tags. In this way, the motion in the x and y directions

can be observed in these two sets. In order to record the z motion, sagittal slices with

horizontal tags are also acquired. For each slice position, MR tags are placed at a

reference time and a sequence of images are acquired over time in order to reveal the

motion as a deforming tag pattern.

Because of the acquisition geometry, the available motion data in both scenarios

are sparse in the through-plane direction. As a result, estimation of dense 3D motion

from these data can be summarized as interpolating information gleaned from sparsely

acquired image data. In particular, motion features that are observed in the acquired

image planes must be interpolated in some way in order to observe dense, 3D motion.
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Figure 2.2: Illustration of the acquisition setup of tagged MR image slices for brain
motion. A: anterior. P: posterior. L: left. R: right. S: superior. I: inferior. (a) Slice
locations. (b) An axial slice with horizontal tags. (c) An axial slice with vertical tags.
(d) A sagittal tagged slice.

21



CHAPTER 2. BACKGROUND

Figure 2.3: Processing of a tagged MR image. (a) Acquired tagged slice. (b) Harmonic
peaks in the Fourier domain and a HARP filter. (c) Harmonic magnitude slice.
(d) Harmonic phase slice.

2.2 Harmonic Phase Algorithm

The harmonic phase (HARP) algorithm is a standard, well-known method to

process and analyze tagged MR images [23]. It has been applied in applications for

the heart [14], the brain [15], the tongue [16], and other areas of the body [57–59],

and has become an established tool for scientific use and clinical protocols. The

reason that HARP is often preferred over other methods is because it is fast and

accurate with an estimation error less than about a third of a pixel’s size. HARP

is normally considered to include two steps: a HARP filtering step and a HARP

tracking step. HARP filtering operates in the Fourier domain and aims at extracting

a harmonic phase image carrying motion information, and HARP tracking estimates

motion based on the deformation of the harmonic phase image.

Fig. 2.3 shows an tagged image processing by HARP. In particular, one of the

major harmonic peaks in the Fourier domain of a tagged image slice can be filtered

(so-called HARP filtering) to yield a complex-valued image, where motion information
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is contained in the phase part (HARP phase) and anatomical information is contained

in the magnitude part (HARP magnitude). Mathematically, if we denote the complex

image after HARP filtering as J(x), it can be written as

J(x) = M(x)ejΦ(x), (2.1)

where M(x) is the HARP magnitude slice and Φ(x) is the HARP phase slice.

To extract the 2D motion contained in the phase images, two slices Φh(x) and

Φv(x) with horizontal tags and vertical tags are used; each of them records motion in

the normal direction of its tag plane. Denote Θ(x) = [Φh(x),Φv(x)]T , HARP tracking

follows such an assumption that for a material point located at x(ti) at time frame

ti, its HARP phase value Θ stays the same over time. As a result, at the next time

frame ti+1, x(ti+1) can be found by

Θ(x(ti), ti) = Θ(x(ti+1), ti+1). (2.2)

In practice, this equation can be solved iteratively using the Newton-Raphson method [60]

as follows:

x(n+1)(ti+1) = x(n)(ti+1)−∇Θ(x(n)(ti), ti)
−1(Θ(x(n)(ti), ti)−Θ(x(ti), ti)). (2.3)

HARP processes each pixel independently, and the result is a sequence of tracked
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Figure 2.4: Resulting 2D motion fields from HARP on (a) an axial slice, (b) a coronal
slice, and (c) a sagittal slice of the tongue.

points over all time frames (see Fig. 2.4). Their displacements can be computed

by subtraction between neighboring point locations and a sequence of 2D in-plane

displacement fields are achieved. Due to phase wrapping [23, 61], HARP may fail by

tracking a “jumped” tag when a tissue point makes large movements commonly seen

in organs like the tongue. A HARP refinement can be used to prevent this problem. In

the works for this dissertation, we use the shortest-path HARP refinement method [61]

to reduce this type of error.

While originally developed to analyze 2D images, the HARP framework is valid

for 3D images, and has been previously used for 3D images which were acquired on

a dense grid [26]. The only changes are to to switch the 2D circular HARP filter into

a 3D ball-shaped HARP filter and to use three tag directions in Eqn. 2.3.
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Figure 2.5: Relationship between 2D motion components and 3D IDEA estimation on
(a) a slice with x and y motion components (b) a slice with z motion component. (c)
shows the integration process of the estimated velocity components by IDEA (Source:
Liu et al. Incompressible deformation estimation algorithm (IDEA) from tagged MR
images. IEEE TMI, 2012.).

2.3 Incompressible Deformation Estima-

tion Algorithm

The 2D motion on slices obtained from tagged data can be viewed as multiple ob-

servations about the underlying 3D motion. However, each observation is an in-plane

projection of the true 3D motion and it is spatially sparse due to the low through-

plane resolution. The incompressible deformation estimation algorithm (IDEA) in-

corporates these sparse and incomplete projections as well as the incompressibility

constraint by using a divergence-free vector spline to interpolate a 3D dense motion

estimate [43]. Specifically, it reconstructs a sequence of divergence-free velocity fields

over small time steps so that the integrated 3D velocities yield the observed 2D HARP

displacements to good approximation.
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Fig. 2.5 illustrates how 2D in-plane motions are processed by IDEA. The un-

deformed tissue at the first time frame has undeformed reference tag planes. At a

current time frame, the tag planes have deformed along with the tissue. Suppose

axial slices contain x and y motion components and coronal slices contain z motion

component from 2D HARP, to each point (pixel location) xa on an axial image such

as Fig. 2.5(a), HARP produces two vectors representing components of displacement:


qx = qxex ,

qy = qyey ,

(2.4)

where ex and ey are unit vectors in the x and y directions and qx and qy are the

projections of the 3D motion u(xa) on the current axial plane. Similarly, for each point

xc on a coronal image such as Fig. 2.5(b), HARP yields the displacement component

vector

qz = qzez , (2.5)

where ez is the unit vector in the z direction. IDEA takes such data on all pixels

{xa,qx(xa),xa,qy(xa),xc,qz(xc)} as input, and estimates an incompressible defor-

mation field u(x) on a high-resolution grid within the tissue mask. We note two

important aspects. First, IDEA is carried out as a series of smoothing splines, each of

which seeks a divergence-free velocity field yielding the deformation field only when

integrated (as shown in Fig. 2.5(c)). Thus the final field u(x) is nearly incompress-
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ible and its re-projected components at all input points approximately agree with the

input measurements. Second, the inputs are observed components of displacements

that can arise at any physical position and in any direction of motion.

In Chapter 3, IDEA’s framework is used as the basis of a proposed 3D motion

estimation pipeline. In Chapter 4, we will extend IDEA to incorporate boundary

information, and in Chapter 5, we will propose a new motion estimation method.

IDEA is used as a baseline method to compare in both of these chapters.

2.4 Strain Tensor Calculation

The strain tensor is a commonly used metric to measure a motion field’s local

feature and to better characterize deformation and tissue function. It is capable of

quantifying how much a deformation differs locally from a rigid-body displacement

and computing the amount of stretch and compression along any specific motion

direction. The strain tensor is closely related to the deformation gradient tensor. We

briefly review their definitions in this section.

Fig. 2.6 shows the deformation of a continuum body. Denote a material point as

X, which deforms to location x under a displacement u(X). Thus x = X + u(X).

The deformation gradient tensor F is defined as

F =
dx

dX
= I +

du

dX
. (2.6)
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Figure 2.6: Deformation of a continuum body. Source: wikipedia.org.
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This tensor measures the local ratio of stretch or compression in all directions. Note

that the explicit form of a tensor is a matrix. In this case, F is of dimension 2 × 2

for 2D data and 3× 3 for 3D data.

Since the deformation gradient tensor involves a transformation between two co-

ordinate systems, namely the material domain and the deformed domain, a rotation

is accounted for in the transformation of coordinates. However, in a deformable body,

a pure rotation is not capable of inducing any stresses or strains, and it is convenient

to use other tensors independent of rotation to measures the deformation. Thus, the

strain tensors are defined. In the material coordinate system X, the Lagrangian strain

tensor is defined by

E =
1

2
(F TF − I) =

1

2
(
du

dX
+ (

du

dX
)T + (

du

dX
)T (

du

dX
)). (2.7)

In the deformed coordinate system x, the Eulerian strain tensor is defined by

e =
1

2
(I − F−TF−1) =

1

2
(
du

dx
+ (

du

dx
)T − (

du

dx
)T (

du

dx
)). (2.8)

The two strains are used to characterize deformations in the corresponding coordi-

nated system of interest. In practice, these tensors can also be projected onto the

directions of interest to computed the deformation along a certain direction, such as

the circumferential strain and radial strain in cardiac motion studies [62].

29



CHAPTER 2. BACKGROUND

2.5 Summary

In this chapter, we briefly introduced some background knowledge on the tagged

data acquisition, the HARP method that computes 2D motion, and the IDEA method

for 3D incompressible motion estimation. We also reviewed the definition of strain

tensor and the equations to compute it from motion fields.
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Chapter 3

Three Dimensional Motion

Analysis Pipeline

3.1 Introduction

As a first step, we aim to develop a straightforward pipeline of algorithms to

achieve motion estimation of the tongue data in speech and target a few immediate

difficulties mentioned in Section 1.4. We focus on reducing the labor of manually

segmenting hundreds of cine MR slices in multiple time frames and on resolving

the difficulty of providing a time alignment of the displacements to regularize multi-

subject data. We also aim to develop a method to perform dimensionality reduction

on healthy control groups and patient groups to analyze the resulting data in order

to reveal population similarities and differences.
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We base the pipeline on some well-established algorithms: the HARP algorithm [23]

for computing 2D motion from tagged data (see Section 2.2), the IDEA method [43]

for estimating 3D motion from the HARP result (see Section 2.3), the super-resolution

methods [63] for building 3D tongue volumes, segmentation algorithms for providing

automatic or semi-automatic labeling of the tongue region [47], and principal compo-

nents analysis (PCA) for dimensionality reduction of populations of vector fields [64].

The proposed method, called TMAP for Tongue Motion Analysis Pipeline, incorpo-

rates all of these steps in a carefully optimized semi-automatic pipeline which also

includes steps for time alignment and a population analysis. TMAP is evaluated with

a dataset consists of sixteen healthy controls and post-glossectomy patients in a spe-

cific speech task. It is intended to be used as a tool and feasible for speech analysts

to process their data with.

As illustrated in Fig. 3.1, the input to TMAP is tagged and cine MR data. The

output is the 3D motion field and a multi-subject statistical analysis result. The

critical steps we have developed are described in the following sections.

3.2 Phase Calibration of CSPAMM Im-

ages

Before any motion extraction can be performed, the first problem to be solved is

to find a way to correctly read the raw tagged images. As mentioned in Section 2.1,
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Figure 3.1: Flowchart of the tongue motion analysis pipeline (TMAP).
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in order to eliminate DC components, the tagged tongue data is acquired at a pair

of sinusoidal tag patterns with a 180 degree phase difference. The two images in the

pair, denoted as A(x, t) and B(x, t), are modeled as a function of spatial location x

and time t by

A(x, t) = M0(1− (1− cos
2πx

P
)e−t/T1),

B(x, t) = M0(1− (1− cos (
2πx

P
− π))e−t/T1),

(3.1)

where P is the tag period, M0 is the magnetization magnitude, and T1 is the relax-

ation time constant [56]. Fig. 3.2(a) shows the tag’s wave patterns in the A and B

images. In practice, since the acquired data is stored in two parts—the magnitude

part and the phase part—the actual images directly from the MR scanner are complex

representations of A and B denoted as

Ac(x, t) = |M0(1− (1− cos
2πx

P
)e−t/T1)| · ejβA(x,t),

Bc(x, t) = |M0(1− (1− cos (
2πx

P
− π))e−t/T1)| · ejβB(x,t),

(3.2)

where |M0(1 − (1 − cos (2πx/P ))e−t/T1)| and |M0(1 − (1 − cos (2πx/P − π))e−t/T1)|

are the acquired magnitude parts of A and B images and βA(x, t) and βB(x, t) are the

acquired phase parts. Here we use the symbol β in order to distinguish the acquired

phase from HARP phase. In an ideal situation, βA and βB are constants independent

of spatial position x and time t. However, whether constant or not, they can be used

to recover the original A and B images from Ac and Bc, as we now discuss.

It is known that tags fade with the T1 time constant in a very short period af-
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Figure 3.2: Demonstration of phase of tagged images from acquisition. (a) Phase of
A and B images. (b) Demonstration of tag fading on an A image. (c) A MICSR
image on the first time frame. (d) A CSPAMM image on the first time frame.
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ter they are initially applied, i.e., their amplitude becomes smaller over time (see

Fig. 3.2(b)). To make time for capturing more frames during the tongue’s motion

in the entire one-second speech task, a 180-degree MR tip angle is used for the tags

during the scan session. This causes a problem because the tip angle crosses 90 de-

grees and the magnitude part of Ac and Bc images in Eqn. 3.2 becomes negative. To

recover the original A and B images from Ac and Bc, we need to use the phase values

βA and βB to find the locations where the magnitude of Ac and Bc should be flipped

with a negative sign. At a pixel where its tag value is negative, its phase value βA or

βB makes a sudden jump of π, which is a criterion that can be used to pinpoint the

location. Therefore, considering Eqns. 3.1 and 3.2, A and B images can be recovered

by

A(x, t) =


|Ac(x, t)|, if − π

2
≤ βA(x, t) < π

2
,

−|Ac(x, t)|, otherwise.

(3.3)

and

B(x, t) =


|Bc(x, t)|, if − π

2
≤ βB(x, t) < π

2
,

−|Bc(x, t)|, otherwise.

(3.4)

There are three methods to read A and B images for motion estimation [56].

The SPAMM method directly uses only one image of A and B. However, SPAMM’s

DC component in the Fourier domain limits the radius of the followed HARP filter,

causing a loss of high-frequency information. Thus the CSPAMM method or the

MICSR method can be used to eliminate the DC component by combining A and B
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images to yield a new tagged image. The definitions of CSPAMM and MICSR images

are

CSPAMM = A(x, t)−B(x, t) = 2M0e
−t/T1 cos

2πx

P
(3.5)

and

MICSR = |A(x, t)|2 − |B(x, t)|2 = 4M2
0 e
−t/T1(1− e−t/T1) cos

2πx

P
. (3.6)

Apparently, MICSR is preferred in this case, because Eqn. 3.6 only uses the mag-

nitude part of A and B images, which can be directly replaced by the magnitude

of Ac and Bc images because |A| = |Ac| and |B| = |Bc| according to Eqns. 3.3 and

3.4. Thus, MICSR saves the step of recovering A and B using Eqns. 3.3 and 3.4.

Fig. 3.2(c) shows a MICSR image. Although MICSR provides a feasible result, from

Eqn. 3.6 we can see that MICSR suffers from a low signal at the initial time (t = 0); in

fact, its magnitude is close to zero with very low contrast. Due to the characteristics

of TMAP, all motions need to be calculated with respect to the first time frame. As a

result, CSPAMM with its stronger signal and higher contrast in the first time frame

should be used (Fig. 3.2(d)).

In order to use CSPAMM, the recovery of A and B using Eqns. 3.3 and 3.4, which

require a check on the values of βA and βB, is essential. However, instead of being

constant, the actual βA and βB values are inconsistent; they shift overtime and are

not spatially homogeneous. If used directly, they can yield broken tags that have a

sudden flip of sign in some regions, as demonstrated within the ellipse in Fig. 3.2(d).
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To eliminate this inconsistency, we introduce a phase calibration preprocessing step.

We note that due to tag fading, in the last time frame of data acquisition, the tags

have lasted for about one second and their amplitude has reduced to a very small

value. The tip angle no longer crosses 90 degrees and the magnitude of all pixels stays

positive (see Fig. 3.2(b)). As a result, the phase values βA(x, 26) and βB(x, 26) at the

last (26th) time frame can be considered as the bias of all previous time frames due

to phase inconsistency. Removal of this bias corrects all previous phases. Thus, for

all pixels and all time frames the phase calibration is performed by

β′A(x, t) = W (βA(x, t)− βA(x, 26)),

β′B(x, t) = W (βB(x, t)− βB(x, 26)),

(3.7)

where W (·) is a wrapping operator defined by W (β) = mod(β + π, 2π) − π to wrap

the phase back into the range of [−π, π). The calibrated phases β′A and β′B are used

in the following phase calibration operation:

A′(x, t) =


|Ac(x, t)|, if − π

2
≤ β′A(x, t) < π

2
,

−|Ac(x, t)|, otherwise.

(3.8)

and

B′(x, t) =


|Bc(x, t)|, if − π

2
≤ β′B(x, t) < π

2
,

−|Bc(x, t)|, otherwise.

(3.9)

In this way, a correct CSPAMM combination of A′ and B′ images can be found
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Figure 3.3: Phase calibration result. (a) and (c) are CSPAMM images before calibra-
tion. (b) and (d) are corrected CSPAMM images.

using A′(x, t) − B′(x, t). Fig. 3.3 shows two examples of the corrected CSPAMM

computation. The broken tags have been fixed and a high-contrast image at the first

time frame is obtained that can be used in the following TMAP processing.
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Figure 3.4: Cine super volume reconstruction by the SUPERV algorithm.
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3.3 Segmentation of the Tongue Mask

Cine MR images are used to provide anatomical information for tongue segmenta-

tion. Because of the need to acquire data rapidly during speech and to maintain high

overall signal-to-noise ratio (SNR), cine images are acquired in the same positions

with the same relatively large slice thickness as the tagged MR data. Any single

stack of cine MR images cannot be used for high resolution segmentation because of

the poor through-plane resolution. Therefore, the entire collection (axial, sagittal,

and coronal) is combined using super-resolution methods into a single image on a

3D grid whose voxel resolution is the same as the original 2D in-plane resolution.

Specifically, we use the SUPERV algorithm [63] to obtain one supervolume at each

time frame (see Fig. 3.4).

In order to constrain our analysis to the tongue region only, we carry out a seg-

mentation of the tongue using the supervolume images. Despite the improved quality

of the supervolume over the cine images, we have found that it is helpful to have man-

ual guidance in this stage. We use the random walker (RW) algorithm [65], which is

a graph-based algorithm to find a global optimal probabilistic solution for multi-label

image segmentation. In practice, a user specifies (draws) a small number of pixels as

seeds within pre-defined structures (labels), such as the tongue and the background.

Each unlabeled pixel is then assigned to the label with the greatest probability in such

a way that a random walker starting at this pixel will reach one of the seeds with

this label. In TMAP, a human user is required to input seeds on a few slices (6 to 9
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Figure 3.5: Seed propagation in time and segmentation of temporal stack.
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Figure 3.6: Segmentation of the supervolume.
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slices in our case) of the cine images at one time frame. The user-given seeds are then

propagated by deformable registration [52] to additional user-determined time frames

(in our case, four time frames uniformly distributed over 26 time frames) at the same

slice location. For the rest time frames, seeds are automatically generated by: 1)

segmenting a 3D temporal stack using RW; 2) using the skeleton [66] of the temporal

segmentation as seeds (Fig. 3.5). After seeds are found for all time frames at this

slice location, they are exported to the 3D supervolume space and RW is computed,

yielding the final segmentation (Fig. 3.6). During this process, the user is allowed to

validate and correct the propagated and automatically generated seeds. Finally, the

3D tongue masks can be used to cut the 2D in-plane motion at the positions where it

intersects the slice plane, leaving the 2D motion only on the tongue region as input

for IDEA.

3.4 Tongue Motion Analysis Pipeline

As introduced in Section 2.2, HARP yields a collection of 2D vector-valued images,

each representing the 2D projection of the 3D motion occurring from the current time

frame to the initial time frame when the tags were applied. The segmented 2D motion

slices from tagged data can be viewed as multiple observations about the underlying

3D motion (Figs. 3.7(a) and 3.7(b)). With the semi-automatic segmentation results

from RW, IDEA can be applied on the HARP results and yield a 3D motion estimate.
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SinceIDEAiscomputationallydemanding,thesegmented3Dtonguemaskalleviates

theproblembylettingitcomputeonlyonthetongueregion,yieldingadesired3D

motionfield(Figs.3.7(c)and3.7(d)). Wenotethatinthisdissertation,conesare

usedtovisualize3Dmotion. Theyarecolor-codedbymotiondirectionsinclassic

diffusiontensorimaging(DTI)colorscheme(redforleft–rightdirection,bluefor

superior–inferiordirection,greenforanterior–posteriordirection),andtheconesize

reflectsmagnitudeofmotion.ThiscompletestheestimationpartofTMAP.

3.5 Multi-subjectDataRegularization

Duetovaryingspeakingratesamongdifferentsubjects,beforecomparingtheir

motion,displacementfieldsrelativetoacommonpositionmustbecomputedfrom

theresultofIDEA.Sincethefirsttimeframeisnormallyanunpredictablepre-speech

positionofthetongue,andsinceweexpecttoobservetheforwardmotioninto/s/

andthenupwardmotioninto/k/duringtheutterance“asouk”,themid-central

vowel//shouldbeusedasthecommonreferenceframetocomparemotionacross

subjects[67].Thereforewemustswitchthereferenceframefrom1tothemaximum

//position.

Foreachsubject,wedenotethesequenceof3Dvectorfieldsas{v1,1(X1),v1,2(X1),

...,v1,26(X1)},obtainedfromtheoutputofIDEA.Eachvectorfieldv1,t(X1),as

visualizedinFig.3.7,showsthedisplacementfromtimeframe1(defaultreference
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Figure 3.7: 3D motion estimation produce by TMAP. (a) A healthy control’s HARP
input at time frame /s/. (b) A healthy control’s HARP input at time frame /k/. (c)
A healthy control’s 3D motion at time frame /s/. (d) A healthy control’s 3D motion
at time frame /k/. (e) A patient’s 3d motion at time frame /s/. (f) A patient’s
3D motion at time frame /k/. Note: cones are color-coded by motion directions as
shown in the color diagram (red for left–right, blue for superior–inferior, green for
anterior–posterior). Cone size is magnitude.
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frame)tothecurrenttimeframet.X1isthe3Dgridlocatedattimeframe1(herewe

useaLagrangianrepresentation).Asaresult,ifweconsiderthevectorfieldv1,t(X1)

asarrows,theygrowfromthegridlocationsX1attimeframe1andenduppointing

atthenon-gridlocationsinthecurrentframet.

Supposemaximum//happensattimeframer. Atarbitrarytimeframet,

relatedmotionfieldsarev1,r(X1)andv1,t(X1).Ifweareabletofindtheinversefield

ofv1,r(X1),namelyvr,1(Xr),thefollowingfieldiswhatwewant

vr,t(Xr)=vr,1(Xr)+v1,t(Xr+vr,1(Xr)), (3.10)

whereXrisnowthegridonthenewreferencer.

Becausethefieldv1,r(X1)isdiscrete,fromthedefinitionofinversefieldweknow

thatattimeframer,vr,1(X1+v1,r(X1))=−v1,r(X1).Tofindthevalueofvr,1at

Xr,weapplyafixed-pointmethod[36]byiterativelysolvingthefollowingequation

v
(n)
r,1(Xr)=−v1,r(Xr+v

(n−1)
r,1 (Xr)). (3.11)

Finally,bysubstitutingtheconvergedresultofEqn.3.11intoEqn.3.10andrepeating

foreverytimeframe,wegetanewsequenceofdisplacementfields{vr,1(Xr),vr,2(Xr),

...,vr,26(Xr)}foreverysubjectstartingattimeframe//.
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Figure3.8:(a)DivisionofeightVOIsinthetongue.(b)AnexampleusingVOI-1:
Averagemotionof26framesandallsubjects.Horizontallinedivideshealthycontrols
(bottom)andpatients(top). Verticalcurvesareattimeframes//,/s/,and/k/.
(c)Interpolatedmotionbetweentimeframes//and/k/from(b).Horizontalline
divideshealthycontrols(bottom)andpatients(top).Verticallinesareattimeframes
//,/s/,and/k/.

3.6 Two-stepPrincipalComponentAnal-

ysis

Multi-subjectPCArequiresacertaintonguemotionquantitytobeinthesame

frameofreference.Althoughwehavemadealldisplacementfieldstobewithrespect

to//,differentsubjects’tongueshapesvaryextensively. Therefore,wedividethe

tongueintoeightvolumesofinterests(VOIs)asshowninFig.3.8(a). Weaverage

themotionfieldinsideeachVOItogetonevectortorepresentitsgeneralmotion

(Fig.3.8(b)),denotedby{dr,1,dr,2,...,dr,26}v,wherevistheVOInumberfrom1to

8. WetreattheseVOIsindependentlyinthefollowingprocessing.
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Sinceweareonlyinterestedintheperiodsfrom//to/s/to/k/,wecreatea

commontimeintervalbytakingtheaveragemotionbetweenthesetwoperiods,and

usingacubicspline[68](denotedas“cspline”inEqn.3.12)tointerpolatetheminto

17timeframesforallsubjects,where//istime-frame1,/s/is7,and/k/is17.

Denotingthetimeframenumberofmaximum//,/s/,and/k/asa,s,andk,we

have

{̂d1,1,...,̂d1,7,...,̂d1,17}v=cspline({da,a,...,da,s,...,da,k}v) (3.12)

ForanyVOI,d̂1,tistheinterpolatedmeanmotionweareinterestedin,whichputsall

subjects’motionsinthesameframeworkandreadyforPCA(Fig.3.8(c)).Labeling

thesubjectnumberbyi,westackthemeanmotionofall17framesasonevector

d̂i=[̂di1,1;...;̂d
i
1,7;...;̂d

i
1,17], (3.13)

whichliesina3×17=51-dimensionalspace. Thephysicalmeaningofd̂iisall

motionbothinspaceandintimeofsubjectiwhenperformingthecompletespeech

taskof“asouk”. Notethatbydoingsowehaveavoidedtreatingeachtimeframe

independently.Instead,weconsidertheentirespeechtaskasanevaluationofthe

subject’sspeechfunction.

SupposethenumberofhealthycontrolsisC.Ifwewanttoperformaconventional

PCAonthesehealthycontrols,thefollowingstepsarerequired:1)subtractthemean
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of healthy control motion ŝi = d̂i−mean{d̂1, . . . , d̂i, . . . , d̂C}, 2) compute the covari-

ance matrix of the subtracted motion COV = [ŝ1, . . . , ŝi, . . . , ŝC ][ŝ1, . . . , ŝi, . . . , ŝC ]T ,

and 3) find the eigendecomposition of COV to get C − 1 principal component (PC)

directions {e1, . . . , eC−1} and principal values {P 1, . . . , PC−1}. To evaluate this PC

space to see if it is able to distinguish patients’ motion from healthy controls’, we

project a test group of healthy controls’ and a group of patients’ motion onto these

principal directions. Unsatisfyingly, after carrying this out we observed that the pa-

tients’ PC scores are similar to those of the test controls and the two groups are

hardly distinguishable.

To handle this situation, we introduce a PCA step involving the patients after

performing the first PCA on healthy controls. Since the first PC space has a rank of

C − 1, the remaining 51 − (C − 1) principal directions can be vectors generated by

any feasible orthogonalization method (e.g., the Gram-Schmidt process). And this

remaining 51 − (C − 1) dimensional space contains only the motion of the patients,

because ideally the healthy controls should project a zero PC score in this space.

Suppose the number of patients is P . We take their motions indexed by j, 1 ≤ j ≤ P ,

subtract the control mean, and then compute their “normal part” by projection onto

the control PC space; that is,

ŝj = d̂j −mean{d̂1, . . . , d̂i, . . . , d̂C}, (3.14)
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ŝjnormal = ((ŝj)T · e1)e1 + . . .+ ((ŝj)T · eC−1)eC−1. (3.15)

The remaining motion is considered abnormal and is given by

ŝjabnormal = ŝj − ŝjnormal. (3.16)

We then compute the covariance matrix of ŝjabnormal and find its eigen-decomposition

to get P more vectors as the PC directions for abnormal motion {u1, . . . ,uP}. Taken

together, {e1, . . . , eC−1,u1, . . . ,uP} come from a two-step PCA to represent the nor-

mal and abnormal motion parts, which we refer to as “primary” and “secondary” PC

spaces. We note that the reason that the rank of the secondary PC space is P instead

of P − 1 is because the healthy controls’ (not patients’) mean motion is subtracted

in Eqn. 3.14 so that patient motion is not zero-centered. We emphasize that the

entire purpose of building the secondary PC space is to use it to contain the patient’s

abnormal motion part and to separate it from its normal motion part. After the

two-step PCA, we can take any subject’s motion (patient or healthy control), project

it onto the space {e1, . . . , eC−1,u1, . . . ,uP}, and look at the “primary PC scores” and

“secondary PC scores”.
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3.7 Evaluation of Angle of Motion

We used TMAP to process all twenty-three subjects’ speech data, obtaining their

motion fields. A typical healthy control’s motion and a typical patient’s motion at

critical time frames /s/ and /k/ are shown in Figs. 3.7(c), 3.7(d), 3.7(e), and 3.7(f).

In the motion of a healthy control, both forward and upward motions are expected to

be prominent, while a patient’s motion is expected to contain more left–right motion.

After multi-subject data regularization, we took all subjects’ interpolated average

motion and computed two angles of the motion vector at every time frame (Fig. 3.9).

We began this data analysis at time frame 4 because the magnitude of motion in the

first three time frames was nearly zero, so that noise became a major interruption in

angle visualization. The first angle, shown in Figs. 3.9(a) and 3.9(c), is the elevation

angle of the motion vector upward from the anterior direction. It shows the degree

that the motion vector tilts up and is denoted as θ. The second angle, shown in

Figs. 3.9(b) and 3.9(d), is the azimuth angle of the motion vector sideways from the

anterior direction (to the left or to the right of the head). It shows the degree that the

motion vector tilted left or right and is denoted as φ. Fig. 3.9 shows that for healthy

controls, θ grows from small values to around 90 degrees, while the φ value stays

small. For patients, θ values are inconsistent throughout the speech task and some φ

values are large. Thus, φ distinguishes normal speech, which contains less left–right

tongue motion, from patient motion, which has evidence of left–right asymmetrical

motion.
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Figure 3.9: Elevation and azimuth angles during motion of healthy control and patient
subjects in volume of interest 1. Each curve is a subject. (a) and (b) show sixteen
healthy controls and (c) and (d) show seven patients.

Table 3.1: Controls’ and Patients’ Average Elevation and Azimuth Angles of Motion
(in degrees).

VOI-1 VOI-2 VOI-3 VOI-4 VOI-5 VOI-6 VOI-7 VOI-8

Control θ 49.7 49.1 43.7 44.0 34.1 30.5 42.7 44.1

Patient θ 53.0 54.0 58.6 60.8 62.4 57.4 62.9 61.5

Control φ 7.2 6.4 9.9 10.1 8.5 9.3 11.3 11.9

Patient φ 13.3 14.6 17.6 18.6 11.4 9.2 11.7 13.5

Table 3.1 shows the average of the two angle values across all time for all eight

VOIs. Both angles show larger values for the patients. The higher θ values for

patients reflect an earlier upward angle of motion than the healthy controls in all

tongue regions. The value of φ is larger in patients than healthy controls (p < 0.01,

student t-test statistic −3.39, effect size r2 = 0.51), showing larger left–right motion

in patients versus healthy controls in all eight tongue regions.
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3.8 Two-step PCA of the Whole Tongue

We applied our two-step PCA strategy on this dataset of sixteen healthy controls

and seven patients, obtaining fifteen primary PC directions and seven secondary PC

directions. In Fig. 3.10, we only show the PC directions and PC weights of VOI-1 as an

example for visualization. Other VOIs possess the same pattern of the PC directions

and PC weights. We note that the focus of interpreting PC directions should be

on the first few primary PCs starting from number 1 (Fig. 3.10(a)) and the first

few secondary PCs starting from number 16 (Fig. 3.10(b)). The primary directions

show little lateral motion until PC number 7, indicating a consistent control motion

featuring mostly anterior–posterior and superior–inferior. The secondary directions

contain all abnormal motion patterns showing many red glyphs that correspond to

left–right motion. As shown in Figs. 3.10(c) and 3.10(d), healthy controls load zero

weight in secondary space while patients load in both spaces.

3.9 Evaluation of Two-step PCA on Mir-

rored Hemi-tongue

To test the reliability of our two-step PCA method, we measured its capability

of distinguishing patient motion from control motion by mirroring the tongue’s right

side to the left. Since the sixteen healthy controls’ tongue motions are generally
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Figure 3.10: Two-step PC directions and PC weights. (a) Primary PC directions
from healthy controls. (b) Secondary PC directions from patients. (c) and (d) show
the PC weights for healthy controls and patients. Each dashed line is a subject.
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symmetric, we overlaid the mirrored right hemi-tongue on the left hemi-tongue and

averaged their motion at each time frame. This yielded sixteen healthy controls with

only the left VOIs: 1, 3, 5, and 7. For the seven patients, since their glossectomy was

only performed on one side (either left or right) of the tongue, their tongues are no

longer symmetric and their data should not be averaged. Therefore, after we mirrored

their right hemi-tongue to the left, the result is seven resected hemi-tongues and seven

native hemi-tongues both on the left. We named the former “Patient Glossectomy

Side (PGS)” and the latter “Patient Native Side (PNS)”.

With this modified data on hemi-tongues, we then performed four two-step PCAs,

one for each of the four VOIs, using eight of the healthy controls as training data

to build the primary PC space, leaving eight controls as test data. The seven PGS

subjects were then used to create the secondary PC space. Following this procedure,

we obtained seven primary PC directions and seven secondary PC directions for each

VOI. We projected three subject groups onto the secondary PC directions: eight test

controls, seven PGSs, and seven PNSs. The first two secondary PC weights of all

three subject groups for all four VOIs are shown in Fig. 3.11. The solid blue dot

represents no abnormal motion. The green dots, which are the test controls, show

smaller loading values. The patients have higher loadings in both the PNS group

(crosses) and the PGS group (circles), although these two groups are not particularly

distinguished from each other in this representation.

Finally, we randomized the choice of training controls from all sixteen healthy
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Figure 3.11: First two patient-like abnormal PC weights for four volumes of interest
and all subjects. The blue dot is the origin. Green dots are test controls, circles are
patient glossectomy sides, and crosses are patient native sides.

controls (16 choose 8 is 12870 possibilities), thus randomizing the construction of

the primary and the secondary PC spaces. We repeated the above hemi-tongue

experiment in 12870 Monte Carlo trials for all possible forms of the two-step PC

spaces, while keeping the eight controls as test group to compare with PGS group

and PNS group. After every trial, the three groups’ motions were projected onto

the secondary PC directions to compute their secondary (abnormal) PC weights.

The average abnormal PC weights of all trials are box-plotted in Fig. 3.12. In all four

VOIs, the mean of the test controls’ abnormal energy is lower than both PGS and PNS

from all 12870 cases (p < 0.01, student t-test statistic −8.12, effect size r2 = 0.49).

Despite the small amount of training data, this analysis is capable of distinguishing
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Figure 3.12: Boxplot of the average secondary principal component weights (abnormal
energy) of control test, PGS, and PNS in 12870 Monte Carlo trials. Within each box,
the center bar shows the median and the circle shows the mean. Patients 12 and 13
are labeled with A and B to represent their two recordings.

control motion from the two groups of patient motion and the difference is statistically

significant.

3.10 Implementation of TMAP

TMAP has been implemented in an in-house software called “HARP5” based on

Matlab (Mathworks, Natick, MA). HARP5 is the most recent version from genera-

tions of “HARP series” software until 2015. HARP5 has three major graphical user

interfaces (GUIs), as demonstrated in Figs. 3.13, 3.14, and 3.15. The first GUI is

related to 2D processing functions using the HARP algorithm. It provides major
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Figure 3.13: HARP5 2D processing GUI.

reading and visualizing functions of the raw tagged MR data. Users can manually

set parameters such as region of interest and HARP filter properties. The second

GUI provides a basic visualization of the estimated 2D motion fields. The third GUI

is the main “workhorse” for 3D motion processing. It includes IDEA computation,

segmentation and 3D mask specification, and strain analysis. Together, HARP5 pro-

vides all the basic functions in TMAP, and has been used in current speech studies

for years. A simplified version of HARP5 has been released to public, and it can

be downloaded from the Image Analysis and Communication Laboratory webpage

(https://iacl.ece.jhu.edu).
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Figure 3.14: HARP5 2D visualization GUI.
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Figure 3.15: HARP5 3D processing GUI.

3.11 Discussion

In the multi-subject analysis of the selected speech dataset, the angle of motion

experiment was intended to reveal general trends in the motion fields. The results

agreed with the expected “a souk” motion. Overall, the healthy controls’ tongues

went forward to produce /s/ then upward to produce /k/ while maintaining left–

right symmetry. The patients’ tongues showed a similar trend but were noisier and

less predictable while producing a large amount of left–right asymmetry. In the

temporally averaged motion in all eight VOIs (Table 3.1), the azimuth angle of the

patient tongues always had greater values than the control, especially at VOIs 1, 2, 3,

and 4 in the anterior tongue. Since our data used only subjects with unilateral tumors

behind the tongue tip, the motor control of the tongue tip was reduced. Therefore,
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the anterior VOIs (1, 2, 3, and 4) were expected to be affected more strongly than the

back part of the tongue. On the other hand, the elevation angle was greater for the

patients possibly due to their compensation strategies in speech after partial tongue

resection.

Secondly, the two-step PCA experiment further revealed the patients’ abnormal

motion pattern. The primary PCs showed little lateral motion until PC number 7

(Fig. 3.10(a)), consistent with normal speech. The secondary PCs had more lateral

motion, consistent with abnormal motion, and also showed less predictability of pat-

terning. The plot of the PC weights showed zero load of the healthy controls on the

secondary PC space (Fig. 3.10(c)) and non-zero weight of patients on the secondary

PC space (Fig. 3.10(d)), which was a direct mathematical result of the two-step PCA.

The subsequent experiment using the mirrored hemi-tongue data additionally showed

that both sides of the patient tongue, native and resected, loaded more highly than

the control tongues on the secondary PC space.

Lastly, 12870 Monte Carlo trials tested the efficacy of TMAP and confirmed that

the healthy controls’ motions were more consistent and stable than the patients. The

mean of the control abnormal energy is lower than both PGS and PNS in all VOIs, and

TMAP is capable of distinguishing the subtle patient motion variation pattern from

the healthy controls. However, PGS and PNS motions are not well distinguished by

our current approach, suggesting that compensation may be occurring on both sides of

the tongue. In previous work [69], the patients studied moved their glossectomy side to
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a greater extent than the healthy controls, while the native side moved similarly to the

healthy controls. In this work, however, the patients loaded on the secondary PCs in

both PGS and PNS, suggesting that both sides of the tongue used different strategies

from the healthy controls. And the higher PNS loading suggested patients used the

native side in a more unusual manner than the glossectomy side for compensation.

A closer look at the result of the Monte Carlo trials (Fig. 3.12) with reference to

clinical recordings can provide us more information on the potential compensation

strategies used by the patients. Although seven patient datasets were acquired, five

patients participated in this study. The first four subjects (9 to 12) had small (T1)

tumors and the fifth, subject 13, had a mid-size (T2) tumor. The small tumors

were removed with glossectomy and the wound closed by sutures. The moderate

tumor was closed by adding external tissue, a radial-forearm free flap, to replace the

resected mass. Thus, subject 13 had different anatomy from the other four patients.

In addition, two subjects, 12 and 13, were recorded twice. Specifically, subject 12’s

recordings were 25 and 73 months post-surgery and subject 13’s recordings were 14

and 24 months post-surgery.

Fig. 3.12 shows high loadings for subjects 9, 10, and 11 on the secondary PCs of

VOI-1 in both PGS and PNS, which means they moved the tongue tip in an unusual

manor compared to the healthy controls. Subject 12A followed this pattern in PNS.

However, in his PGS, and for both sides during the second visit (12B), this subject

used the back of the tongue (VOIs 5 and 7). This may be evidence of an incomplete
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adaptation in the first visit moving toward a fully realized pattern of motion in the

second visit. Subject 13’s motion pattern differed from all the other subjects. He used

the floor of the mouth muscles (VOIs 3 and 7) on both sides of the tongue during both

visits. Subject 13’s first recording was much later post-surgically than subject 12 and

his adaptation was likely to be more complete. In addition, his closure procedure

was unique in this group. Thus, his differences were reasonable. The floor muscles

helped move the upper tongue appropriately to shape the vocal tract and produce

good quality speech, as seen by the low loadings on the secondary PCs of VOIs 1

and 5 on the upper tongue. The importance of this result is that the secondary PCs

allow an explanation of the degree and nature of the abnormal movement in a way

that was not possible before.

3.12 Summary

We proposed a pipeline of algorithms, TMAP, for processing speech MR image

data to obtain a reliable estimate of the motion field. It is semi-automatic and easy to

operate. We proposed methods to achieve effective segmentation, multi-subject data

regularization, and a two-step principal component analysis to reveal subtle abnormal

motion patterns. We tested TMAP using a various collection of subjects in multiple

Monte Carlo trials and the result showed promising value in current speech studies

and medical application. It is important for the progress of biological research into the
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human body to have a pipeline method suitable for any user, which can process tagged

and cine MR data from the raw images to the final data analysis and interpretation.
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Chapter 4

Enhanced Incompressible Motion

Estimation

4.1 Introduction

In the previous chapter, we developed TMAP to provide an initial step for motion

estimation. However, the use of HARP and IDEA methods in TMAP can result in

an increase of estimation errors on the tissue boundary. Since HARP uses a bandpass

filter to extract the harmonic images, object boundaries are blurred and motion es-

timates near the anatomical surfaces are inaccurate [23,61]. To make matters worse,

HARP measurements near the boundaries are sparse because of the sparseness of im-

age plane acquisition. These two problems severely affect 3D motion estimation near

anatomical surfaces, as shown in Fig. 4.1. Zooming in on the back of the tongue (see
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Figure 4.1: (a) Tongue mask of a healthy control subject (sagittal view). (b) HARP
field on axial and coronal slices as input for IDEA, zoomed in at the tongue back.
(c) IDEA result at the tongue back. (d) Surface normal deformation component at
tongue back surface. (e) Proposed method result.

Fig. 4.1(a)), Fig. 4.1(b) shows the sparse 2D motion components from HARP and

4.1(c) is the IDEA reconstruction of 3D motion that shows inaccurate large motion.

In this chapter, we develop a novel approach that combines data from tagged

images with surface deformation information derived from cine MR images to dra-

matically improve 3D tongue motion estimation. At every time frame, the tongue is

segmented to achieve a 3D mask, and the deformation between the reference mask

at the resting position and the deformed mask is computed using deformable regis-

tration. The normal components of surface deformation are then used to augment

the HARP measurements within the IDEA estimation framework. Fig. 4.1(d) shows

the additional input and Fig. 4.1(e) shows the result of proposed method. Compar-

ing with Fig. 4.1(c), this result is more sensible from a qualitative point of view.

Quantitative evaluations provided below also show that this method achieves a more
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Figure 4.2: Relationship between 2D motion components and 3D motion on (a) an
axial slice, (b) a coronal slice and (c) the tongue surface.

accurate estimate of the whole tongue motion.

4.2 Measuring Tongue Surface Deforma-

tion

Figs. 4.2(a) and 4.2(b) illustrate how HARP data are processed in IDEA [43]. As

explained in Section 2.3, on each pixel xa from an axial image such as Fig. 4.2(a),

HARP produces two vectors qx and qy. On each pixel xc from a coronal image such

as Fig. 4.2(b), HARP produces a vector qz. IDEA takes such data on all pixels {xa,

qx(xa),xa,qy(xa),xc,qz(xc)} as input, and estimates the dense incompressible 3D

field u(x) within the tongue mask. Since the inputs for IDEA are observed compo-

nents of displacements that can arise at any physical position and in any direction of

motion, it provides a key to utilization of surface deformation measurements within
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the IDEA framework. In particular, as shown in Fig. 4.2(c), the tongue surface may

deform between time frames, and a point xs on the surface at current time frame can

be associated with a point on the reference tongue surface. However, like the tradi-

tional aperture problem in optical flow [70, 71], we should not assume to know any

tangential information about the surface displacement. This leads to a perfect anal-

ogy with HARP data: observations about surface normal deformation, if available,

can be used in 3D reconstruction.

IDEA requires segmentation of the tongue volume in order to limit the tissue

region that is assumed to be incompressible. In TMAP, cine MR images are used to

construct a super-resolution volume [63] at each time frame, which is then segmented

for the tongue surface mask. We note that these 3D masks can also be used for

deformable registration in order to provide surface deformation information. The

diffeomorphic demons method [52] is applied to the pair of masks between the two time

frames where motion is to be computed. Denoting the reference mask at time frame

1 as I1 : Ω1 ⊂ R3 → {0, 1} and the current deformed mask as It : Ωt ⊂ R3 → {0, 1}

defined on the open and bounded domains Ω1 and Ωt, the deformation field is found

and denoted by the mapping d : Ωt 7→ Ω1. The estimated displacement field at a

point xs on the surface of the tongue in current time frame can be denoted as

u(xs) = −d(xs) . (4.1)
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Although diffeomorphic demons generates a whole 3D displacement volume, we take

only tongue surface normal components for the reason stated in the previous para-

graph. We represent the 3D tongue mask at current time frame by a levelset function

φ(x) that is zero on the surface, positive outside the tongue, and negative inside the

tongue. The normal directions of the surface are given by

n(xs) =
∇φ(xs)

|∇φ(xs)|
. (4.2)

The normal components of motion—serving as additional input to IDEA—are

qn(xs) = (u(xs) · n(xs))n(xs) . (4.3)

An example of such a field is shown in Fig. 4.1(d).

4.2.1 Enhanced IDEA

With the enhanced input {xa,qx(xa),xa,qy(xa),xc,qz(xc),xs,qn(xs)}, the pro-

posed method computes the 3D motion over the super-resolution grid points {xi} and

all the surface points {xs}. The algorithm is summarized below.

Algorithm 4.1. Enhanced Incompressible Deformation Estimation Algorithm (E-

IDEA)
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1. Set u(xi) = 0 and u(xs) = 0.

2. Set M time steps, for m = 1 to M do

3. Project currently computed displacement onto input directions by px(xa) = u(xa) ·

ex, py(xa) = u(xa) · ey, pz(xc) = u(xc) · ez, pn(xs) = u(xs) · n(xs).

4. Compute remaining motion projection by rx(xa) = qx(xa) − px(xa), ry(xa) =

qy(xa)− py(xa), rz(xc) = qz(xc)− pz(xc), rn(xs) = qn(xs)− pn(xs).

5. Use part of the remaining motion to approximate velocity: vx(xa) = rx(xa)/(M −

m + 1), vy(xa) = ry(xa)/(M − m + 1), vz(xc) = rz(xc)/(M − m + 1), vn(xs) =

rn(xs)/(M −m+ 1).

6. Update estimation: u(xi) = u(xi)+DFVS{vx(xa), vy(xa), vz(xc), vn(xs)}, u(xs) =

u(xs) + DFVS{vx(xa), vy(xa), vz(xc), vn(xs)}.

7. end for

Here DFVS stands for divergence-free vector spline, which is also the key algorithm

“workhorse” of IDEA [43]. M is typically set to 20 which provides a proper trade-

off between accuracy and computation time. Enhanced IDEA, which we refer to as

E-IDEA below, typically takes about 5 hours to process a subject with 26 time frames.
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4.3 Visual Assessment of E-IDEA

We evaluated E-IDEA on 50 tongue volumes (25 from a healthy control subject

and 25 from a patient) during the utterance “a souk”. Conventional IDEA was also

computed for comparison. We computed motion fields relative to time frame 1 which

was the pre-speech resting position, because the resting tongue serves as a good

reference configuration, is the natural reference frame for the MR tags, and also fits

into continuum mechanics framework for deforming bodies.

Firstly, we visually assessed the motion fields. The results of both subjects are

shown in Figs. 4.1 and 4.3 on two critical time frames: at the /s/, when forward

motion is prominent, and at the /k/, when upward motion is prominent (Fig. 4.1 is

for healthy control at time frame /s/). Knowing that the internal muscular structure

of tongue prevents its back from performing either too large or zero motion [13], at

tongue’s back, we see E-IDEA has reduced the erroneous large motions for the healthy

control, and has captured those small motions where IDEA mistakenly interpolates

as zero for the patient. We also see E-IDEA can straighten up the motion at the top

of the tongue to better estimate the displacement when the tongue hits the palate

vertically (Figs. 4.3(a) and 4.3(d)). In general, the boundary estimation agrees more

with tongue physical mechanics [13].
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Figure 4.3: Visual comparison of conventional IDEA result and E-IDEA result.
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Figure 4.4: Comparison of IDEA and E-IDEA with manually tracked surface points.
(a) Tracks of the healthy control’s surface points by manual (blue), IDEA (yellow),
and E-IDEA (green). (b) Error magnitude for the healthy control (bar is median and
circle is mean). (c) Error magnitude for the patient.

4.4 Point Tracking with E-IDEA

To obtain a numerical comparison, we manually tracked the motions of 15 surface

points distributed 5 each on the front, top, and back parts of the tongue (labeled in

Fig. 4.4(a)). We then computed their trajectories with IDEA and E-IDEA motion

fields. The tracks of three methods are shown in Fig. 4.4(a) and errors from manual

tracking at each point are shown in Figs. 4.4(b) and 4.4(c), boxplotted across all time

frames. The error magnitude has been reduced by E-IDEA, especially on the back

part of the tongue. Also, the mean error (circles in boxes) is reduced by E-IDEA at

all 15 points. The improvement is significant (student t-test p < 0.01).
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4.5 Evaluating Reprojection Error

We took the estimated 3D motions at input sample locations and reprojected them

onto input directions using Eqns. 2.4, 2.5, and 4.3. We then computed a reprojection

error that gives the error in distance in the input directions between the estimated

sample components and the input sample components. This measure assumes input

motion components (HARP and surface normal motions) are the truth. We compare

four types of reprojection errors in histograms of Fig. 4.5: on IDEA internal points,

on E-IDEA internal points, on E-IDEA boundary points, and on IDEA boundary

points as indicated in the legend. For the healthy control, on a total of 105455

internal points and 108853 boundary points, the mean of the four errors are: 0.32 mm,

0.35 mm, 0.65 mm, and 1.33 mm, respectively. The boundary error has been reduced

by 0.68 mm and the internal error has been raised by 0.03 mm. For the patient, on

133302 internal points and 100523 boundary points, the mean of the four errors are:

0.22 mm, 0.24 mm, 0.96 mm and 3.11 mm. The boundary error has been reduced by

2.15 mm and the internal error has been raised by 0.02 mm.

4.6 Discussion and Summary

In this chapter, we have proposed a novel algorithm for estimating the tongue’s

motion field in 3D. The major innovation is in the incorporation of surface motion as

additional information, which compensates for the well-known deficiencies of HARP
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Figure 4.5: Regularized histogram of IDEA and E-IDEA’s reprojection error on in-
ternal and surface points. Dotted lines show the mean of four types of reprojection
error.

in estimating boundary motions. Both qualitative and quantitative improvements are

evident using two independent metrics. Especially, from reprojection error, we see

that boundary error is substantially reduced while internal error is only minimally

increased.
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Chapter 5

Phase Vector Incompressible

Registration Algorithm

5.1 Introduction

Chapters 3 and 4 focused on building and improving a 3D motion analysis pipeline,

whose core estimation algorithm is IDEA or E-IDEA. From previous experiments,

we have observed that TMAP suffers from an over-complexity problem caused by

multiple preprocessing steps and the IDEA framework’s multi-step divergence-free

vector spline computation, which results in days of processing time for a single subject.

Stepping backwards to the very essence of estimation of a dense 3D motion field,

since the acquired data is inherently sparse, interpolation is a natural and necessary

step for achieving a desirable estimate. From existing literature summarized in Sec-
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tion 1.4, all proposed 3D algorithms in the past have used interpolation of 2D motion

estimated from sparse slices, which requires a combination of vector-valued compo-

nents. On the other hand, the reversed process—interpolation of sparse scalar-valued

image slices to a dense image volume followed by direct estimation of 3D motion—has

never been explored. This forms the motivation of the novel method described in this

chapter.

In this chapter, we propose a new method to compute 3D motion fields from

sparse tagged MR images. Rather than interpolating the motion fields derived from

the sparse images onto a denser grid, we turn the process around and first interpolate

the raw tagged images onto a denser grid. We then apply the HARP method [23] on

the interpolated tagged images to yield 3D harmonic phase volumes. Using the fact

that harmonic phase is a material property of the tissue, we use these images in a

multichannel image registration algorithm to track tissue points throughout the image

time frames. The image registration algorithm is based on iLogDemons [54], but it

contains several key differences. First, to drive the registration process we developed

a new symmetric harmonic phase vector similarity metric. Second, to compensate for

harmonic phase wrapping, we introduce a new phase interpolation method. Third,

to enforce incompressibility only within tissue regions, we incorporate the harmonic

magnitude image along with the divergence-free velocity constaint of iLogDemons.

Finally, to simultaneously compute a consistent inverse motion, we incorporated the

method of equivalent perturbation [72].
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We call the proposed method PVIRA, which stands for Phase Vector Incompress-

ible Registration Algorithm. PVIRA was evaluated using simulated tagged images,

real data from a human brain in mild accelerations, and real data from the human

tongue in speech. We compared its result against 3D HARP tracking and IDEA.

The evaluations show a large reduction in computation time over IDEA and better

robustness against noise as compared to both methods. PVIRA is demonstrated to

yield a nearly incompressible result and to produce motion and inverse motion fields

that are very nearly inverse-consistent.

5.2 Interpolation of Tagged Slices

PVIRA starts by using interpolation to create a dense grid of tagged images.

We justify the use of interpolation on tagged images as follows. First, due to the

nature of tagged imaging, the tag period (spacing between two consecutive tag lines)

is usually set at a value much higher than the image resolution, e.g. 1.88 mm image

resolution with a 12.00 mm tag period, which ensures that the tag pattern itself has

a low frequency contribution to the image [14]. Second, when the tagged images are

processed later with a bandpass filter (HARP filter), they also lose high frequency

information before motion estimation [23]. Therefore, it is reasonable to interpolate

the missing samples and form more tagged slices between the acquired sparse data.

We use tricubic b-spline interpolation [73] to produce an arbitrarily dense 3D grid
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Figure 5.1: Demonstration of interpolation of tagged slices on tagged images of the
tongue. (a) Spatial locations of acquired samples (blue) and interpolated samples
(red). (b) A tagged sagittal tongue slice from acquisition. (c) Four interpolated
sagittal tongue slices with horizontal tags.

of tagged images, as illustrated in Fig. 5.1. In this example, we let xs denote the

locations of the sparsely acquired sagittal images Ia(xs) having horizontal tag planes.

These locations are shown as blue dots in Fig. 5.1(a). The tag planes in this sagittal

acquisition are oriented in the axial direction, which is the reason that subscript a

is used in the notation Ia. We denote the sample points in the dense 3D grid by x,

as shown using red dots in Fig. 5.1(a). Tricubic b-spline interpolation then finds the

values Ia(x). i.e.,

Ia(x) =
∑
xs

c(xs)β
3(x− xs), (5.1)

where β3(x) is the cubic b-spline interpolation kernel and c(xs) are the interpolation

coefficients computed from Ia [74]. Four interpolated horizontally-tagged saggital

images zoomed in on the tongue region are shown in Fig. 5.1(c).

In a similar fashion, the two axial acquisitions containing horizontal and vertical

tags can be interpolated onto the same dense 3D grid to create the image Ic(x) having
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coronal tag planes and the image Is(x) having sagittal tag planes, respectively. The

result of this interpolation step is a dense 3D volume in which each point x has

samples of three tagged images where the tags (prior to motion) are oriented in the

three cardinal directions. This process is carried out independently at each acquired

time frame, yielding a sequence of such 3D, vector-valued tagged images.

5.3 Harmonic Phase Volumes

While originally developed to analyze 2D images, the HARP framework is valid

for 3D images, and has been previously used for 3D images that were acquired on a

dense grid [26]. Following this strategy, our method performs HARP filtering on the

three interpolated tag volumes Ia, Ic, and Is. For example, for the volume Ia(x), the

complex image after HARP filtering can be denoted as

Ja(x) = Ma(x)ejΦa(x), (5.2)

where Ma(x) is the HARP magnitude volume and Φa(x) is the HARP phase vol-

ume. The same notation applies for coronally and sagittally tagged volumes, yielding

Mc(x), Φc(x), Ms(x), and Φs(x).
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5.4 Registration of Phase Volumes

Since harmonic phase is a material property, it can be used instead of brightness

to associate voxels between image time frames. Furthermore, since there are three

harmonic phase values at each time frame (and these arise from linearly indendent

directions), tracking all three phases solves the aperture problem of optical flow [70].

The approach of Ryf et al. [26] carried out such a 3D HARP tracking approach,

based on the 2D fixed point HARP tracking method proposed in Osman et al. [23], to

compute dense displacement fields in 3D tagged MR data. Since we have established

such a dense volume by interpolation, we can use the same approach. This approach,

which we call 3D HARP tracking, is used as a comparison algorithm in the following

experiments. However, 3D HARP tracking does not incorporate global regularization,

incompressibility, and inverse consistency, properties that we deem necessary for most

applications in biological motion estimation. Therefore, we now develop a registration

framework, which incorporates these desirable additional properties, to process the

harmonic phase volumes.

We use the iLogDemons approach [54] as a starting point for PVIRA. Summarized

in Algorithm 5.1, iLogDemons is an iterative method alternating between force-driven

stepwise update and deformation field regularization. The result is an invertible

motion field and incompressibility is applied in the process. Suppose that u(x) is

the deformation field to be found to align the moving image It(x) to the fixed image

I0(x). The method iLogDemons maps the displacement field u(x) to its “log domain”
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by using a single stationary velocity field v(x) to represent u(x). The relationship

between u(x) and v(x) is that u(x) is the exponential map [75] of v(x), i.e., u(x) =

exp(v(x)). By minimizing the demon energy ||I0(x)−It◦d(x)||2 +K||d||2, an optimal

update d(x) to the velocity field v(x) can be found. According to [76], the symmetric

form of d(x) is given by

d(x) =
2(I0(x)− It(x))(∇I0(x) +∇It(x))

||∇I0(x) +∇It(x)||2 +K(I0(x)− It(x))2
, (5.3)

where K is a normalization factor. This equation is a variant of the classical result

from optical flow motion tracking [77].

Algorithm 5.1. iLogDemons Registration Algorithm

1. Set the initial stationary velocity field v(x) to zero.

2. Compute the update velocity d(x) using Eqn. 5.3.

3. Fluid-like regularization: regularize d(x) with a Gaussian kernel.

4. Update v(x) with d(x) using the Baker-Campbell-Hausdorff (BCH) formula [54]

and set the result to be the new velocity estimate v(x).

5. Elastic-like regularization: regularize v(x) with a Gaussian kernel.

6. Enforce incompressibility by solving Poisson’s equation ∇2p = ∇·v(x) and setting

v(x)−∇p to be the new v(x).

7. Go to Step 2. Repeat until convergence.
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8. Compute the final displacement field using u(x) = exp(v(x)).

Since iLogDemons works with regular intensity images, we modified its framework

to use wrapped phase data. We note that a HARP phase volume Φ(x) is in fact a

true phase volume Θ(x) wrapped into the range of [−π, π), i.e.,

Φ(x) = W (Θ(x)) , (5.4)

where

W (Θ) = mod(Θ + π, 2π)− π . (5.5)

This is illustrated in Fig. 5.2. Although phase unwrapping [78–80] could potentially

recover the true unwrapped phase, it is known that global phase unwrapping of images

is problematic [81]. Therefore, rather than attempting to carry out global phase

unwrapping we reformulate the required mathematical operations on HARP phases

as follows.

The first operation of interest is the calculation of phase difference. Consider the

two (wrapped) phases Φ1 = W (Θ1) and Φ2 = W (Θ2). If the underlying true phases

satisfy |Θ1 −Θ2| < π, then

Θ1 −Θ2 = W (Φ1 − Φ2) . (5.6)
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This implies that carrying out subtraction on observed harmonic phases followed by

an explicit rewrapping operation will recover the true phase difference when it is small

enough. This can be satisfied for the tissue motion when tags do not deform more

than half a period, a condition that normally holds for tagged MR acquisitions in the

brain, tongue, and heart. We call this a small motion condition.

The second operation of interest is the calculation of the spatial gradient of phase.

The true gradient can be recovered from the wrapped phase with a mathematical trick

denoted as ∇∗ [23]:

∇Θ(x) = ∇∗Φ(x)

=


∇Φ(x), if |∇Φ(x)| ≤ |∇W (Φ(x) + π)| ,

∇W (Φ(x) + π), otherwise.

(5.7)

This procedure computes the gradient on both the original phase function and on the

phase that has been shifted by π and then re-wrapped. The correct gradient is the

one with smaller magnitude.

For the three HARP phase volumes, we redefine the demon energy as

Et(d(x)) = ||Φa0(x)− Φat ◦ d(x)||2 + ||Φc0(x)− Φct ◦ d(x)||2

+ ||Φs0(x)− Φst ◦ d(x)||2 +K||d||2
(5.8)

and minimize it in a similar fashion as Eqn. 5.3. The subscripts 0 and t denote time

frame numbers. Note that all three pairs of phase volumes with three tag directions
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are used simultaneously because each pair provides a main motion component in x,

y, and z. We assume equal weights of the three pairs because they contribute equally

from three directions. We follow an analogous strategy as that in [52] to find the

d(x) that minimizes Et. It yields the proposed update velocity field in the demons

framework:

d(x) = 2d0(x)/(d1(x) + d2(x)/K) ,where

d0(x) = W (Φa0(x)− Φat(x))(∇∗Φa0(x) +∇∗Φat(x))

+W (Φs0(x)− Φst(x))(∇∗Φs0(x) +∇∗Φst(x))

+W (Φc0(x)− Φct(x))(∇∗Φc0(x) +∇∗Φct(x)) ,

d1(x) = ||∇∗Φa0(x) +∇∗Φat(x)||2

+ ||∇∗Φs0(x) +∇∗Φst(x)||2

+ ||∇∗Φc0(x) +∇∗Φct(x)||2 ,

d2(x) = W (Φa0(x)− Φat(x))2 +W (Φs0(x)− Φst(x))2

+W (Φc0(x)− Φct(x))2 .

(5.9)

This metric is similar to previous multi-channel image registration metrics [82], but

it is specifically adapted to wrapped HARP phase. In particular, the difference and

gradient operations have been modified to deal with phase wrapping.
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5.5 Deformation of Phase Volumes

At each demons iteration step, the current field estimate is used to deform the mov-

ing phase volumes Φat(x), Φct(x), and Φst(x) to Φat(u(x)), Φct(u(x)), and Φst(u(x)).

During this deformation, interpolation is needed to find sub-voxel values of the de-

formed phase and the effect of phase wrapping must be considered. For example, as

shown in Fig. 5.2, suppose the phase value at sub-voxel location x0 needs to be found

from the known phases Φ(x1) and Φ(x2) at two neighbor voxels x1 and x2, linear

interpolation gives Φ̂(x0) = (Φ(x2)−Φ(x1))(x0 − x1)/(x2 − x1). And in this case the

value Φ̂(x0) equals to the real phase Θ(x0) because no wrapping is involved. On the

other hand, at location y0, since Φ(y2) has been wrapped from the true value Θ(y2),

(Φ(y2) − Φ(y1))(y0 − y1)/(y2 − y1) yields a wrong result, while the correct value is

computed by unwrapping Φ(y2) to Φ(y2) + 2π.

We note that (Φ(y2) + 2π) − Φ(y1) = W (Φ(y2) − Φ(y1)). Thus, whenever an

abnormal phase difference greater than 2π is caused by wrapping, under the small

motion condition (discussed in the previous section), the abnormal difference must

be a jump of ±2π. Therefore, it can be removed by wrapping the difference. In

summary, when deforming phase volumes and using linear interpolation to find a

sub-voxel value, every difference operation needs to be computed with wrapping, i.e.,

Φ̂(y0) = W (
y0 − y1

y2 − y1

·W (Φ(y2)− Φ(y1))) . (5.10)
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Figure 5.2: Linear interpolation of wrapped phase values.

This is also the reason that linear interpolation is used to deform the phase vol-

umes, because either bilinear or trilinear interpolation can be separated by two or

three consecutive one-dimensional operations using Eqn. 5.10 in the corresponding

directions.

5.6 Incorporation of Incompressibility

In iLogDemons [54], incompressibility is enforced at every iteration by computing

the “divergence part” of the estimate and removing it, i.e., solve Poisson’s equation

∇2p = ∇ · v(x) to find the divergence motion vd(x) = ∇p and compute the incom-

pressible motion by v(x) − vd(x). In PVIRA, since only the tissue region is incom-
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pressible, we regularize the previously generated HARP magnitude volumes Ma(x),

Mc(x), and Ms(x) to the range of [0,1] and use their mean M(x) as a weighted mask

to specify the region of incompressibility. Thus v(x) is updated by

v(x)←− v(x)−M(x)vd(x) . (5.11)

Since HARP magnitude is computed at the same time as HARP phase, this strat-

egy removes the requirement of a manual or automated segmentation step, as often

required in other tag tracking approaches. Only at the location where M has a high

value indicating tissue existence is incompressibility automatically enforced.

5.7 Incorporation of Inverse Estimation

Since the estimated motion is a diffeomorphism, an inverse-consistent backward

field can be found. The method of equivalent perturbation minimizes a symmetry cost

function to guarantee inverse consistency [72]. It gradually builds the inverse field

u−1(x) from every iteration by computing the additive change ξ(x) to the forward

field estimate u(x) and regards ξ(x) as an infinitesimal perturbation. Suppose the

forward field at the n-th iteration is u(n)(x); then the backward field u
(n)
−1 (x) at the
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n-th iteration is computed by

ξ(x) = u(n)(x)− u(n−1)(x),

u
(n)
−1 (x) = u

(n−1)
−1 (x)−D(x + u

(n−1)
−1 (x)) · ξ(x + u

(n−1)
−1 (x)),

(5.12)

where D(x) is the Jacobian matrix of x. This is a direct application from [72], thus we

omit the derivation. We integrate this step within every iteration to simultaneously

compute the inverse motion.

PVIRA is summarized in Algorithm 5.2.

Algorithm 5.2. Phase Vector Incompressible Registration Algorithm (PVIRA)

1. Interpolate the three sets of sparsely acquired tagged images to yield three dense

tagged volumes using Eqn. 5.1.

2. Apply HARP filtering using Eqn. 5.2 on every tagged volume to get HARP phase

and HARP magnitude volumes.

3. Set the initial stationary velocity field v(x) to zero.

4. Compute the update velocity d(x) using Eqn. 5.9. Difference and gradient com-

putations must follow Eqns. 5.6 and 5.7.

5. Fluid-like regularization: regularize d(x) with a Gaussian kernel.

6. Update v(x) with d(x) using the BCH formula and set the result to be the new

velocity estimate v(x).

7. Elastic-like regularization: regularize v(x) with a Gaussian kernel.
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8. Enforce incompressibility using Eqn. 5.11.

9. Compute the current motion estimate using u(x) = exp(v(x)). Then use Eqn. 5.12

to update the inverse field.

10. Go to Step 4. Repeat until convergence.

11. Compute the final motion estimate using u(x) = exp(v(x)).

5.8 Simulation of Brain and Tongue De-

formation

First, we evaluated PVIRA with simulated tagged images. In current studies,

since true motion of real data is difficult to learn beforehand, simulation plays a

very important role in evaluating a new algorithm. We simulated both the brain

deformation in a mild rotation and the tongue deformation in a protruding motion.

For the brain, a 64× 64× 64 volume was generated with 1.0 mm voxel resolution

and 10.0 mm tag period. The tissue exists on a cylinder-shaped region with a circular

cross-section in the x-y plane and is isometric in the z direction. Synthetic displace-

ment fields were generated by a finite element simulation (COMSOL v4.3, COMSOL

Multiphysics, Burlington, MA) of a nearly-incompressible soft material (11.2 cm di-

ameter, 18 cm long, Youngs modulus E = 5000, Poissons ratio ν = 0.49). The outer

boundary of the cylinder was subjected to a half-sinusoidal angular acceleration pulse.
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Simulated displacements were x-y in-plane rotations around the center, as shown in

Fig. 5.3(a). This increasing rotation lasted for 18 time frames and yielded a 4.8 mm

maximum displacement, satisfying the small motion condition. At every time frame,

the motion field was used to deform horizontally and vertically tagged synthetic vol-

umes. Fig. 5.3(d) shows the x-y cross section of the simulated tagged volumes before

and after deformation at one time frame. These volumes were processed with PVIRA,

yielding the motion estimate shown in Fig. 5.3(b), and its error magnitude from truth

was shown in Fig. 5.3(e). It can be observed that the error in most voxels is below

0.2 mm. Fig. 5.3(c) shows the simultaneously generated inverse field and Fig. 5.3(f)

is the result when the inverse field was composed with the forward field. We expect

the error to be close to 0 to indicate a good inverse estimation. Moreover, Fig. 5.3(g)

shows the Jacobian determinant on this cross section. The Jacobian values are close

to 1, which indicates incompressibility except some boundary effects. Besides this

particular time frame, the estimation error from the truth of all 18 time frames are

box-plotted in Fig. 5.3(h), where the center bar indicates the median with a 25 and

75 percentile box. The medians are all lower than 0.1 voxel. It is observed that

all outliers are errors coming from the boundaries as indicated by the red spots in

Fig. 5.3(e).

We also used this simulation to test two other methods: 3D HARP and IDEA.

Note that IDEA is designed specifically to process sparse data instead of dense vol-

umes. Thus we deleted five middle slices out of every six slices from the dense volume
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Figure 5.3: Test of PVIRA on simulated brain rotations. (a) Simulated true motion.
(b) Estimated motion. (c) Estimated inverse motion. (d) Simulated tagged images.
(e) Error magnitude of the estimation. (f) Composed forward-backward motion in
magnitude. (g) Jacobian determinant of motion estimate. (h) Box-plotted estimation
error of all time frames.
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Table 5.1: Brain Rotation Simulation Test of Three Methods

PVIRA 3D HARP IDEA

Estimation Error (Voxel) 0.07± 0.06 0.06± 0.06 0.08± 0.07

Inversion Error (Voxel) 0.13± 0.14 0.11± 0.13 0.12± 0.13

Jacobian Determinant 1.01± 0.03 0.98± 0.14 1.00± 0.05

to create sparse data for IDEA processing. Both 3D HARP and IDEA provided good

results that were visually similar to the truth. We computed the estimation error

magnitude, composed inversion error magnitude, and Jacobian determinant of all

three methods and listed their statistics over all time frames in Table 5.1. The mean

estimation error of IDEA was slightly higher than the other two methods, but all

were under a tenth of a voxel. Moreover, when computing the inverse motion, since

only PVIRA automatically provides an inverse field, we used an extra step of a fixed

point method [36] to numerically compute the inverse of 3D HARP and IDEA. The

three composition errors are around the same level (Table 5.1). Lastly, although only

PVIRA and IDEA are incompressible methods, the mean Jacobian of 3D HARP is

also close to 1 because the simulated rotation field was essentially incompressible and

3D HARP provided an estimation close to the simulation. But its local incompress-

ibility fluctuated, causing a larger stand deviation. Overall, we can roughly conclude

that under the simulated brain deformation, PVIRA contains all the desirable prop-

erties of HARP and IDEA while maintaining an accuracy close to both. We note that

on the same computer with an 8 GB memory and a 64-bit Windows system, PVIRA

took on average 89 seconds to process one volume, while 3D HARP took 144 seconds
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and IDEA took 527 seconds.

Next, we added normally distributed Gaussian noise to the simulation. We tested

ten scenarios when the noise energy was raised step-wisely from 0.1 to 1.0 (by in-

creasing Gaussian variance) so that the signal to noise ratio (SNR) decreased from

20 to 0 (see Fig. 5.4(h)). An example of tagged volumes at SNR 8 are shown in

Fig. 5.4(g) and the corresponding estimated motion fields from three methods are

shown in Figs. 5.4(a), 5.4(b), and 5.4(c). Visually, from these motion estimates and

their error magnitudes shown in Figs. 5.4(d), 5.4(e), and 5.4(f), the PVIRA result

is closer to the truth shown in Fig. 5.3(a) due to the contribution from its internal

regularization. The error magnitudes at different SNR levels are boxed-plotted in

Fig. 5.4(h). The error grows rapidly as noise increases. However, the PVIRA error

stays lower than both 3D HARP and IDEA in all circumstances: both its mean and

median are lower than the other two methods and it has fewer number of outlier

voxels with larger errors. In this simulation, PVIRA is more accurate than both 3D

HARP and IDEA (a student t-test on all noise levels indicated p < 0.01).

Since regularization of PVIRA plays an important role, the parameter selection of

its smoothing Gaussian kernel needs to be studied. Apparently regularization helps

in reducing the effect of noise, but over-smoothing may cause problems as well. Since

the current algorithm does not contain an automatic parameter optimization process,

the smoothing parameter needs to be manually specified. We tested the previous

ten noise levels when the SNR ranges from 0 to 20. With each noise level, different
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Figure 5.4: Performance of three methods under noise. (a) PVIRA estimation. (b)
3D HARP estimation. (c) IDEA estimation. (d) PVIRA error. (e) 3D HARP error.
(f) IDEA error. (g) Tagged images with noise. (h) Box-plotted estimation error under
difference noise level. Center bar is median and circle is mean.
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regularization parameters were selected. In this test, for single parameter control we

used only one level of regularization (with zero elastic-like regularization). We tuned

the fluid-like regularization where the variance of the Gaussian kernel was set at 0, 2, 4,

6, 8, 10, and 12—from no regularization to strong smoothing. PVIRA was performed

with all parameters and all noise levels and the mean estimation error was computed

and plotted in Fig. 5.5. Note that for each noise level, since the generation of noise is

random, in order to increase sample size, the entire experiment was repeated twenty

times, each with a new random noise generation, and Fig. 5.5 shows the mean of all

repetitions. Apparently, when the noise level is high, the estimation error is reduced

with stronger regularization (σ = 12). However, this stronger regularization also

seems to be over-smoothing when the noise level is low, causing a reduced accuracy.

A σ value of 6 or 8 appears to be well-balanced, being able to reduce error under high

noise while keeping a lower error under low noise. In practice, we selected σ = 6 for

all experiments.

Since all simulations above focused on the estimation of x-y motion and were ho-

mogeneous in the z direction, the next test was performed on simulated tongue images

containing larger amount of motion in all three directions. We simulated a forwardly-

protruding tongue motion by interpolating nodal displacement results from a forward

finite element simulation under muscular activation onto a 60 × 40 × 50 lattice in

ten time frames. The model geometry was derived from the ArtiSynth biomechanical

modeling toolkit [83], and was solved using the FEBio software suite [84]. Material co-
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Figure 5.5: PVIRA estimation error with different regularizations and noise levels. σ
is the size of the two regularizing Gaussian kernels.

efficients were manually adjusted to generate displacements similar to the magnitude

expected in a live subject and to enforce incompressibility. We performed the same

tests as in the previous simulation by using all three methods first and then computed

their estimation error, inversion error, and Jacobian determinant. An example of one

axial slice and one sagittal slice is shown in Fig. 5.6. In this simple motion when

the tongue tip was protruding forward and downward, the tongue was using x and

z motion to expand forward while using y motion to compress from left and right

sides. Fig. 5.6(c) shows that all three methods give good estimates within the body

of the tongue, but 3D HARP and IDEA suffer from stronger boundary effects. From

Fig. 5.6(b), we can see that all three methods show large errors on the boundary, and

IDEA clearly shows some planar artifacts due to the fact that it works with sparse

sample slices.
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Table 5.2: Tongue Protrusion Simulation Test of Three Methods

PVIRA 3D HARP IDEA

Estimation Error (Voxel) 0.13± 0.17 0.19± 0.81 0.21± 0.69

Inversion Error (Voxel) 0.12± 0.12 0.15± 0.26 0.14± 0.23

Jacobian Determinant 1.00± 0.07 1.05± 0.55 1.00± 0.11

Table 5.2 lists the average errors of the three methods over all time frames. PVIRA

is more accurate on average and has less variance. IDEA is less accurate due to the

artifacts from sparse data. However, IDEA and PVIRA are both more incompressible

than 3D HARP. With the same computer mentioned above, PVIRA took on average

107 seconds to process one volume, while 3D HARP took 112 seconds and IDEA took

577 seconds.

5.9 Estimation of Brain Motion in Mild

Accelerations

We used 3D HARP, IDEA, and PVIRA to estimate the 3D motion of the subjects

in the mild brain acceleration study. Two examples of a subject’s motion estimate

at time frame 3 (strongest left rotation) and time frame 7 (strongest right rotation)

are shown in Figs. 5.7(a) to 5.7(f). Visually, the three estimates are similar, but

3D HARP has worse boundary effects. We also computed the Jacobian determinant

to check incompressibility (see Fig. 5.7(i) for example). Since the true motion was

unknown, to compare the difference between the two incompressible methods (PVIRA
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Figure 5.6: Test of PVIRA on simulated tongue protrusion. (a) Tagged slices with
three tag directions. (b) Estimation error with three methods. (c) Simulated motion
and estimated motion with three methods.
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Table 5.3: Brain Acceleration Motion Estimation from Three Methods

3D HARP IDEA PVIRA

HARP Difference (mm) 0 0.84± 1.80 0.62± 1.24

Jacobian Determinant 1.11± 0.82 1.01± 0.27 1.01± 0.26

Computing Time (min) 4.9 141.6 4.7

and IDEA), we used the 3D HARP result as a reference and computed the other two

methods’ differences from it (see Fig. 5.7(h) for example). We plotted the normalized

histogram of the two differences in Fig. 5.7(j). PVIRA has more voxels that have

smaller difference and its mean difference is also smaller than that of IDEA. Especially,

this was the case for all 33 volumes of the three human subjects. We conclude that

PVIRA result is closer to HARP than IDEA (student t-test on all volumes indicated

p < 0.05). The mean difference, Jacobian determinant, and average computing time

for all 33 volumes are shown in Table 5.3.

5.10 Estimation of Tongue Motion in Speech

We used 3D HARP, IDEA, and PVIRA to estimate the 3D motion of two sub-

jects from the tongue motion study. Excluding time frame 1, a total of 50 vol-

umes was evaluated. Two examples of a subject’s motion estimate at time frame 8

(strongest forward motion) and time frame 18 (strongest upward motoin) are shown

in Figs. 5.8(a) to 5.8(f). In the tongue motion, the boundary effect of 3D HARP was

stronger than that of the brain. We also computed the difference from HARP using
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Figure 5.7: Brain mild acceleration motion estimation. (a)-(c) Left rotation estimates.
(d)-(f) Right rotation estimates. (g) Examples of tagged axial and sagittal slices. (h)
Example slices of estimation difference from HARP. Colorbar goes from 0 to 0.5 as
in the previous figures. (i) Example slices of Jacobian determinant. (j) Histogram of
difference from HARP using IDEA and PVIRA.
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Table 5.4: Tongue Motion Estimation from Three Methods

3D HARP IDEA PVIRA

HARP Difference (mm) 0 1.63± 1.70 0.97± 1.48

Jacobian Determinant 1.21± 1.83 1.00± 0.37 1.00± 0.21

Computing Time (min) 0.3 9.1 0.3

the other two methods (see Fig. 5.8(h) for example) and its histogram is plotted in

Fig. 5.8(j). PVIRA result is also closer to HARP than IDEA for all 50 volumes from

two subjects (student t-test on all volumes indicated p < 0.05). The mean difference,

Jacobian determinant, and average one-volume computing time for 50 volumes are

shown in Table 5.4.

5.11 Discussion

In all tests, PVIRA demonstrated comparable accuracy to HARP and IDEA al-

though it was computed by a fundamentally different process. However, 3D HARP is

not preferred over the other two methods because of its lack of physical constraints,

especially incompressibility. In terms of IDEA, to achieve the final estimation, 2D

HARP tracking, 3D super-resolution reconstruction, and 3D image segmentation are

needed that require multiple preprocessing steps. In our tests, these preprocessing

steps took about 3 hours per subject on average. Furthermore, the execution time

of IDEA was much slower than PVIRA due to its multi-step divergence-free vector

spline process. IDEA took days to process all subjects while PVIRA took hours. We
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Figure 5.8: Tongue motion estimation in speech. (a)-(c) Forward motion estimates.
(d)-(f) Upward Motion estimates. (g) Examples of tagged axial and sagittal slices.
(h) Example slices of estimation difference from HARP. Colorbar goes from 0 to 0.5
as in the previous figures. (i) Histogram of difference from HARP using IDEA and
PVIRA.
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also note that PVIRA has the advantage to estimate motion on all tissue regions

covered by tags instead of being restricted to the segmented region as is required by

IDEA. This provides potential for further motion studies on other muscles or organs.

The simulation tests showed PVIRA’s robustness to noise. Helped by its inter-

nal regularization, PVIRA results on the real data were visually smoother. From

Figs. 5.7(h) and 5.8(h), planar-shaped artifacts can be observed in IDEA estimation

due to its use of sparse slices. PVIRA starts the estimation with a dense interpolation

and does not suffer from these artifacts. This also explains the reason that PVIRA is

closer to HARP than IDEA because both PVIRA and HARP are volume-processing

methods.

There remains problems to be explored. PVIRA suffers from boundary effects—

although they are not as severed as in the other methods. This problem could be

solved with extra boundary deformations added into the estimation [51]. Besides,

although PVIRA simultaneously provides an inverse field and saves an extra post-

processing step, the accuracy of this inverse field is at the same level as numerically

inverting the HARP and IDEA results. Potential methods to improve the inversion

accuracy could be explored. Lastly, the effect of regularization needs to be further

studied to prevent over-smoothing. And the effects of both regularization coefficients

must be explored. Automatic local regularization with prior knowledge could be a

potential direction for the improvement.
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5.12 Conclusion

We proposed a novel method, PVIRA, based on an image registration framework

to adapt to tagged images for motion estimation. A new similarity metric specifically

designed to interpolated phase volumes was discussed, yielding an estimate that is

diffeomorphic, incompressible, and simultaneously provides an inverse field. PVIRA

was tested with simple motion simulations and real brain and tongue motion data.

Compared to previous methods—HARP and IDEA—PVIRA demonstrated compara-

ble accuracy, showed strong robustness again noise, greatly simplified the processing

workflow, and was much faster to execute. More importantly, PVIRA looked into the

tagged motion estimation problem from a registration point of view and demonstrated

its capability, which was not a well-explored area in previous works.
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Chapter 6

Relating Motion Production with

Muscle Activities

6.1 Introduction

For surgeons, neurologists, and speech pathologists, having an accurate motion es-

timation is not sufficient. Understanding the relationship between the production of

a tongue shape and the functioning of specific muscle groups to create such deforma-

tion is a more desired goal. This is an essential step toward establishing a informative

tool for the study of motor control. However, it has been a challenging task because

the tongue is composed of orthogonal interdigitated muscles that interact with each

other to create a myriad of shapes, as described in Section 1.2. Especially, when

comparing post-glossectomy patients with healthy control subjects, their abnormal
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anatomical structure may result in defective muscle coordination and deficient shape

creation [4, 7]. We are therefore interested in linking the activity of each internal

tongue muscle to various overall tongue motions. We note that no brain data is used

in this application because the brain does not contain major muscular structures.

Since tagged and cine MR images provide relatively low resolution anatomical in-

formation, tongue muscle groups are difficult to specify from these images. Therefore,

to reveal the internal tongue muscles and their fiber direction, static high-resolution

MR images are acquired in the same slice locations when the tongue is in a resting

state. These images have double the resolution of cine images and can be used to

manually segment tongue muscles and show their anatomical structure.

Previous chapters have focused on computing the overall motion of the tongue

(Chapters 3–5). The major goal has been to increase estimation accuracy while

respecting the incompressibility constraint. Meanwhile, strain derived from the esti-

mated motion has been hard to visually interpret. For example, Fig. 6.1 shows the

three principal strain directions computed from a normal subject’s motion during

time frames /s/ and /k/. We can only roughly observe that during time frame /s/

for forward motion, the first principal direction, showing the directions of stretching,

is mainly green near the tongue tip, indicating an anterior–posterior stretching to

extend the tongue forward. While the third principal direction, showing the direc-

tions of compression, is mainly blue, indicating a superior–inferior compression to

squeeze the tongue forward (Figs. 6.1(a) and 6.1(d)). On the other hand, during time
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Figure 6.1: The three principal directions of tongue motion during speech at two
critical time frames /s/ and /k/.
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frame /k/ for upward motion, the first principal direction is mainly blue, indicating a

superior–inferior stretching to extend the tongue upward. While the third principal

direction is mainly green, indicating an anterior–posterior compression to squeeze the

tongue upward (Figs. 6.1(c) and 6.1(f)). The second principal direction is orthogonal

to the other two and does not provide direct visual information. The reason that vi-

sual interpretation is difficult in these results is that various tongue muscles activate

in different patterns to create a certain deformation, resulting in complex principal

strain directions that are over-complicated for the human eyes to assess. This even

proves to be an obstacle for quantitative assessment, as inferential information is hard

to be extracted.

In this chapter, we tackle the problem by grouping the estimated tongue motion

using a fine segmentation of the internal muscle structures from high-resolution im-

ages. Strain along the muscle fiber directions can be computed after motion is related

to individual muscles, yielding a result that enables visual and quantitative assess-

ment. The final goal is to trace the production of speech and motion patterns back to

the compression of specific muscles. An appropriate computation of projected strain

tensors in the line of action of muscle fibers is a key step to achieve this goal.
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6.2 Strain in the Line of Action

After tagged image slices are processed, a sequence of dense 3D motion fields at

every time frame is obtained. We denote the displacement field at time t as u(x, t).

Hereafter in this chapter, we omit the variable t since we process each deformed

time frame independently. As shown in Fig. 6.2(a), for every subject’s tongue, high-

resolution MR images are acquired in a static state. The super-resolution algorithm

SUPERV [63] that we used for creating supervolumes from the cine images in TMAP

is applied on the high-resolution slices to generate dense 3D high-resolution super-

volumes. Manual segmentation is performed on this volume to label all muscles of

the tongue (Fig. 6.2(b)). With reference to the anatomy of the tongue introduced in

Section 1.2, we now study the genioglossus (GG) muscle, which has fan shaped fibers

coursing from its origin at the inner aspect of the mandible to its insertion along

the entire upper surface of the midline tongue, from front to back. We also study a

second muscle, the transversalis (T) muscle (also known as transverse muscle), which

courses from left to right across the tongue, with two halves divided by the midline

septum of the tongue. T muscle interdigitates with GG for about 1 cm on either side

of the midline of the tongue.

The reason we study these two muscles as a first step toward understanding motor

control is stated as follows. First, GG and T muscles form a major part of the

human tongue. Their fibers include all anterior–posterior, inferior–superior, and left–

right directions that can be used to form major tongue deformations in 3D. Second,
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the intersected region of GG and T muscles is large (about 2 cm thick) so that

collaborative functions of these two muscles can be studied in this region. Third,

due to the larger size of these two muscles comparing to other smaller muscles, it is

easier for a human user to manually delineate their fiber directions using a graphical

user interface. We use an open source software package “3D Slicer” to delineate the

fiber directions (http://www.slicer.org/). In particular, the muscle fiber directions

are specified on every GG and T voxel (Figs. 6.2(c) and 6.2(d)). We denote these

directions by dGG(X) and dT (X), respectively. Here we use X for the coordinates of

the undeformed static time frame. According to [85] summarized in Section 2.4, the

deformation gradient tensor can be computed by F (x) = dx/dX = (I − du/dX)−1

from the 3D motion field u(x). The muscle fiber direction at each deformed time

frame can then be propagated by

dGG(x) = F (x)dGG(X(x)),

dT (x) = F (x)dT (X(x)).

(6.1)

The strain tensor is often computed to reveal a local stretch or compression

caused by tissue deformation. The Eulerian strain tensor, defined as E(x) = 1
2
(I −

F (x)−TF (x)−1), can be computed in this case because the direct TMAP motion

estimate is rooted in the deformed time frame. Its three principal directions and

eigenvalues show the direction and type of deformation, where positive values indi-
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against its original length. We define this quantity as strain in the line of action.

A value greater than 1 shows stretch and a value less than 1 shows compression.

To show compression only (which could be an indication of muscle activation), we

threshold the ratio with a value T, 0 < T < 1. The result is a sequence of 3D masks

on the corresponding muscle that shows its potentially activated region at each time

frame, i.e.,

MGG(x) =


1, if eGG(x) < T ,

0, otherwise.

MT (x) =


1, if eT (x) < T ,

0, otherwise.

(6.3)

6.3 Thresholding Strain in the Line of Ac-

tion

For each subject in the speech study, we computed strain in the line of action,

and considered more than 2% compression to be above the level of noise. The muscle

masks after thresholding are shown in the bottom rows of Figs. 6.3, 6.4, and 6.5 for

a healthy control and two post-glossectomy patients, respectively, while the top rows

show their original muscle masks for comparison. These figures visualize the parts

of the GG and T muscles that are compressed during different tongue deformations.
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Table6.1:Percentageofcompressedmusclesatcriticaltimeframesduringutterance
“asouk”.

GG T

Time// Time/s/ Time/k/ Time// Time/s/ Time/k/

Control 10.1 45.3 20.4 32.4 41.3 52.3

Patient1 24.5 25.3 3.7 6.4 27.3 49.7

Patient2 13.4 26.1 9.7 4.0 9.9 16.4

Forexample,GGshortensanteriorlyduring//,mediallyduring/s/,andposteriorly

during/k/forthehealthycontrolandthefirstpatient,butthepatternforthe

secondpatientisdifferent.Inaddition,fornumericalassessment,wecomputedthe

percentageofthecompressedmusclevolumesrelativetothewholevolume. This

valueatcriticaltimeframesisshowninTable6.1andreflectstheportionoftheGG

andTmusclethatisundermorethan2%compression.

6.4 Discussion

Resultsonahealthycontrolandtwopost-glossectomypatientsshowgreatcorre-

spondencebetweentonguemusclecompressionandspeechproduction.Inthehealthy

control,theactivatedpartsofGGandTmusclesatdifferenttimeframescanbe

clearlyinterpreted. Attimeframe//wherethetongueisataspeech-readyposi-

tion,asmallportionofanteriorGGandTarebothcompressedduringtheslight

retractionofthetipofthetongue.Thenthetipismovedforwardtopronounce/s/,

compressingalargerregionofanteriorGGandasmallportionofT.During/s/,we
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alsoseethatthemiddleportionofGGcompressesinordertoflattenthemid-sagittal

partofthetongueandcreatethecentergroovenecessarytofunneltheairacrossthe

topofthetongue.Lastly,atthe/k/sound,anteriorGGstopscompressing,while

posteriorGGandposteriorToverlapinahighlycompressedregionatthebottom

backpartofthetongue. Thisstrongjointcompressioninthisregionisconsistent

withsqueezingthetonguebothleft–rightandforward–backward,makingitelongate

upwards,whichisnecessarytotouchthepalateandproducethe/k/sound.

Ontheotherhand,thepatients’muscleactivitiesarelesspredictablethanthe

healthycontrolsubjectduetotheirresectedtongues,whichimpairtheirregularmotor

functions.Inthefirstpatient,thepronunciationofthe//soundandthe/s/sound

appearsnormalwithsimilarmusclebehaviortothehealthycontrol.Butduringthe

/k/sound,posteriorGGdoesnotshowstrongactivitytocompressthebottomof

thetongueinforwardandbackwarddirections. TheTmuscleonlyisresponsible

forpushingthetongueupward. Thiscouldcauseimproper/k/pronunciationor

musclefatigueinnormalspeech.Inthesecondpatient,thecompressedmusclepart

islessthantheothertwosubjectsbyalargeamount.Theresectionofthetongue

maybeimpedingitsordinarycontractingabilities. Table6.1alsoprovidessimilar

interpretation. Wenotethatalthoughthepatients’tonguesshowspecialbehaviors,

theirgeneraltrendofmotionisthesameasthatofthehealthycontrol,withstrong

GGactivityat/s/andincreasingTactivityat/k/.Thisenablesallthreesubjects

tobeabletolegiblypronouncetheutterance“asouk”.
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6.5 Summary

In this chapter, we described a method for analysis of motor control of internal

tongue muscles. The method combined both sources of information acquired from

tagged and high-resolution MR images, and used strain in the line of action along

the muscle fibers to reveal tissue compression consistent with muscle activation. Pre-

liminary results on a small number of subjects were obtained, which showed high

correspondence between muscle activities and speech production, demonstrating the

method’s potential to aid future motor control studies.

119



Chapter 7

Conclusions and Future Work

This dissertation focused on resolving challenges and problems in three-dimensional

tissue motion estimation and analysis using tagged MR images. The applications used

tongue data in speech and brain data in mild head accelerations. In Chapter 3, we

developed a 3D motion analysis pipeline that enables the implementation of a graph-

ical user interface that was used in practical research. In Chapter 4, we improved the

3D motion estimation method in the pipeline by enhancing the boundary motion es-

timation. This provided a more accurate overall motion estimate on the whole tissue

region. In Chapter 5, we developed a novel 3D motion estimation algorithm using a

different perspective—the image registration framework. The new algorithm greatly

reduces the preprocessing steps required in the previous workflow. It alleviates the

burden of manual intervention and greatly improves computation speed. In Chap-

ter 6, we introduced a method to reveal internal muscles’ activity. It related muscle
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compression with the production of specific deformation and was an initial step to

look at the motor control of individual muscles from tagged imaging. In this chapter,

we summarize the key results and provide a discussion on future research directions.

7.1 3D Motion Analysis Pipeline

In Chapter 3, we proposed a workflow of algorithms, TMAP, for processing speech

MR image data to obtain a reliable estimate of the motion field. TMAP is semi-

automatic and easy to operate. We proposed methods to achieve effective segmenta-

tion, multi-subject data regularization, and a two-step principal component analysis

to reveal subtle abnormal motion patterns. We tested TMAP using a collection of

subjects in multiple Monte Carlo trials and the result showed promise of use in current

speech studies and medical applications.

7.1.1 Main Results

• Phase calibration enabled a correct reading of the raw tagged image. It com-

bined A and B images correctly using a phase shift, solved the problem that

resulted in broken tags, and provided an image at the first time frame with high

contrast.

• TMAP was implemented in graphical user interfaces that enabled practical use

and direct operation for speech scientists.
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• The result from the angle of motion experiment satisfied the expectation of the

designed motion. Overall, the healthy controls’ tongues went forward to produce

/s/ then upward to produce /k/ while maintaining left–right symmetry. The

patients’ tongues showed a similar trend but were noisier and less predictable

while producing a large amount of left–right asymmetry.

• The two-step PCA experiment revealed the patients’ abnormal motion pattern.

The primary PCs showed little lateral motion consistent with normal speech.

The secondary PCs had more lateral motion consistent with abnormal motion,

and also showed less predictability of patterning.

• Monte Carlo trials tested the efficacy of TMAP and confirmed that the healthy

controls’ motions were more consistent and stable than the patients. The mean

of the control abnormal energy is lower than both PGS and PNS in all VOIs, and

TMAP is capable of distinguishing the subtle patient motion variation pattern

from the healthy controls.

7.1.2 Future Work

The ability to convert tissue-point motion from multiple 2D orientations into a 3D

dataset is challenging, and further improvement of the detailed methods in TMAP

are being studied and made. TMAP’s system involves registration, segmentation,

motion analysis, interpolation, and other problems of high interest in medical image
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analysis. The construction of the supervolume is essentially an image registration

and fusion process. The selection of registration method and the weighting of various

image sources could all affect the quality of the supervolume. TMAP used the random

walker algorithm for segmentation, and more sophisticated methods can be applied.

In terms of motion reconstruction, we have improved the IDEA step by replacing it

with E-IDEA. In summary, an upgrade to any TMAP step could lead to an improved

system and better results.

7.2 Enhanced Incompressible Motion Es-

timation

In Chapter 4, we proposed an enhanced algorithm for estimating the tongue’s

motion field in 3D. The major innovation is in the incorporation of surface motion as

additional information, which compensates for the well-known deficiencies of HARP in

estimating boundary motions. Both qualitative and quantitative improvements are

evident using two independent metrics. Boundary error was substantially reduced

while internal error is only minimally increased.
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7.2.1 Main Results

• Visual assessment of the motion fields from IDEA and E-IDEA revealed that

E-IDEA reduces the erroneous large motions on the boundary, and captures

smaller motions where IDEA mistakenly extrapolates as zero. E-IDEA also

straightens up the motion at the top of the tongue to better estimate the dis-

placement when the tongue hits the palate vertically. In general, the boundary

estimation agrees more with the tongue’s physical mechanics.

• In terms of quantitative analysis, the comparison of manual tracking, IDEA

tracking, and E-IDEA tracking of the surface points on the tongue mask shows

the trajectory of the points over time. The error magnitude is smaller for E-

IDEA, especially on the back of the tongue. The mean error is also significantly

smaller for E-IDEA at all surface points (p < 0.01).

• The reprojection error against 2D HARP gives the error in distance in the input

directions between the estimated sample components and the input sample com-

ponents. Four types of reprojection errors were compared in histograms. They

are errors on IDEA internal points, E-IDEA internal points, E-IDEA boundary

points, and IDEA boundary points. For the control, the boundary error was

reduced by 0.68 mm and the internal error was raised by 0.03 mm. For the

patient, the boundary error was reduced by 2.15 mm and the internal error was

raised by 0.02 mm. In summary, the boundary error was greatly reduced while
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the internal error was slightly increased. The overall estimation was greatly

improved.

7.2.2 Future Work

Although being an enhancement of IDEA, E-IDEA can still be improved. As-

pects that should be addressed in the future include optimizing the segmentation and

registration methods, studying intra-subject volume dependency, and adding data re-

liability terms to balance HARP and registration information. Also, choice of different

reference frames can be explored. And fitting the “internal plus surface motion” idea

into other motion estimation frameworks can be an interesting topic.

7.3 Phase Vector Incompressible Registra-

tion

In Chapter 5, we proposed a novel method PVIRA based on an image registration

framework to adapt to tagged images for motion estimation. A new similarity metric

specifically designed to interpolated phase volumes is incorporated, yielding an esti-

mate that is diffeomorphic, incompressible, and simultaneously provides a consistent

inverse field. PVIRA was tested with simulations and real brain and tongue motion

data. Compared against HARP and IDEA, PVIRA demonstrates comparable accu-
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racy, shows strong robustness again noise, greatly simplifies the processing workflow,

and is much faster to execute.

7.3.1 Main Results

• PVIRA shows comparable accuracy to HARP and IDEA although it is com-

puted using a fundamentally different process. 3D HARP is not preferred over

the other two methods because of its lack of incompressibility constraint. IDEA

requires multiple preprocessing steps that took hours for each subject, and

the execution time of IDEA is much slower than PVIRA due to its stepwise

divergence-free vector spline process. Eventually, IDEA can take days to pro-

cess all subjects in total while PVIRA takes hours.

• PVIRA shows its advantage in estimating motion on all tissue regions covered

by tags instead of being restricted only on the segmented region as IDEA is.

This provides potential for motion studies on other muscles or organs in the

future.

• The simulation tests showed PVIRA’s robustness to noise. Helped by its inter-

nal demons regularization, PVIRA results on the real data are visually smoother.

While planar-shaped artifacts can be observed in IDEA estimation due to the

usage of sparse slices in IDEA processing, PVIRA begins its estimation with a

dense interpolation and does not suffer from these artifacts.
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• PVIRA simultaneously provides an inverse field and saves an extra post-processing

step required by most previous algorithms. The accuracy of inversion was sim-

ilar to the post-processing inversion of 3D HARP and IDEA.

7.3.2 Future Work

Firstly, PVIRA could suffer the same boundary effect as HARP and IDEA. This

problem could be solved by incorporating extra boundary deformation such as in E-

IDEA. Secondly, the effect of regularization needs to be further explored to prevent

potential over-smoothing. Automatic regularization parameter selection is to be de-

veloped. This could lead to a final solution to the problem. Thirdly, more complex

simulations are needed to reveal the full properties of the PVIRA algorithm. Lastly,

use of PVIRA in other applications such as cardiac motion estimation is yet to be

studied. It can provide further tests to the robustness of the method and reveal its

potential features that can be enhanced.

7.4 Motion and Muscle Activities

In Chapter 6, we proposed a method for analysis of motor control of internal

tongue muscles. The method combines both sources of information acquired from

tagged and high-resolution MR images, and uses strain in the line of action along

the muscle fibers to reveal tissue compression consistent with muscle activation. Pre-
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liminaryresultsonasmallnumberofsubjectswereobtained,whichshowedhigh

correspondencebetweenmuscleactivitiesandspeechproduction,demonstratingthe

method’spotentialtoaidfuturemotorcontrolstudies.

7.4.1 MainResults

•Visualobservationshowedthatthemuscles’behavioragreeswithexpectation

toproducecertaindeformation. Duringtimeframe/s/forforwardmotion,

thefirstprincipaldirectionindicatedananterior–posteriorstretchingtoextend

thetongueforward,whilethethirdprincipaldirectionindicatedasuperior–

inferiorcompressiontosqueezethetongueforward. Duringtimeframe/k/

forupwardmotion,thefirstprincipaldirectionindicatedasuperior–inferior

stretchingtoextendthetongueupward,whilethethirdprincipaldirection

indicatedananterior–posteriorcompressiontosqueezethetongueupward.

•Resultsofthresholdedstraininthelineofactionshowedgreatcorrespondence

betweentonguemusclecompressionandspeechproduction.Attimeframe//

wherethetonguewasataspeech-readyposition,asmallportionofanteriorGG

andTwerebothcompressedduringtheslightretractionofthetip.Thetongue

tipmovedforwardtopronounce/s/andthemiddleportionofGGcompressed

inordertoflattenthemid-sagittalpartofthetongueandcreatethecenter

groovenecessarytofunneltheairacrossthetopofthetongue. Atthe/k/
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sound, posterior GG and posterior T overlapped in a highly compressed region

at the bottom back part of the tongue. This strong joint compression elongated

the tongue upwards, which was necessary to touch the palate and produce the

/k/ sound.

• Patient’s muscle activities are less predictable than healthy controls due to their

resected tongues, which can impair their regular motor functions. During the

/k/ sound, patients’ posterior GG did not show strong activity to compress the

bottom of the tongue in forward and backward directions. The T muscle only

was responsible for pushing the tongue upward. This could cause improper /k/

pronunciation or muscle fatigue in normal speech. Furthermore, the compressed

muscle part could be less than normal subjects. The resection of the tongue

could be impeding its ordinary contracting abilities.

• Although patients’ tongues showed special behaviors, their general trend of

motion was the same as healthy control’s, with strong GG activity at /s/ and

increasing T activity at /k/. This enabled patients to also be able to legibly

pronounce the utterance “a souk”.

7.4.2 Future Work

The method of strain analysis can be further developed. In the future, manual

generation of fiber directions should be replaced by the result from diffusion imaging
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of the tongue. Manual segmentation of the two GG and T muscles should be replaced

by a complete set of internal tongue muscles obtained from registration of a tongue

atlas. Moreover, the behavior of the complete eight muscle groups in the tongue

should be studied with more subjects in various speech patterns.

7.5 Overall Perspective

This dissertation aimed to provide efficient algorithmic tools to help the func-

tional analysis of tissue motion by exploring the estimation of 3D motion fields from

tagged MR images. We developed algorithmic solutions to several key challenges in

3D motion analysis including efficient motion tracking, accurate motion estimation,

incompressible motion registration, and muscle function quantification. In practice,

the combined results from this research have provided new and efficient implementa-

tions that enabled scientific and clinical use. Currently it is being applied in tongue

imaging and brain motion study. Besides motion analysis, this research also involves

a wide range of other topics in the field of image processing and analysis, including

image registration, tissue segmentation, atlas construction, label fusion, etc. We hope

this work can provide more insights for future medical imaging studies.
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Appendix A

Continous Label Fusion of Medical

Images

A.1 Introduction

Characterization of the morphometric features of human organs—e.g., their size

and shape—requires their delineation and labeling within medical images. This can

be accomplished either by automated segmentation algorithms, manual delineation,

or a combination of both efforts. For example, cardiac imaging studies commonly use

either human raters or algorithms to 1) delineate the epicardium (the outer contour

of the left ventricle), 2) delineate the endocardium (the inner contour of the left

ventricle), and 3) identify the two right ventricle (RV) insertion points where the

right and left ventricles connect [86]. These features are typically identified on short
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axis images showing the cross section of the heart that is perpendicular to long axis

connecting the heart’s apex and base (Fig. A.1(a)). In this process, the raters will

introduce errors, generate ambiguous interpretation of structures, and occasionally

make careless mistakes. Hence, it is adequate to employ more than one rater to label

each image and enhance accuracy using statistical label fusion methods [87].

The simultaneous truth and performance level estimation (STAPLE) algorithm is

a popular method for fusing labeled datasets [88]. STAPLE iteratively constructs

estimates of both the true labels as well as the performance parameters of the raters

using the E-step and M-step, respectively, of the expectation maximization (EM)

algorithm [89, 90]. In the discrete case in which there are a finite number of labels

to assign, rater performance is characterized by the sensitivity and specificity values

for binary labels or the confusion matrix for multi-labels, both of which characterize

the likelihood that raters assign the correct labels to the corresponding voxels. In

the continuous case, raters select labels that are characterized by continuous values

that lie in an uncountably infinite set. For example, the spatial locations for the

RV insertion points cannot be characterized by discrete labels because their positions

are defined by continuous-valued vectors in a 2D space indicating (potentially sub-

voxel) locations. Another example of continuous labels is the levelset method for

representing shapes [91], which is distinguished from voxel labeling of shapes because

it has the capability to represent shapes with sub-voxel resolution. Fig. A.1 shows

the labeling of a typical cardiac MR image slice. Shapes like endocardium contour
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can be labeled either by discrete volumetric labels (Fig. A.1(b)) or by its continuous

signed distance function (Fig. A.1(d)), while the two RV insertion points must be

labeled by continuous 2D vectors (Fig. A.1(c)). When multiple raters are used in the

scenarios depicted in Figs. A.1(c) and A.1(d), continuous fusion must be used; this is

the general framework and problem considered in this chapter.

In the continuous version of STAPLE (CSTAPLE), a Gaussian mixture model

is used where rater performance can be represented by the bias and variance of the

rater’s ability to locate the true value [92, 93]. CSTAPLE uses an analogous ap-

proach to the discrete STAPLE in that the truth, bias, and variance parameters are

estimated simultaneously using maximum likelihood. However, we prove below that

CSTAPLE yields an equal likelihood for any bias parameter, which implies that bias

is indeterminate and this approach cannot fully evaluate rater performance. We will

show that bias estimate in CSTAPLE is completely determined by its initialization,

and this value—however it may have been specified—can strongly influence the con-

tinuous label estimate. One could ignore this problem by tweaking the initialization.

However, the major contribution is to point out that adequate bias estimation is

needed because the core algorithm does not estimate bias, which is a fundamental

flaw of the theory.

This chapter is based on previous work of [94]. Recent developments have con-

tinued to improve statistical fusion, including robustness enhancement [95], introduc-

ing spatially-varying statistical models [96], and applying continuous label fusion to
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Figure A.1: Cardiac MR image labeling for endocardium and RV insertion points.
(a) Short-axis MR image of the heart. (b) Pixel labeling of the left ventricle chamber.
(c) Labeling of right ventricle insertion points. (d) Level set representation of the left
ventricle chamber contour (endocardium).
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correct the bias in the application of brain imaging [97]. An evaluation on the per-

formance of all STAPLE-related works and their variants has been proposed in [98].

On the other hand, new ways of modeling the fusion problem has been explored,

such as regression-based models [99], and a generative model for segmentation based

on label fusion [100]. Other methods such as shape-based averaging [101] have also

tried to tackle the label fusion problem from a non-STAPLE point of view. More-

over, the problem of automated cardiac ventricular segmentation has been studied

from a collective point of view using collaborative resources to build consensus [102].

Although these works have been moving forward in new applications with novel ap-

proaches, CSTAPLE is still a common reference of study and its bias problem has

not been adequately analyzed and solved. Clearly, a deeper look at the cause of

bias indeterminacy and a comprehensive solution inside the CSTAPLE framework is

necessary.

In this chapter, we present two solutions for continuous label fusion, one that

estimates the bias as part of the initialization and the other that uses a maximum a

posteriori criterion with a priori probabilities on the rater bias. While re-deriving the

mathematics of EM iteration to appreciate these new approaches, we also describe

the method of determining initialization or prior parameters in both cases when only

current observed data is available and when extra information is provided by previous

knowledge.
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A.2 EM Algorithm for Continuous Label

Fusion

In K-dimensions, the goal is to identify N continuous vectors ti, the collection of

which can be represented by the truth matrix

T =



tT1

...

tTi

...

tTN


=



t11 t12 · · · t1K

...
... · · · ...

ti1 ti2 · · · tiK

...
... · · · ...

tN1 tN2 · · · tNK


N×K

, tik ∈ R. (A.1)

Consider R raters specifying all N vectors, each exactly once. Then the collection of

all observations can be represented by the observation matrices

Dj =



dTj1

...

dTji

...

dTjN


=



dj11 dj12 · · · dj1K

...
... · · · ...

dji1 dji2 · · · djiK

...
... · · · ...

djN1 djN2 · · · djNK


N×K

, djik ∈ R, j = 1, · · · , R. (A.2)

We assume that each rater j has the same performance parameters, a K × 1 bias

vector µj and a K ×K covariance matrix Σj, which characterize the rater’s ability
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to specify any vector, and these parameters are deterministic and unknown. Under a

Gaussian model, the probability density of rater j’s decision for vector i is

f(dji|ti,µj,Σj) =
1

(2π)K/2
√
det(Σj)

e−
1
2

(dji−(ti+µj))T Σj
−1(dji−(ti+µj)). (A.3)

Our goal is to estimate θ = {θ1, · · · , θR} where θj = {µj,Σj} using maximum

likelihood. By viewing T as hidden data, the EM algorithm can be used to simul-

taneously estimate both θ and T . The expectation of the log likelihood function,

i.e.,

E[ln f (D,T |θ) |D, θ(n)] =

∫
RN×K

ln f (D,T |θ)f
(
T |D, θ(n)

)
dT (A.4)

is to be maximized by an appropriate θ = θ̂. Assuming the distribution of truth is

independent of performance, i.e., f(T |θ) = f(T ), it is the same as maximizing

∫
RN×K

ln f (D|T, θ)f
(
T |D, θ(n)

)
dT. (A.5)

The first term in the integrand of Eqn. A.5 is the logarithm of the Gaussian density in

Eqn. A.3. Assuming independence among different raters and among different vector

points and assuming a constant f(T ). The second term by Bayes’ theorem is

f
(
T |D, θ(n)

)
=

f
(
D|T, θ(n)

)
f (T )∫

RN×K f
(
D|T ′ , θ(n)

)
f (T ′) dT ′

=
∏
i

∏
j f
(
dji|ti, θ(n)

j

)
∫
RK

∏
j f
(
dji|t

′
i, θ

(n)
j

)
dt
′
i

.

(A.6)

142



APPENDIX A. APPENDIX

Thus the weight of each vector point can be defined as

W
(n)
i (ti) =

∏
j f
(
dji|ti, θ(n)

j

)
∫
RK

∏
j f
(
dji|t

′
i, θ

(n)
j

)
dt
′
i

=
e−

1
2

(ti−A(n)b
(n)
i )

T
(A(n))−1(ti−A(n)b

(n)
i )

(2π)K/2
√
det(A(n))

. (A.7)

where A(n) = (
∑

j (Σj
(n))−1)

−1
and b

(n)
i =

∑
j (Σj

(n))−1
(
dji − µ

(n)
j

)
. After a suffi-

cient number of iterations, A(n)b
(n)
i → A(∞)b

(∞)
i =: t

(∞)
i , which is the estimated true

position of vector point i.

Eqn. A.7 completes the derivation of the E-step. For the M-step, we need to

update the performance parameters µ
(n)
j and Σ

(n)
j in each iteration. For each rater,

from Eqn. A.5 we have

{µ(n+1)
j ,Σ

(n+1)
j } = arg max

∑
i

∫
RK

ln f (dji|ti, θj)W (n)
i (ti) dti =: arg maxF

(n)
j .

(A.8)

To find the maximum point of F
(n)
j , we take its partial derivatives and set them to

zero, i.e. ∂F
(n)
j /∂µj = 0, ∂F

(n)
j /∂Σj = 0, which yields

µ
(n+1)
j =

1

N

∑
i

(
dji − A(n)b

(n)
i

)
,

Σ
(n+1)
j =

1

N

∑
i

[A(n) +
(
dji − µ

(n+1)
j − A(n)b

(n)
i

)(
dji − µ

(n+1)
j − A(n)b

(n)
i

)T
].

(A.9)

Eqn. A.9 completes the derivation of the M-step. These updated parameters are used

in the E-step of the next iteration to compute a new estimate of the truth, which is
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then used to calculate new updated parameters, and so on. Convergence is guaranteed

by the nature of EM algorithm [103].

A.3 Bias Invariance Problem

From Eqn. A.3, the density of rater decision can be regarded equivalently as a

function of ti or as a function of µj; thus the overall estimation of ti is closely related

to the estimation of µj. Eqn. A.9 can be algebraically manipulated to reveal the fact

that the bias does not change after the first calculation from initialization. First, we

note that

µ
(n+1)
j =

1

N

∑
i

(
dji − A(n)b

(n)
i

)
=

1

N

∑
i

(
dji − t

(n)
i

)
. (A.10)

Moving the summation of t
(n)
i to the left hand side and µ

(n+1)
j to the right yields

1

N

∑
i

t
(n)
i =

1

N

∑
i

(
dji − µ

(n+1)
j

)
. (A.11)

While the right-hand side appears to be related to j, the left-hand side is independent

of j, which means that regardless of different raters, this quantity stays the same as

iteration goes on. We should also note that A(n) does not depend on i. As a result,

by substituting both Eqn. A.11 and the definitions of A(n) and b
(n)
i into Eqn. A.10,
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we can make the following manipulations

µ
(n+1)
j =

1

N

∑
i

(
dji − t

(n)
i

)
=

1

N

∑
i

dji −
A(n)

N

∑
i,j

(Σ
(n)
j )−1

(
dji − µ

(n)
j

)
=

1

N

∑
i

dji −
A(n)

N

∑
j

(Σ
(n)
j )−1

∑
i

t
(n−1)
i

=
1

N

∑
i

dji −
A(n)

N
(A(n))−1

∑
i

t
(n−1)
i

=
1

N

∑
i

(
dji − t

(n−1)
i

)
= · · ·

=
1

N

∑
i

(
dji − t

(0)
i

)
= µ

(1)
j .

(A.12)

The computed rater bias at any iteration is equal to the initial bias. Fundamen-

tally, although the value of t
(n)
i changes at each iteration, their summation over all

points i stays the same, which causes the bias invariance problem. Although the EM

algorithm is guaranteed to converge to a local optimum [104], the local optimum is in-

dependent of the bias in this case, which indicates an irrelevant relationship between

the bias parameter and the likelihood function. This result has two key implications.

First, the CSTAPLE algorithm does not actually estimate rater bias, which is one

of the rater performance measures. Instead the bias is indeterminate from the maxi-

mum likelihood estimation framework. Second, if the initial bias is specified to be far
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from the true bias, the estimate of the true label could also be negatively affected.

Therefore, rather than the expected situation in which the EM algorithm uses the

observed data to optimally estimate both rater performances and the true continuous

label, we find ourselves facing a situation in which initialization is crucialin fact, it is

“the whole game”.

Fig. A.2 illustrates the consequences of poor bias initialization. In the identi-

fication of RV insertion points, the decisions of six raters are denoted by dots in

Fig. A.2(a). They are then fused by CSTAPLE with the truth estimate initialized

at the image origin (top left pixel), which results in the first calculation of rater bias

to be very large and the final estimated truth denoted by “+” in Fig. A.2(a) to be

far away from the correct position. In the distance transform approach to calculate

fusion of the endocardium, the true distance function estimate can be initialized with

zeros on the entire image plane. The fusion of six raters’ distance functions (whose

zero level sets are shown as colored contours in Figs. A.2(b) and A.2(c)) is calculated

and its zero position is extracted as the estimated endocardium contour (shown in

Fig. A.2(d)). Because of this initialization the fusion result is clearly wrong, yet it

is nevertheless optimal from a maximum likelihood perspective. This demonstrates

that naive initialization may lead to inaccurate interpretation of the bias, thereby

degrading the final truth estimate.
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Figure A.2: The consequence of poor bias initialization under two continuous label
fusion scenarios. (a) Six raters identify RV insertion points (dots) and their fusions
(crosses) are poor because CSTAPLE is initialized in upper left corner. Six raters
identify endocardium contours (three shown in (b) and three more shown in (c)).
The fusion of six endocardium contours shown in (d) is poor because CSTAPLE was
initialized with zeros on the entire image plane.
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A.4 Initialization Strategies

Since use of incorrect rater biases yields poor fusion results and since any bias is

optimal given a maximum likelihood criterion, it is necessary to consider alternate

ways to handle rater bias. Since CSTAPLE does not change bias, one approach is to

estimate rater bias in advance and use that estimate to initialize CSTAPLE. Here we

state and comment on three possible strategies.

• Zero initialization: The EM iterations in discrete STAPLE are often started

using a confusion matrix with diagonal values close to one (commonly observed

performance parameters). Similarly, in the continuous case we can start with

all rater biases as zero vectors. There will be cases, however, where this choice

is wrong. For example, if one class of raters (i.e., novices) made systematic

mistakes with large biases relative to a set of other (i.e., experienced) raters,

then the larger bias of the first class relative to the second would never be

estimated and used in fusion. Although this initialization would seem to be

“fair” in that it makes no particular prior assumption about the rater bias, the

fact that it never adapts to the fusion result that emerges is counter to the

well-founded and elegant principles of the STAPLE approach.

• Average initialization: In this approach, we first calculate the mean t
(0)
i of all

rater decisions, which also serves as an initial estimate of the truth. Each rater’s

bias µ
(1)
j is then calculated as the average deviation from this initial estimate
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of the truth. In equation form

t
(0)
i =

1

R

∑
j

dji, i = 1, · · · , N (A.13)

µ
(1)
j =

1

N

∑
i

(
dji − t

(0)
i

)
, j = 1, · · · , R. (A.14)

Without prior information of the acquired data, the mean location is already

an appropriate fusion (unbiased estimator), although not necessarily optimal

under the STAPLE framework. Using it to achieve an ML solution can be

viewed as a coarse-to-fine strategy. Furthermore, various averaging strategies

can be considered to adapt different cases, e.g., if majority’s decisions are more

trusted, a robust weighted mean can be calculated to reduce impacts of outlier,

where the weight can be the inverse square distance of dji from t
(0)
i .

• Informed initialization: If prior knowledge of rater bias is available from pre-

vious experience or from a training dataset, it can be used in an informed

initialization strategy. One could subtract off the prior bias µµj
from corre-

sponding rater’s decisions and then use average initialization, i.e., for every j,

prune all rater decisions by

dji,new = dji − µµj
, ∀i, j (A.15)

and then update Eqn. A.13 and Eqn. A.14 with dji,new. When the prior knowl-
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edge is reliable, this strategy sidesteps the problem of bias estimation and proves

to be the most accurate one and effective in distinguishing bad raters even if

they are the majority. To be effective, the bias prior µµj
must be correctly

learned, and this in itself may not be an easy task.

In general, although these initialization strategies are either based on the current

data or obtained from previous experience, they are mathematically equivalent in

that they do not affect the numerical value of the maximum likelihood optimum. A

common concern for all these methods is that the bias is estimated separately from

the truth estimation process.

A.5 MAP Estimation for Continuous La-

bel Fusion

As an alternative to the pre-estimation of bias, we may apply soft constraints

on the bias parameter in the form of a maximum a priori (MAP) optimization,

so that bias can be estimated simultaneously with the truth levels. We refer to

this approach as MAP-CSTAPLE. In line with previous work on Gaussian mixture

models [105–107], we use the following prior on bias

f(θj) = f(µj) =
1

(2π)K/2
√
det(Σµj

)
e−

1
2

(µj−µµj )T Σ−1
µj

(µj−µµj ), (A.16)
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where µµj
and Σµj

are the mean and covariance of rater j’s bias µj.

Comparing to Eqn. A.4, now we seek to maximize the logarithm of the a posteriori

distribution

E[(ln f(D,T |θ) + ln f(θ))|D, θ(n)] = E[ln f(D,T |θ)|D, θ(n)] + ln f(θ). (A.17)

Consequently, in Eqn. A.8 function F
(n)
j now becomes

F
(n)
j =

∑
i

∫
RK

ln f(dji|ti, θj)W (n)
i (ti)dti + ln f(θj). (A.18)

The E-step is the same as before by Eqn. A.7 but the M-step becomes

µ
(n+1)
j = (I +

1

N
Σ

(n+1)
j Σµj

−1)
−1

(
1

N

∑
i

(
dji − A(n)b

(n)

i

)
+

1

N
Σ

(n+1)
j Σµj

−1µµj
),

Σ
(n+1)
j =

1

N

∑
i

[A(n) +
(
dji − µ

(n+1)
j − A(n)b

(n)
i

)(
dji − µ

(n+1)
j − A(n)b

(n)
i

)T
].

(A.19)

With these modifications, the bias is updated in the EM steps and convergence is

achieved.

To implement this algorithm, µµj
and Σµj

must be determined or specified in

advance. Similar to three initialization strategies, we present three possible ways to

determine these quantities.

• Weak prior : If the raters are not known to have bias, one can let µµj
be zero
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and Σµj
be large (e.g., 10 voxels for RV identification). Because of the existence

of Σµj
, the estimation process is able to account for unusually large deviations

from the truth in order to compensate for the assumed prior zero bias and

therefore achieve more stable results than zero initialization.

• Data adaptive prior : Here, we apply the average initialization strategy and then

take µ
(1)
j in Eqn. A.14 as the bias prior µµj

, and Σµj
will be the covariance of

dji for all i. This strategy uses the current data to estimate a more restrictive

bias prior than the weak prior strategy.

• Informed prior : If prior knowledge (mean and covariance) of the rater bias is

available, we can use it directly by setting it as µµj
and Σµj

. It is similar to

informed initialization except that estimated bias is allowed to vary around the

prior mean according to the deviation specified by the prior variance.

If CSTAPLE is used with a correct bias initialization, then it is optimal. MAP-

CSTAPLE provides a degree of “protection” against improper bias initialization,

which may be useful in some cases. We now present experiments that demonstrate

both the utility and pitfalls of the two classes of proposed approaches and their vari-

ations.
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A.6 2D Point Identification Simulations

Six raters were simulated with manually assigned biases and variances in a 2D

point identification problem. Each rater evaluated 10 randomly generated points in

a 100×100 region of interest (ROI) according to the two models, instances of which

are shown in Figs. A.3(a) and A.3(d). We evaluated all six methods.

In the first model, we assigned each rater to have a bias that is uniformly sampled

from (0, 5] pixels in length and with random direction. Rater covariance matrices were

set to random positive definite matrices whose diagonal values are around 9 pixel2.

An instance of this is shown in Fig. A.3(a). Assuming no prior information of the bias

was known, CSTAPLE with zero initialization and average initialization and MAP-

CSTAPLE with weak and data-adaptive prior were evaluated. Then assuming prior

information of the bias was available (using generated bias and variance), CSTAPLE

with informed initialization and MAP-CSTAPLE with informed prior were evaluated.

For each of the six fusion techniques, the entire experiment was repeated in 500 Monte

Carlo trials. A typical model instance is shown in Fig. A.3(a) and its estimates are

shown in Figs. A.3(b) and A.3(c).

In the second model, we changed the generation of rater bias to let 3 out of 6

raters make similar mistakes, deviating 10±2 pixels in length toward the upper right

direction. An instance of this model is shown in Fig. A.3(d) and the estimation re-

sults are shown in Figs. A.3(e) and A.3(f). As before, we repeated the experiment

in 500 Monte Carlo trials. Table A.1 compares the RMSE (root mean squared error)
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Figure A.3: CSTAPLE simulation of 2D point identification. In (a) (d) circles are
generated truth and dots are rater decisions. In (b) (e) “x” markers are the fusion of
zero initialization, crosses are average initialization, and dots are informed initializa-
tion. In (c) (f) “x” markers are fusion of weak prior, crosses are data-adaptive prior,
and dots are informed prior.
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Table A.1: RMSE (in pixels) of Estimated Truth from Generated Truth with Six
Fusion Techniques in 500 Monte Carlos of 2D Simulation.

CSTAPLE Initialization MAP-CSTAPLE Priors

Zero Average Informed Weak Data-adaptive Informed

Model 1 3.3±1.2 2.0±0.7 0.9±0.3 3.4±1.3 2.0±0.7 1.0±0.3

Model 2 3.4±1.5 5.9±1.8 0.8±0.3 3.6±2.6 5.9±1.8 1.0±0.4

in units of pixels of the estimated truth from the generated truth for all six ap-

proaches. It is observed that the informed versions of both initialized CSTAPLE and

MAP-CSTAPLE perform best. The average initialization and data-adaptive MAP-

CSTAPLE are excellent when the raters are uniformly biased (Model 1) but these

approaches are quite bad when a fraction of the raters are biased (Model 2). The zero

initialization in CSTAPLE and the weak prior in MAP-STAPLE have intermediate

and approximately equal performance for both rater models; thus, they represent

“safe” choices when there is no available rater information (and the possibility of

large rater bias exists).

It is also worth to mention that the estimation of covariance matrices Σj is re-

garded accurate with an average absolute error of

 1.1 0.8

0.8 0.5

 (pixel2), regardless of

its initialization. In our experiments, the variance estimation does not tend to cause

any major problem to the algorithm.
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A.7 Empirical Fusion: RV Insertion Points

Identification in Cardiac Images

A high-resolution Cine MR short axis image set of the heart of a pig was obtained

in a steady-state free suppression acquisition with breath holds on a commercial

Philips 3T Achieva whole body system (Philips, Andover, MA). The scan acquisition

parameters are FOV: 280× 72× 280 mm3, Size: 176× 215, Scan Duration: 124 s and

Repetition Time: 3.333 ms. Six human raters with no previous experience on labeling

cardiac data were given a 15-minute training session and were asked to identify 82 RV

insertion points in 41 designated image slices. An expert on cardiac anatomy labeled

the same data using the same in-house software.

Rater performance and true RV locations were estimated with the six fusion tech-

niques using the point-wise data from the six inexperienced raters. The fused RV

locations were compared with the location specified by the expert rater as “truth”.

To implement the informed CSTAPLE methods we used half of the dataset (20 im-

ages) as training data and compared the rater decisions in the training data directly

with the expert’s decision, obtaining the rater’s average deviation from the truth and

its covariance as the prior mean and prior covariance. The experiment was repeated

in 100 Monte Carlo trials, each with 20 random selected training images and 21 re-

maining test images. In each Monte Carlo, fusions of the test image RV points with

six methods and their RMSE from expert decision were computed. Finally, the av-
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Table A.2: RMSE (in pixels) of Estimated Truth from Expert Truth with Six Fusion
Techniques in 100 Monte Carlos of Real RV Insertion Points Data.

CSTAPLE Initialization MAP-CSTAPLE Priors

Zero Average Informed Weak Data-adaptive Informed

5.5±0.6 4.7±0.4 4.2±0.4 5.2±0.6 4.7±0.4 4.2±0.4

erage and standard deviation of the RMSE through all Monte Carlos were evaluated

(Table A.2).

The results of all six methods on one slice are shown in Figs. A.4(a) and A.4(b).

To better visualize the differences between MAP-CSTAPLE with the data-adaptive

prior and MAP-CSTAPLE with the informed prior we plotted their two distances

from the truth as an ordered pair on the x–y axis. Five hundred of these points, one

from each Monte Carlo trial, are shown in Fig. A.4(c). The fact that more points fall

above the y = x line reveals that the informed prior is generally better. This confirms

the RMSE results shown in Table A.2.

A.8 Empirical Fusion: Contour Identifi-

cation in Cardiac Images

The cardiac MRI dataset, as described in the previous section, was used for endo-

cardium contour identification. The same six inexperienced raters manually labeled

the endocardium on all slices after a 15-minute training session. The expert per-

formed the same task. The labeling was achieved by direct delineation (painting the
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Figure A.4: Identification of RV insertion points in cardiac MRI. In (a) (b) red dots are
rater decisions and green circles are an expert’s decision as ground truth. Fusions are
shown in yellow, where “x” markers, crosses and dots are respectively zero, average,
informed initialization in (a) and weak, data-adaptive, informed prior in (b). The
error distance of all fusion points from corresponding truth points shown in (c) which
compares data-adaptive prior and informed prior methods.

endocardium area) using the same in-house software as in the previous section. In

order to compare the continuous contour fusion result with discrete label fusion re-

sult, we performed classic STAPLE on rater decisions in discrete domain by assigning

Label 1 as endocardium and Label 0 as background.

We considered one image slice for detailed evaluation. The pixel size of the region

of interest was 80×80 so that the total pixel count was 6400. Before performing

continuous fusion, we computed the signed distance function from the contour of

the manually delineated endocardium, which resulted in six decision sets, each of

6400 one-dimensional vectors (scalars). They were then fused by the six continuous

fusion techniques respectively. Finally the fusion’s zero level set was regarded as the

estimated contour. As in the previous section, to implement the informed CSTAPLE
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Table A.3: Dice Coefficients (in percentage) of Estimated Truth from Expert Truth
with Six Fusion Techniques in 50 Monte Carlos and Discrete STAPLE for Endo-
cardium Identification.

CSTAPLE Initialization MAP-CSTAPLE Priors STAPLE

Zero Average Informed Weak Data-adaptive Informed

81.9±3.0 93.3±0.0 92.6±0.1 93.2±0.0 93.3±0.0 93.3±0.0 92.3

methods we used part of the dataset (1000 pixels) as training data and compared

the rater distance functions in the training data directly with the expert’s distance

function, obtaining the rater’s average deviation from the truth and its covariance

as the prior mean and prior covariance. The experiment was repeated in 50 Monte

Carlo trials, each with 1000 random selected training pixels. An example of the expert

decision and fusion results of all methods are shown in Fig. A.5.

The Dice coefficients of the endocardium fusions in comparison to the expert deci-

sion were computed, and the average and standard deviation of all Monte Carlo trials

are shown in Table A.3. The Dice coefficients show that well initialized CSTAPLE

(average, informed) and all MAP-CSTAPLE methods perform better than classic

STAPLE. Also, poorly initialized CSTAPLE (zero in this case) can lead to very poor

results (which can also be seen in Fig. A.5(b)).

We then changed the number of training pixels to alter the prior mean and variance

for informed CSTAPLE methods. The results in Table A.4.show that both informed

methods are quite stable with respect to numbers of training samples.
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Figure A.5: Different fusion methods for endocardium contour identification. (a)
Expert decision from manual delineation regarded as truth. (b) CSTAPLE with zero
initialization. (c) CSTAPLE with average initialization. (d) CSTAPLE with informed
initialization. (e) Classic STAPLE fusion of discrete labels. (f) MAP-CSTAPLE with
weak prior. (g) MAP-CSTAPLE with data-adaptive prior. (h) MAP-CSTAPLE with
informed prior.
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Table A.4: Dice Coefficients (in percentage) of Estimated Truth from Expert Truth
with Two Informed CSTAPLE Methods Subject to Training Dataset Size Change.

Number of Training Pixels 10 50 100 500 1000 2000 3000 4000 5000 6000

Informed Initialization Dice 92.5 92.6 92.5 92.5 92.6 92.6 92.5 92.6 92.5 92.5

Informed Prior Dice 93.3 93.3 93.3 93.3 93.3 93.3 93.3 93.3 93.3 93.3

A.9 Discussion

We observed that zero initialization CSTAPLE and weak prior MAP-CSTAPLE

led to mediocre performance in all experiments. Thus these approaches are not recom-

mended for use. Average initialization CSTAPLE and data-adaptive MAP-CSTAPLE

lead to superior fusion results except in the pathological case of Model 2 in Table A.1.

The limitation of these two methods is that they require most raters to perform well.

This problem can be addressed by using either the informed initialization CSTAPLE

or informed prior MAP-CSTAPLE, but only when appropriate information about

the rater biases are known beforehand. In the human rater experiments, the methods

using training data to estimate an informed approach were the most successful.

In the contour identification task, we saw that as long as the bias was handled ap-

propriately (i.e., did not use a zero initialization), the continuous fusion result was sim-

ilar to that of discrete STAPLE. Average initialization CSTAPLE and data-adaptive

MAP-CSTAPLE provided an excellent fusion result and, as in the RV insertion points

example, informed CSTAPLE methods did not show apparent advantages. Except

for the zero initialization CSTAPLE case, all other proposed methods are slightly

better than discrete STAPLE, and they have the potential advantage of providing
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subvoxel delineations.

The comparison of different methods demonstrates that informed approaches are

better on both simulated and real data. Although incorporating prior knowledge

of human raters performance can be particularly challenging, recent developments

have shown that learning the performance of automated methods is possible [108].

Otherwise, average initialization and data-adaptive prior methods can be regarded

as proper continuous fusion techniques in general without the presence of prior infor-

mation. The major contribution of this work is to provide a theoretical correction to

the CSTAPLE algorithm. In practice, since various reasonable parameter-tweaking

methods (e.g., tuning the covariance matrix parameter) can lead to reasonable so-

lutions, this work may be perceived as subtle. However, severe pathological failures

may arise if the user is not aware of the fundamental shortcomings. For example, in

the cardiac RV insertion points picking task, one rater is seen to consistently make

the same mistake for every image slice by identifying the top right RV insertion point

to the right of its correct position (Figs. A.4(a) and A.4(b)). Although this rater has

a small variance, the rater’s bias to the right of the truth is not estimated by the

algorithm, and also cannot be compensated by the estimation of the variance. It can

be argued that a more straightforward solution is not to consider the misinformed

rater’s decision. But in practice, it is not always possible to manually examine each

rater’s decision prior to fusing the data facing a great number of dataset.

Finally, the focus of this discussion is on the general CSTAPLE algorithm, where
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the assumptions are inherited from those of the discrete STAPLE. However, in certain

special cases where prior knowledge of the truth is known, assumptions can be changed

to include a non-uniform prior (f(T ) in Eqn. A.6) or to use a non-Gaussian framework,

which will result in a change of derivation of equations and is likely to eliminate the

bias invariance problem. Details of these methods are not discussed in this paper.

A.10 Summary

In this chapter, we first proved that rater bias as a performance parameter is

not updated after the first step in the CSTAPLE algorithm. We then presented two

families of solutions, each with three variations, to address this problem. Although

informed methods—known biases or their statistics—are best, the original CSTAPLE

algorithm initialized with biases computed from the group average or MAP-CSTAPLE

using a data-adaptive prior provide essentially equivalent results in realistic scenar-

ios. We note that in some cases the differences between these approaches could be

considered clinically nominal (e.g., DSC differences of 0.01%); the major contribution

confirmed by experimental results is the finding that poor bias initialization may lead

to very poor results when using a naive fusion approach. Hence, it is important to

evaluate these considerations in practice.
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