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Abstract

Minimally-invasive robotic-assisted surgery is a rapidly-growing alternative to
traditionally open and laparoscopic procedures; nevertheless, challenges remain. Standard
of care derives surgical strategies from preoperative volumetric data (i.e., computed
tomography (CT) and magnetic resonance (MR) images) that benefit from the ability of
multiple modalities to delineate different anatomical boundaries. However, preoperative
images may not reflect a possibly highly deformed perioperative setup or intraoperative
deformation. Additionally, in current clinical practice, the correspondence of preoperative
plans to the surgical scene is conducted as a mental exercise; thus, the accuracy of this
practice is highly dependent on the surgeon’s experience and therefore subject to

inconsistencies.

In order to address these fundamental limitations in minimally-invasive robotic
surgery, this dissertation combines a high-end robotic C-arm imaging system and a
modern robotic surgical platform as an integrated intraoperative image-guided system.
We performed deformable registration of preoperative plans to a perioperative cone-beam
computed tomography (CBCT), acquired after the patient is positioned for intervention.
From the registered surgical plans, we overlaid critical information onto the primary
intraoperative visual source, the robotic endoscope, by using augmented reality.

Guidance afforded by this system not only uses augmented reality to fuse virtual medical
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information, but also provides tool localization and other dynamic intraoperative updated
behavior in order to present enhanced depth feedback and information to the surgeon.
These techniques in guided robotic surgery required a streamlined approach to creating

intuitive and effective human-machine interferences, especially in visualization.

Our software design principles create an inherently information-driven modular
architecture incorporating robotics and intraoperative imaging through augmented reality.
The system's performance is evaluated using phantoms and preclinical in-vivo
experiments for multiple applications, including transoral robotic surgery, robot-assisted
thoracic interventions, and cocheostomy for cochlear implantation. The resulting
functionality, proposed architecture, and implemented methodologies can be further
generalized to other C-arm-based image guidance for additional extensions in robotic

surgery.
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1 Introduction

Robotic surgery requires intraoperative precision and extensive understanding of the
three-dimensional topography of the surgical target, the spatial relationship of
surrounding vasculature, and the vital anatomy with respect to instrument positioning.
Multimodal imaging, including high-resolution computed tomography, angiography,
magnetic resonance imaging, and ultrasound, provides visualization of significant critical
anatomical boundaries used in standard of care for diagnostics and preoperative
planning.'” Clinicians derive surgical strategy from such volumetric data, which include
planned traversals to resection targets and controlling or preserving critical functional

structures.

The emergence of minimally-invasive surgery (MIS) has accentuated a gap that
currently exists between the display of preoperative surgical plans and the camera of
video-based (i.e., endoscopic) interventions. During video-based and robot-assisted
interventions, preoperative images are generally viewed on an external monitor;
therefore, these images are not aligned with the patient anatomy. Although the
magnification and stereo capabilities of current endoscopes provide unparalleled high-
resolution images of the surgical field during robot-assisted surgery, tactile feedback is
diminished or absent, which increases the surgeon’s reliance on visual cues. As such, the
novice clinician may need to rely mostly on his knowledge of anatomic structures, which
may be insufficient to anticipate surgical strategy beyond the endoscopic view. A loss of

orientation or localization increases the inherent risks of breaching critical structures,



especially in the hands of inexperienced surgeons.
1.1 Background

Minimally-invasive surgeries (MIS) visualize the operative workspace with
optical cameras (i.e., laparoscopic cameras, thorascopic cameras, and endoscopes)
inserted through small incisions or natural lumens/orifices. Compared to traditional open

? that directly impact patient quality of life issues,

surgery, MIS has advantages®
including: less estimated blood loss and transfusions, fewer complications, lower
mortality rate, and shorter length of hospital stay. However, minimally-invasive
procedures create a challenging environment in which information feedback is image-
based, rather than directly tactile, thereby adding increased complexity. During the last

decade, robotics and image guidance systems have been introduced to operating rooms to

overcome some of the current challenges.

Robotic or robot-assisted minimally-invasive surgery has been used in a variety of
surgical specialties, including neurosurgery, head and neck surgery, orthopedics,
cardiothoracic surgery and urology, among others'’. Systems such as the Zeus (formerly
ComputerMotion Inc., Goleta, CA, USA) and da Vinci (Intuitive Surgical, Sunnyvale,
CA, USA) use a tele-robotic approach that interprets input motion from a surgeon to
direct dexterous end effectors. By filtering tremor, magnifying high definition
stereoscopy, and maintaining a mechanical fulcrum at the incision sites, these systems
help reduce the complex mental to physical coordination needed in a constrained

workspace, especially when compared to traditional laparoscopic approaches.



Concurrently, modern multi-modal diagnostic imaging continues to evolve towards
high resolution digital 3D volumes that target specific physiology and function. For
example, computerized tomographic angiographies can map vascular structures with
applications in treating pulmonary embolism, carotid/vertebral dissection, and locating

aneurysms''. Image guidance has been integrated with a subset of medical robotic
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interventions to improve upon standard of care for neurosurgery'>", retinal surgery'*",
and orthopedics'®'". For example, ROBODOC" (Curexo Technology Corp, Fremont,
CA) and MAKO" (MAKO Surgical Corp, Ft. Lauderdale, Florida) use preoperative CT

to create a surgical plan for total knee and hip arthroplasty.

The orthopedic and neurosurgical disciplines have mainly adopted guidance from
preoperative imaging because they can assume a rigid anatomy, and the surgeons can
directly see and touch the operative workspace. However, for many other video-based
interventions, particularly operating with soft tissue targets, standard practice involves
displaying 3D medical data (CT/MR) in 2D displays, separately from the endoscope. The
physician needs to identify anatomical structures in videography and mentally establish
the spatial relationships from preoperative plans. The ability to continuously maintain
correspondence creates a steep learning curve, remains a function of experience, and
therefore is subject to inconsistencies. Patient positioning and intraoperative deformation
from surgical intervention (i.e., retraction, dissection, resection) further compounds the

problem, altering the anatomy even further from preoperative image acquisitions.
1.2 Summary of Approach

The objective of this work was to develop a versatile image guidance system for

video-based minimally-invasive surgery. We integrated a Siemens Artis zeego, a high-



end robotic C-arm system, with the da Vinci platform, a state-of-the-art clinical robotic
system, by extending existing frameworks and libraries in our development of a modular
architecture capable of supporting multiple surgical applications. From standard
preoperative diagnostic image data (e.g., CT, MRI), we identified critical structures (e.g.,
a tumor, adjacent arteries, and nerves) that were initially registered with perioperative C-
arm image data that could be directly overlaid onto intraoperative endoscopic video as
image guidance. We posited that such augmentation of relevant anatomy would improve

navigation, spatial orientation, confidence, and tissue margins.
The layout describing the proposed work is organized as follows:

The remainder of Chapter 1 presents several clinical applications in
otolaryngology, head and neck surgery, thoracic surgery, and neurosurgery that are
motivating this work. Chapter 2 gives a high-level historical background of the
development of related work in image guidance for robotic surgery. Chapter 3 describes
the design of our modular architecture, including performance accuracy, individual
components, and their functional services, in addition to component-based provided and
required interfaces. Chapter 4 shows a more detailed exploration of advantages given by
an interventional C-arm to provide intraoperative updates through X-ray fluoroscopic
imaging. Furthermore, Chapter 5 describes our key visualization component, where we
explored methods of augmented information feedback with video augmentation, dynamic
visual cues, and enhanced depth perception. The introduction of our image-guided
surgical system for current surgical interventions required an efficient integration into
existing surgical workflows. Thus, in order to demonstrate feasibility and potential

advantages of our approach as compared to simulated current practices, we conducted a



validation study for each of our target clinical applications, as detailed in Chapter 6.
Chapter 7 presents our conclusions, including immediate next steps, as well as potential

future work.
1.3  Clinical Motivations

1.3.1 Oropharyngeal Cancer

The oropharynx is the middle part of the throat, which includes the base of the
tongue, the tonsils, the soft palate and the post pharyngeal wall (Figure 1.1).
Oropharyngeal (OP) cancer occurs when malignant cells form in the tissue of the
oropharynx. Squamous cell carcinomas (SCCa), which constitute the majority of OP
cancer”’, are flat, scale-like cells that normally arise from the lining of the mouth and
throat. OP cancer can be generally divided into two types: HPV-positive, which are
related to human papilloma virus (HPV) infection, and HPV-negative cancers, which are
typically linked to alcohol or tobacco use®'. The association of HPV with SCCa is a rising
national health concern, accounting for 70% of OP cancer in 2000, as compared to 16%
in the 1980s. One unfortunate epidemiological consequence of this trend is that
oncologists must treat a younger patient population whose long-term outcomes requires
more consideration compared to historically older, cigarette users who have developed

HPV-negative cancer™.

Standard treatments for OP cancer include radiation, chemotherapy, and open
surgery. These invasive techniques often leave collateral damage, debilitating speech and
swallow function, especially with open surgery, which requires a transcervical approach,

possible mandibulotomy, and tracheotomy. However, recent studies show that among



many of the OP cases surgery often offers the greatest chance of cure™. In December of
2009, the US Food and Drug Administration (FDA) approved the use of the da Vinci
surgical robot to perform transoral robotic surgery (TORS) as a minimally invasive
alternative. Studies using TORS have shown safety and feasibility with oncologic
equivalence to chemo-radiation therapy and improved function when compared to
traditional open surgical approaches for OP cancer’**. However, intraoperatively, the
risks of lacerating critical tissues, as well as standard methods needed to identify
boundaries between normal and cancerous tissues for optimal preservation of function,

remain unaddressed.

Resection of tumors via TORS is achieved en bloc. To approach a tumor, often
an individualized process, surgeons rely on pre-operative imaging, physical examination,
visual feedback, the input of the bedside assistant, and personal experience. Usually,
surgery requires dissection in a plane beyond the tumor margin as the tongue curves
towards the vallecula with limited visualization of the true depth of dissection. This
unfamiliar orientation contributes to the steep learning curve to the resection of deep base
of tongue cancers, compounded by the lack of anatomic landmarks and the potential for

significant bleeding.
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Figure 1.1 Diagram showing parts of the oropharynx*°.
1.3.2 Robot-assisted Thoracic Surgery

Tele-robotic thoracic interventions available with a da Vinci system (Intuitive
Surgical Inc., Sunnyvale, CA) offer notable advantages in the delicate dissection required
with systematic mediastinal or pulmonary lymphadenectomy and other intricate work in
the thoracic cavity. Initial results have been promising with respect to improved short-
term outcome, as compared to open thoracotomy and even Video-Assisted Thoracoscopic
Surgery (VATS)?". In fact, several articles have shown the efficacy and safety of robotic
pulmonary applications, including lobectomy, segmentectomy, and wedge resections.
Recent national®® and multi-center % studies support robotic pulmonary resection as an

appropriate alternative to VATS. Furthermore, preliminary results of single institutional



studies on robotic lung segmentectomy ° support robotic intervention as a feasible and

safe approach.

The amount of lung tissue to be resected depends on the etiology and histology of
the tumor. Tumor stage is based on the size and/or extent of the primary tumor, whether
cancer cells have spread to nearby (regional) lymph nodes, and the level of metastasis,
which is the spread of the cancer to other parts of the body. Currently, the standard-of-
care for operable lung cancer is a lobectomy with systematic lymphadenectomy. For
smaller tumors, however, a less extended anatomical resection, such as a segmentectomy,
might become the appropriate surgical treatment in the near future.’’ A pulmonary
segment is an anatomical unit that consists of an alveolar duct (bronchus), the air spaces
connected with it, their blood vessels (pulmonary artery & vein), lymphatics, and nerves.
These structures divide and subdivide further inside the lung parenchyma, making
localization, dissection, and resection more difficult. An appropriate anatomical
pulmonary resection (e.g., segmentectomy) requires precise knowledge of the relevant

pulmonary anatomy, as well as excellent three-dimensional spatial orientation.

Preoperative volumetric data from computed tompgrahy (CT) or positron emission
tomographic-CT are the major diagnostic tool used to achieve adequate staging
information. These images are acquired with the patient in the supine position.
Furthermore, in order to create a workspace for robotic intervention, the lung must be
collapsed with the patient rotated 90° laterally and overextended in the coronal plane,
presenting a thoracic workspace that is deformed from the workspace in preoperative

image acquisition.



1.3.3 Skull Base Lesions

As the most inferior area of the skull, the skull base forms the floor of the cranial
cavity and separates the brain from other facial structures. It can be divided into three
regions: the anterior, middle, and postererior cranial fossae. In the case of pituitary
adenomas, surgeons require access to the central compartment of the skull base, the
middle cranial fossa, which contains the pituitary gland. Neurosurgeons and
otolaryngologists use minimally invasive techniques to reach and remove tumors from
the skull base and intracranial cavity by operating through the nose and paranasal sinuses
(Figure 1.2). Abnormalities of the pituitary can affect hormonal imbalance; for example,
in the case of Cushing's Disease, pituitary adenomas cause excessive secretion of an
adrenocorticotropic hormone that stimulates the adrenal glands to produce excessive
amounts of cortisol. Cushing's Disease may manifest in psychiatric and emotional

instability, as well as cognitive difficulties, possibly causing fatigue and weight gain.

Compared to traditional open surgery, endoscopic endonasal and minimally
invasive robotic skull base procedures can spare patients from considerable morbidity
and complications. These techniques necessitate precise visualization to ensure complete
resection within the complex anatomy of the endonasal space’®. Such skull base
pathologies are in close proximity to critical neurovascular structures (e.g., carotid
arteries, optical nerves); therefore, injuries can cause significant consequences (e.g.,

neurological injury and death).


http://en.wikipedia.org/wiki/Adrenocorticotropic_hormone
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Figure 1.2 Diagram showing parts of the skull base from accessible with an endonasal

approach™

1.3.4 Robot-assisted Cochleostomy for Cochlear Implants

A cochlear implant (CI) is an electronic device approved by the United States Food
and Drug Administration that can address both congenital and acquired sensorineural
hearing loss. Open surgical techniques to place cochlear implants were pioneered in the
1960s and have been performed in over 200,000 individuals worldwide.** The device
consists of a microphone, speech processor, transmitter, receiver/stimulator, and an
electrode implant array that collects the impulses from the stimulator and sends them to
different regions of the auditory nerve. Typically, cochlear implant surgery involves a
standardized approach through a mastoidectomy, facial recess drill out, posterior
tympanostomy, and then cochleostomy with electrode insertion. Accuracy of both

cochleostomy placement and cochlear implant insertion angle has been shown to be
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critical for device function and clinical functional outcomes.”>™’ Although there have
been many innovations to the implant device itself, particularly with the development of
multichannel electrodes, this traditional open surgical approach remains largely

unchanged.

Appropriate cochleostomy placement (Figure 1.3) is important to allow for proper
cochlear electrode array insertion in the scala tympani, avoiding the scala media and
vestibuli. This can be challenging given the depth of the cochlea, which is 30 mm within
the temporal bone, and the width of a facial recess, which is usually 2.5 to 3 mm with a
“target area” for cochleostomy of 1 mm for appropriate insertion. The current
cochleostomy surgical technique requires freehand drilling with a 0.6 to 1 mm diameter
burr through the promontory into the scala tympani, optimally avoiding intracochlear
trauma. Recent studies, however, suggest that a significant proportion of cochlear implant
surgeons do not adequately position the cochleostomy, typically described as inferior or
anterior-inferior to the round window>>”. Lack of familiarity with the facial recess can
result in the surgeon leaving too much undrilled bone overlying the nerve, with an
incomplete opening of the facial recess and poor visualization of the round window niche
or membrane. Other potential factors that contribute to inadequate cochleostomy
placement include variable round window anatomy, a poor angle of visualization
approach through a restricted facial recess, and complex inner ear (cochlear/vestibular)

malformations.

In contrast to percutaneous robotic methods, and similar to traditional CI, a robot-
assisted mastoidectomy and cochleostomy with stereo endoscopy maintains the

advantage of possible manual correction through visual cues, allowing the surgeon to
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maintain a high level of engagement in intraoperative decision making/dissection and
reduces risk of error from over-reliance on a preplanned surgical route. Furthermore, by
adopting a robotic CIS approach, clinicians can take advantage of mechanical dexterity
from robotic-assistance, as well as image guidance, thereby improving safety and

accuracy by including path planning®® and virtual fixtures*' ™.

Cochlear Implant

Figure 1.3 Diagram showing placement of the components of a cochlear implant with

respect to the auditory neuropathology system46.
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1.4 Research Problem Statement

Oncologic targets can be buried deep in an organ or musculature, presenting a
challenge to clearly visualize all but the most superficial aspects of the tumor. During
robotic surgery, a lack of haptic feedback in addition to these challenges can lead to
potential injury to neurovascular structures, jeopardizing reliable and safe delineation of

4730 to plan the surgery by

tumor margins. Clinicians typically use preoperative data
taking advantage of the capabilities of diverse modalities. Perioperatively, this plan needs
to be updated with considerations for the possible modifications of a patient’s anatomy
after preoperative image acquisition; examples of such modifications may include the
progress of a disease or pre-interventional treatment such as chemotherapy or radiation
therapy, the current filling of the stomach or bladder, and the intraoperative patient
position. Intraoperative imaging’'”> can capture the patient’s rigid and deformable
movements caused by various factors, such as the patient’s cardiac or breathing state and
surgical motion. The current gap between volumetric imaging and robotic surgical
interventions compels the exploration of methods of visualization for image guidance
using preoperative and intraoperative imaging sources. Thus, this work presents the
development of a flexible architecture to register and integrate preoperative diagnostic

volumetric data with intraoperative C-arm imaging, using augmented reality to provide

real-time guidance and tracking for minimally-invasive robotic surgery.

Augmentation using preoperative medical images as guidance has been realized in
orthopedic™, head and neck®, and urologic® interventions. In contrast, this system

adopts a generic architecture that has been extended and validated for multiple clinical
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applications. In addition, augmentation from this system is not only realized with initial

rigid registration, but has also been updated to accommodate intraoperative deformation.

Problem 1: Mental Correspondence

In surgical interventions, surgeons remain oriented with respect to critical
anatomy, especially after tissue deformation, by mentally mapping volumetric
preoperative data to a possibly highly deformed surgical field. Such practice is a

function of subjective experience.

Problem 2: Perioperative Image Data and Intraoperative Deformation

Standard preoperative image data sets (i.e., from computed tomography, magnetic
resonance imaging) present dense volumetric information that does not always
reflect either perioperative setup or intraoperative deformation from interventional
motion. By contrast, intraoperative imaging captures not only patient setup, but
also anatomical changes since diagnostic acquisitions. However, alignment of
preoperative to intraoperative imaging for soft tissue workspaces is not

straightforward, requiring non-rigid registration.

Problem 3: Effective Image Guidance

Our proposed solution to implement image guidance by fusing virtual medical

information to endoscopic video is a complex sensory experience. This approach
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to augmented reality presents challenges in visualization, 3D perception, and user
interface. Substantiating the impact of different methods of augmentation, as well
as validating the collective effectiveness of the entire system, is a necessary step

in order to characterize the usefulness of such emerging technology.

1.5 Technical Barriers

Our proposed approach integrates a C-arm system for intraoperative image
guidance in robotic surgery using augmented reality. Here, image guidance aims to
complement the physician’s ability to understand the spatial structure of the anatomy
with respect to preoperative surgical strategy and robotic instrumentation. In this effort,
required functionalities include registration between volumetric image data and
registration of image data to video, as well as real-time updates of these correlations to
reflect surgical motion. Additionally, visualization techniques in real-time stereoscopic
video augmentation, feedback of tool information, and explicit 3D depth perception in
augmented reality must be engineered. After initial surgical resection, we explore
opportunities for intraoperative updates from C-arm and video images. Concepts in
computer vision have been applied to these intraoperative images in order to provide real-
time updates for registration and tool tracking in a non-rigid environment. Phantoms, ex

vivo, and in vivo models are used to validate feasibility and demonstrate potential impact.

Key technologies enable the deployment of an image-guided system within a
feasible clinical workflow. Assuming an idealized high-level timeline view for surgical
procedures to include preoperative, intraoperative setup, and update steps, we identify the
following technologies associated with different phases: (1) preoperative diagnostic

imaging and planning; (2) intraoperative interventional imaging and image processing;
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(3) registration; (4) augmented reality; (5) intraoperative tool tracking and updates. More
detailed discussion about the requirements of each phase and the development efforts

involved can be found in Section 3.1.

The list below summarizes technical barriers that must be overcome in order to

address the associated research problems:
e Problem 1: Mental Correspondence
o Effective data representation from volumetric CT/MRI/CBCT

o Effective information delivery from volumetric CT/MRI/CBCT

e Problem 2: Preoperative Data and Perioperative/Intraoperative Deformation

o Feasible perioperative/intraoperative systems workspace configuration for

image acquisition

o Registration of preoperative image data to perioperative/intraoperative

image data

o Intraoperative surgical motion

e Problem 3: Effective Image Guidance
o Adaptable software architecture and components
o Efficient interfaces and functionality

o Effective systems engineering with evaluation and validation

16



1.6 Contributions

This dissertation presents a novel paradigm for a modular architecture using
augmented reality for C-arm-guided robotic surgery. We address fundamental limitations
in minimally-invasive robotic surgery by combining the surgical assistant capabilities of
a modern surgical robotic platform with guidance from information afforded by high-end
robotic C-arm imaging. The existing hardware from the integrated systems can be
leveraged and extended to create novel intuitive and relevant visualization, through
human-machine interferences with streamlined design principles. Component-based
software design principles are used to build upon open source frameworks and libraries in
order to develop a generalized architecture that can be specifically configured for
applications to multiple clinical scenarios. The major research contributions realized in

this effort are summarized here:

Modular System Architecture

A versatile system using augmented reality and intraoperative imaging for image-
guided robotic surgery is implemented and validated. Though more comprehensively
tested for our exemplar transoral application, the architecture (Section 3) was
conscientiously designed to be modular and versatile, and therefore adaptable to clinical
workflows for additional surgical interventions. Different clinical applications may
require a different image modality, setup, camera (formats, resolutions, control unit),

application programming interface (API), as well as robotic interfaces and tools.
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Extendibility to accommodate workflow adaptations as well as validation for each

scenario is presented (Section 6).

Intraoperative C-arm Integration

We propose the use of a robotic CBCT-capable C-arm system, such as the Artis
zeego (Siemens, Inc.), to capture initial perioperative setup. The acquired CBCT dataset
provides an anchor to deformably register standard diagnostic and staging image data.
Furthermore, the C-arm can be configured and registered to provide live 2D X-rays and
additional 3D scans during a minimally invasive robotic intervention. We present the
integration of an intraoperative C-arm with a minimally-invasive robotic system (Section
4), including the analysis of their workspace limitations when configured together for
different interventions. For image guidance updates, registration, and tool tracking, we
examined methods for volumetric (3D to 3D) registration (Section 3.6.1) and X-ray-

based 3D localization from two C-arm views (Section 4.3.3).

Augmented Reality for Image Guidance

Fusion of virtual information, namely the graphical user interface as well as
physical interfaces for image guidance in minimally-invasive surgery, can be achieved
through many different approaches. The proposed user interface allows surgeons to
customize and interact with the virtual environment directly through the current standard
surgical console (i.e., a familiar interface). Projective overlay of 3D meshes provides

localization of targets within the camera image plane. However, depth perception using
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stereoscopic cameras on the da Vinci surgeon console is a function not only of camera
parameters, but also of the surgeon’s natural stereopsis and interpretation of visual cues.
In addition to overlays of anatomical targets, we demonstrate novel methods of feedback
to communicate distances that are beyond the camera plane and to further highlight

additional enhanced 3D depth perception (Section 5.4)

Intraoperative Updates

Superimposed virtual structures from preoperative data provide adequate
guidance on approach. However, as dissection and resection progresses, intraoperative
updates are required to account for motions that have occurred. We have designed a
custom fiducial marker and present a computer vision-based approach (Section 3.6.3) to
track intraoperative motion. Furthermore, tool tracking has been improved with forward
kinematics using instrument joint encoders, as provided by the API. We correct for an
initial offset and derive setup joint corrections through vision-based processing of
markers attached to the shaft of the instrument (a proprietary function developed by
Intuitive Surgical Inc.). Using these improvements, our method of proposed image
guidance includes intraoperative tool tracking (Section 5.3) and rendering of relative

information with respect to virtual critical structures.
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2 Related Work

2.1 Computer-Integrated Surgery

Computer-integrated surgery (CIS) systems are designed to enhance the
capabilities of a surgeon by managing the flow of medical information and to assist in
operative action. General medical information about human anatomy and variability can
be composed from atlases built from a similar population of patients that have undergone
the same procedure; however, patient-specific information, derived from volumetric
imaging, is preferred. To use computer-integrated surgical systems, clinicians combine
specific and general information, alongside their experience, to create a digital model of

the individual patient, which is then used to plan surgical strategies.

In the operative action aspect, medical robotics has been developed to provide
precision and mechanical dexterity. In this sense, the robot itself is simply an element
within a comprehensive computer-integrated surgical system. Generally, robotic devices
can be classified into three broad categories: active, semi-active, and passive. An active
robot performs parts of the procedure autonomously (e.g., ROBODOC', further
discussed in Section 2.2.1). A semi-active robot performs the procedure under the direct
control of the surgeon (e.g., Acrobot’”, Steady Hand Robot>®). Lastly, a passive robot
does not actively perform any part of the procedure, which is fully controlled by the

surgeon. Passive robotic devices are often used to place or hold instruments (e.g.,
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NeuroMate®”). The purpose of a robotic device is to mechanically assist the surgeon in
carrying out the procedure according to the surgical plan and intentions of the clinician.
Robotic advantages include high spatial accuracy and precision, non-fatigability, and
tolerance of hazardous or difficult environments, including avoiding x-rays from
fluoroscopy or maneuvering inside the bores of CT and MRI scanners. Furthermore,
robotic dexterity allows a surgeon to have remote access or better access to constrained
anatomic areas of interest, which are unreachable by standard tools. Thus, the goal of
computer-integrated surgical systems is not to replace the physician with a machine, but
rather to achieve consistent, precise, and improved medical outcomes by providing
intelligence derived from information and controlled action, which augment the

physician’s natural capabilities.

2.2 Computer-Integrated Surgery Paradigms: Surgical Computer-
Assisted Design (CAD)/Computer-Assisted Manufacturing (CAM) and

Surgical Assistance

Analogous to computer-integrated manufacturing, previous work™>” has classified
computer-integrated surgical systems into two broad families: surgical computer-assisted
design (CAD)/computer-assisted model (CAM) and surgical assistants. When referring to
computer-integrated surgical systems, CAD depicts the process of planning and
designing a model of the patient, while CAM denotes the registration, execution, and
follow-up during the intervention. On the other hand, medical robotic systems are often
synonymous with mechanical assistants that work cooperatively with surgeons. For
example, a specific subclass of these surgical assistants includes tele-operated robotic

systems. In contrast to direct control by the surgeon, tele-operated robotic systems

21



integrate computerized-control between input and output devices to augment or
supplement the surgeon’s ability. These categories, however, are not mutually exclusive.

0-62
k6 6

In fact, prior wor that is most similar to the described work are hybrid systems that

integrate characteristics of both surgical CAD/CAM and surgical assistance.

2.2.1 Surgical CAD/CAM

Early developments of the surgical CAD/CAM paradigm have been realized in
neurosurgery and orthopedic surgery. The constant spatial anatomy of these two fields
allows preoperative CAD models to serve as blueprints throughout the intervention, even
after surgical modifications. Although both domains often involve operating in close
proximity to deformable anatomy (e.g., the brain, spinal cord, and other neurovascular
structures), their required geometric precision can be sufficiently represented in non-
deformable models, constrained by rigid anatomy. For example, in neurosurgery,
depending on the intervention, the brain's motion can be modeled as being constrained by
the skull, although intra-cerebral movement is the subject of much research. Similarly,
pedicle screw placement for orthopedic surgery can use guidance based on fixed bony
anatomy (e.g., vertebrae), even though the spinal cord and musculature may deform
during surgical intervention. Once registered, the accuracy of these systems relies upon
the patient remaining rigidly fixed, as well as the geometric precision executed by the
robotic arm using CAM, which allow surgeons to retain confidence regarding its

execution.

Interaction between the clinician and the robot can range from minimal, with
autonomous executions, to direct manual control. For example, the Programmable

Universal Machine for Assembly (PUMA) 200 was used in 1985 to precisely manipulate
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a biopsy cannula for neurosurgery®. Combined with a stereotactic frame in 1988, the
PUMA became the first robot used on a human patient when it helped localize subcortical
lesions during a brain biopsy®. Adaptations of the PUMA 560 for urology used a
phantom model to support the transurethral resection of the prostate® and preceded the

development of the PROBOT (Imperial College London, U.K.) in 1991.

In orthopedics, in 1986, collaboration between IBM’s Thomas J. Watson Research
Center and researchers at the University of California, Davis created an early prototype of
the ROBODOC system, an innovative computer-guided system for total hip and total
knee replacement surgeries. Research on ROBODOC began in the 1980s, when the
conventional technique for hip and knee replacement surgery consisted of manual bone
preparation guided by two-dimensional preoperative x-rays images. A surgical CAD
created during preoperative planning was fabricated on a custom workstation that
allowed the surgeon to position 3-D models of a commercial prosthesis with respect to
the patient-specific CT volume. Intraoperatively, the surgical plan was transformed and
registered to the robot coordinate system. The robot then machined the bone according to
the plan, providing improved accuracy in both prostheses placement and bone removal.
Preclinical ROBODOC experiments®® demonstrated an order-of-magnitude improvement
in precision over manual surgery. In 1992, the ROBODOC"®®, (previously Integrated
Surgical Systems Sacramento, CA, U.S.A; now Curexo Technology Corporation,
Fremont, CA U.S.A), became the first surgical robot to obtain an Investigational Device
Exemption (IDE) from the Food and Drug Administration (FDA). As of 2014, the

ROBODOC surgical system is the only active robotic system cleared by the FDA with
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several studies showing better fit, fill, and alignment for successful joint replacement
procedures® being conducted around the world.

Subsequent introduction of several other robotic systems for joint replacement

7071 (previously Mako Surgical, Ft. Lauderdale, FL;

surgery include the Rio surgical robot
currently Stryker, Kalamazoo, MI) and the Acrobot’® system (previously Acrobot
Company, Ltd, a spin-off from Imperial College London, U.K.; currently Stryker,
Kalamazoo, MI). Similarly, several groups have recently proposed small orthopedic
robotic attachments or completely freehand systems such as the NavioPFS’* surgical
system (Blue Belt Technologies, Pittsburgh, PA), which combines the control of a
surgical burr with intraoperative navigation. The NeuroMate (previously Innovative
Medical Machines International, Lyon, France; currently Renishaw, Inc., Gloucestershire,
United Kingdom) is a robotic arm used in neurosurgery, often passively. It was designed
to precisely hold tools at predetermined configurations in order to support delicate and
accurate localization in reference to stereotactic frames. Coupled with an image-guided

system, the NeuroMate®’ can accurately track needle placement within the surgical space.

A comprehensive review of other surgical CAD/CAM systems is provided by Kazanzides

18 1%,

et al.”” and Taylor ef a

For surgical CAM, execution and verification of the preoperative plan is key. With
rigid bony anatomy, it has been relatively easy to obtain image-based verification through
CT and X-ray fluoroscopy. Other surgical CAM systems often employ optical and
electromagnetic (EM) solutions, which track calibrated tools with respect to preoperative
volumetric data. Application of these tracking systems can be found in arthroplasty

robotic systems (RIO”’, MAKO Surgical Corp, Fort Lauderdale, Florida), as well as
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otolaryngology, and head and neck surgical” procedures. For example, in endonasal
endoscopic skull base procedures™, neurosurgeons often use a StealthStation
(Medtronic, Minneapolis, Minnesota) to ensure completion of delicate resection of
pituitary lesions. Similarly, optical tracking systems have supported numerous clinical

neurosurgical cases’® with navigation provided by a BrainLab VectorVision system

(BrainLab AG, Feldkirchen, Germany).
2.2.2 Surgical Assistance

Dexterous surgical assistance robotic devices were designed to extend the limits of
human mechanical capabilities: to improve accuracy, filter tremor, and reach remote or
deep structures via a minimally-invasive approach. Enhanced instrumentation is
especially desirable in minimally-invasive laparoscopic procedures, where the patient
benefits from reduced trauma, especially when compared to the large incisions necessary
for traditional open access surgery. In laparoscopy, long instruments are inserted through
small incisions in the abdomen, creating a fulcrum effect, which inverts the motions of
the surgeon and makes coordination difficult. Surgeons must adapt to a more complex
workspace with limited 2D visualization and impairment of dexterity, even as the sense
of touch is also diminished. In this environment, robotic devices can offer advantages,
including high spatial accuracy and precision, non-fatigability, and tolerance of
hazardous or difficult environments such as interventional imaging workspaces inside CT

and MR scanner bores.

Since the 1980s, there has been a growing interest in the research and development
of surgical robots to assist clinicians. In Europe, a collaboration of the Karlsruhe Nuclear

Research Center in Karlsruhe, Germany, and the University of Tuebingen in Tuebingen,
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Germany, produced the Advanced Robot and Telemanipulator System for Minimally
Invasive Surgery (ARTEMIS” 1987), which used remote telemanipulators through “over

the shoulder” hand input devices to provide manipulation capabilities.

The Society of American Gastrointestinal and Endoscopic Surgeons (SAGES) and
the Minimally Invasive Robotic Association (MIRA) define robotic surgery “as a
surgical procedure or technology that adds a computer technology enhanced device to
the interaction between a surgeon and a patient during a surgical operation and assumes
some degree of control heretofore completely reserved for the surgeon”. Computer
technology integrated between the surgeon and patient can extend the geographical reach
of healthcare, as well. In the early 1970s, the National Aeronautics and Space
Administration’s (NASA) interest in providing surgical interventions for astronauts on
missions spawned research efforts’® in tele-surgical and tele-presence systems. The
United States military’s interest in robotic surgery has sponsored the Telemedicine &
Advanced Technology Research Center to cultivate research for deploying interventional
systems in remote battlefields (e.g., the Trauma Pod’”®). Stanford Research Institute
(SRI) developed the precursor to the da Vinci (see 2.2.2.1 da Vinci robotic system for
more details) with a dexterous telemanipulator to greatly enhance vascular and nerve
anastomoses for hand surgery”. At IBM in 1993, the LARS robot was developed as a
remote-center-of-motion surgical assistant to hold an instrument or camera with a variety

. . 1
of human-machine interfaces and a smart controller’®®

. The controller provided
advanced image processing and display functions, as well as robot-control. Around the

same time period, Computer Motion designed the Automated Endoscopic System for

Optimal Positioning (A4ESOP)* and the ZEUS robotic surgical system. Preliminary
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operations conducted with the ZEUS were in gynecology in 1998, followed by a beating
heart coronary artery bypass graft in 1999%°. Efforts in tele-medicine culminated in the
Lindbergh Operation®, a trans-Atlantic cholecystectomy, performed in 2001. Tele-
mentoring uses similar technology to create a virtual classroom, permitting a surgeon to
remain at his/her hospital while instructing or proctoring a novice at a remote location.

Tele-presence® thus provides a new strategy for the training of surgical residents.
2.2.2.1 da Vinci Robotic System

One of the more successful examples of surgical assistance in computer-integrated
surgery can be found with the da Vinci Surgical System. Following FDA approval in
2000, the da Vinci has become a mainstream option in urological, gynecological,
cardiothoracic, and numerous general surgical procedures®. Designed for tele-surgery,
the da Vinci consists of a patient-side slave robot and a master control console. In a
master-slave system, a human operator manipulates the master interface to generate
movement of the slave device. The master interface tracks this action (e.g.,
transformation and forces) as it is passed to a control and communication layer, which are
used to exchange information, thereby enabling tele-operation. The slave device follows
the interpreted commands from the communication system and interacts with the remote
environment from which relevant information on slave components are sent back to the

controller.

The slave robot supports a stereoscopic endoscope and two to three dexterous
surgical instruments (e.g., needle drivers, cautery scissors, forceps, etc.) held by cable-
actuated arms. Each robotic arm is designed with remote center of motion (RCM)

kinematics, resulting in an inherent safety regarding the spatial stability of the entry port.
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As is the case in laparoscopic surgery, when compared to open surgery, the incisions for
a da Vinci-assisted procedure are smaller, the risk of infection is less, and thus
convalescence and hospital stays are significantly reduced. In fact, many robot-assisted
laparoscopic studies have shown that the decreased pain, better cosmesis, and improved
postoperative immune function result in decreased hospital stays and a quicker return to
the workforce®”*®. Retrospective cohort studies have shown that patients who have
undergone robot-assisted laparoscopic hysterectomy have significantly lower chances of
readmission, as compared with those who undergo laparoscopic, abdominal (open), and
vaginal hysterectomy®. Similar benefits have been found in studies of robotic-assisted

laparoscopic prostatectomy’’ and partial nephrectomy’' for renal masses.

When compared with traditional laparoscopy, distinct advantages of the da Vinci
Surgical System include a functional wrist at on the end effector that supports the tools’
full six DOF (degree of freedom), as compared to laparoscopic instruments with four
DOF. The surgeon sits at the surgeon side console (SSC), where hand motions are
transmitted through dexterous master manipulators. These motions are replicated by the
slave manipulators and viewed through high-quality stereo displays of the SSC. High-
fidelity 3D visualization of the surgical workspace is another significant improvement
from standard 2D laparoscopic displays. The robotic system decreases complex hand-eye
coordination through the refinement of tool motion and the inherent support of a remote
center of motion for all instruments and camera, which are under the direct control of the
primary surgeon. The process may also be more ergonomically and physiologically
beneficial to the surgeon, because most of the procedures can be conducted in a

comfortable sitting position and outside of the sterile field, which can be shielded from
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intraoperative radiation. In this tele-robotic approach, the da Vinci relies upon the

surgeon as an active sentry, ready to react to any unexpected event.
2.2.2.2 Mixed Paradigm Systems in Minimally-Invasive Surgery

With the advancement of robotic dexterity, miniaturization, and image
magnification, new techniques in micro-surgical and macro-surgical interventions are
now feasible in practice’”>. Motivated by better quality of life outcomes, clinical
practice is rapidly replacing traditional open procedures with minimally invasive
techniques. Nonetheless, minimally invasive surgery presents new difficulties for
clinicians by greatly reducing their sensory capabilities. The first main challenge is the
loss of the direct sense of touch, replaced by little to no feedback depending on tools and
systems. Touch, or haptic feedback, allows surgeons to differentiate between soft and
hard tissue, as well as pressure from fluids or pulse, which is essential for anastomosis.
Secondly, these video-based procedures generate a transition from direct visual feedback
to indirect, image-based feedback. Furthermore, reduced visual perception stems from a
loss of depth in the case of monocular cameras, as well as a limited field of view (usually

70 degrees instead of 160 degrees for the human eye™).

Thus, enhancement of surgical skill is even more desired in light of diminished
feedback for minimally-invasive approaches. Intelligence can be provided by combining
mechanically-assisted action and medical information to create hybrid systems that
exhibit mixed paradigms of surgical CAD/CAM and surgical assistance. Mixed paradigm
systems have been applied in urology, where ultrasound-guided laparoscopic radical
prostatectomy overlays virtual surgical margins’. Similarly, video augmentation in

96-98

guided robotic surgery has been used in endoscopic skull base studies and
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. . 99 . .
laparoscopic partial nephrectomy”. For da Vinci interventions, many researchers'*'"!

have used the TilePro input in the surgeon side console to inject ultrasound images
displayed below the primary 3D view. Han ef al.'®" further integrated intraoperative 3D
ultrasound using 2D-3D registration. Fusion with ultrasound to CT can be found through
overlays as mixed paradigm minimally-invasive systems used to guide laparoscopic

needle ablation of a renal tumor’”>.

Mixed paradigm systems have also been applied towards biliary surgery®’, where
tracked preoperative CT provides input axial images that can be viewed in TilePro. Such
studies show the usefulness of 3D depth perception in multi-interventional applications,
including gallstone, colectomy, and sigmoidectomy. The role of depth was further

emphasized when Herrell et al.'"?

resected embedded targets from gel phantoms using the
da Vinci robotic system. Using registered CT augmented with the location of a tracked
tool tip achieved a resection ratio closer to the ideal, compared to the resection ratio from
procedures without image guidance. Additionally, procedures using image guidance were
shorter, averaging 8 vs. 13 minutes. Demonstration of the benefits of surgical CAD/CAM
for da Vinci-assisted tissue resection supports the potential for clinical outcome

improvements, such as the decreased removal of benign tissue while maintaining an

appropriate surgical margin.

For visualization in MIS, high-resolution endoscopy/laparoscopy is a natural
vehicle to display information and quantitative measurement in diagnostic and
interventional medicine. In fact, fusion of medical information in conventional cameras
naturally lends to augmented reality'”. Indeed, various approaches to augmented reality

have been explored to alleviate challenges of minimally-invasive surgery by
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complementing the clinician’s visual field with necessary medical information that
facilitates task performance. Clinical applications of these complementary mixed
paradigm systems in MIS are often referred to as augmented reality for image-guided

robotic surgery (Section 5).
2.2.3 Chapter Summary and Discussion

In minimally-invasive surgery, a physician is limited to video-based visualization
and reduced tactile feedback, which create an environment where complex hand-eye
coordination contributes to a high cognitive load. Preoperative plans, if brought into the
operative suite, are traditionally viewed on external monitors separately from the
intraoperative video source. Thus, a significant visualization gap exists between surgical
plans and their execution. The surgeon must mentally register the information rendered in
the triplanar views from preoperative CT/MRI with the video scene; this is especially
challenging for inexperienced residents. In the case of da Vinci procedures, external
images can be displayed within the surgeon’s console through an interface called TilePro.
However, their placement below the endoscopic video display requires constant diversion
from the primary visual scene. In the context of increasingly surgical complexity in
minimally-invasive surgery’’, enhancements of the endoscopic video (i.e., the current,
primary visual source) with enriched medical information may provide a more natural
"window". Additionally, any initial registration between the da Vinci and patient image
data requires updates once the surgeon begins manipulating tissue. Knowledge of the
robotic kinematics can be applied to update tracking and registration, but currently this
information is available only through an API that is not available on standard clinical

systems. Therefore, in order to determine endoscope and tool positions, many prior
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experiments have needed to incorporate additional tracking systems. Generally,
minimally-invasive robotic systems can be sizeable and cumbersome systems that occupy
precious operating room space while offering constrained workspaces. Furthermore,

medical robots are very expensive and their training curriculum continues to evolve.

Historically, in order to address these challenges, researchers have developed
computer-integrated systems capable of surgical assistance and computer-assisted design
and modeling. In this dissertation, we proposed an intelligent, versatile image-guided
robotic surgical system that enhances the physician's ability to better understand and
navigate the spatial structure of the patient anatomy by taking advantage of both
paradigms. This can be accomplished by augmenting the surgeon’s visual field with
patient-specific models derived from multi-modal medical images, while leveraging the

mechanical dexterity of a modern robotic platform.

While many aforementioned groups have contributed various systems for image-
guided robotic surgery, the work described here offers the following key distinctions:

For augmented reality in medicine, solutions offered by select groups®'** have
required additional hardware, while other image-guided robotic systems'® 010107
displayed enhanced visualization adjacent to the endoscopic display (e.g., in the da Vinci
TilePro input). Additional equipment typically includes hardware for visualization and
tracking devices. This is expensive, potentially cumbersome, and can impede the OR
workflow and procedure time. In fact, Linte ez al.’” have designated the footprint of new

technology as one of the major barriers to introducing augmented reality technology into

the clinical environment.

In comparison, we propose video augmentation of the primary display of the
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existing robotic surgical system (i.e., the stereoscopic viewport within the surgeon-side
console of a da Vinci system), in order to directly bridge the gap between preoperative
plans and operative visual scene. Furthermore, no additional hardware for tracking
camera/tools transformation is added; instead, the described system uses kinematics from
the da Vinci API, computer-vision, and C-arm based updates. Thus, a distinguishing
factor of this effort is the avoidance of not only visualization hardware, but also the
external intraoperative optical or electromagnetic tracking device used in prior
61,109,110

studies

Furthermore, previous systems that have augmented da Vinci endoscopy®™'®'? |

have relied on preoperative data. In contrast, by integrating an intraoperative C-arm, this
work addresses perioperative patient anatomy and setup. C-arm CBCT'®''"'"'!'" have
provided intraoperative imaging for guidance in surgery; however, intraoperative updates
based on C-arm fluoroscopy and CBCT to address da Vinci surgical motion is unique to

the work described here.
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3 A Modular System for Image-Guided

Robotic Surgery

In Section 1.3, we presented four distinct clinical applications to motivate the
image guidance system presented in this dissertation. For three robotic-
endoscopic/thoracoscopic interventions, namely Oropharyngeal Cancer, Cochlear
Implants, Thoracic Wedge Resection, we demonstrate the modularity of our design by
applying the same architectural instance of our proposed solution; however, for
endoscopic endonasal treatment of skull base lesions, the architecture differs. The main
differences, discussed in latter sections, can be found mainly in the visualization and
navigation modules. However, the architecture’s ability to adapt and accommodate a
variety of software and hardware interfaces, as required for different clinical scenarios,
shows evidence of its versatility. As our exemplary clinical application, transoral robotic
surgery (TORS) is more extensively emphasized in upcoming sections which will detail

the architectural design, requirements and individual modules of the proposed system.
3.1 Clinical Workflow

An outline of the proposed clinical workflow (Figure 3.1) for our image-guided

robotics system is presented below. Its adaptation and execution in preclinical
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experiments for multiple surgical scenarios are described in Chapter 6. The main

workflow steps are as follows:
(1) Preoperative Planning

Commensurate with standard of practice, our solution creates a preoperative
surgical plan based on diagnostic volumetric image data, such as CT and/or
MR. However, as an extension of clinical practice for use in image guidance,
we segment critical anatomical structures to generate models for augmented

reality.
(2) Intraoperative CBCT"

In the operating room after the patient is prepared and situated for surgery, for
select clinical applications such as TORS and thoracic robotic intervention,
preoperative image data may no longer reflect accumulated perioperative
deformations. Nonconformities from preoperative to perioperative setup for
TORS include mouth retraction and oral tongue extension, whereas robotic
thoracic interventions require lung deflation. For point-based registration, we
first place radiolucent fiducials (~5-10 teflon spheres) on the surface of the
target volume of interest (e.g., the oral tongue for TORS) before acquiring a

CBCT image, prior to positioning the robot for intervention.

(3) Registration

) required only for interventions with significant changes between intraoperative position

and preoperative acquisitions
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Similar to related work''® using ultrasound instead of CBCT, the registration
between our preoperative surgical CAD/CAM and the patient requires a two-
step process. First, a non-rigid spatial relationship is established between
preoperative and intraoperative data. Second, a rigid registration, or affine

transformation, aligns intraoperative data and video.
(a) Deformable Registration*

From the CBCT data acquired in step (2), we segment anatomical
landmarks (i.e. for TORS: hyoid, oral tongue; for thoracic: hemiazygos
vein, pulmonary artery). The labeled oral tongue is used in a deformable

CT to CBCT registration for TORS, detailed in Section 3.6.1.
(b) CT to Video Registration

From the CBCT acquired in step (2), we manually segment the registration
surface fiducial markers. Now labeled in the imaging coordinate space,
these point fiducials are also manually identified in robotic video
coordinate space in order to establish the affine registration (Section

3.6.2), which aligns the surgical plan to robotic video.
(4) Augmented Reality

Video from standard endoscopy is captured and augmented in real time with
overlays of critical structures segmented from preoperative data and registered

through step (3).

(5) Updates
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After initial registration, overlaid critical data from surgical CAD/CAM require
updates that reflect camera motion. We track camera transformations by
following robotic kinematics. For tumor resection and enhanced depth
perception in TORS, our system updates tissue motion from resection and tool
tracking wusing vision-based techniques. Additionally, for thoracic
interventions, we acquire dual intraoperative 2D X-ray fluoroscopic images
and perform 2D-3D registration for image-based updates from intraoperative

3D localization.

2. Intraoperative INTRAOPERATIVE

3b. CT to Video
Registration

1. Preoperative
Planning 3a. Deformable
Registration™

mente‘d Reality

{

PregRy \ Intraop Model

Figure 3.1 Image guidance workflow of a mixed paradigm system, featuring TORS as the
main clinical motivation that requires deformable registration of surgical planning from

preoperative CT to robotic stereoscopic video using intraoperative CBCT.
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3.2 System Requirements

3.2.1 Functional Requirements

For intricate surgical tasks, inherent challenges in minimally-invasive surgery from
a constrained workspace remain difficult, even with a robotic approach. Taught with an
outside-in approach through open surgery, clinicians are accustomed to a natural field of
view and using palpation to differentiate tissue gradations. However, with limited
visualization, in addition to reduced force feedback, difficulties arise in determining
anatomical landmarks and their boundaries. Under select surgical scenarios, particularly
with the manipulation of delicate tissues and suture materials, the lack of tactile and
haptic feedback is a significant disadvantage. Haptic feedback, even in the form of
sensory substitution, has proven to facilitate the performance of skilled tasks, such as

surgical knot tying''’

. To address these challenges, this work presents an image-guided
robotic surgical (IGRS) system that combines information from preoperative planning,

visualization from modern intraoperative imaging, and dexterity from robotic technical

advancements.

For the mixed paradigm IGRS, as described in this document, the following modules and

functionalities are required:
e Visualization Module

Using the visualization module, models from surgical plans are directly
overlaid onto real-time capture of endoscopic images to create augmented
reality for image guidance. This component therefore requires hardware that

captures frames from monocular/stereoscopic live video streams. Imported
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frames are fused with projections of the virtual scene, managed by the image
guidance software, in order to create monocular/stereoscopic augmented video

streams for output.
e User Interface Module

An interface for a technical operator, as well as the clinician, is used to select
custom settings and conduct manual initialization tasks, such as data
collection for registration and calibration. Our user interface options can be
customized for user preference and include color of overlays, opacity,
selection of critical data, and optional enhanced depth perception from novel

views.

e Robotic/Navigation Module

Overlays for augmented reality require camera tracking in order to update the
virtual scene. In addition, from tracked tool positions guidance, we
incorporate feedback regarding tool end effectors as virtual objects for

enhanced depth perception.
e Imaging System

Standard-of-care preoperative volumetric data is processed to create a surgical
plan for image guidance. In select procedures where perioperative patient
positioning requires an updated scan, we propose acquiring an intraoperative
C-arm CBCT after the patient is set up for robotic intervention. In our
solution, X-ray fluoroscopy can provide further intraoperative updates for

target and tool 3D localization.
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e (Calibration

The development of several calibration functionalities was required in order to
support the proposed system. First, optical camera calibration is needed to
derive intrinsic and extrinsic parameters of the stereo endoscopes, used for
creating the scene for virtual reality. Secondly, C-arm calibration, consisting
of obtaining similar optical parameters, is necessary for 2D-3D registration.

Additional robotic arm and manipulator calibrations are also required.
e Registration

In non-rigid surgical workspaces, a deformable transformation aligns the
preoperative surgical plan and a perioperative C-arm CBCT. A rigid
transformation between the registered surgical plan onto the video stream

aligns the augmented reality to the intraoperative visualization.
3.2.2 Performance Requirements
3.2.2.1 Accuracy

The reliability of an IGRS system must be assessed in order to provide the surgeon
with a sense of how well the system is working. Ideally, a system is both accurate (i.e.,
the mean measurement that the system provides is very close to a reference true value)
and precise (i.e., there is low variance in differences when the system returns the same
measurement). In point-based registration, Fitzpatrick et al.’?’ have formulated three
error measurements that have been widely used in designating accuracy for image-guided
surgery: (a) fiducial localization error (FLE), (b) fiducial registration error (FRE), and (c)

target registration error (TRE). Point-based registration involves two sets of points,
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moving and fixed;the derivation of the transformation from the former to the latter is
formulated as the registration. FLE is defined as the distance between a localized point
(e.g., segmented anatomical landmark from CT), and the point’s ground truth location,
which unfortunately is never known. FRE is the root mean square (RMS) error of the
fiducial points used to compute the registration. In other words, after applying the
registration transformation to the moving fiducial points, the RMS of the residuals of the
registration is the distance between the transformed moving and fixed fiducials. We adopt

TRE for evaluating the accuracy of different steps in our workflow.

Though accuracy requirements vary for the different clinical interventions
motivating this body of work, we have focused on requirements for transoral robotic
surgery (TORS) as an exemplary application. In base-of-tongue oropharyngeal cancer
resection for TORS, the ultimate goal is to safely excise the tumor encased within a good
margin of normal (negative) tissue. A good margin has been defined in a TORS
context'”! as negative oncologic tissue ranging from 2 to 5 mm in radial thickness
surrounding the tumor. Currently, the most utilized navigation systems for intraoperative
image guidance consist of optical and electromagnetic (EM) solutions, which track
calibrated tools to locate fiducials or sample surface points on the patient to use for

122,123

registration. Previous assessments of these systems in the clinical arena report

accuracies ~2 mm target registration error (TRE).

TRE measures the RMS of distances of select targets in the transformed moving
set of points to their corresponding fixed ground truth. In order to be comparable to
conventional optical and EM trackers, we target our system to maintain an accuracy of 2

mm for each of the following registration steps: 3.6.1 Deformable CT to CBCT
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Registration and 3.6.2 Rigid Video to CBCT Registration. First, these requirements are
experimentally verified in Section 6.1.1 by applying deformable registration of CT to
CBCT, using embedded targets on biofidelic phantom models. Second, a TRE for
fiducial-based Video to CBCT registration is also measured at 2 mm (Section 3.6.2).
Similarly, performance requirements for intraoperative updates from 3D localization
using X-ray fluoroscopy from two C-arm views were also expected to be

< 2 mm (Section 4.3.4).
3.2.2.2 Visualization

Visualization is a key component in minimally-invasive surgery due to the
challenges of a short baseline in a magnified view. A monocular overlay was achieved
for endoscopic skull base surgery, adhering to standard da Vinci robotic systems;
however, for the remaining robotic interventions, we presented a high fidelity
representation of critical structures in stereo video augmentation. For augmented
visualization in image—guided surgery, performance must have a low latency and high
frame rate in order to approach the visual acuity adequate for the intervention at hand. In
fact, while surgeons notice and can adapt with slower tool manipulations at high video
latency (up to 100 ms), tele-surgical procedures show a decreased task performance with

delays over 250 ms.'**

Sources that contribute to the delay include hardware used for video capture whose
performance consists of the following: shutter speed, camera digitization, data transfer,
and processing time on an NVIDIA Quadro SDI graphic card that transfers captured
frames to the image guidance software. Using a direct pass through to the output of the

NVIDIA card (i.e., without injection of the overlay), we calculate the native latency of
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these sources at < 90 ms, which was estimated using a digital stopwatch with millisecond
precision. This delay encapsulates the video latency of the original da Vinci cameras
measured at <57 mm'®, incremented with 33 mm buffering latency required for each
interlaced frame as a limitation of the capture card. Programmatic stopwatches measured

the direct pass through program at ~12-15 frames per second (FPS).

Basic augmented reality in medicine consists of a graphical projection showing
select critical anatomies from the perspective of the current endoscopic view. Assuming
an accurate registration, interpreting spatial localization within the projective plane (i.e.,
using the camera view) is straightforward. However, depth information (i.e., distances
orthogonal to the camera view) is more ambiguous as it is interpreted from intuitive cues
and perception. Thus, in order to eliminate ambiguities in measuring depth, features of
the system included additional depth cues, including chromatic feedback, as well as
numeric values of tracked tool tips using kinematic information from the robotic API as
optional enhancements. In addition, by integrating an offline volume renderer, our system
presented a novel view of the 3D scene, orthogonal to the endoscope and inlaid within the
primary displays as a picture-in-picture. This design is therefore subject to the limitations
of the performance rates of external devices, interface bandwidth, and applications.
Depending on which features were active, the added latency of our overlaid image
guidance, as estimated using the same method above, ranged from ~10 to 60 ms. This

caused our frame rate to drop to ~9-12 FPS.

The overall performance of our visualization was < 150 ms in video latency and
our expert surgeon was able to compensate for the high latency and low frame rate, but

future work needs to explore both hardware and software solutions in order to address
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these visualization performance limitations. Currently, the renderer of the image guidance
system is updated through a single thread. Significant video performance improvements
are expected to be achieved with multi-threading and/or parallel processing on GPUs, as

well upgrades to RAM and CPU.

3.3 Architecture: A Modular Design

An individual software component is a module that encapsulates a set of related
functions and required data, therefore shielding details of its implementation while
exposing specific services that other components can utilize. Component-based software
engineering emphasizes the separation of functionalities or services. A versatile modular
system for image-guided robot surgery integrating data from preoperative and
intraoperative imaging was achieved with a generic component-based architecture,
illustrated in Figure 3.2. This allows our approach to build loosely coupled independent
components into an image-guided surgical system, reconfigurable for multiple clinical
applications. With regard to system-wide coordination, components communicate with
each other via subscription-based interfaces consisting of two types: provided and
required. When a component offers services to the rest of the system, it adopts
a provided interface as a signature. In order for component A to interface and run while
connected to component B, A’s required interface must be satistied by those provided by
B. Another important attribute of components is that they are substitutable, so that a new
or optional component can replace or update an existing version without disrupting the
remainder of the system. Key modules and functionalities of our design introduced in

section 3.2.1 are detailed in the sections below.
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Figure 3.2 A diagram of the generic modular architecture of the proposed intraoperative

image-guided robotic surgical system.

We adapt the generic system architecture (Figure 3.2) to two distinct image
guidance systems: robotic-endoscopic/thoracoscopic image guidance system (Figure 3.3)

and endoscopic skull base image guidance system (Figure 3.4) detailed below.
Robotic-endoscopic/thoracoscopic Image Guidance System

For the mixed paradigm robotic-endoscopic/thoracoscopic (i.e., da Vinci-assisted) image
guidance system described in this dissertation, the following modules and functionalities

are required:

e Visualization Module

Using the cisst stereo vision library (detailed in Section 3.3.1), dual video
streams from da Vinci stereo endoscopes were captured for real-time
augmentation using a research desktop computer. Fused with projections from

preoperative planned data, augmented scenes replaced original stereo
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endoscopic images directly on the surgical-side console. In addition, the
augmented display also rendered a virtual orthogonal view (as a picture-in-

picture), in order to provide enhanced depth perception.

e User Interface Module

The surgeon-side console (i.e., the conventional primary user interface for a
da Vinci system) was extended with a graphical 3D user interface (detailed in
Section 3.3.2). Functionalities included support for the surgeon to interact
with objects in 3D virtual reality directly with the existing robotic

manipulators.

e Robotic/Navigation Module

Camera transformations and tool positions derived from robotic kinematics
were provided by the application programming interface (API) of the da Vinci
system. The API was programmatically wrapped with A SAW da Vinci
component that communicated information through the cisst multi-task layer
to dependent components, such as the visualization module. For more details

please refer to Section 3.3.3.

e Imaging System

For TORS, an intraoperative C-arm captured perioperative changes by
acquiring a CBCT volumetric scan, after the patient was set up for robotic
intervention. X-ray fluoroscopic images from the C-arm also provided
intraoperative updates for target and tool 3D localization, explored for robot-

assisted thoracic surgery.
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Calibration

Calibration steps included optical camera calibration and robotic arm
calibration. In order to rely on kinematic information to track tool end
effectors throughout the intervention for the primary robotic arm of the da
Vinci patient-side cart (PSC), we computed a corrective transformation on the
setup joints using forward kinematics. Additional calibration steps included
modeling the X-ray imaging system as a pin-hole camera and determining C-

arm parameters for rectification.

Registration

First, in non-rigid surgical workspaces for TORS, a deformable
transformation between surgical CAD/CAM and intraoperative C-arm CBCT
was used to align preoperative planning to a perioperative setup. Second, a
rigid point-based transformation was computed using segmented fiducials
from intraoperative images in order to register the image guidance data to the

video scene.
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Figure 3.3 An architectural component diagram detailing the libraries supporting stereo
video augmentation and modular design of the proposed intraoperative image-guided

robotic system used for TORS.
Endoscopic Image Guidance System

For the endoscopic endonasal skull base image guidance system, as described in this

dissertation, the following modules and functionalities are required:
e Visualization Module

The cisst stereo vision library was used to process monocular video from a
HD Karl Storz (Karl Storz Inc., Tuttlingen Germany).. The image guidance
system overlaid models of critical skull base structures (e.g.,. carotid arteries,
optical nerves, pituitary lesions), derived from standard preoperative CT/MR

images onto the captured frames.
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e User Interface Module

TREK'®, a custom image guidance software built from 3D Slicer, was
modified to create a light-weight interface for image-guided skull base

surgery.
e Robotic/Navigation Module

A commercial navigation system (StealthStation, Medtronic Inc.) was used to
track camera transformations. The cisst c++ multi-task library was wrapped

with python (SWIG) to handle inter-module communication.
e (Calibration

To create the virtual scene, optical camera calibration derived intrinsic and
extrinsic parameters of the monocular endoscope. Hand-eye -calibration
resolved the unknown transformation of the endoscope's tracked rigid body to

the optical center.

e Registration
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Standard preoperative CT to patient registration, captured by the
StealthStation, was reused by this image-guidance system to align the virtual

surgical plan to video.
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Figure 3.4 An architectural component diagram detailing the classes supporting video

augmentation and emphasizing the modular design of the system architecture. The system
is an extension of the TREK architecture for image-guided surgery, binding cisst/SAW
libraries for real-time tracking and registration with 3D Slicer libraries for front-end
visualization. The specific embodiment described in this dissertation was intended to
streamline calibration processes in a manner suitable to clinical use by a trained OR

technologist without disruption of OR workflow.
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3.3.1 Visualization Module

For a mixed paradigm image-guided robotic surgical (IGRS) system, the
visualization module is a critical component because it dominates the user experience.
Unlike other related work in IGRS''9%1%-197 that have integrated information from

surgical plans for the da Vinci through TilePro or with additional displays’®'#"!%®

(e.g.,
head-mounted devices and Google glass), we directly augment the primary endoscopic
video. When fusing virtual information, it is critical that any augmentations do not
overwhelm the field of view and detract from the procedure. We address this by

overlaying select critical anatomy, as opposed to dense volumetric rendering, in addition

to customizing user preference for color and opacity as detailed below.

Video augmentation was achieved within the modular architecture, illustrated in
Figure 3.2, by extending the cisst stereo vision library (SVL) from the cisst/SURGICAL
ASSISTANCE WORKSTATION (S4w) open-source toolkit'®, developed at the Engineering
Research Center for Computer Integrated Surgical Systems and Technology (CISST
ERC, Johns Hopkins University, Baltimore, MD). A research desktop was built using a
Dell Precision T7500 with dual 6-core Intel Xeon processors, running dual boot Ubuntu
Linux and Windows. Within the SVL library, a base class of video capture devices
interfaced with various graphics/video capture cards compatible to each clinical

application.

For da Vinci procedures, video frame grabbers processed dual HD-SDI SMPTE
274 (1080i@59.94Hz) video signals from the stereo camera control units, computed
virtual scene updates, and injected augmented dual HD-SDI channels back into the visual

core of the robotic system. Initially, two Matrox Vio (Quebec, Canada) PCle video
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capture cards with overlay input and passive video throughput served as the image
processing hardware. However, these did not have native support for transparency, so we
first had to stipple the overlaid mesh. The Vios were replaced with a single Nvidia
Quadro SDI Capture Card (Santa Clara, CA, USA), allowing for a more natural blend of
the stereoscopic video and image guidance through active dual stream alpha-blended

overlays.

For skull base procedures, the camera control unit from the monocular high-
definition Storz endoscope (1080i@59.94Hz) was accessed through a DVI-I port. A
Gefen EXT-DVI-2-HDSDISSL system converted this signal to HD-SDI SMPTE 274.
We extended the SVL library to support a subset of Blackmagic Decklink devices to

capture the HD-SDI endoscopic video for the image guidance software.
3.3.2 User Interface Module

Similar to visualization, for da Vinci interventions, we enhanced the surgeon-side
console (SSC) directly, unlike other prior work where additional equipment’’ was
required, to manipulate the 3D CAD/CAM data. Currently, unlike 2D interfaces, there is
no best practice for three-dimensional user interfaces using the WIMP paradigm

130 . -
[.7°" give a comprehensive

(windows, icons, menus, and pointing). Bowman et a
introduction to 3D user interfaces and detailed information on why 3D interaction is
difficult, pointing out that classic 2D computer interaction paradigms such as windows,

mouse pointer, menus, and keyboards do not generally translate well for 3D displays and

environments.

Within the stereoscopic environment of the da Vinci, the surgeon is accustomed to

3D visualization. Prior work has demonstrated the advantage of 3D visualization and
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interfaces in orthopedic application. For example, Traub er al.”*’ showed that surgeons
were able to perform drilling experiments faster with in situ 3D visualization compared to
a navigation system with a classic 2D display. Thus, the user interface we created is
rendered in stereo as a 3D virtual menu embedded within the augmented scene. Critical
data (i.e., for TORS: the tumor, lingual/carotid artery, lingual nerve, etc.) were manually
segmented from preoperative CT/CBCT images using ITK-Snap and saved in
Visualization Toolkit (VTK)'** formats. The VTK data structures are loaded into the cisst
3D user interface library (UIL), which supports additional objects for 3D rendering and
behaviors, classes that process user inputs to update the augmented 3D scene. In a special
user mode, termed masters-as-mice, the surgeon is able to access and manipulate the
virtual CAD models through master manipulators (MTMs) on the SSC. In this mode, the
clutch pedal decouples the MTM from the PSC and virtual 3D cursors Figure 3.5, white
spheres) follow the movement of the MTMs, allowing for dynamic user input. Using this
interface, the physician can interact and manipulate the overlaid objects in 3D, as well as
select menu options to change their color, opacity, and visibility.

The skull base image-guidance system extended TREK'*°

(Figure 3.6), a software
architecture for image-guided surgery, to create a clinically deployable interface. TREK
binds open-source libraries for image visualization and analysis from 3D Slicer'** (NA-
MIC kit, Brigham & Women's Hospital, Cambridge MA). Our efforts integrated real-

time tracking and registration from a commercial navigation system, Medtronic

StealthStation, detailed below.
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Figure 3.5 Visualization and 3D user interface for transoral robotic surgery (synthetic

head phantom).
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Figure 3.6 Visualization and user interface for endoscopic endonasal skull base surgery

using TREK and Medtronic StealthStation.

3.3.3 Robotic/Navigation Module

Throughout an intervention, knowledge regarding camera movement and relative
tool localization (explored for TORS) are used to update the augmented virtual scene. For
our clinical applications, this information source has been either a Medtronic
StealthStation (Medtronic Inc., Minneapolis MN) or a da Vinci system. By extending
these current standard-of-care systems, we minimize clinical disruption and take

advantage of user familiarity.

Through a collaboration between the Engineering Research Center for Computer-
Integrated Surgical Systems and Technology (Department of Computer Science, Johns
Hopkins University) and Intuitive Surgical, Inc., the IGRS system presented here was
able to interface with the da Vinci platform via a research API. Connections between a
UIL and SAW component, which wraps the API, behaviors are established and
supervised by a component manager, a class of the cisst multi-task (MTS) library. In the
MTS framework, which utilizes component-based software engineering concepts, all

interaction occur via provided and required interfaces.

Therefore, the SAW da Vinci component provides robotic system information,
such as clutching, camera movement, master manipulator movement, and resultant real-
time joint positions of patient-side manipulators (PSMs), to callback functions required
by behaviors of the 3DUI library. This architecture decouples the input/output device (da
Vinci SSC and PSC, respectively) and the visualization software into separate

components exposed through a multi-threaded communication layer. Such a modular
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design supports modifications within elements and the exchange of entire components for

flexibility and extendibility.

An overview of the main components and features of the da Vinci robotic system
was given in Section 2.2.2.1. In the sections below we highlight key differences between

models.
3.3.3.1daVinci S

Released in 2006, the da Vinci S updated its predecessor, the da Vinci Classic.
Functional differences included increases in tool shaft length, tool flexion, and an
increased inertia when the tools are clutched. Major structural changes were revealed
with the robotic arms on the patient side cart, where a streamlined design improved the
range in workspace of the robot and avoidance of collisions. As reported through the API,
the range in motion of the robotic tools constrained the workspace requirement of our
image guidance system.  Although robotic kinematics and interior controller

'3 conducted a

modifications affected the intrinsic systematic design, Kwartowitz et a
series of phantom tests and determined that the mean localization errors of the classic

compared to the S was relatively similar at 1.02 mm and 1.05 mm, respectively.

Changes directly impacting our proposed solution can be found with a new user
interface that featured stereo high definition (HD) cameras and an external display for the
patient side assistant. The S model supports both a standard and a high definition (HD)
stereo 3D camera head. For the purposes of our efforts, we developed our visualization
module and camera calibration functionalities to be useable with a stereo HD Ikegami
camera control units with an 8.5 mm, zero degree endoscope as supported by the da Vinci

S.
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3.3.3.2 da Vinci Si

Following the S, Intuitive Surgical Inc. released the da Vinci Si in 2009. While the
structural exterior of the patient-side console largely remained unchanged, differences
between the two systems can be seen in upgrades to the surgeon-side console. Improved
usability features included multiple ergonomic adjustments and an integrated touchpad
that allowed the user to set video, audio, and ergonomic settings through a
comprehensive digital menu. In addition, switches on the master manipulators supported
finger-tip control for clutching and adjusting endoscopic focal length. As described thus
far, these features were supported on the S; however, on the Si, they were now controlled
with an updated interface, and therefore were accommodated by our system as new API

events that correspond to existing functionality.

On the other hand, the Si release enabled a new configuration that allowed two
surgeons to collaborate during a procedure for da Vinci-enabled surgical assistance, or
facilitate teaching through two synchronized surgeon side consoles. Supporting features
include exchanging control of the patient side manipulators and the endoscope, as well as
intercom communication. To support these new features of the Si, our system was
extended to support a SAW da Vinci Si component as an alternative to the S component.
In addition, experiments with the Si included accommodating zero and 30 degree

endoscopes both at 12 mm and 8.5 mm.

3.3.3.3 da Vinci Sp

The da Vinci Sp Surgical System, Model SP999 (Figure 3.7), is a research
prototype that attained FDA 510(k) clearance in April 2014. As indicated through

released reports from Intuitive Surgical, Inc., anticipated efforts include product
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refinement and optimization fully compatible with the most recently released model, the

da Vinci Xi Surgical System, which will require additional regulatory clearances.

This research model expands Intuitive Surgical, Inc.’s product capabilities in
single incision robotic laparoscopic surgery as a significant departure from multi-port
systems such as the S and Si. Using just one 25 mm cannula, this is a single incision da
Vinci system with an articulating stereo HD camera and three fully articulating tools,
housed by the Entry Guide Manipulator (EGM). In single-port da Vinci-assisted surgery,
when compared to the da Vinci Single-Site approach, the wrists of the Sp instruments
have two more degrees of freedom (DOF) than the passively flexible Single-Site
instruments, which are not wristed. While the variety of EndoWrist Sp
instruments continues to be developed and refined, current research surgical tools
include: flexible endoscopes, blunt and sharp endoscopic dissectors, scissors,
forceps/pick-ups, needle holders, endoscopic retractors, and accessories for endoscopic
manipulation of tissue, including grasping, cutting, blunt and sharp dissection,

approximation, ligation, electrocautery, and suturing.

Although the initial FDA clearance is specific to adult urologic surgical procedures
that are appropriate for a single port approach, we took advantage of the streamlined
design to validate the expandability of our architecture by exploring additional clinical
applications in gynecology and general surgery (Section 4.3.1). Furthermore, in Section
5.2.2 we describe the necessary changes in the visualization module required for updates
to video augmentation using the Sp. Modifications addressed novel articulated camera

motions and synchronized camera and tool movements. Significant changes of our
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system from the interfaces that supported S/Si included forward kinematics of the flexible

endoscope using Denavit-Hartenberg parameters.
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Figure 3.7 Labeled components of the research system, da Vinci Sp.
3.3.3.4 Medtronic Stealthstation

In skull base surgery, we further extended SAW by developing a new component
for Stealthlink, the research API for the Medtronic StealthStation). This interface to the
commercial Medtronic navigation system provided novel infrared tracking of a rigid
body marker attached to the endoscope, tracking of proprietary pointers, and a reference
marker attached to the stereotactic head frame. In addition, we were able to directly use
the registration of preoperative CT to patient, a standard step in the conventional clinical

workflow, to align surgical CAD/CAM from preoperative CT to video.
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3.4 Imaging System: C-arm CBCT, Angiography, and Fluoroscopy

Despite the wealth of information available due to the advances of technology in
medical imaging, the extent of preoperative diagnostic data readily integrated during
robotic surgery is still limited. Diagnostic images are used to examine the patient’s
anatomy, devise a suitable treatment, and plan for its execution. The most common

imaging modalities used preoperatively for surgery include CT and MR imaging.

Though these high quality volumetric data sufficiently delineate critical anatomical
boundaries for image guidance, they do not address perioperative setup and the current
state of the patient. When setting up for robotic intervention, the patient is likely in a
different physical arrangement than during the preoperative data acquisition. Common
changes include: lateral rotation, insufflation, and retraction; also, for thoracic
interventions, the lung is collapsed. In natural orifice approaches, such as TORS,
neighboring tissue is retracted and displaced to create workspace and access.
Furthermore, a cancer patient undergoing chemo-radiation therapy in addition to other
health-related stress may exhibit dramatic physical changes between the operative day
and diagnostic imaging. Therefore, intraoperative imaging, which captures these changes,
can be invaluable for an updated high fidelity surgical CAD/CAM. Challenges for
acceptance of new intraoperative technologies include performance requirements where
modalities must operate in near real-time and be physically compatible with the standard
operating room. Image acquisitions are expected to provide highly accurate guidance at
sufficient spatial resolution with minimal impact on the normal interventional workflow.

Currently, common real-time intra-operative imaging modalities include ultrasound (US)
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103,126,138-
, X-ray fluoroscopy T

imaging , and more recently, cone-beam CT

140" and intra-operative MRI'*!"'#.

Fluoroscopy is a real-time and cost-effective modality, though image quality can
vary greatly depending on the age and technology of the system. C-arms in clinical use
range from older systems that use image intensifiers to motor-actuated flat panel
detectors that are synchronized with an x-ray source. Thus, C-arm image capabilities vary
from distorted single 2D planar x-rays images to 3D reconstructed volumes (e.g., from
CBCT). The main C-arm system that we have integrated for this IGRS system is the
Siemens Artis zeego '**, which consists of a flat panel detector (30x40 cm) synchronized
with an x-ray tube mounted to a 6-DOF of freedom robot. However, for
comprehensiveness and to test the flexibility of our proposed workflow, we also
examined the possibility of using an OEC 9600 C-arm (1998, tri-mode 12/9/6” image
intensifier), a representative older model in the current spectrum of C-arm technology.
Unlike the zeego, the OEC only provides 2D radiographic images and is not capable of
CBCT, the reconstruction of a volume from a series of x-ray projections. Thus, its
integration was explored only for 2D-3D registration and 3D localization from dual
projections (Section 4.3.3). Using the zeego, we explored intraoperative Xx-ray
tomography, CBCT, and CBCT angiography (CBCTA). Furthermore, intraoperative

volumetric C-arm images can be used to fuse additional preoperative modalities'*.

For our main clinical motivation, TORS, a CBCT image acquired immediately
prior to robotic docking captures perioperative deformation of the oral workspace (e.g.,
from neck flexure, tongue extension, mouth retraction). In thoracic intervention, a

perioperative CBCT can capture gross changes from patient positioning from a lateral
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rotation and lung collapse. Although deflated lung tissue will exhibit low contrast,
intraoperative details regarding critical vasculature in real-time can contribute to
precision in registration and visualization, which improves the safety of the patient. In
Section 6.2, CBCTA is extensively examined in states of inflation and deflation for
intraoperative thoracic application, as well as analysis of displacement from the
perioperative setup. We explored the challenging cases of angiography in hepatic
applications, where arterial and venus portal phases (Figure 3.8) are timed with contrast

injection and reconstruction from CBCT to illuminate the major vessels interrogated

during partial nephrectomies.
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Figure 3.8 Artis zeego CBCT angiography of a porcine liver with a synthetic tumor

(white in triplanar views), arterial (red), and venus portal (blue) phases.

3.5 Calibration

Calibration is generally a process executed to determine characterizing parameters
of a system or device. An acceptable range of values for these characterizations may be
known, but calibrating can optimize and more exactly display the true values used by
dependent applications. For example, standard camera calibration determines the intrinsic
and extrinsic parameters of endoscopes, which is necessary for virtual cameras used in
augmented reality. Furthermore, distortions from optics as well as magnetic fields for C-
arm radiographs can be corrected using rectification parameters determined using the

techniques explained in the sections below.

3.5.1 Optical Camera Calibration

Determining the optical parameters of the endoscope is essential for our proposed
image guidance, which uses high fidelity overlay of augmented reality from medical
images. This process is a ubiquitous step known as optical camera calibration. In camera
calibration, we determine two sets of parameters, the intrinsic and extrinsic. Intrinsic
parameters consist of the elements of the optical lens, including the focal length, optical
center, and distortion characteristics. Extrinsic parameters result from a rigid
transformation of the optical center of the camera with respect to a known global
coordinate system.

Previous work in camera calibration has been available through the DLR
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toolbox ™ (DLR CalLab and CalDe, German Aerospace Center, Wessling, Germany).
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However, using this freeware requires ~40 min for camera calibration for standard-
definition video. The DLR process is lengthy due to manual identification of the origin
and orientation for each image, comparable to that of the MATLAB (v2011b, The
Mathworks, Natick MA) camera calibration toolbox (Camera Calibration Toolbox for
Matlab, Caltech, Pasadena, California), in which the users repeatedly identify the same
four corners of the calibration grid. Although faster (on the order of minutes for an
experienced user), the MATLAB toolbox was found to be less accurate in computing
barrel distortion correction where the calibration grid was not always entirely in the field

of view.

To streamline this step for a fast deployable clinical workflow, we developed a
semi-automated camera calibration process by extending functionalities provided in
OpenCV'* (v2.1, Intel Research/Willow Garage Inc., Menlo Park CA). An image filter
class was implemented in SVL where eigenvalue-based features were correlated with
iterative homography and used to solve for the intrinsic and extrinsic camera parameters.
We eliminated the need for manual identification of the origin and orientation of a
custom checkerboard by automatically segmenting embedded red, green, and blue

markers to resolve the local coordinate system of each image.
3.5.2 Hand-Eye Calibration

For navigation in endoscopic skull base surgery in select standard clinical cases, a
Medtronic StealthStation can be used to provide registration and tracking with respect to
preoperative CT scans. We enhanced this approach by deploying a system for 2D video

augmentation, interfacing with the StealthStation to provide optical tracking of a rigid
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marker attached to the endoscope. Registration of endoscopic video with preoperative 3D

CT image data, £ndoscope Tr was derived by the following transformations:

Endoscope TCT = (Endoscope Tngi dBo dy) (rlgidBody Ttrac ker) (tracker Tre ference) (reference TRA S‘) (RAS Tp atien [) (Patient TCT) (3 . 1)

Markers on a stereotactic frame or radio-opaque fiducials in CT provide the FatentTrr
transformation. As part of the standard-of-care registration step, either the same fiducial
markers or surface point sampling was used to localize points with a tracked pointer to
determine transformation from the system coordinates in Right, Anterior, Superior (RAS)

reference s, Additional transformation from RAS to patient as recorded by

to a reference,
the image acquisition system resolves the transformation from StealthStation to the image

guidance system, thus reusing the exact transformation obtained for the existing patient

registration process.

The final transformation, £790scoreT  piqpogy,, is the unknown relationship of the
tracked rigid body to the optical center of the endoscope. Solving for X, the homogeneous
transformation from camera to endoscope during calibration by exploiting the
relationship of multiple camera poses is a process known as hand-eye calibration. In a
single camera pose, A; gives the transformation matrix from the tracker to the rigid body,
while B; is the transformation matrix from the optical center to the calibration grid,
derived from camera calibration. One motion (i.e., two poses) yields the conventional

hand-eye equation:
AX = XB (3.2)
where A=A7{'A, and B = B; B;?

The hand-eye calibration for the skull base image guidance system applies

65



compact dual quaternions, the algebraic counterpart of screws as proposed by

Daniilidis'*®. A quaternion, (s, q), is a 4-tuple representation of a rotation extending
complex numbers to R*. Dual quaternions, (3, cxl), extend quaternion representation with
S as a dual number, and c? as a dual vector. A line in space with direction ithrough a
point p can be represented with the six-tuple (Z, m), where the line moment, m, is equal

to p x [ and can be denoted with four parameters; together with the rotation angle 6 and
the translation along the pitch d, these parameters constitute the six degrees of freedom of
a rigid transformation. A rigid transformation can therefore be modeled as a rotation with

the same angle about a line in space (i.e., the screw axis) that does not pass through the

origin and a translation along this axis. The direction s parallel to the rotation axis, and
the pitch d is the projection of the translation on the rotation axis. Using these relations,
Daniilidis proved that the hand-eye transformation is independent of the angle and the
pitch of the camera and hand motions, and depends only on the line parameters of the

screw axes. With dual quaternions characterizing our transformations, we have:

(3.3)

(|

a = gb
where a denotes the extrinsic camera parameters, b, the tracked endoscope, and ¢, the
Endoscope T0iqp045 transformation. Hand-eye calibration with dual quaternions provides a

fast and efficient simultaneous solution of rotation and translation using singular value

decomposition.
3.5.3 C-arm Calibration

X-ray images acquired using image intensifiers exhibit several characteristic

distortions due to both external and internal factors. The two main types of distortions
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pertinent to our approach in 2D-3D registration are tangential + radial, and an S-shaped
sigmoidal distortion (S-distortion). Subject to the earth’s electro-magnetic field, an S-
distortion is dependent on the pose of the image intensifier. In contrast, x-ray images
from flat panel detectors exhibit little to no distortion; thus, radiographs from the Artis
zeego were used directly without further rectification. Intrinsic and extrinsic parameters
were taken from Siemens calibration files located on the reconstruction workstation.

To correct for image intensifier S-distortions, conventional methods have used a

149,1 151 . :
130 or grooves™' implanted in known geometry.

calibration phantom with metal BBs
These methods characterize the distortion by fitting a high-order polynomial between the
observed points or line features of the grid in the x-ray image to the physical geometrical
coordinates of the respective phantom grid. These phantoms are easy to use offline, but
might be cumbersome when used for intra-operative distortion correction. In a more
streamlined fashion, Chintalapani er al’”? devised a novel method to perform

simultaneous distortion correction and pose estimation using patient CT and

characterizing variations with principal component analysis.

To calibrate and correct for distortion on images acquired using the image
intensifier of an OEC 9600, we followed standard methods to fit 5" order Bernstein
polynomials to known image features. This process first acquired a set of 15 images of a
fluoroscopically-opaque checkerboard (20x20x20 mm squares). By modeling the X-ray
system as a pinhole camera, we applied standard camera calibration (Section 3.5.1) to
determine the intrinsic parameters of the 9600 C-arm, as well as polynomial corrections
for tangential + radial distortion. To rectify S-distortions, we manually segmented the

corners of each calibration pose, then fitted a fifth order Bernstein polynomial to the
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known coordinates. For extrinsic registration, we used manual segmentation of a subset
of fiducials in dual-projections of a calibration phantom (Superflab phantom, Section
4.3.4.1). Ground truth data for the OEC 9600 consists of the rectified images and
projection matrices composed from these intrinsic and extrinsic calibrations. We attached
two greyscale printed checkerboard markers calibrated to and visible to a Micron tracker

(Claron Technology, Toronto, ON, Canada) near the detector and x-ray tube of the OEC.
3.6 Registration

Registration is a key functionality for systems integrating medical imaging for
augmented reality in mixed-paradigm image-guided robotics surgery. In this context,
registration is the spatial alignment of different coordinate systems of various medical
image data to the patient for use by the robotic system in the operating room. For our
initial alignment of preoperative surgical CAD/CAM, a non-rigid transformation from
CT to CBCT was followed by a rigid point-based transformation, which registers
intraoperative CBCT to endoscopic video. Furthermore, 3D localization from 2D-3D

registration of X-ray fluoroscopy to CBCT was explored for intraoperative updates.
3.6.1 Deformable CT to CBCT Registration

The registration of preoperative data for intraoperative use in surgery has arguably
been solved for rigid anatomy. Commercially available systems exist for orthopedics as
well as some neurosurgery applications, in which rigidity could be considered a
reasonable assumption. However, the problem is still unsolved for deformable
workspaces, such as in abdominal interventions, where non-rigid changes necessitate an

update to the preoperative surgical plan. Deformations begin with perioperative setup; for
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example, in trans-oral base of tongue surgery, the patient’s neck is flexed, with mouth
open and tongue retracted. Therefore, in order to capture patient positioning for surgery,

our clinical workflow acquires a CBCT preceding da Vinci docking,

In a collaborative effort of the development of the described system for transoral
interventions, Reaungamornrat et al.” developed a four step deformable registration
framework for TORS to resolve the non-rigid transformation from preoperative CT to

perioperative CBCT. It can be summarized as follows.

(1) A volume of interest (e.g., tongue and hyoid bone) is segmented in both the
moving image from the CT and the fixed image from the CBCT. These
segmentation “masks” provide surface meshes from which two point clouds

are defined.

(2) Gaussian-mixture (GM'"?) registration is used to compute a rigid initial global

alignment of the two point clouds (GM rigid).

(3) A GM non-rigid registration uses a thin-plate spline approach to perform
deformable alignment of the point clouds.

(4) For both the moving and fixed mask, a distance transform'"

(DT) consisting
of the distance of each voxel to the surface mesh is computed. A fast-

symmetric-force variant of the Demons algorithm'>® is applied register to the
Y g pp g

two DTs.

The proposed registration was built using the Insight Segmentation and
Registration Toolkit (ITK) framework. Since the Demons step operates on the DT images

and not directly on image intensities, this implementation is impartial to the values and

69



range constraints of CT. In this work, a hybrid registration approach combines a feature-
based initialization followed by a Demons refinement. Operating on distance transforms
allows the combined registration module to be intensity-invariant and thereby supports
registration of surgical CAD/CAM derived from other modalities, such as MRI, in
addition to CT. MRI better delineates soft tissues, including the tumor and lingual nerves,
whereas preoperative CT with contrast enhances vasculatures of interest, which allows

for this IGRS system to take advantage of fusing multiple modalities.
3.6.2 Video to CBCT Rigid Registration

The endoscope, as the primary visual source in video-based robotic surgery, is the
natural reference frame for our proposed image-guidance system. In fact, end effector
positions are reported by the da Vinci API with respect to the coordinate system of the

stereo endoscope.

For TORS, registration of endoscopic video with the surgical CAD/CAM,

segmented from preoperative CT, is derived with the following series of transformations:
Endoscope TCT: (Endoscope TCBCT) (CBCT TCT) (3 ) 5)

The “*“"T¢r transformation is the deformable registration of preoperative CT to

intraoperative CBCT, presented above in Section 3.6.1"7,

Following the “*“’T¢r perioperative deformation, planned data was registered to
the robotic endoscope through a manual process. First, a set of fiducials from
preoperative data were segmented using ITK. Through the surgeon-side using the master

manipulators, an operator identified each fiducial with virtual cursors through the cisst
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3D User Interface. The corresponding data between the two data sets provide the rigid

. . Endo:
point-based transformation, “"“**“’“Tcpcr.

Preoperative CT to video registration for endoscopic skull base intervention,
guided by a Medtronic StealthStation, was formulated in Equation 3.1. This manual step,
a standard clinical process, used either point localization of skin surface fiducials or
multi-point sampling of rigid surfaces on the patient’s face. This proprietary supported

registration function was integrated into our image-guidance system.

The accuracy of the stereo video overlay for TORS was assessed by using a rigid
anthropomorphic skull phantom derived from 3D rapid prototyping modeled from a
cadaver CT scan"®. Five fiducials on the skull surface and their corresponding point
locations in a CBCT of the phantom were manually segmented. Additionally, three target
fiducials embedded near the soft palate were also localized to assess the target

registration error (TRE).

Using the five surface fiducials as registration markers, we overlaid the three
manually segmented target fiducials onto the stereoscopic video. Next, we captured an
image of the augmented scene in five different camera poses, at extensions of the
workspace. Within each image, we measured the mean TRE (Projection) (i.e., the
shortest distance between the overlaid CT targets and rays through the visible target seen
through both cameras). From this experiment, we were able to achieve a mean TRE

(Projection) of 1.82 +0.92 mm.
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3.6.3 Video to Critical Structures Vision-Based Rigid Registration

In the clinical workflow for non-rigid environments for TORS, the registered
surgical CAD/CAM is valid only up to Step (4) on surgical approach (i.e., prior to any
incision/resection). In order to update the overlay of the tumor/margin for TORS during a
base of tongue oncologic dissection, our IGRS system needs to track the motion of the
volume being resected. Previously, researchers have identified challenges in soft tissue
surgical navigation pertaining to organ shift and tissue deformation using augmented

reality in endoscopy'”’

. As a first step toward intraoperative TORS resection updates, we
used vision-based techniques to track a custom rigid fiducial attached on the surface,
directly above the resection target. Assuming a constant spatial relationship within the

resected volume, we updated the overlay of the tumor and margin mesh based on the

rigid transformation of the tracked fiducial.

The custom fiducial was fabricated on a 3D printer and designed as a planar right
isosceles triangular lattice with a hypotenuse of 10 mm in length. Each corner of the
symmetric triangle was connected by an annulus, a ring with an inner radius of 1.5 mm.
The green triangular frame, 1 mm in width, was embedded with three Teflon spheres (1.6
mm radius, colored white, yellow, and black), each inserted into a corner annulus. Using
color thresholds, the green framework of the fiducial was first located as an initial region
of interest. The negatives created by each annulus were segmented using contour
detection and matched by a moving average of their previously determined color.
Chromatic thresholds, updated on successful fiducial segmentations, were designed to be
dynamically adaptive in order to be robust to fiducial color changes due to pollution from

cautery. A rigid transformation from point-based tracking of the spheres on the
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customized fiducial updated the overlay of augmenting tumor/margin meshes to follow
the surgical motion of the resected volume. Experimental application of the vision-based

approaching using this fiducial is described in Section 6.1.2.
3.7 Chapter Summary and Future Work

This chapter describes the clinical workflow and a component-based architecture
for a robotic-endoscopic/thoracoscopic image guidance system and an endoscopic image
guidance system. The versatility of this design is illustrated through a reconfigurable
system comprised of distinct software modules and functionalities that can be upgraded
and adapted individually to a specific surgical application while leveraging the aggregate
architecture. Significant components include visualization using augmented reality and a
3D user interface that support rendering and interaction of medical data from
intraoperative C-arm imaging directly within the existing primary clinical view port of
the da Vinci robotic systems. We detailed and evaluated the functional and performance
requirements of the system, including calibration of the imaging and optical systems.
Future work should automate all calibration steps, which are currently manual.
Furthermore, our optical camera calibration is conducted at a fixed focal length, but

future work should support dynamic focal length changes.

The foundation of this system builds from different classes within an existing set
of libraries (cisst/SAW) to support each component, as well as a framework to manage
their communication; however, greater emphasis is placed on the extension achieved and
our contribution to the development of novel features, as described by this thesis.
Innovations from the efforts of this work include a stereo alpha-blended video

augmentation, features of a 3D UI that allow direct user manipulation of virtual surgical
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CAD/CAM, and deformable multimodal CT to CBCT registration. Theoretically, because
it is invariant to intensity, the deformable registration can process images from other
modalities, such as MRI. That said, testing with clinical MRI data has not been included
in this dissertation and can be an invaluable future project. In contrast to prior similar
work by other groups, this image-guided da Vinci system is distinct in its extension of the
surgeon-side console, using kinematics from the API to update stereo video

augmentation, enhanced depth perception, navigation, and an integrated user interface.

Lastly, to the best of our knowledge, this system is the first of its kind to integrate
guidance from an intraoperative robotic C-arm with multiple da Vinci systems using an
adaptable design to not only address a single area of robot-assisted surgical intervention,
but is also extensible and flexible enough to accommodate inter-surgical specialties.
Therefore, the development of such a versatile and unique system is a meaningful

contribution to research in mixed-paradigm image-guided robotic surgery system.
3.8 Recapitulation of Contributions

In Table 3.1 we summarize contributions made towards overcoming technical

barriers of specific research problems addressed in Chapter 3.

TABLE 3.1 RESEARCH PROBLEMS (SECTION 1.4) WITH CONTRIBUTIONS TO OVERCOME

TECHNICAL BARRIERS (SECTION 1.5)
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J Problem 2: Preoperative Data and Perioperative/Intraoperative Deformation

©)

Registration of preoperative image data to perioperative/intraoperative

image data

Registration between volumetric imaging (CT, CBCT)

Note: The deformable CT/CBCT registration algorithm was
developed by Sureerat Reaungamornrat. The author provided
technical, and clinical requirements used in the conceptual design
of the algorithm.

Registration between volumetric imaging and video

Intraoperative surgical motion

Computer vision-based resection volume tracking

o Problem 3: Effective Image Guidance

o

Adaptable software architecture and components

Design and implementation of a modular architecture

Note: The author designed and implemented all modules used in
the architecture by extending cisst/SAW, the open source software
infrastructure developed by Dr. Peter Kazanzides, Anton Deguet,

Balazs Vagvolgyi and others.

Fast, reliable preoperative calibration for fluoroscopic and video

image systems

Effective systems engineering with evaluation and validation
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Feasible and deployable clinical workflow
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4 Integration of C-arm Fluoroscopy for
Intraoperative Image-Guided Robotic

Surgery

In Section 3.4, we presented the usage of CBCT/CBCTA as the fixed perioperative
volumetric data anchoring the deformable registration of preoperative plans. However, as
the intervention progresses, models for image guidance, especially in soft tissue target,
need to be updated in order to reflect intraoperative deformation. In this chapter, we
explore the advantages of C-arm fluoroscopy to provide intraoperative updates for our
target da Vinci applications. Similar work on intraoperative surgical navigation from C-
arm imaging capabilities can be divided into fluoroscopy''*'®*'®" and CBCT'?®1621%3,
Our goal for intraoperative navigation is to provide feedback in 3D regarding surgical
progress with accuracy comparable to conventional techniques, such as optical or

electromagnetic (EM) tracking.

Minimally-invasive surgery, including microscopic revisions, anterior skull base,
and transoral surgery, are challenging because a variety of critical vascular and neural

structures are present in a very confined space. Due to previous surgical procedures and
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the destructive nature of some of the diseases, these cases have an increased risk of
immediate intraoperative complications and long-term postoperative defects'®*'®®. In
such cases, different groups have applied optical and electromagnetic tracking solutions

166-171 .
. In comparison, we

to provide navigation for neurosurgery and otologic surgery
propose deriving 3D localization using X-ray fluoroscopy from two C-arm views to

provide intraoperative image-based guidance for robotic surgery and to demonstrate the

comparable accuracy of this approach with respect to conventional navigation systems.

4.1 Conventional Navigation: Optical and Electromagnetic Tracking

Systems

To assist with intraoperative navigation, researchers have integrated 3D
coordinate-measuring navigation devices that accurately localize calibrated tools relative
to registered preoperatively generated image data sets (e.g., CT or MRI). Early tracking
devices were essentially mechanical digitizers'”®, while optical and electromagnetic
navigation technique were first explored for neurosurgery. Ecke e al.'” conducted a
prospective study comparing three optical/EM devices in both clinical (155 patients who
underwent endonasal sinus surgery and 23 patients who underwent anterior or lateral
skull base procedures) and laboratory conditions. Optical trackers included the
EasyGuide (version 1.1 Philips, Eindhoven, The Netherlands) and VectorVision (version
3.56, BrainLAB, Munich, Germany). Electromagnetic technology included the InstaTrak
(version 2.4, Vti, Woburn, MA). Laboratory testing from their results showed a much
lower mean system accuracy when compared to clinical findings (e.g., 1.0 £ 0.07 mm for
laboratory versus 3.08 + 1.57 mm for clinical for EasyGuide). Differences can be

attributed to limitations of optical tracking systems, which may not exhibit uniform
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accuracy and are difficult to optimize in clinical settings. Experimental assessment found
that accuracy decreased as the surgeon proceeded further away from the centroid of the
workspace. For example, with electromagnetic trackers, experiments from Ecke et al.'”

showed that the magnetic field provided by the sensors weakens at a distance of 8 cm or

more from the fixed center.

Currently, most of the existing in situ surgical navigation systems are optical and
electromagnetic (EM) solutions. For optical solutions, three types of infrared trackers are
widely used in clinics: videometric, active, and passive. Videometric systems identify
marker patterns on video-image sequences obtained using one or more calibrated video
cameras. An example of commercially available systems that use such markers is the
MicronTracker (Claron Technology Inc., Toronto, Canada), whose advantage includes a
small form factor at 157 x 36 x 47 mm. In active optical trackers, light-emitting diodes
(LEDs) operating in the near-infrared (IR) range are used as markers, tracked by either
two planar or three linear charge-coupled device (CCD) units that form the camera
module. The passive optical trackers are similar in principle to videometric systems, but
they work in the near-IR range. Instead of active markers, retro-reflective spheres are
illuminated by the tracking system in the near-IR spectrum. The pattern of the reflective
markers, which must be unique for each tracked probe, is identified through CCD
cameras. The Polaris System (Northern Digital, Inc., Waterloo, Canada) combines both
active and passive infrared trackers in a single system. Compared to electromagnetic
digitizers, optical digitizers offer more flexibility and are easier to use; they can also be
wireless and have been quickly adopted because of their high accuracy and large field of

view. However, they also require that a line of sight be maintained between the tracking
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device and the instrument to be tracked, which is not always convenient and precludes
the tracking of instruments inside the body. This challenge has led to the development of
electromagnetic tracking systems, which have no line-of-sight requirement and are able

to track instruments such as catheters and the tips of needles inside the body.

Electromagnetic digitizers localize small electromagnetic field sensors (solenoids)
in a pulsed magnetic field of known geometry; thus, they superimpose a magnetic field
around the surgical workspace. For this purpose, the tracking system requires a magnetic
field generating source, a magnetic field-detecting sensor, and processing software.
External ferromagnetic materials and additional EM fields can cause interferences,
distorting the source-EM field and diminishing accuracy. However, recent developments
in this technology have enabled extremely small sensor coils (less than 0.5 mm in
diameter and 8 mm in length) to be embedded in surgical instruments for tracking inside
the body. These systems are more robust and can better withstand such disturbances.
Furthermore, special geometries have been created that can work in the operating arena.
Products commercially available today that researchers can integrate into image-guided
systems include the Aurora from Northern Digital, Inc,. and the microBIRD from
Ascension Technology Corp. (Burlington, Vermont). The potential use of
electromagnetic tracking in the clinical environment and several factors to be considered

have also been assessed by Yaniv ez al. .

Optical and EM intraoperative localizing systems provide surgeons with precise,
real-time spatial registration of a patient’s anatomy through the preoperative image set. A
recent article comparing optical and electromagnetic tracking systems noted some

additional advantages of optical tracking, such as higher accuracy'’’. In
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otorhinolaryngology, optic and EM technologies have been found to have the widest
applicability compared to other tracking principles, such as sonic or electromechanical
systems. Many researchers have reported an acceptable accuracy attainable with these

122,123

systems in clinic to be ~2 mm target registration error (TRE) , while others have

noted higher errors within dynamic EM fields'”

. Although each of these conventional
platforms have individual tradeoffs and potential deficiencies, they have provided

clinically acceptable accuracy.
4.2 C-arm Fluoroscopy-Based Navigation

C-arm X-ray radiographs are commonly used for interventional image guidance
for many procedures in orthopedics and radiation therapy. X-ray fluoroscopy is a real-
time and cost-effective modality for visualization of bony anatomy and surgical
instruments, but image resolution and quality can vary greatly depending on the clinical
target and sophistication of technology. Modern high-end CBCT-capable C-arms can
now provide the surgeon with high quality three-dimensional images, depicting not only
the normal anatomy and pathology, but also vascularity and function (e.g., angiography).
An exploration of applying C-arm angiography has been given in Section 3.4.
Interventional imaging provides real-time updates; however, for select surgical
procedure, registration of navigation with preoperative data has been shown to provide

. . 96,167,171,176-181
sufficient guidance™ " " .

In surgical procedures on soft tissue targets, intraoperative navigation using
conventional trackers (optical, EM) and preoperative images becomes outdated once non-
rigid deformation/resection occurs. C-arm x-ray fluoroscopy is widely used for localizing

surgical instruments with respect to anatomical landmarks. It captures real-time
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radiographic views of the surgical field, including deformation, but lacks depth
information and imparts a dose of radiation to the surgeon and patient. Integration of
navigation with respect to preoperative surgical CAD/CAM and intraoperative x-ray
tomographic imaging can potentially address both issues by reducing the reliance on
fluoroscopy and improving 3D visualization.

Various studies have proposed hybrid navigation systems that fuse an infrared

optical tracking system with a mobile C-arm'8%1%

. Drawbacks to these designs include a
non-uniform range of accuracy and susceptibility to line-of-sight occlusion.
Interventional imaging provides real-time updates; however, for surgeons, registration of
an intraoperative image with respect to preoperative data can provide valuable
information and guidance. Meanwhile, initial alignment of the C-arm with respect to the
surgical target for 2D/3D imaging can be time consuming, involving multiple

183
L.

. . 182 .
fluoroscopic acquisitions'®*. Dressel ef a proposed a camera-augmented mobile C-

arm (CAMC)'** in which initial positioning relied on a video-based approach. To address

1
1'% created a novel tracker

issues regarding line-of-sight, Reaungamornrat et a
configuration (referred to as “Tracker-on-C”’), which mounts the infrared camera directly

on the gantry of a mobile C-arm. Their work also reduced fluoroscopy time during setup

by using digitally reconstructed radiographs (DRRs) generated from 3D volumetric data.

A DRR is a radiographic image generated from a reconstructed CT volume from
modeling the physics of a simulated X-ray system. The extraction of a 2D image from a
3D CT dataset correlates intensities absorbed along the paths of virtual X-rays casted
through the volume. Thus, ray-casting is a widely-accepted technique for creating

DRRs'*"* and often can be optimized using parallelization from graphical processing
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units. For intensity-based 2D-3D registration algorithms, a DRR must generally be
generated at each iteration of the optimization algorithm, in order to calculate the

189,190

C e . . 184 . .
similarity measure DRRs have also been used for calibration ~, distortion

132191 "and other registration’® purposes. An X-ray tomographic image presents

correction
live context in a single plane of real-time instrumentation with respect to anatomical
deformation. However, registration of this 2D fluoroscopic image with respect to
preoperative diagnostic volumes relates a projection of the intraoperative progress back
to the original CT and potentially the surgical CAD/CAM and plan. Furthermore, to
provide 3D intraoperative navigation, two or more projective views from calibrated
systems can resolve stereo localizations of points of interest, including tool positions. A
highly accurate stereotactic localization within the context of preoperative volumetric
datasets has been explored for navigational guidance in surgery'’>'">. Methods and
implementation for the required 2D-3D registration form an active area of research with

applications not only in surgery®*'*, but also in interventional radiology and radiation

therapy'”*.

Similarly, we use DRRs to align intraoperative X-ray fluoroscopy to CBCT in
order to apply an image-based technique to track deformable resection targets for thoracic
intervention. However, a distinction of the work presented here is the integration of the
Artis zeego, a high-end robotic C-arm that is precisely installed in an operating suite (i.e.
the patient table is secured to the floor at a known location relative to the C-arm base).
Thus, we do not require an external tracking system, but instead take advantage of the
kinematic information directly from the zeego robotic system to initialize 2D-3D

registration. Our work not only uses 2D information from a single X-ray projection, but
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also explores the potential for 3D intraoperative localization from X-ray projections in
two C-arm views (Section 4.3.3). We set our target performance accuracy for C-arm-
based 3D localization at a TRE < 2 mm (i.e., comparable to in situ optical/EM navigation

systems).

4.3 C-arm Fluoroscopy for Intraoperative Image-Guided Robotic

Surgery

4.3.1 C-arm and Robotic Workspace Analysis

Each of our motivating clinical applications requires a different intraoperative
setup; therefore, we explored and determined their individual workspace configurations
for an integrated zeego-da Vinci intervention. In order to acquire a 3D volumetric
reconstruction using the zeego, the C-arm needs a complete a full scan around the
primary axis of the patient (i.e., left anterior oblique (LAOQO)/ right anterior oblique
(RAO)). However, reconstruction from a half scan (180° plus two fan-angles) have

presented comparable results in cone-beam x-ray tomography.l%'198

In our analysis, we
looked to determine the feasible LAO/RAO angular range for each intraoperative zeego-
da Vinci configuration. X-ray fluoroscopic images obtained in an angular range within
less than a half scan can be used in limited-angle tomographic reconstructions (e.g.,
digital tomosynthesis). In fact, digital tomosynthesis from cone-beam C-arms have been

compared with mammography and CBCT for breast imaging purposes.199’2°0

In addition, from these analyses, we demonstrate the modularity of our system by

adapting our robotic interface to multiple distinctive da Vinci models, namely the S/Si
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and Sp, as well as two C-arm systems, namely the OEC 9600 and Siemens Artis zeego,

each representing different ends of the technical spectrum.

Workspace analysis began with the positioning of a phantom on an operating table
appropriate for a particular surgical intervention. Clinical proctors and literature

. 201,202
Icviews 0L,

provided references on setup guidelines, including port placement as the
patient side cart (PSC) of the da Vinci robot is positioned and docked. To position the
Artis zeego for intraoperative imaging, a collision-free path was found and executed
using the commercially available syngo X workstation system (Siemens AG, Healthcare
Sector, Forchheim, Germany), which remotely controls the Artis zeego. Once both the
patient-side cart and C-arm were readied for robotic intervention and intraoperative
imaging, respectively, we explored the remaining free space of the image system by
manually rotating the C-arm, changing only in LAO/RAO. This angular range of feasible

intraoperative fluoroscopic images was determined for each surgical application for

potential partial-scan reconstructions and localization using multiple C-arm views.
4.3.1.1 da Vinci S/Si

The design of the patient-side cart (PSC) of the da Vinci S and Si are comparably
similar. Therefore, although the following workspace analysis was conducted only with

the i, these findings are also applicable to the S model.

a. Otolaryngology — Head and Neck Surgery (TORS, Cochlear Implant)

For TORS, we experimentally determined that keeping the base of the PSC fixed
at the initial perioperative setup still allowed for a full CBCT scan, with all robotic arms

retracted (Figure 4.1 Photographs of the da Vinci Si-zeego workspace configuration for
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transoral robotic surgery). The ability to acquire a full CBCT without repositioning the
PSC, though with arms retracted, was also confirmed for cochlear implantation setup
(Figure 4.2), which uses a similar patient-table approach for positioning for the PSC. The
free space for these two otolaryngology — head and neck procedures therefore supports
intraoperative CBCT during intervention with minimal workflow changes. If used to
register preoperative plans, an intraoperative volumetric scan is a valuable means of

corroborating the execution of preoperative plans.

Additionally, our workspace analysis found that during otolaryngology — head and
neck intervention (using an in vivo porcine model for TORS and cadaveric sample for
cochlear implant), the Artis zeego can still achieve a scan range of ~40°. Thus,
throughout the operation we can obtain live 2D x-ray fluoroscopy images, with angular
separation at ~40°, which offers a real-time planar projection of the scene, including
tissue deformation and tool proximity. In addition, the C-arm can provide 3D localization
from multiple projections with angular difference up to 40 °. Using dual projections for
3D localization is further explored with thoracic surgery as the exemplary application

below.
b. Thoracic Surgery

For TORS resection of squamous cell carcinoma, the oral tongue is immobilized
by a tongue blade and fixed to a retractor, exposing only the target half of the base of
tongue. Thus, a rigid workspace assumption is valid until surgical resection. By contrast,
robotic thoracic interventions require perioperative deflation of the lung in order to create
a robotic workspace; therefore, the target tissue undergoes a large deformation, compared

to preoperative image acquisition. Furthermore, the collapsed lung is manipulated and
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deformed through palpation in order to localize the tumor. Therefore, thoracic robotic
interventions experience more complex non-rigid intraoperative deformations compared
to TORS, and thus served as our exemplary clinical motivation for intraoperative C-arm

image-based updates for our IGRS system.

We explore using fluoroscopy for non-rigid tissue deformation during a minimally
invasive thoracic intervention with a da Vinci Si robot, with the workspace analysis
below. Furthermore, we determine the feasibility of using dual C-arm X-Ray radiographs

for 3D localization as detailed in Section 4.3.4.

An anthropomorphic chest phantom was used to determine the intraoperative
workspace of two distinct C-arm systems for a da Vinci Si-assisted thoracic intervention.
The image quality of C-arm X-ray tomography varies depending on the clinical target
and technology of the X-ray system. C-arms in clinical rotation range from older models
using image intensifiers (II) to robotic motor-actuated flat panel detectors. In order to
comprehensively explore different ends of the current spectrum of C-arm technology, we
evaluated the workspace configuration of two different C-arm systems: an OEC 9600 C-
arm (1998 GE OEC Medical Systems, Salt Lake City, UT) with a tri-mode 12/9/6” Image
Intensifier and a Siemens Artis zeego system'**, which consists of a flat panel detector

(30x40 cm) synchronized with an x-ray tube mounted to a 6-degrees of freedom robot.

For thoracic intervention, the base of the PSC of the da Vinci is positioned at ~30°
relative to the surgical table coincident with the target patient side (Figure 4.3a). The base
of the OEC C-arm was situated orthogonally to the table below the PSC, as shown in
Figure 4.3b. Alternatively, the Artis zeego C-arm can approach from the head of the table

to be positioned to acquire images in the same direction (Figure 4.3c). In this workspace
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configuration, we were able to rotate the primary (LAO/RAO) angle of the OEC 9600
from 0° to 30°, whereas for the Artis zeego, we were able to achieve (LAO/RAO)
articulation from +70° to +115° (RAO). This workspace evaluation showed that a da
Vinci Si and an OEC 9600 or Artis zeego C-arm configured for thoracic interventions
allows intraoperative X-ray acquisitions within a scan range of < 30°or <

45°, respectively.
c Gynecology

In addition to the main clinical applications explored in this dissertation, the
workspace analysis can be extended to additional surgical specialties. This supports the
versatility and range of our proposed IGRS system, which, given the application-driven
nature of robotic surgery, can provide advantages in clinical deployment. In gynecology,
following similar steps used in the workspace analysis above, we determined that the da

Vinci Si-zeego configuration can support an intraoperative free scan range of ~50°.
d. General

In general surgery for hepatic intervention, our analysis did not find a compatible
configuration of the zeego and da Vinci Si with adequate room for intraoperative x-ray
tomographic scans. In order for the robotic arms of the PSC to maintain a feasible range
medial above the abdomen (i.e., above the liver with the patient supine in reverse
Trendelenburg position), the column of the PSC base must remain in close proximity to
the operating table. This intraoperative setup leaves inadequate room for the C-arm of the

zeego to rotate (LAO/RAO).
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Figure 4.1 Photographs of the da Vinci Si-zeego workspace configuration for transoral

robotic surgery.
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Figure 4.2 Photographs of the da Vinci Si-zeego workspace configuration for cochlear

implant .

Figure 4.3 Photographs of the daVinci-OEC workspace configuration (a) Position of PSC
at ~30° to table (b). OEC 9600 at end of scan limit (30°) (¢). Placement of daVinci
robotic arms for thoracic intervention.
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Figure 4.4 Photographs of the da Vinci Si-zeego workspace configuration for thoracic
intervention (a) zeego positioned at table head with docked patient-side cart. zeego at the

start (b) and (c) end of a ~45° = scan range.
4.3.1.2 da Vinci Sp

The gantry of the da Vinci Sp is designed with a much smaller bounding frame
than that of the S/Si series. We further assess the flexibility of the design of our IGRS

system by exploring this advantage with additional clinical applications.
a. Gynecology

For gynecological procedures, with the patient feet-first-supine, the da Vinci Sp is
ideal for a trans-vaginal approach (Figure 4.5). With the base of the PSC parallel to the
table, the overhang boom of the Sp Entry Guide Manipulator (EGM) is suspended along
the principal axis of the patient to direct the trocar for a natural orifice approach. In this
configuration, the scan range for x-ray tomography was found to be ~100°, which is

twice the scan range of the da Vinci Si-zeego experiments.
b. General

However, in general surgery for hepatic intervention, despite the streamlined
design of the Sp, the da Vinci Sp-zeego workspace has a 0° degree scan range. The
column of the PSC base must remain in close proximity to the operating table. This
intraoperative setup leaves inadequate room for the C-arm of the zeego to rotate

(LAO/RAO).

91



Figure 4.5 Photographs of the da Vinci Sp-zeego workspace configuration for

gynecology.
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Figure 4.6 Photographs of the da Vinci Si-zeego workspace configuration for hepatic

intervention.
4.3.2 Digital Tomosynthesis

Results from the workspace analysis are summarized in Table 4.3. Although the
available partial angle for all motivating clinical applications are inadequate for a full
scan (i.e. theoretically requiring 180°+ half of cone-beam angle), which is required for a

3D reconstruction using a zeego, we explore 3D localization from dual projections for
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thoracic surgery. Furthermore, partial angle scans lends to digital tomosynthesis, an
active topic of research for cone-beam imaging'**?*2%. Digital tomosynthesis has
become a promising approach for 3D volumetric imaging to detect early breast cancer®®.
Although conventional mammography is currently the best modality to detect early breast
cancer, it is limited in that the recorded image represents the projection of a three-
dimensional (3D) object onto a 2D plane. To investigate possible improvements in lesion
detection accuracy with either breast tomosynthesis or digital mammography (DM),

Gong et al.*”

conducted a computer simulation study that realistically modeled x-ray
transport through a breast model, as well as the signal and noise propagation through a
Csl-based flat-panel imager. Results indicated that for the same dose, a 5 mm lesion
embedded in a structured breast phantom was detected by the volumetric breast
tomosynthesis, with statistically significant higher confidence than with planar digital
mammography. Results of partial reconstruction (i.e., digital tomosynthesis) of a cadaver
canine thoracic phantom (described in Section 4.3.4.1) is shown in Figure 4.7 at scan
angles of (a) 30° (b) 60° (c¢) 90° (d) 180°. Optimizing reconstruction parameters,
integrating from prior images®”’, or providing interpolated projections from atlases*”

may improve these reconstructed partial scans. However, further research on this topic is

beyond the scope of this dissertation.
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Figure 4.7 Single axial slice of canine thoracic phantom from digital tomosynthesis of (a)

30° (b) 60° (c) 90° (d) 180° scans.
4.3.3 Intraoperative 3D Localization from Two X-ray C-arm Views

A projective view of a single X-ray tomogram by a standard C-arm system can be
modeled as a pinhole camera. Our coordinate system (i.e. the same as the one used by an
Artis zeego with a patient lying head-first-supine) is as follows: x-axis (medial to left), y-

axis (feet to head), and z-axis (back-to-front).

Using a pinhole model, a projection matrix, P € R3,,, was used to map 3D point
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locations to their corresponding 2D projection in the fluoroscopic image.

P = K|[R|t]
4.0
The intrinsic camera parameters were captured in K € R3,3, while R € R3,zand t € R34
together encompassed the extrinsic camera parameters for rotation and translation,
respectively. 3D point locations, (X,Y,Z)T, were projected onto corresponding 2D image

locations, (u, v, 1)7, in a radiograph as follows
g

. X
(v) = K[RIt]{ }
1 1

04.00

The intrinsic camera parameter matrix

SDD/p Y Ox
K=| o SDD; o
0 0 1

04.00

required calibration to determine source-to-detector-distance (SDD), and p, the pixel size
are set as identical in x and y for the purposes of these experiments. Parameters (O, O,)
represent the coordinates of the isocenter in the image plane while skew, y, was set to

zero during our analyses in Section 4.3.4.

Extrinsic parameters captured the rigid transformation of the volumetric isocenter
to the x-ray source. The primary rotation of a C-arm around the principal axis of a patient

lying supine is indicated by the value of the left anterior oblique/right anterior oblique
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angle (i.e., LAO/RAO). A secondary angle (cranial/caudal, i.e., CRAN/CAUD)
represents how much a C-arm has been angulated toward a patient’s head (cranial) or feet
(caudal). For the purposes of our experiments, the 2D fluoroscopic image acquisitions
utilized were composed from projective views that varied only in LAO/RAO angles. No
other extrinsic angulation was performed, including CRAN/CAUD, which remained at

Z€10.

Extrinsic rotation R can be composed as follows

R =R,R,
00.40
cos(—a) 0 sin(—a) 1 0 O
Ry=< 0 1 0 )Rx=<0 0 —1>DD 04.00
—sin(—a) 0 cos(—a) 0 1 0

where @ =LAO/RAO and R, (rotation of 90° around x) is a standard transformation for
2D monitor displays for radiographs. The translational part of the extrinsic parameters

can be defined as

t = (0,0,SID)T

4.0
where SID is the source-to-isocenter distance.

From a pair of X-ray tomographs, or dual projections, we localized the 3D position
of select points of interest, (X,Y,Z)T by triangulation through manual segmentation of

their 2D image locations, (u, v, 1)T.

(X,Y,Z)T , or 3D point location from a single projection is derived from (4.2) as
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follows:

X u
(Y) = %(KR)‘l (17) (KR)™'Kt 4.7
A 1

where A represents an arbitrary scale factor. Using X-ray fluoroscopy from two C-arm
views, we compute the 3D intersection point by solving a least squares formulation of
(4.7). The Euclidean distance between this 3D point and its corresponding reconstructed

3D location, (X,Y, Z)%zcr was measured as TRE ',

Two phantom models, a synthetic phantom and a canine cadaver embedded with
fluoroscopic-opaque targets, were used to evaluate the workspace for the OEC 9600 and
Artis zeego, respectively. For the OEC 9600, to initially align the C-arm to the patient,
we use manual segmentation from five of the ten embedded PTFE spheres in dual-
projections of the Superflab (synthetic oil gel) phantom. The ground truth data consists of
the rectified images and projection matrices composed from these intrinsic and extrinsic
calibrations. For the Artis zeego C-arm system, static geometric calibrations of given
trajectories for supported isocenters are physically calibrated to compensate for these
discrepancies and the flat panel detector provides distortion-free images. For our
experiments, these projections are used as a ground truth starting point to which extrinsic
perturbations were added. We project target points onto each fluoroscopic image using
their given projection matrices. To assess the accuracy of these projections, we compared
manual segmentation of the fiducials with their projected locations, which were found to

be < 3.3 pixels (Figure 4.7).
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4.3.4 Experimental Validation of 3D Localization from Intraoperative X-ray

Fluoroscopy for Robot-Assisted Thoracic Surgery

In the following section, we apply 3D localization from two X-ray C-arm views,
as discussed in Section 4.3.3, for intraoperative image-based updates for da Vinci robot-
assisted thoracic surgery. We present an experimental evaluation of dual-projection
geometries with an intensity-based 2D-3D registration of intraoperative radiographs to
cone-beam computed tomography (CBCT). Using phantom models, we determine the
feasible range of x-ray projections achievable by a C-arm positioned around a da Vinci
Si, configured for robotic lobectomy. Experiments were conducted on synthetic and
animal phantoms imaged with an OEC 9600 and a Siemens Artis zeego, representing
different C-arm systems currently available in clinical use. The range of angular
difference, A6, of dual C-arm projections varied from ~0° — 90°, while extrinsic and
intrinsic geometric parameters were tuned to the achievable intraoperative workspace of
each C-arm and da Vinci setup. Results show that using either an optically tracked OEC
9600 or a Siemens Artis zeego, an angular difference AG: ~30° achieves TREean
< 2.5mm, and TREc,n < 2.0 mm, respectively (i.e., comparable to standard clinical

intraoperative navigation systems).

In order to determine the range of feasible intraoperative X-ray projections
available during a C-arm-guided da Vinci Si thoracic intervention, we conducted a
workspace evaluation for each C-arm system, detailed in Section 4.3.4.2. Furthermore we
present experimental variation of dual-projection and geometric uncertainty modeled
after the constraints derived from workspace configuration experiments. Two phantom

models, a synthetic phantom and a canine cadaver embedded with fluoroscopic-opaque
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targets as described in Section 4.3.4.1, are used to evaluate the workspace for the OEC

9600 and Artis zeego, respectively.
4.3.4.1 Thoracic Phantom Image Acquisition

Evaluation of each C-arm was conducted on different phantoms. For the OEC
9600 we attached a block of Superflab (~50 mm x ~130 mm x ~20 mm) embedded with
10 polytetrafluoroethylene (PTFE) fiducial spheres (1.6 mm diameter), to the synthetic
spine of the torso phantom. Half of the fiducials were used for registration, while the
other 5 were used for evaluation. CBCT images of this phantom was acquired using
Siemens syngo DynaCT, 90 kVp, 290 mA, (0.48x0.48x0.48 mm’ voxel size). We then
collected a series of radiographs by rotating the 9600 C-arm from 0° to 30= while

recording the transformation of the optical markers attached to the source and detector.

A canine cadaver phantom was used to assess image registration with the Artis
zeego. To create a mock tumor target, a urethane medium durometer spherical medical
balloon (10 mm diameter) was filled with a mixture of 0.5 ml rigid polyurethane foam
(FOAM-IT®) and 0.25 ml of acrylic paint. The Siemens syngo iGuide system was used
to plan the placement of the tumor and four peri-tumor metal fiducials (52100 Chromium
I mm diameter spheres). The mock tumor was then placed in the phantom’s lung, right
lower lobe, using an FEP 1.V. catheter (Abbocath®-T 14G x140 mm) and confirmed with
real-time fluoroscopy. Another volumetric data set capturing the tumor and fiducials in

the inflated lung was acquired using the same CBCT protocol as above.
4.3.4.2 Image Analysis for Dual X-ray Projection Geometries

a. OEC 9600
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With the ubiquity of conventional optical and electromagnetic tracking systems in
image-guided surgery, for the OEC 9600 system we experimented with two
configurations: the C-arm with and without an optical tracker. The primary (LAO/RAQO)
rotation of an OEC 9600 C-arm is controlled with a passive lock mechanism indicated
with visual markers drawn at 2.5° increments; therefore, we model the range of
uncertainty in extrinsic parameters of the OEC 9600 at +3 degrees. We estimate
translational uncertainty at 10 mm, comparable to the model for zeego discussed below.
Using the Superflab dataset for experiment #1 (Table 4.1), we added extrinsic
perturbations, i.e. (AR: 3°,AT: 10 mm), and measured the effect of simulated systematic
uncertainty on the target locations. We then registered the projection using the 2D-3D
algorithm and measured the TRE for 5 target spheres (non-registration fiducials) using 20
runs (i.e., 100 fiducial point measurements). To model an alternative C-arm setup, an
OEC with optical tracking, we modified the range of OEC 9600 extrinsic uncertainty at
+2 mm and +1 degree, comparable to accuracies of optical trackers as reported in the
clinic. We repeated the same extrinsic uncertainty evaluation with perturbations in the

range (AR: 1°,AT: 2 mm) for experiment #2.

To evaluate OEC 9600 extrinsics, the mean, median, and max TRE for the dual
projection experiments, obtained at a 30° angular separation, are summarized in Table
4.2Table 4.2. Three sets of images are processed including the (A) original fluoroscopic
images, (B) images after radial and tangential rectification and (C) images after radial,
tangential and S-distortion correction. To emulate standard OEC 9600 extrinsic
uncertainty, perturbations of (AR: 3°,AT: 10 mm) for experiment #1 showed a mean

TRE at 46.0 mm, 44.7 mm, and 9.6 mm, for (A), (B), and (C), respectively. Perturbations
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of (AR: 1°,AT: 2 mm), representing an OEC 9600 with Micron Tracker in experiment
#2, produced mean TREs for (A), (B), (C) at 31.1 mm, 26.8 mm, and 2.4 mm,

respectively.
b. Artis zeego

The CBCT images of the canine phantom were reconstructed by a Siemens
workstation using 496 fluoroscopic projections acquired in an ~180° (LAO/RAO)
trajectory. Using the same projection matrices from the Siemens reconstruction, we
created a set of corresponding synthetic X-rays (i.e., DRR). From these two datasets, we
chose combinations of pairs of images, separated by varied angular difference in the
range of Af: 1° — 90°, and triangulated through the four peri-tumor fiducials to measure
TRE. The Artis zeego monitor display shows rotational angles in degrees and translations
in centimeters. Therefore we model the range of Artis zeego extrinsic uncertainty to be
+10 mm and +1 degree. Using the canine dataset, we added extrinsic perturbations in the
range (AR:1°,AT:1—10mm) and measured the effect of simulated systematic
uncertainty on the target locations. On both synthetic DRR (experiment #4) and zeego
datasets (experiment #3) after imposing extrinsic error, we then registered the projection
using the 2D-3D algorithm and measured the TRE for 25 runs (i.e., 100 fiducial point
measurements). Using the canine dataset, we conducted additional experiments to
evaluate individual rotation versus translation effects by extending extrinsic perturbations
from (AR:1 —10° AT:0mm) and (AR:0° AT:5— 50 mm) for experiments 5 and 6,
respectively. To assess robustness against intrinsic uncertainty, we conducted additional
experiments to evaluate individual focal length and optical center requirements by

extending intrinsic perturbations from (AF:1—10mm) and (AO:1 — 30 pix), in
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experiments 7 and 8, respectively.

Figure 4.8 Radiographs during 2D-3D registration and DRR for ground truth assessment.

(a) Anterior-posterior radiograph with gradient (red) of registered DRR. (b) Single

coronal slice of reconstructed canine thorax with segmented heart (orange), mock tumor

(yellow) and numbered peri-tumor fiducials (blue). (c) Sagittal and (d) coronal

fluoroscopic image with forward projections of segmented 3D targets.

Table 4.1 Experimental Protocol for 3D Localization Experiments

Exp C-arm
Image Phantom AB [°] AF [mm] AO [pix] AR [°] AT [mm]
# system
1 OEC 9600 radiograph Superflab+spine 30 0 0 3 10
OEC 9600 ) )
2 _ radiograph  Superflab+spine 30 0 0 1 2
w/Micron
3 zeego radiograph canine 1-90 0 0 1 1-10
4 zeego DRR canine 1-90 0 0 1 1-10
5 zeego radiograph canine 1-90 0 0 1-10 0
6 zeego radiograph canine 1-90 0 0 0 5-50
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7 zeego radiograph canine 1-90 1-10 0 0 0
8 Zeego radiograph canine 1-90 0 1-30 0 0

Mean, median and max TRE for the dual projection experiments are summarized
in the left column of Figure 4.8. Perturbations of experiment #3 (AR: 1°,AT: 10 mm),
simulate the maximum extrinsic uncertainty for the Artis zeego in rotation and
translation. Applying this range of error generate TRE;.x < 14 mm at angular
differences, A@:30° —45°. Using 2D-3D registration following such extrinsic
perturbations, the DRR dataset achieved < 0.5 mm for all TRE with angular differences
> 15° (experiment #4, box plot in Figure 4.8a). However, repeating the same experiment
for the Fluoro radiographic images resulted in a TRE e < 2.0 mm only for angles

A@G: 30° — 45° (box plot in Figure 4.9b).

We investigated individual effects of rotation and translation error by extending
the perturbation range for isolated AR and AT. For experiment #5, using the Fluoro
dataset and introducing only rotation error (AR: 1 — 10° AT: 0 mm) we generate the box
plot series shown in Figure 4.10. For the target angular difference range, A8: 30° — 45°,
the current 2D-3D algorithm can still achieve a TREpen < 2.0 mm for rotational
disturbance < 4°. Similarly, for translation as shown in experiment #6, box plots of
TRE nean from perturbations of (AR: 0°,AT: 5 — 50 mm) are shown in Figure 4.9. For the
target range of angular difference, AG: 30° — 45°, the current 2D-3D algorithm achieve a

TRE hean < 2.0 mm for translational disturbances < 25 mm.

Additionally, we investigate the effects of intrinsic uncertainty by perturbing
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AF and AO. Using the canine dataset and introducing focal length errors for experiment
#7,1.e. (AF: 1 — 10 mm) produce the box plot series shown in Figure 4.10. For the target
angular difference range, A@: 30° — 45°, the current 2D-3D algorithm can still achieve a
TRE pean < 2.0 mm for focal length disturbance < 10.0 mm Similarly, for optical center,
box plots of TRE e from perturbations of (AO: 1 — 30 pixels) are shown in Figure
4.10. For the target range of angular difference, Af: 30° — 45°, the current 2D-3D

algorithm achieve a TRE 0y < 2.0 mm for optical center disturbances < 10 pixels.
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TABLE 4.2 OEC 9600 EXTRINSIC EXPERIMENTAL RESULTS

OEC AOZEBORNRE-B AtEDEMmMEEEL00
Rectification TRE,.... TRE .. ian TRE,,,,
None 43.4 43.5 60.9
Radial, Tangential 37.2 37.6 41.6
S,Radial, Tangential 8.7 8.8 18.7

OEC AOZBORMRED At 0En mEEEL00
Rectification TRE,,... TRE ,..gian TRE,,,,
None 27.7 27.5 31.2
Radial,Tangential 4.8 4.8 6.2
S,Radial, Tangential 3.7 3.7 6.9

OEC AOZBORMREDB At 0En mEEEL00
Rectification TRE,..., TRE .. ian TRE,,,,
None 46.0 46.0 56.4
Radial,Tangential 44.7 45.2 46.7
S,Radial, Tangential 9.6 9.7 17.8

OECAv/Micron

AOEBOAMREE "AME-DENmMEEEL00

Rectification

None

Radial, Tangential
S,Radial, Tangential

TRE nean TRE negian
29.2 29.2
25.3 25.6

2.5 2.5

TRE ..\
36.1
32.7
7.1

OECEv/Micron

AOE-BORNREE A tEER2EANmEEEL00

Rectification

None

Radial, Tangential
S,Radial, Tangential

TRE nean TRE median
21.8 21.6

3.6 3.5

2.1 2.0

TRE ..,
24.1
4.5
4.2

OECAwv/MMicron

AOE-BORNREE A tER2EANmEREL00

Rectification

None
Radial,Tangential
S,Radial, Tangential

TRE pean TRE median
31.1 31.0
26.8 27.1

2.4 2.5
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Figure 4.9 Results from dual projection experiments focused on Artis zeego extrinsic
uncertainties. Table (left, top) TRE from perturbing fluoroscopic data. Table (left,
middle). TRE after 2D-3D registration on perturbed DRR data. Table (left, bottom) TRE
after after 2D-3D registration on perturbed fluoroscopic data. (a). Box plot of the zeego
extrinsic uncertainty on DRR TRE (experiment #4). (b). Box plot of the zeego extrinsic

uncertainty on fluoroscopic TRE (experiment #3).
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Figure 4.10 (Top: Experiment #5) Box plot of the effect of angular difference on TRE
with various rotational perturbations. (Bottom: Experiment #6) Box plot of the effect of

angular difference on TRE with various translational perturbations.
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AF: Angular Difference vs TRE
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Figure 4.11 (Top: Experiment #7) Box plot of the effect of angular difference on TRE
with various focal length perturbations. (Bottom: Experiment #8) Box plot of the effect of

angular difference on TRE with various optical center perturbations.
4.3.4.3 Discussion

Work presented in Section 4.3.4 has experimentally shown the feasibility of dual-
projective radiographs to provide adequate 3D localization for minimally-invasive
robotic thoracic surgery. Using phantom models, we determine the achievable range of
X-ray projections by two different C-arm systems positioned around a da Vinci Si, as
configured for robotic thoracic intervention. Currently for operable lung cancer, a
lobectomy with systematic lymphadenectomy is standard of care; however, for smaller
tumors, a less extended anatomical resection such as a segmentectomy might become the
appropriate surgical treatment in the near future’’. For these interventions, a desirable

TRE of < 2 mm (i.e., comparable to current intraoperative navigation systems) was
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achieved using the proposed method of 2D-3D registration. Nominal 2D-3D registration
parameters were derived from previous work?” and limitations of extrinsic parameters of
the zeego and da Vinci workspace used in these experiments are determined with
clinically relevant in-vivo phantoms and workflows. Other groups have explored the

potential of 3D localization using two C-arm views! %!

, including with target
application in image-guided surgery*'’. However, our work validates clinically relevant

workspace scenarios through in vivo experiments and directly explores the feasible

intraoperative configurations of two clinically available robotic systems.

2D-3D registration of X-ray image intensifier images varies greatly depending on
the level of distortion correction applied. Raw X-ray images from the OEC 9600 were
particularly susceptible to rotational disturbances likely due to a smaller field-of-view,
lower contrast, as well as factors from distortion. A minimum mean TRE of 2.4 mm was
achieved only with radial, tangential, and S-distortion correction using an OEC 9600 with
an optical tracker. While work presented requires a one-time geometric C-arm calibration
for both C-arm systems, other groups have debated its necessity”''. Calibration for S-
distortion at each possible pose is an unrealistic requirement for clinical deployment. To
counter these issues, other groups have developed reliable statistical characterization of

. . . . 191
C-arm distortion from sparse calibration'”".

Compared to synthetic DRRs, experiments using X-ray data from the Artis zeego
(flat-panel detector) result in a much higher range of errors. Differences between these
data sets can be attributed to lower signal-to-noise ratios and limitations of geometric
calibrations for real fluoroscopy. Although radio-opaque peri-tumor fiducials can be

inserted using the iGuide system of the zeego C-arm, fiducial markers placed during
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preoperative biopsy may be more clinically feasible with regards to minimizing
intraoperative workflow changes. This alternative workflow is more applicable to other
generic C-arm systems. Conversely, though a single point fiducial is adequate for wedge
resections, placing multiple peri-tumor markers may improve TRE for vascular
dissection, which is required in lobectomies and segmentectomies. Furthermore,
additional fiducials would better constrain tracking of the orientation of the tumor, which

has applications in real-time video augmentation, as well as deformable registration.

Throughout the experiments presented, the 2D-3D registration of a single X-ray image
was completed in < 8 seconds, using a CUDA implementation on an NVIDIA Titan
graphics card (NVIDIA, Inc., Santa Clara, CA). We expect to achieve 3D localization

< 1 minute, with the following required steps completed within the indicated time:
a). Acquire X-ray #1 (1 second)
b). 2D-3D registration of #1 (8 seconds)
¢). Segmentation of points of interest in #1 (5 seconds)
d). Rotate zeego to ~45°= (5 seconds)
e). Repeat a-c for X-ray #2 (14 seconds)
f). Triangulate points from #1 and #2 (1 second)

Next steps can potentially look into clinical evaluation of the proposed workflow.
We anticipate that 3D localization performed in under 1 minute will be adequately fast
for an initial evaluation. Further tuning of the 2D-3D registration parameters, as well as
hardware upgrades and automatic segmentation software, can accelerate this step even

more. Other proposed requirements added to the standard workflow increase
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intraoperative setup by 6 minutes + 5-15 minutes for each intraoperatively placed
fiducial. However, the guidance provided can arguably reduce time required to locate

targets of interest and delineate resection boundaries, especially in complicated cases.
4.4 Chapter Summary and Future Work

This chapter presented the integration of two clinically available C-arms (e.g. OEC
9600 and Siemens Artis zeego) with various models of the da Vinci surgical robotic
system (e.g., da Vinci S, Si and da Vinci Sp). Therefore, in addition to using perioperative
CBCT/CBCTA, our proposed design leverage navigational updates from 3D localization
using X-ray fluoroscopy from two C-arm views. In vivo experimentation with the OEC
9600 and other more economical C-arms would demonstrate the breadth of the approach
and should be considered as next steps. Other groups have explored the potential of 3D

19219 including target applications in image-guided

localization using two C-arm views
surgery”'"; however, to the best of our knowledge, our work is the first integration of a

high-end robotic C-arm for multiple da Vinci-assisted interventions.

We contribute a workspace analysis by exploring the free space configurations of
C-arms during various da Vinci-assisted clinical scenarios. Key results are summarized in
Table 4.3.Future efforts should further explore image guidance from interventional
fluoroscopy and possibilities for digital tomosynthesis from partial scans. For
otolaryngology — head and neck procedures, we concluded that an intraoperative CBCT
is achievable throughout the intervention without relocating the base of the patient-side
cart, though with retraction of the robotic arms. The feasible range of real-time X-ray
tomography for intraoperative 3D localization was determined for our target clinical da

Vinci applications using a da Vinci Si with an Artis zeego. Exploratory experiments
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validated the feasibility and significance of intraoperative 3D localization for thoracic
interventions, where preoperative data for soft tissue targets become outdated after
interventional deformation. Our findings achieved adequate 3D localization less than 2

mm, comparable to standard navigation systems using optical or EM solutions.

The integration of an Artis zeego with a da Vinci Si represented the state-of-the-art
system in currently available clinical CBCT imaging and robotic platforms and was
therefore, more extensively analyzed. However, a single-port research da Vinci model,
the Sp, allowed us to explore higher difficulty workspace configurations in additional
applications (e.g., gynecology, hepatic). As a result, in gynecology, we experimentally
verified that a da Vinci Sp-zeego workspace supported a fluoroscopic scan range that was
twice that of a da Vinci Si-zeego (Table 4.3), and thus could potentially benefit more
from improved partial digital tomosynthesis, along with a wider image disparity for X-

ray-based 3D localization.
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TABLE 4.3 SUMMARY OF WORKSPACE ANALYSIS

C-ARM DA VINCI SURGERY SCAN RANGE [°] PHANTOM

ZEEGO SI TRANSORAL 40 PORCINE

ZEEGO SI COCHLEOSTOMY 40 CADAVER

ZEEGO SI THORACIC 45 PORCINE, ANTHROPORMOPHIC CHEST

0EC9600 SI THORACIC 30 ANTHROPORMOPHIC CHEST

ZEEGO SI GYNECOLOGY 50 PORCINE

ZEEGO SI HEPATIC 0 PORCINE

ZEEGO Sp GYNECOLOGY 100 HUMAN (MOCK)

ZEEGO Sp HEPATIC 0 HUMAN (MOCK)

4.5 Recapitula

tion of Contributions

In Table 4.4 we summarize contributions made towards overcoming technical

barriers of specific research problems addressed in Chapter 4.

TABLE 4.4 RESEARCH PROBLEMS (SECTION 1.4) WITH CONTRIBUTIONS TO OVERCOME

TECHNICAL BARRIERS (SECTION 1.5)

Deformation

. Problem 2: Preoperative Data and Perioperative/Intraoperative

o  Feasible perioperative/intraoperative systems workspace
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configuration for image acquisitions
. Analysis of free workspace configurations

Note: The author conducted the workspace analysis, including
experimental protocols, which were jointly developed with Drs.

Jonathan M. Sorger and Mahdi Azizian.
o Intraoperative surgical motion
. Integration of C-arm X-ray-based 3D localization

Note: The author applied a 2D-3D registration algorithm as
developed by Drs. Mehran Armand and Yoshito Otake for C-arm

X-ray-based 3D localization.

Problem 3: Effective Image Guidance

o  Effective systems engineering with evaluation and validation

. Feasible and deployable clinical workflow
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5 Augmented Reality for Image-Guided

Robotic Surgery

Over the past two decades, along with an increase in minimally invasive
approaches to surgery, traditional endoscopic video cameras have also evolved from
analog, and monocular to high-definition stereo digital videography. Computer-
integrated surgical systems have taken advantage of these trends by processing and
enhancing images, effectively making the endoscope a source and recipient of augmented
information, displaying anatomical information otherwise invisible to the human eye. In
fact, research in the area of mixed paradigm image guidance systems has led to a prolific
development of medical augmented reality systems. In addition to video overlay, surgical
robotic systems have been augmented in multiple ways, including collaborative
constraint556, virtual ﬁxturesm, and integration of instructional telestrations>'® from
expert surgeons. In general, three major interests that motivate augmentation of
endoscopic images include: context finding, visualization of hidden structures, and

enhancement of images. Endoscopy for minimally-invasive surgery provides a limited
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view and thus can be amended with additional context to increase confidence about
current and next steps relating back to the surgical plan. Intraoperative imaging has often
been applied to expand the scope of sources of information, especially to identify
anatomical structures that cannot be distinguished with an optical endoscopic camera.
Image processing to illuminate subtle or initially invisible anatomical information can

further enhance the existing videography.

Our proposed solution augments the clinician’s view of the physical workspace by
overlaying subsurface critical anatomical information derived from the preoperative
surgical plan. Furthermore, to improve stereoscopic depth perception, the augmented
display included an orthogonal view of the virtual scene and dynamic graphical changes
relating tool end effector feedback. Thus, for our proposed image-guidance robotic
surgery system, we refer to augmented reality not only as video overlay, but also
enhanced depth perception and information feedback regarding intraoperative tool

positions.

5.1 Related Work

The Milgram reality—virtuality continuum®'* defines a continuous scale between
reality, the unmodeled real environment, and virtual reality, the latter being a purely
virtual and modeled environment. Augmented reality concerns the extension of the view
of a real scene with virtual objects placed at 3D coordinates respective to the real world.
It has applications not only in medicine but also in military, automotive, and
entertainment media. However, augmented reality in image-guided surgery involves
integrating radiologic images of anatomy with the real intraoperative view of the patient’s

anatomy to create computerized 2D/3D images of real surgical targets for the purpose of
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intraoperative decision-making. Augmented reality aggregates complex technology; thus,
its usage within a seamless clinical workflow requires careful design of a software

architecture that provides consistent services for image fusion, processing, and rendering.

Augmented reality in medicine displays virtual information on real images of the
patient, presenting embedded sub-surface critical structures before physically reaching
them