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ABSTRACT 

 

Understanding the relationship between cellular activities in the animal brain and 

the emerging patterns of animal behavior is a critical step toward completing the Brain 

Activity Map. This dissertation describes the development of fiber-bundle microscopy 

capable of high-resolution cellular imaging, for mapping of functional brain activity in 

freely moving mice. As a part of this work, several fiber-bundle microscope systems and 

image processing algorithms were proposed and developed. These optical imaging 

methods and system performance were tested and evaluated by performing in vivo animal 

brain imaging.   

Several fiber-bundle imaging devices, including a dual-mode confocal reflectance 

and fluorescence micro-endoscope, a single ball-lens imaging probe, and a spatially 

multiplexed fiber-bundle imager, were designed and developed for high-resolution 

imaging of brain cells and visualization of brain activity. A dual-mode micro-endoscope, 

simultaneously achieving laser scanning confocal reflectance and fluorescence imaging, 

was developed to quantitatively assess gene transfection efficacy using human cervical 

cancer cells. A single ball-lens integrated imaging probe was designed for endoscopic 

brain imaging. Lastly, a spatially multiplexed fiber-bundle imager that allows concurrent 

monitoring of astrocytic activities in multiple brain regions and enables optical 

manipulation with cell-specific targeting was proposed and experimentally demonstrated. 

Novel image-processing algorithms were used along with the developed imaging 

systems. Structured illumination employing a digital micro-mirror device (DMD) was 

integrated into the system to achieve depth-resolved imaging with a wide-field 
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illumination fiber-bundle microscope. Data from super-resolution fiber-bundle 

microscopy based on the linear structured illumination were numerically processed to 

extend the lateral resolution beyond the diffraction limit.  

To evaluate the performance of the developed fiber-bundle microscope systems 

and image reconstruction algorithms, the systems and methods were each tested and 

validated on in vivo animal models, namely transgenic mice expressing a genetically 

encoded Calcium indicator (GCaMP3) within astrocytes. We showed that locomotion 

triggers simultaneous activation of astrocyte networks in multiple brain regions in mice. 

We have also demonstrated real-time cellular-resolution dual-color functional brain 

imaging in mice. Finally, we established a platform that allows real-time and non-

invasive imaging of the intact central nervous system of freely behaving mice. Using this 

platform, we observed, for the first time, physiologically relevant activation of astrocytes 

during behaviorally relevant tasks and in the natural setting.  

In addition, we present a proof-of-concept study by using a fiber-bundle ring 

light-guided portable multispectral imaging (MSI) platform capable of tissue 

characterization and preoperative surgical planning for intestinal anastomosis.       
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CHAPTER 1: INTRODUCTION 

1.1 Motivation 

One of the key challenges in biology is studying intact biological systems with both 

global perspective and local precision [1, 2]. This is especially true for brain science. 

Over the last few decades, enormous efforts have been directed towards determining both 

local and global connectivity within the brain, but these efforts have been impeded by the 

fact that high-resolution brain-wide cellular imaging of the whole brain in live animals is 

hardly achievable.  Although electrophysiological approaches have been used to study the 

firing patterns of neurons during animal behaviors [3, 4], dense mapping of brain 

activities has been hampered due to the spatial resolution and sampling limitations of 

electrode arrays.  

However, recent optical imaging technologies, in tandem with the development of 

fluorescent probes such as voltage sensitive dyes (VSDs) [5] and genetically encoded 

calcium indicators (GECIs) [6, 7], have allowed comprehensive sampling of both 

neuronal and non-neuronal cells in live animals [8, 9], and thus have greatly expanded 

our ability to study brain activities. In addition, recent developments in fiber-optic 

imaging techniques have enabled functional brain imaging in freely moving animals [10]. 

Fiber-optics allows the construction of lightweight headpieces that replaces bulky optical 

components and permit the use of high-performance light sources and detectors with 

increased experimental flexibility [11].     

Among the variety of fiber-optic techniques used for a wide range of clinical and 

preclinical research [12], fiber-bundle based optical imagers have been proven to be 

excellent tools for in vivo studies [13, 14]. The fiber bundles’ small diameter, flexibility, 
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and long probe length allow easy access to a wide range of organs and small cavities to 

deliver the probe deep into the body and provide high-resolution imaging. Earlier studies 

have shown that fiber bundle based brain imaging in freely moving mice could acquire 

and relate functional cellular signals from cortical and deep brain regions to animal 

behavior [10, 15]. 

Nonetheless, fiber bundle imagers exhibit several inherent limitations such as 

honey-comb pattern noises, cross-talk between adjacent fibers, and low coupling 

efficiency, that limit its resolution and image signal-to-noise ratio (SNR) [16-18]. Further 

improvements to spatial resolution, higher imaging depth and sensitivity are needed to 

make functional imaging in freely moving animals more effective. At the same time, 

despite the technical advances in miniaturized optics and electronics, these imaging 

approaches have so far been applied to single brain regions at a time, and simultaneous 

monitoring of cellular events from multiple brain regions has still not been achieved [19, 

20]. If the head-tethered fiber-optic microscope could be configured to provide functional 

connectivity imaging from multiple brain regions while animals behave freely that would 

enable a wide range of neuroscience studies [21]. This would lead to unprecedented 

advances in our understanding of the functional connections between cellular networks 

and complex animal behaviors and open new doors to mapping functional brain activity.  

   

1.2 Research Objectives 

Throughout this research, my emphasis has been to design, develop and implement a 

high-resolution fiber bundle microscope system for imaging functional brain activities in 

freely moving animals through optimizing its performance by testing numerous imaging 
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system designs, developing image processing algorithms, and finally validating them 

through in vivo animal studies. The above-mentioned objectives are specifically 

addressed in the following aims:   

1. Develop fiber bundle imagers that provide high-resolution cellular imaging and 

visualization of astrocyte activities within the live mice brain.  

2. Improve the image quality of wide-field fiber bundle imagers by implementing a 

digital micromirror device (DMD)-based linear structured-illumination and 

computational reconstruction algorithm. 

3. Evaluate the system performance throughout in vivo animal studies using a freely 

moving transgenic mouse expressing genetically encoded calcium indicator 

(GCaMP3) within astrocytes.   

 

1.3 Dissertation Overview 

This dissertation presents the development of fiber bundle-based microscopic imaging 

technologies and their applications in brain science and biomedical imaging. Chapter 2 

reviews the fundamental principles of fiber-optic fluorescence microscopy. Chapter 3 

presents optical layouts and imaging probe designs of fiber bundle imagers. Chapter 4 

describes the optical sectioning and super-resolution processing techniques to improve 

wide-field fiber bundle image quality. Chapter 5 validates fiber-bundle microscope 

systems and image restoration algorithms through in vivo animal studies using a 

transgenic mouse model. Chapter 6 illustrates a proof-of-concept study using a portable 

multispectral imaging (MSI) platform for tissue characterization and preoperative 
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surgical planning in intestinal anastomosis. Chapter 7 summarizes the dissertation and 

proposes future directions of research.
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CHAPTER 2: FUNDAMENTAL PRINCIPLES OF FIBER-OPTIC 

FLUORESCENCE MICROSCOPY 

2.1 Optical Fibers  

Optical fibers are circular dielectric waveguides that can transmit light with extremely 

low losses. It consists of a dielectric core with a higher refractive index surrounded by a 

concentric cladding with a lower refractive index. Fibers are typically made of silica 

doped with index-modifying dopants such as GeO2. A protective coating of one or two 

layers of cushioning material (such as acrylate) is used to protect the fragile glass fibers 

from mechanical stress and external forces.  

 

Figure 2.1. General composition of optical fiber. 

 

Optical fibers can be characterized by their optical structure and light 

transmission properties. In general, optical fibers can be classified into two types: single 

mode fibers and multimode fibers. As the names imply, the number of modes that the 

fibers support classifies them as either single or multimode optical fibers. The basic 

structural differences are the core size and the index difference between the core and the 

cladding.  
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2.1.1 Single-mode Fibers (SMFs) 

The core sizes of single mode fibers (SMFs) are typically small, less than 10 µm. A fiber 

core of this size allows only the fundamental or lowest order mode to propagate if the 

index difference between the core and cladding layers is sufficiently small. SMFs support 

only one lowest guided mode. The normalized frequency V is a dimensionless parameter 

that relates in a very useful manner the core radius a and the numerical aperture NA to the 

operating wavelength  ;  

NA
a

V


2
 ,  (1) 

To satisfy the condition for an SMF, V has to be less than or equal to 2.405. When 

V < 2.05, only the lowest order mode is guided, while higher-order modes become leaky 

waves. For low V values (< 1.0), most of the power in the fiber propagates in the cladding 

layer. Power transmitted by the cladding can easily become leaky since the mode angle is 

quite small for such a weakly guided fiber when the fiber bends. Thus, the value of V 

should remain near 2.405 for applications requiring a short bend radius.  

The advantage of having only a single mode within an optical fiber is that the 

signal distortion caused by modal dispersion due to the different phase and group 

velocities associated with each guided mode can be avoided. SMFs are commercially 

used for all the long-haul fiber optic communication networks.  

2.1.2 Multi-mode Fibers (MMFs) 

Multi-mode fibers (MMFs) support more than one guided mode. The number of guided 

modes supported depends upon the physical parameters (core radius, relative refractive 



 7 

index difference) of the fiber and the wavelength of the transmitted light, which are 

included in the normalized frequency V of the fiber as mentioned in the previous section.  

Typically, MMFs have large core diameters in excess of 50 µm, which is 

sufficient to support a large number of higher-order modes. A large core size and a higher 

NA have several advantages. Light can be easily coupled into the MMFs with high 

coupling efficiencies. The higher NA and larger core size make the fiber connection 

easier and enable the transmission of higher optical power. However, MMFs also have 

some disadvantages. As the number of modes increases, the effect of modal dispersion 

increases. Modal dispersion (intermodal dispersion) means that modes arrive at the fiber 

end at slightly different times, which causes the light pulse to spread. Modal dispersion 

limits the bandwidth in systems used for optical communications [22].  

There are two different types of core structure for MMFs: 

2) Step-index MMFs 

The step-index fiber is as shown below in Figure 2.2. For fibers with large V parameters, 

the number of modes can be approximated as [22]:  

2

2

4
VM


 ,  (2) 

 

Figure 2.2. Step-index multi-mode fiber. 
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b) Graded-index MMFs 

 

Figure 2.3. Graded-index multi-mode fiber. 

 

In graded-index fibers, as their name suggests, the value of the refractive index of the 

core n(r) varies with the radial distance (r).  

  (3) 

where  

  (4) 

and α, called the grade profile parameter, determines the steepness of the profile. This 

function drops from n1 at r=0 to n2 at r=a. For α =1, n2(r) is linear, and for α =2 it is 

quadratic. As α →∞, n2(r) approaches a step function [22]. Rather than being reflected at 

an abrupt core/cladding boundary, the wavefront of light is steered continuously as it 

traverses the refractive index gradient. Light travels faster through the outer, lower 

refractive index medium, and hence tends to keep up with light propagating in the inner 

regions of the core, resulting in less temporal dispersion in the light propagation.   
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2.1.3 Fiber bundles 

A coherent fiber bundle is a bundle of SMF optic cores assembled into a 2D matrix where 

the relative position of the individual fiber is maintained throughout the length of the 

bundle. Tens of thousands of fibers are combined in a bundle, with each fiber transferring 

one spot of light from an object at one end of the bundle to a conjugate point at the 

opposite end of the fiber. This process constitutes an image transfer. In addition to image 

transfer, fiber bundles have other advantages in illumination systems; for example, by 

feeding a large fiber bundle with a single light source and splitting the bundle into two or 

more branches, it can be used to illuminate multiple locations. They can also be used to 

merge light from several sources into a single output. However, since fiber cores are 

discrete, the object plane is sampled discretely. This complicates the image 

reconstruction, as shown in Figure 2.4.  

 

Figure 2.4. Image formation in coherent image transfer fiber bundle. 
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2.2 Fluorescence Microscopy 

Fluorescence microscopy is a powerful tool for biologists. It provides high-resolution 

cellular imaging and visualization of physiological processes in a living cell or tissue 

with fluorescent markers. Many new techniques have been developed over the last few 

decades and these advances have benefited from the recent developments of synthetic 

organic dyes, fluorescent proteins, and semiconductor quantum dots. 

Fluorescence can be characterized by the absorption of a photon and the emission 

of a photon at longer wavelength, which is referred to as the Stokes Shift process. The 

fluorescence molecule, originally in the ground state, turns into a high-energy state when 

the energy from excitation light is absorbed and excited. When returning to the ground 

state, the molecule emits a photon with energy equivalent to the difference between the 

lowest excited state and the ground state. As the emitted photon has less energy than that 

of absorbed photon, a longer wavelength of light is released. 

The basic function of a fluorescence microscope is to excite the fluorescent 

probes of the target sample and detect the emission light. However, optimal use of 

fluorescence microscopy requires a basic understanding of its working principles. In the 

following sections, we introduce the basic terms and two forms of fluorescence 

microscopy.   

2.2.1 Point-spread-function (PSF) and Resolution  

The impulse response is used to describe the system response to an ideal sharp input delta 

function. With an optical microscope, the input delta function is a single point source, 

and the corresponding image through the optical microscope is referred to as the point-
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spread-function (PSF). In general, the PSF has radial symmetry and can be described as 

an airy disk, which defines the resolution of the optical microscope.  

The resolution of a microscope refers to the ability to distinguish two objects that 

are close to each other. The smallest separation where the objects can be distinguished is 

considered as the resolution of the microscope. There are various criteria for measuring 

the resolution of an optical system.  

2.2.1.1 Abbe criterion 

Abbe’s diffraction limit defines a maximum resolution that can be achieved by a 

conventional light microscope and it can be easily derived by calculating the maximum 

spatial frequency of an object which will diffract light into the microscope aperture.  

 

Figure 2.5. Diffraction of sinusoidal object with parallel light. 

 

To find the maximum spatial frequency, one can use a single sine pattern. If the 

object is illuminated by plane parallel coherent light, the maximum of the resulting 

diffraction can be obtained at an angle:  

ff   1sin ,  (5) 
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where f is the spatial frequency of the object and   is the wavelength of the illumination 

light. The maximum angle at which the light enters the microscope aperture is defined by  

RaRa //tan 1

max   ,  (6) 

where a is the aperture of the microscope and R is the distance between the object and 

aperture. The maximum resolvable frequency and the minimum period are given by:  

Raf /max  ,  (7) 

aRd /min  ,  (8)  

 

Figure 2.6. Smallest resolvable angle by the Abbe criterion. 

 

The minimum detectable angle 𝜙 at the microscope is given by 

aRd //min   ,  (9) 

The smallest detectable spot, l, is defined as 

afdl 2/2/min  .  (10) 

Substituting the numerical aperture of the lens , we 

have 

NAl 2/ .  (11) 
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2.2.1.2 Rayleigh criterion 

According to the Rayleigh limit, two point objects can be resolved when the distance 

between them is greater than the difference between the maximum and the first minimum 

of the diffraction pattern. To obtain Airy patterns, we assume a circular aperture of the 

lens.  

22

0 ),/()(),( yxrrrcircryx   

 If we compute the Fourier transform of the circ-function,  

  dxdyykxkjyxkkF yxyxxy )](exp[),(),()(  . 
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where )(0 J  is the zeroth-order Bessel function. Then, we can obtain the Fourier-Bessel 

transform which arises in circularly symmetric problems.  
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Figure 2.7. Plot of Airy pattern of the circular aperture; arrows indicate 1.22 and 2.23. 

 

The intensity is proportional to 
2

),( zr  and is depicted in Figure 2.7. The plot is called 

an Airy pattern. The two arrows in the figure point to the first and second zero of the 

pattern, which are at 22.1  and 23.2 , respectively. It follows the minimum 

separation, NAl
a

f
/61.0)(22.1

2
  , which is the Rayleigh criterion. 

2.2.1.3 Sparrow criterion 

The Sparrow resolution limit is defined as the distance between two point sources where 

the images no longer have a dip in brightness between the central peaks, but rather 
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exhibit constant brightness across the region between the peaks. Mathematically, the 

Sparrow criterion is stated in terms of the second spatial derivative of the intensity: 

  0)(
0

22 


I  

 

For a circular aperture, the Sparrow criterion becomes 

NAaal /47.02/95.02976.2   . 

The Sparrow resolution limit is closer to the Abbe value and approximately two-thirds of 

the Rayleigh resolution limit. 

2.2.2 Wide-field Fluorescence Microscopy (WFFM) 

In the most basic form, wide-field fluorescence microscopy (WFFM) involves a light 

source, excitation and emission filters, and an objective lens, as depicted in Figure 2.8. 

The emission light from the sample is collected by a 2D array detector, such as a CMOS 

or CCD camera. The main advantages of WFFM are that it is the least expensive 

technique, provides good spatial resolution, has fast temporal resolution, and in many 

cases requires minimum amounts of excitation light power. A wide-field microscope 

cannot differentiate photons from different axial planes; therefore, the lateral resolution 

can be calculated according to the Rayleigh diffraction limit expressions, 

2,

2
,

61.0

NA
r

NA
zyxr


 , 

 where  is the wavelength of the emitted light,  is the refractive index of the medium 

between the lens and specimen, and NA is the numerical aperture of the objective. The 

main disadvantage of WFFM is that all of the emitted light is integrated through the sample 

in z-direction. Therefore, it is difficult to achieve depth-resolved imaging. 
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Figure 2.8. Schematic of wide-field fluorescence microscope. 

 

2.2.3 Laser Scanning Confocal Microscopy (LSCM) 

 

Figure 2.9. Schematic of laser scanning confocal microscope. 
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As Figure 2.9 shows, the light source is directed to the sample through collimating and 

scanners, and an objective lens that focuses the light to a diffraction limited spot in the 

sample. Emission light from the sample is directed to a photodetector, such as a PMT, 

through a pinhole that is in conjugate image plane to the point of focus in the sample. 

After spatial filtering by the pinhole, the fluorescence light is collected by the detector. At 

the heart of the confocal microscope is the pinhole. When placed in the conjugate image 

plane, it enables optical sectioning. The light originating from other off-focus planes is 

blocked from passing through the pinhole. Therefore, only the in-focus light can be 

detected by the detector. For a confocal system, the pinhole radius is set smaller than 

and the full width at half maximum (FWHM) extent of both the lateral and axial PSF are 

approximately 30% narrower than that of a conventional wide-field microscope [23]. 

This improved PSF can be explained by Lukosz’s principle [24] and thus,  

2,

4.1
,

4.0

NA
r

NA
zyxr


  

The main advantage is that one may optically section the sample with high-resolution. 

Another advantage is the versatility for multicolor imaging, variable pinhole sizing for 

optimal sectioning according to the sample thickness. Disadvantages of LSCM include 

the low scan speed, photobleaching, and/or photo-damage on the sample. 

airyr
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2.3 Fiber-optic Fluorescence Microscopy 

Optical fibers are being investigated for use in fluorescence microscopes, optical 

coherence tomography (OCT) scanners, and laser scanning nonlinear microscopy systems 

[12, 25, 26]. Their main difference from standard bulk optic imaging systems is that the 

free-space beam path and bulk optics components are replaced by optical fibers and fiber 

optic components. This allows the imaging probe to be remoted into various body 

cavities. Optical fibers are immune to electromagnetic interference, therefore 

microscopes utilizing optical fibers can be used in conjunction with magnetic resonance 

imaging (MRI), computed tomography (CT), and other imaging modalities without any 

interference. The imaging fiber can be an SMF, an MMF, or a multi-core fiber bundle. 

Imaging probes typically consist of optical lenses at the distal end of the fiber, where 

lenses such as micro lenses, graded index (GRIN) lenses, or ball lenses are used.     

2.3.1 SMF-based Fiber-optic Microscopy  

One of the simplest fiber endoscope configurations is a microscope based on SMF. In the 

case of SMF microscopes, each image pixel is obtained sequentially using mechanical 

scanning methods to generate two- or even three-dimensional images. Two main forms of 

distal scanning are based on scanning mirrors or scanning fibers [26-28]. A pair of small 

mirrors for xy-scanning similar to scanning system employed in most conventional bulk 

optic laser scanning microscopes are attached at the end of fiber to achieve laser beam 

scanning. Another type of scanning involves scanning the fiber tip. The tip of the fiber 

may be accurately scanned using piezoelectric elements [29]. In addition, the core of the 

fiber can act as an ideal pinhole. Therefore, microscopes based on SMF inherently 
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perform spatial filtering, such as in confocal microscopy, that blocks out-of-focus beams, 

as illustrated in Figure 2.10.  

 

Figure 2.10. Confocal effects in single-mode fiber based microscopy. 

 

The backscattered light from the specimen gets coupled into the fiber only if it is from the 

in-focus plane. The light from out-of-focus planes is effectively rejected by the SMF.  

Under the Gaussian approximation, the fiber spot size  can be expressed, for an SMF 

with a step refractive-index profile, as  

2/1

0 )ln2/( Vr  , [30] 

where , the core radius of the fiber, is in the range of 2-5 µm and V is the fiber 

parameter. For an SMF, the maximum value of V is 2.592 so that  is in the range of 

1.6-4 µm.     

0r



0r
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2.3.2 Fiber bundle Microscopy  

The most generally accepted method of fiber endoscopic imaging is through the use of a 

fiber bundle. Fiber bundles containing several tens of thousands of 10-50 µm diameter 

fiber cores are commercially available and widely used for medical and industrial 

applications. A fiber bundle can be used to transfer an image from a target location to 

another image plane on an optical system. An advantage of confocal laser scanning 

microscopes using a fiber bundle is that the actual scanning mechanism is placed at 

proximal facet of the fiber instead of the distal end. Thus, no scanner is needed at the 

distal end, which minimizes the probe size and allows easy applicability to various 

targets, such as hollow cavities. Such microscopes can operate in a contact mode in 

which the polished end of the fiber bundle defines the image-isolation plane by directly 

touching the imaging target. Alternatively, an appropriate imaging lens can be attached to 

the distal exit surface of the fiber bundle to allow demagnification. Unlike the SMF-based 

microscopes, in the case of fiber bundle-based microscopes all imaging pixels can be 

obtained in parallel.  

2.3.2.1 Wide-field fiber bundle microscopy 

Two-dimensional images can be obtained from a fiber bundle microscope using wide-field 

illumination and a two-dimensional array detector (CCD or CMOS camera), as shown in 

Figure 2.11.  
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Figure 2.11. Schematic of wide-field fiber bundle microscope. 

 

For such wide-field illumination, it is desirable to use an extended light source with a low 

coherence, such as a thermal light source or light-emitting diode (LED) [31]. If a spatially 

coherent light source such as a laser is used to illuminate the fiber bundle, the cross-

coupling between adjacent cores in the fiber bundle can introduce strong cross-talk and 

undesired interference patterns [18]. A wide-field microscope operating in this mode 

cannot differentiate photons from different axial planes and does not exhibit a confocal 

effect. 

Figure 2.11 illustrates its configuration. The target is imaged at the distal facet of 

the fiber bundle. The image is then sampled by the fiber cores, which serve as an image 

conduit to transport the image to the proximal facet of the fiber bundle. To preserve the 

diffraction-limited lateral resolution, the image of the target on the fiber bundle facet has 

to be sampled by the fiber cores at a frequency greater than twice its highest spatial 

frequency; otherwise, the lateral resolution is limited simply by the core size and pitch of 
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the fiber bundle. Moreover, when the proximal facet of the fiber bundle is imaged by the 

camera sensor plane, the two-dimensional pixel array of the camera has to sample the 

proximal facet of the fiber bundle at least twice the frequency of the highest spatial 

frequency of the fiber bundle core; otherwise, the aliasing artifact can smear the image. 

2.3.2.2 Confocal laser scanning fiber bundle microscopy 

Two-dimensional images can be obtained from a fiber bundle microscope by scanning a 

point light source with a two-dimensional mechanical scanner such as a Galvo mirror, as 

shown in Figure 2.12.  

 

Figure 2.12. Schematic of confocal laser scanning fiber bundle microscope. 

 

Since the image is obtained pixel-by-pixel, cross-talk between adjacent cores in the fiber 

bundle is no longer a problem and a laser source with high spatial coherence can be used 

to achieve high coupling efficiency. The confocal effect of the laser-scanning fiber bundle 

microscope is schematically presented in Figure 2.13, which shows that photons from the 

in-focus plane couple into a single core of the fiber bundle, while photons from the out-of-
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focus plane couple into multiple cores of the fiber bundle. For both cases, the signals are 

guided by the fiber core (or cores) from the distal end to the proximal end. The small 

pinhole in front of the detector that is in conjugate with the probing light spot is used to 

effectively reject the signal from out-of-focus planes guided by the multiple fiber cores; 

therefore, the resolution of laser-scanning fiber bundle microscopy can be comparable to 

that of SMF-based confocal microscopy. However, the lateral resolution cannot be 

described as  in a conventional confocal microscope because the image of the 

object is pixelated by the fibers. The lateral resolution cannot be better than the separation 

between two spots that are illuminated by two adjacent fibers [32].  

 

Figure 2.13. Confocal effects in laser scanning fiber bundle microscopy. 

2.3.2.3 Cladding effects and optical efficiency of fiber bundle 

The cores of fiber bundles transmit light, but they are surrounded by shared common 

cladding layers. Thus, some light must fall onto the cladding rather than the cores. Most 

light entering the cladding is lost, which can limit transmission efficiency [28]. 

NA/4.0 
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As with any fiber-based imaging system involving illumination and detection via 

the same fiber, end-face reflections and auto-fluorescence from the fibers or associated 

packaging may give rise to additional background signals. As with single-fiber microscope 

systems, these reflections may be minimized using refractive index matching [32]. 

Alternatively, this may be achieved by first using a high degree of over-sampling to 

properly capture the fine structure of the pattern, and then subtracting the fluorescence 

pattern of the fiber bundle from the raw target data sets [28].  



1 

 

CHAPTER 3: DESIGN AND EVALUATION OF FIBER BUNDLE IMAGERS 

3.1 Background and Overview 

There have been many types of fiber-optic imaging systems that include endoscopic 

systems based on fiber bundles. In this chapter, several high-resolution endoscopic 

imagers based on fiber bundles are presented. These fiber imagers are designed 

specifically for high-resolution cellular imaging.  

Recent fiber-optic technologies have led to the development of several novel sub-

cellular imaging methods in vivo [33]. A number of groups have developed flexible 

confocal endoscopes that can image in vivo based on high-resolution fiber bundles [34-

36]. In addition, a commercial confocal microendoscope device (Cellvizio, France) that 

can acquire high-resolution real-time images of various tissues (e.g., esophagus, bile duct, 

and colon) via the instrument channel of an endoscope has been commercially available 

for several years [37-39]. Nevertheless, these systems function either as confocal 

reflectance or fluorescence microscopes, making it difficult to register both fluorescing 

and entire cells simultaneously. In section 3.2, a dual-modality microendoscope system is 

presented, which can simultaneously register both fluorescing and entire cells for label-

free optical assessment of intracellular gene delivery. The system uses two separate 

detection systems, enabling both high resolution reflectance and fluorescence imaging at 

the same time. The system then identifies and counts the cells from both images; 

therefore, gene transfection efficacy can be automatically calculated by the ratio of cell 

counts from both images. 

Section 3.3 illustrates a single ball-lens integrated imaging probe design and 

applications to endoscopic brain imaging. Previous research has used a bare fiber bundle-
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based imaging platform to record intrinsic fluorescence changes in contact with brain 

tissues [40, 41]. Although these studies suggested the feasibility that fiber bundle imaging 

could be used for extracting spatiotemporal brain activity in live animals, bare fiber 

bundles without any focusing elements have limitation, where the output beam diverges 

right after it has been launched from the fiber tip [42]. This diverging characteristic not 

only results in low spatial resolution limited by the size of the core of the fiber bundle, 

but also the working distance is directly in contact with the target tissues. Therefore, the 

distal end of the fiber bundle should be at a very close distance to have an appropriate 

level of SNR, but may damage the intact tissues [43]. To tackle this issue, there have 

been several interesting studies that include the idea of incorporating small lenses at the 

distal end of fiber bundle [10, 44-46].  GRIN lens probes are typically used for deep brain 

imaging [47, 48]. In this section, the design of a single ball lens-integrated fiber bundle 

imaging probe is presented, which can be used to achieve a longer working distance with 

a finer lateral resolution for continuous monitoring of brain activity in live mice. One of 

the main advantages, over the GRIN lens probes, is in that it enables to control the 

magnifications of the sample imaging by changing the working and coupling distances of 

the ball-lens in a stainless steel tube without any further optical elements. Two types of 

imaging probes are presented. The first, which is designed for deep brain imaging, uses a 

ball lens of 500-µm diameter and a highly flexible 350-µm fiber bundle that are encased 

by a 21G stainless steel sheath. The second probe, using a 1-mm-diameter sapphire ball 

lens, is fabricated for imaging intrinsic fluorescence from the cerebral cortex. These 

probes are both evaluated through in vivo brain imaging in live mice. 
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Finally, in section 3.4, a spatially multiplexed fiber bundle imager is proposed and 

demonstrated to permit simultaneous recording and perturbation of multiple brain 

regions. Although conventional bench-top microscopes have been used for a single 

region imaging of biological samples at a time, monitoring and controlling concurrent 

cellular events from multiple brain regions is yet to be established [49, 50]. Spatial 

multiplexing is one of the well-known fiber-optic sensing techniques, which isolates the 

optical fiber paths for each sensor to clearly address distinct systems while maintaining 

the return-signal integrity [51]. This can be achieved by the arrangement of individual 

optical links from the source to individual point sensors in the network, which then feed 

into the detection system. Several research groups have utilized this technique for large-

scale optical sensing and networks [52]. Such a simple technique can be applied to fiber 

bundle imagers and may have unique advantages over the traditional bulk-optic imaging 

systems. In this section, flexible photostimulation with diverse beam patterns and 

synchronous imaging of three different brain tissue regions is demonstrated. 

 

3.2 Dual-mode Laser Scanning Confocal Reflectance/Fluorescence Fiber bundle 

Imager for Gene Transfection Efficacy Assessment 

In this section, a dual-modality microendoscope system registers simultaneously both 

fluorescing and entire cells for label-free optical assessment of intracellular gene 

delivery. The system uses two separate detection systems, enabling both high resolution 

reflectance and fluorescence imaging at the same time. The system then identifies and 

counts the cells from both images; therefore, gene transfection efficacy can be 

automatically calculated by the ratio of cell counts from both images.  
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3.2.1 Methods 

3.2.1.1 System design  

 

 

Figure 3.1. System configuration (GM: galvo mirror, DM: dichroic mirror, BS: 50:50 beam splitter, 

OL: objective lens, FL 1&2: focusing lens, LP: longpass filter, APD 1&2: avalanche photodetector, 

DAQ: digital-to-analog & analog-to-digital converter). 

 

A schematic of the imaging system is illustrated in Figure. 3.1. The laser scanning 

confocal microscope is connected to a coherent fiber bundle imaging probe [53]. Incident 

light from a 4-mW, 405-nm blue laser with beam diameter 3.0 mm × 5.0 mm (LDM 405, 

Thorlabs) is reflected by a dichroic mirror (DMLP425R, Thorlabs), a 50:50 beam splitter 

(BS013, Thorlabs), and an X-Y galvo scanner (GVS002, Thorlabs) in series and coupled 

into a multi-core fiber bundle by a microscope objective lens (Plan 20X/0.4, Olympus). 

The imaging probe is a coherent fiber bundle (FIGH-10-500N, Fujikura) and consists of 
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10,000 fiber cores with an image diameter of 460 µm. Returning light from the specimen 

is divided into two pathways by the beam splitter. One pathway, which is used for the 

reflectance imaging (colored blue in Figure. 3.1), is directed through the beam splitter 

and spatially filtered using a focusing lens (FL1) (Plan N 10X/0.25, Olympus) and a 100-

μm pinhole to reject background and out-of-focus light. An avalanche photodetector 

(APD1) (APD110A, Thorlabs), a highly sensitive Si avalanche photodiode, with an 

active area diameter of 1 mm2, is used to detect the reflectance imaging light. The second 

pathway, which is used for the fluorescence imaging (colored green in Figure. 3.1), gets 

reflected by the beam splitter, transmitted through the dichroic mirror, and then filtered 

by a longpass filter (452 nm cut-off, Thorlabs) to obtain only the fluorescence signal. 

Similar to the reflectance imaging path, the longpass filtered beam is spatially filtered 

using a focusing lens (FL2) (Plan N 10X/0.25, Olympus) and a 100-μm pinhole. The 

resulting fluorescence signals are detected by APD 2 (APD110A2, Thorlabs), which is a 

UV-enhanced Si avalanche photodiode.  

Data from the two detectors are acquired simultaneously using a DAQ board (NI 

USB-6211, National Instruments) with a sampling rate of 250 ks/s at 16-bit resolution. 

Two analog output channels of the DAQ are used to control X-Y scanner mirrors. The 

graphical user interface, control software, and automated cell-counting algorithm are 

programmed using LabVIEW 2011 (National Instruments). 

 



 30 

 

Figure 3.2. Photograph of the system implementation. 

3.2.1.2 Cell culture and preparation of transfection systems 

HeLa cells were seeded onto 35-mm culture dishes (24 × 104 cells/ml) and allowed to 

adhere for 24 h under standard tissue culture conditions the day before the transfection. 

The diluted 1.5 µg cyan fluorescent protein (CFP) plasmid DNA was mixed with 3.0 µl 

of four different transfection reagents (FuGENE 6, Lipofectamine 2000, Ultra, and X-

tremeGENE HP) according to the manufacturers’ instructions. The solutions were mixed 

and incubated for the appropriate time to allow formation of complexes. Finally, all the 

transfection complexes were transferred into the culture dish. All samples were fixed 

with 4% paraformaldehyde 24 h after transfection. 

3.2.1.3 Sample imaging and image analysis 

A U.S. Air Force resolution target was used to assess the system resolution. The system 

has a maximum circular field of view 460 μm in diameter; the lateral resolution is 

approximately 3.5 μm (Figure. 3.3,) and images are displayed at 1 Hz with an image size 

of 250 × 250 pixels. The image size and scanning rate are limited by the hardware 

performance since the scanner has a maximum bandwidth of 250 Hz, but it could be 
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further improved by replacement of the hardware with alternatives that meet the 

requirement of high-rate scanning operations [32]. 

 

Figure 3.3. USAF target image (raw data [left], processed data [right]; group 7 element 2– 

resolution 3.48 µm). 

 

HeLa cell sample imaging in each of the reagent-induced transfection systems was 

conducted using both the presented system and a high-resolution bench-top fluorescence 

microscope (ECLIPSE TE2000-U, 20X/0.45, Nikon) for comparison. For the reflectance 

imaging of the microendoscope system, a reference image without the sample was used 

to subtract background due to the Fresnel reflection from the proximal end of the imaging 

probe [54]. The distal tip of the imaging probe was dipped into the culture dish and was 

nearly in contact with the sample. The 16-bit gray scale digital images were saved, 

processed, and analyzed. For each of the transfection systems, five images were taken 

from randomly selected sites around the culture dish to count the average number of cells 

in the way that a conventional hemocytometer operates [55].  

 

An automated image analysis is implemented using MATLAB 2010a (MathWorks) to 

assess CFP expression in each of the transfection systems. The automated image 
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processing algorithm performed the following procedures: (1) original data were contrast-

enhanced by histogram equalization; (2) spatial pixelation effects of the imaging probe 

were removed by applying Gaussian blurring (sigma equals to the core-to-core distance 

of 4.5 µm) [44]; (3) gray-thresholding was applied and the image went through an edge 

detector. Morphological operators of opening and closing, and a labeling function 

provided by MATLAB were used to identify the spatial regions correlated to cells. By 

labeling segmented cells, the total number of cells (T) were marked and counted, and the 

number of fluorescence-expressing cells (F) were also counted from the images (see 

Figures 3.4 and 3.5). The ratio between the total and the number of fluorescence-

expressing cells was used to determine how many cells were transfected by each of the 

vector systems. 

3.2.1.4 Statistical analysis  

Data were expressed as mean CFP expression percentages with standard error of five 

sites in different regions of the culture dish. One-way analysis of variance (ANOVA) was 

applied to determine the significance of differences among reagent groups; p values less 

than 0.05 were considered significant. For comparison of the results between the dual-

modality microendoscope and the bench-top microscope, significance was determined by 

a Student’s 2-sample t test, p<0.05 (OriginPro 8, OriginLab). 

3.2.2 Experimental Results 

3.2.2.1 Dual-modality microendoscope sample imaging  

Five random sites sample imaging in different transfection reagent groups were 

performed using our dual-modality microendoscope system. Representative imaging 



 33 

results are shown in Figure 3.4. For the reflectance imaging, individual HeLa cells are 

distinguishable (Figure 3.4(a)) and countable, as registered by the white X-marks in the 

middle of each cell (Figure 3.4(b)). The negative control (untransfected cells) shows the 

largest cell population among the groups; FuGENE 6 and X-tremeGENE HP have 

relatively high cell populations, whereas Lipofectamine 2000 and Ultra have the lowest. 

In contrast, in the outer parts of the fluorescence imaging, the control group displays no 

fluorescence signals compared to other reagents groups (Figure 3.4(c)). The fluorescent 

cells appear blurred with flares due to the inter-core cross-talk between adjacent fibers 

[18] , but can be clearly segmented. Fluorescent cells are also X-marked with red color 

and counted in the same way (Figure 3.4(d)).   

 

Figure 3.4. Representative dual-modality microendoscope sample imaging results in four different 

reagent groups: a. reflectance image, b. total cell counting from the reflectance image, c. 

fluorescence image, d. fluorescent cell counting from the fluorescence image (All white bars – 100 

µm, T: total cell counting number, F: fluorescent cell counting number, pseudo-color applied on 

the fluorescence images). 
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As represented in the top of Figure 3.4, the Lipofectamine 2000 transfection reagent 

promoted maximal gene transfection efficiency (F/T ratio) in HeLa cells (42.5 ± 5.9%) 

compared to the other three reagents. X-tremeGENE HP resulted in the second highest 

(30.2 ± 1.6%). The difference in CFP expression between using Lipofectamine 2000 and 

X-tremeGENE HP was significant (p<0.05). FuGENE 6 was third in CFP expression 

(21.5 ± 1.6%; p<0.05), and Ultra contributed to the lowest gene transfection (12.3 ± 

6.3%; p<0.05). 

3.2.2.2 Bench-top microscope imaging  

For a comparison study, bench-top microscope imaging using the same samples was 

performed. Figure 3.5 illustrates representative sample imaging results. In the bright-field 

imaging, not only individual cells are visible, but the cell structures and even debris are 

also resolved (Figure 3.5(a)). The images were automatically processed using the same 

MATLAB program and the cells are indicated by green X-marks (Figure 3.5(b)). As 

expected, the negative control group shows the largest population while the 

Lipofectamine 2000 and Ultra reagent groups have the least. For the fluorescent cells, 

cell shapes are clearly visible with no distortion or flares (Figure 3.5(c)). Each cell is X-

marked with red color (Figure 3.5(d)).     
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Figure 3.5. Representative bench-top microscope sample imaging results in four different reagent 

groups: a. bright-field illumination image, b. total cell counting from the bright-field illumination 

image, c. fluorescence image, d. fluorescent cell counting from the fluorescence image (All white 

bars – 100 µm, T: total cell counting number, F: fluorescent cell counting number, pseudo-color 

applied on fluorescence images). 

 

Similarly, out of the four, the Lipofectamine 2000 transfection reagent promoted 

maximal transfection efficiency in HeLa Cells (43.7 ± 2.7%) compared to the other 

reagents (Figure 5); X-tremeGENE HP resulted in the second highest CFP expression 

(33.9 ± 1.5%). The difference in CFP expression between using Lipofectamine 2000 and 

X-tremeGENE HP was significant (p<0.05). FuGENE 6 was third in CFP expression 

(25.3 ± 2.0%; p<0.05) and Ultra contributed to the lowest gene transfection (13.0 ± 1.5%; 

p<0.05). 
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3.2.2.3 Comparison between dual-modality microendoscope and bench-top microscope  

By comparing Figures 3.4 and 3.5, it can be seen that the cell-counting algorithm 

produced consistent results for both the dual-modality microendoscope and the bench-top 

microscope images. The average transfection efficiencies obtained from the presented 

system tend to be lower than those from the bench-top system. This result originates from 

the relatively small numerical aperture of the imaging probe (NA = 0.39) compared to 

0.45 in bench-top system; thus fluorescence collection efficiency in the former could be 

worse than in the latter. However, the resultant relative efficacies for all four reagents 

using both imaging systems were found to be highly consistent. A statistical comparison 

of the two sets of images was done; the results are illustrated in Figure 3.6. The bench-top 

microscope and dual-modality microendoscope results are clearly correlated with the p-

value (<0.05) using a two-tailed Student’s t test. 
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Figure 3.6. Comparison of transfection efficiency in the four reagent groups. 

3.2.3 Discussion 

Assessment of gene transfection efficacy in specific vector systems is essential in gene 

therapy studies. Optical imaging with flexibility, accessibility, and minimal invasiveness 

that provides such information can thus be useful in evaluating the efficacy of gene 

therapy. The dual-mode microendoscope system has proved capable of measuring the 

gene transfection efficiency by simultaneously monitoring high-resolution reflectance 

and fluorescence images of HeLa cells. Albeit the Gaussian degradation in the image 

processing algorithm was utilized to remove pixelation effects, individual cells were 

successfully identified and registered. This resulted from the sufficient signal-to-noise 

ratio accomplished by the imaging system. 

In this study, approximately 3.5-µm lateral resolution was achieved, but limited 

by the core size (2.9 µm) of the imaging bundle. Even though the results proved the 

imaging performance adequate to obtain individual cell imaging, higher resolution is still 

needed to achieve sub-cellular imaging. Once the CFP plasmid is transferred to the cell, 

significant amounts of cyan fluorescent proteins are produced in ribosome and those are 

seen regionally throughout the cells. As depicted in Fig. 3.5, the bench-top microscope 

resolved the micro-organelles (i.e., nuclei) which contributed to the fluorescence signals. 

However, the system was not able to resolve sub-cellular organelles. A coherent fiber 

bundle with a smaller core-to-core spacing and a miniaturized objective lens (e.g., GRIN 

lens) assembly to the distal end of the imaging probe can be used to achieve higher 

resolution [36].  
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According to Lane et al. [36], it is still challenging to acquire high quality images 

during in vivo imaging because of movement of the imaging probe caused by motion 

artifacts such as heart beating and breathing of live animals. Further improvements of the 

imaging system include motion artifact reduction by the motion compensation technique, 

which has recently been developed in [56] and by an increase of imaging capability by 

applying highly sensitive detectors and high-speed equipment for real-time assessment.  

 

3.3 Single Ball-Lens integrated Fiber bundle Imaging Probe for Endoscopic 

Fluorescence Imaging in Live Mice 

In this section, a single ball lens-based fiber bundle imaging probe is demonstrated, 

which has better lateral resolution and a longer working distance than a corresponding 

bare fiber bundle for endoscopic fluorescence imaging. Two types of imaging probe, one 

for deep brain imaging and another for cortex imaging, are fabricated and evaluated 

through in vivo mice brain imaging.  

3.3.1 Methods 

3.3.1.1 Geometrical optics of the ball-lens 
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Figure 3.7. Ray tracing in a ball-lens. 

 

 

Ray-tracing in a ball-lens is shown in Figure 3.7. The angle of exit is the same as the 

angle of entrance, and the ray inside the ball-lens follows a symmetrical path. Solid lines 

represent the ray path and the dotted lines are for measurement. The angle β is found 

from Snell's Law. The spherical geometry is expressed in the fact that the triangle in the 

circle is isosceles. Therefore the angle Δ in the figure is, 
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where α is the angle of incidence from the air and β is the angle of refraction in the glass. 

Assuming the paraxial approximation in which the sines are replaced by their arguments 

and the cosine is replaced by 1, and using the paraxial form of Snell's Law: ndβ = α, one 

can find that  
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Figure 3.8. Paraxial ray construction. 

 

The paraxial ray construction for the ball-lens is shown in Figure 3.8. The parallel 

incident rays have been drawn at an angle α with the axis. They come to a focus at the tip 

of the arrow. From the symmetry of the sphere, it is clear that y = -αf, which also defines 

the focal length. The principal plane for axial rays is HH, and that for the rays at an angle 

α is H'H'. The incident rays are drawn up to this plane, and then are continued through 

the focal point F at a distance f from O. The focal plane of the sphere is curved, with a 

radius equal to f. By drawing rays either parallel to the axis or through the center, the 

image location for any object location can be found in the familiar way. 
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Figure 3.9. Gaussian lens formulas for the ball-lens. 

 

With respect to paraxial optics, the ball-lens can be simply regarded as the thin lens. The 

Gaussian ray construction is shown in Figure 3.9, and is seen to be identical to that for a 

thin lens. Three rays that are easy to locate are drawn. One passes through the optical 

center, while the other two pass through the focal points. Only two of these rays are 

necessary to locate the image when an object is known. It is easy to find the expressions 

for linear magnification M from similar triangles, and eliminating y/y' between two of 

them one can find the Gaussian lens formula 1/a + 1/b = 1/f. Object and image heights 

are positive upward, object and image distances a and b are positive as shown. 

 

3.3.1.2 System setup and imaging probe design 

The basic setup in principle is a fiber integrated epi-fluorescence microscope. As 

illustrated in Figure 3.10, a 10-mW, 473-nm diode-pumped solid-state laser (BWB-10-

OEM, B&W Tek) served as the illumination light source, with the beam from the laser 

expanded and reflected by a beam expander and a dichroic mirror, respectively. The 
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reflected light is coupled into a multi-core fiber bundle as a wide-field illumination by a 

microscope objective lens (Plan N 10X/0.25 NA., Olympus). 

For the deep brain imaging, the ball-lens imaging probe utilized a 500-µm-

diameter sapphire ball-lens and a 10,000 core 350-µm-diameter fiber bundle (FIGH-10-

350S, Fujikura), which are encased by a 21G stainless steel tube (OD: 0.82 mm, ID: 0.51 

mm) as shown in Figure 3.10(c). A custom made one-end sealed glass capillary tube, 

called cannula, was prepared and implanted into the brain. The imaging probe is located 

inside the cannula using a 3-axis motorized micromanipulator [47].  

For the cortical fluorescence imaging, a 1-mm-diameter sapphire ball-lens and 

30,000 core 650-µm-diameter fiber bundle (FIGH-30-650S, Fujikura) that are encased by 

18G stainless steel tube (OD: 1.27 mm, ID: 0.84 mm) were used, as depicted in Figure 

3.11(a). The Zemax simulation result indicates that a spatial resolution of approximately 

3-10 µm could be achieved with the working distance of 1.24 mm (Figure 3.11(b)). The 

USAF target and 4 µm fluorescent bead imaging results indicate that a 3.1 µm lateral 

resolution can be achieved with a 47.1 µm axial resolution. The returning light from the 

brain sample is collected by the same fiber and passes back through the same microscope 

objective lens, dichroic mirror, and emission filter. The resultant fluorescence signal is 

detected by a CCD camera (GS2-FW-14S5M, Point Grey Research). 
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Figure 3.10. System setup and single 500-µm ball-lens imaging probe design. (a) System setup 

(DM: dichroic mirror, CL: condensing lens, EF: emission filter, RM: reflecting mirror). (b) Glass-

capillary based implantation. (c) Deep brain imaging probe design. (d) Photo of prototype probe 

with one-end sealed cannula. (e) Photo of prototype with illumination light on. 

  

 

 

Figure 3.11. Single 1-mm sapphire ball-lens imaging probe design. (a) Imaging probe with 

specification. (b) Zemax simulation result at image plane. 
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3.3.1.3 Fixed brain sample imaging  

The system performance was first evaluated through in vitro using a 50-µm thick 

GCaMP3 immunostained mouse brain section and explored by ex vivo studies using a 

transgenic mouse whole brain sample, which contains GFP cells throughout the brain. 

The GCaMP3 targets were pyramidal neurons lying in the hippocampus, while the GFP 

targets were the glial progenitor cells (NG2+ cells) that are well known for generating 

oligodendrocytes and repairing myelin [57]. For ex vivo studies, the sample was located 

on a slide glass, and a small hole into the brain was made. The imaging probe was 

positioned above the hole by 3 axis manipulator. The raw images were acquired at 30 fps 

with an image size of 1280 × 960 pixels. The post image processing was applied using a 

customized script in MATLAB 2013b (Mathworks) using the following procedures: (1) 

background autofluorescence images were subtracted from the raw data; (2) subtracted 

data were contrast enhanced by histogram equalization; (3) spatial pixelation effects of 

the imaging probe were removed by applying Gaussian blurring; (4) pseudocolor (green) 

was applied to visualize the green fluorescence signals. 

 

3.3.1.4 In vivo mouse brain imaging and animal protocols  

For the animal preparation, craniotomies were performed by the following steps. In the 

first step, a custom designed stainless steel plate was attached to the skull for 

immobilization of the head under a custom-designed head-fixation stage. In the second 

step, the scalp incision was made and a small craniotomy was performed using a dental 

drill with the stereotaxic apparatus. Mice were anaesthetized by i.p. injection of ketamine 

(100 mg/kg) and xylazine (10 mg/kg). As soon as the animals were unconscious, 
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petroleum jelly was applied to the eyes. Bone was removed and replaced with a coverslip 

(1 mm2 in size, 100 µm thick). A No. 1 cover glass was placed on the dura mater and the 

edges sealed with dental cement (Caulk Division, Dentsply International; Grip Cement). 

After the surgery, the head of the animal was immobilized and imaging was initiated. The 

laser power was adjusted up to 0.4 mW to prevent the intact brain tissue from damaging. 

The tip of the imaging probe was positioned over the 1 mm2 cranial window by 

micromanipulators. The continuous duration of in vivo imaging never exceeded a 

maximum of five minutes. 

 

Figure 3.12. Animal preparations for integrating ball-lens imaging probe on mouse head. 

 

3.3.2 Results and Discussion 

3.3.2.1 Numerical calculations of 500 µm ball-lens probe with different materials 

Simulations of two ball-lens types were performed to estimate the working distance and 

coupling distance for the imaging probe. The sapphire ball-lens (n = 1.77) has the 

effective focal length of 287 µm, while the N-BK7 ball-lens (n = 1.517) has the effective 

focal length of 367 µm. Based on geometrical/paraxial ray-optics, the working distance 
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of (M+1)f/M - 250 µm and coupling distance of (M+1)f - 250 µm were obtained. Figure 

3.13 shows the simulation results of the working distances as functions of magnification 

(M) for the sapphire and N-BK7 ball-lenses. The results indicate that the working 

distances at M = 1 in the sapphire and BK-7 ball lenses are 324 µm and 484 µm, 

respectively. As the imaging fiber bundle has a limited numerical aperture, the ball-lens 

NA, calculated as 2d(n-1)/nD (d: beam size, D: ball diameter, n: refractive index) should 

be considered to yield better coupling efficiency with the fiber.     

 

Figure 3.13. Working distance simulation results of a ball-lens with 500-µm diameter. 

 

3.3.2.2 Fixed brain sample imaging 

As shown in Figures 3.14 and 3.15, sapphire ball-lens-based imaging probes were 

fabricated and the brain sample imaging studies were conducted using the prototype 

probes. First, a 50-µm-thick brain slice was imaged, which contains GCaMP3 

immunostained pyramidal neurons. The pyramidal neurons were clearly visible as 

depicted in Figure 3.14(b). This imaging result is also compared to that from a bench-top 
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fluorescence microscope. Second, the probe was tested in ex vivo whole brain sample 

imaging. A one-end sealed glass capillary tube was inserted into a small hole and the 

deep imaging probe was lowered into the implanted capillary. As the NG2+ cells contain 

GFPs, the fluorescent cell bodies and processes are visible in green. The imaging results 

are also compared to that from a bench-top fluorescence microscope. As the imaging 

field of view of the fiber is relatively small compared to that of the bench-top 

fluorescence microscope, a relatively small number of cells are visible. 

     

 

Figure 3.14. Fixed brain sample imaging results. (a) 50-µm-thick GCaMP3 immunostained brain 

section sample. (b) Pyramidal cells image obtained from fiber-optic imaging probe. (c) Pyramidal 

cells reference image obtained from conventional bench-top fluorescence microscope. (d) GFP 

tagged whole brain sample. (e) NG2+ cells image obtained from fiber-optic imaging. (e) NG2+ cells 

reference image obtained from conventional bench-top fluorescence microscope. (All the white 

bars: 100 µm). 
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Similar experiments were also performed using a 1-mm-diameter sapphire ball-lens 

imaging probe and the fluorescence images were obtained from the same samples as 

shown in Figure 3.15. The imaging results were compared with those from bench-top 

microscope imaging.  

 

Figure 3.15. Fixed brain sample imaging results using sapphire ball-lens imaging probe with 1-mm 

diameter. 
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3.3.2.3 In vivo live mice brain imaging 

 

Figure 3.16. (a)-(c) Time-lapse astrocytes calcium imaging in primary visual cortex of the head-

fixed transgenic mouse brain. (d)-(f) Enlarged view of (a)-(c). All bars: 100 µm. 

  

 

In vivo validation was first performed using a head-fixed transgenic mouse, which 

expresses a genetically encoded calcium indicator (GCaMP3) within astrocytes. When 

the animal was startled by an air-puff stimulus, astrocytic calcium transients in the 

primary visual cortex (V1) region were observed, as shown in Figure 3.16. As one can 

see from the figure, the calcium transients started from one cell and then calcium waves 

were transferred to other cells. The imaging probe successfully resolved cellular activities 

and captured the sequential propagations of calcium waves.  

 

Figure 3.17. Fluorescein dye injected blood vessel imaging 1 mm deep inside the brain. 
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Deep brain imaging was tested using 500µm Sapphire ball-lens imaging probe. A 

1-mm one-end sealed cannula was implanted in the mouse brain and secured for 10 days 

to get recovered. To test the feasibility, fluorescein dextran conjugate dye was injected 

via tail vein and the imaging probe was located inside the cannula by a motorized 

manipulator. The imaging result is shown in Figure 3.17. During the recording, the flow 

of red blood cells was visible (not shown in the figure).   

The 1 mm sapphire Ball-lens imaging probe was finally integrated into a freely 

moving mouse and used to visualize cerebral microcirculation and red blood cell 

dynamics (Figure 3.18.) The flow of red blood cells is tested by mouse tail intravenous 

fluorescein dye injection into the blood stream. This provided a contrast of blood plasma 

and red blood cells, displaying dark cells on bright background. In capillaries, individual 

red blood cells were clearly visible and captured in real-time. 

 

Figure 3.18. Cerebral microcirculation imaging in freely moving mice. 
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Figure 3.19. Movie frames of single red blood cell dynamics visualized in vivo using the developed 

ball-lens imaging probe. 

  

 

As depicted in Figure 3.19, a time-lapse tracking of red blood cell is 

demonstrated. As the size of red blood cells in the rodent model is 7-8 µm, the 1 mm 

sapphire ball-lens imaging probe resolved individual red blood cells and the system 

visualized the blood flow dynamics in freely moving animals.   

3.3.3 Discussion 

In this work, a single ball-lens integrated fiber bundle imaging probe is demonstrated. 

This system allows repeated attachment of the fiber probe that enables longitudinal 

studies to relate brain activity and animal behaviors. Future work will focus on the 

application of the probe to the brain activity monitoring in freely behaving mice and the 

correlation analysis between brain function and specific animal behaviors. 

 One of the issues encountered in deep brain imaging is that the implanting 

cannula approach was invasive and might affect brain function and/or damage tissues. In 

addition, due to the motion artifacts such as breathing and heart beating, stable imaging 
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with tight focusing was difficult. This problem can be solved using head-fixation or head-

mounted deep brain imaging.   

For side-viewing capability, a 45˚ prism can be attached to the imaging probe that 

will allow volume imaging across the implanted cannula, as introduced by [48].  

 

3.4 Spatially Multiplexed Fiber bundle Imager for Simultaneous Imaging and 

Optical Manipulation of Multiple Brain Regions 

In this section, a spatially multiplexed fiber-optic spatial light modulator (SLM) 

microscopy system for simultaneous cellular imaging and spatio-temporal 

photostimulation of multiple brain regions is proposed. System feasibility is 

demonstrated via simultaneous imaging of multiple brain regions and a single wavelength 

photostimulation. The system utilizes a tri-furcated fiber bundle for three regions of 

interest (ROIs) multiplexing and a DMD for patterned illumination. The feasibility of the 

proposed system is assessed via in vitro studies using transgenic mouse brain cells 

expressing a genetically encoded calcium indicator (GCaMP3). 

3.4.1 Methods 

“Spatially Multiplexed Fiber-optic Microscopy,” which utilizes a DMD as an SLM and a 

multi-furcated fiber bundle imager, enables both imaging and stimulating tissues in 

multiple brain regions. Two lasers of wavelength 488 nm and 532 nm are simultaneously 

used for photostimulating and imaging cells within a tri-furcated fiber bundle of 650-µm 

diameter [49, 50]. The DMD permits programmable patterned illumination with 

millisecond temporal resolution and a single CCD camera is used for three spatially 

multiplexed imaging of triple sites on the proximal end of the tri-furcated fiber bundles.  
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As illustrated in Figure 3.20(a), for the photostimulation mode, incident light from 

a 50-mW, 488-nm laser (OBIS488LX50, Coherent Inc.) is reflected by a DMD (DLP300 

LightCrafter, Texas Instruments), passes through a scanning/tube lens pair, is reflected by 

a dichroic mirror (MD499, Thorlabs), and coupled into a tri-furcated 30,000 core fiber 

bundle (FIGH-30-650S, Fujikura) by a microscope objective (Plan 10X/0.25, Olympus). 

For the imaging mode, a high-power 532 nm laser beam is expanded, passes through a 

beam splitter and the dichroic mirror, and is then coupled into the fibers by the same 

objective lens. The distal end of the fibers is encased by a 1 mm achromatic dual-lens 

pair (#65-564, Edmund Optics) and an 18G stainless steel sheath to form a miniature 

objective. The returning fluorescent light from the sample passes back through the same 

fibers and objective before being reflected by the beam splitter and filtered by an 

emission filter (600/40 nm). Spectrally filtered 640 × 480 pixel size images are acquired 

at 30 fps by a CCD (FL2-O3S2M, Point Grey Research). The graphical user interface, 

data acquisition and control software are programmed using visual C# (Visual Studio 

2010, Microsoft). 
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Figure 3.20. System configuration. (a) Schematic of the spatially multiplexed fiber-optic SLM 

microscope (DMD: digital micromirror device, SL: scanning lens, TL: tube lens, DM: dichroic 

mirror, OL: objective lens, Tri-FB: tri-furcated fiber bundle, mOL: miniature objective lens, BS: 

50:50 beam splitter, EF: emission filter, RM: reflective mirror). (b) Picture of the system 

implementation. 

 

3.4.2 Experimental Results 

Operation of photostimulation was tested in multiple regions using a VIS/NIR detector 

card (VRC2, Thorlabs), which reflected fluorescence ranges from 400 to 640 nm. 

Patterned beam sequences generated by a DMD were illuminated through the fibers in 

series and the emitted fluorescence images were captured by the CCD camera. As 

depicted in Figures 3.21(a)-(c), a single beam spot moves from one fiber to another. In 

contrast to laser scanning microscopes, SLM microscopes allow simultaneous 

illumination of multiple regions. Figure 3.21(d) clearly shows that three beam spots on 

each of the three fibers can be excited at the same time. This shows the main advantage 

of using a DMD for optical manipulation: it can simultaneously photostimulate multiple 

targets. In addition, checkerboard patterns (or grid patterns) were also tested to 

demonstrate the capability of multi-cellular photostimulation. Various beam sizes were 

generated and illuminated from one fiber to another. Figure 3.21(h) demonstrates that our 

system allows a multi-spot photostimulation in multiple regions at the same time. For 

optogenetics applications, our system makes it possible to manipulate multiple brain cells 

on different brain areas concurrently. 
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Figure 3.21. Photostimulation test results on laser viewing card. (a) Single fluorescent beam spot 

imaged on the first fiber. (b) Single fluorescent beam spot imaged on the second fiber. (c) Single 

fluorescent beam spot imaged on the third fiber. (d) Concurrent fluorescent beam spots on all fibers. 

(e) Multiple fluorescent beam spots imaged on the first fiber. (f) Multiple fluorescent beam spots 

imaged on the second fiber. (g) Multiple fluorescent beam spots imaged on the third fiber. (h) 

Concurrent multiple fluorescent beam spots on all fibers. All white bars: 200 µm. 

  

 

Figure 3.22. Simultaneous imaging of multiple brain regions, white bars: 200 µm. 

 

 

For the evaluation of spatially multiplexed imaging capability, we performed imaging of 

three different regions of red fluorescent expressing mouse brain samples. As depicted in 

Figure 3.22, spatially multiplexed three images appear together. Different types of 

fluorescent cells in discrete brain regions are clearly visible and distinguished [20, 49]. 

3.4.3 Discussion 

The current limitation on the DMD-based system is huge loss in energy transfer due to 

diffraction; this can be further improved by utilizing a high-power light source or 

holographic approaches [15]. 

 The photostimulation generated by the developed system may activate relatively 

large numbers of Ch2-expressing cells or subcellular components around targeting areas 
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because of the large beam size, even when the optical methods are used for local 

illumination or for cell-specific targeting, which will result in difficulties in fine 

manipulations. This can be further improved using a greater numbers of micromirrors 

with smaller individual mirror size in the DMD. In freely moving animals, simultaneous 

imaging and manipulation with a fiber bundle enabled near-cellular resolution 

photoactivation [15]. 

Further development of new optical sensors and light-sensitive proteins with 

different spectra are also required for finer imaging and manipulation. Potential 

applications include ratiometric calcium imaging [58] and neural activity imaging of 

mice expressing ultrasensitive fluorescent calcium sensor proteins such as GCaMP6 or 

RcaMP [7, 59]. 

The multiplexing number of this system can be simply amplified by adding a 

channel of fibers without modification of the basic configuration of the current system. 

Thus, simplicity and expandability are two of the major advantages of this spatial-

multiplexing design. This system is not only suitable for recording brain activities from 

multiple sites in freely behaving animals [60], but also enables the possible imaging of 

multiple animals [21], or multiple organs at the same time by reaching fiber channels to 

each target. 
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CHAPTER 4: STRUCUTRED ILLUMINATION FIBER-BUNDLE 

MICROSCOPY AND IMAGE QUALITY ENHANCEMENT  

4.1 Background and Overview 

Although the standard fiberscopes introduced in the previous chapter provide high quality 

in vivo imaging, to push the fiberscope technology further toward the super-resolution 

imaging a structured illumination microscopy (SIM), that can significantly improve 

image resolution and SNR compared to wide-field fiber bundle microscopy, is designed 

and developed. SIM employs a combination of optical manipulations and computational 

algorithms to obtain optical sections and/or two-dimensional images featuring 

significantly improved resolution.  

In terms of optical sectioning, due to the fact that fluorescence emission 

originating from structures outside the focal plane is far less modulated, the in-focus 

information can be easily discriminated from the out-of-focus information simply by 

comparing several images where the pattern resides at different lateral positions. 

Fluorescence arising from structures that lie outside the focal plane will not vary in 

intensity between the successive images, whereas emission from structures residing at the 

focal plane will feature a clear variation in their intensity patterns depending on the 

position of the modulated excitation pattern. Thus, an optical section can be calculated by 

comparing the intensities between images on a pixel-by-pixel basis. As presented in 

Figure 4.1, three raw images captured using an evenly spaced grid pattern at different 

positions verify that fluorescence arising from outside the focal plane does not exhibit 

variations between the three images. In contrast, emission originating from structures 

within the focal plane varies dramatically with the grid position such that comparison of 
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the emission intensity changes between the grid images enables removal of fluorescence 

during mathematical calculation of an optical section. Note the region of blurred high 

fluorescence intensity originating in a region removed from the focal plane that is 

indicated in Figure 4.1 by white arrowheads.  

 

Figure 4.1. Three phase shifted structured illumination images (a, b, c), wide-field fluorescence 

image and its reconstruction (e, f, g) for optical sectioning (h). 

 

When optical sectioning is conducted using non-coherent light sources, such as an 

Halogen bulb, the axial response of the grid projection can be approximated using the 

following equation:  

]2/1()2/(sin/[()10)(16/83.3( 23

ggz
vvr    , (1) 

where   is the illumination wavelength in nanometers,   is the refractive index of the 

imaging medium,   is the aperture angle of the objective, and gv  is the effective grid 

frequency in the specimen plane: 

)/()( NAbvMvg   ,  (2) 
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In the grid frequency equation (2), M is the objective magnification, v is the grid 

frequency, b is an instrument-dependent magnification factor of the reflected light beam 

path, and NA is the objective numerical aperture. As a result, the thickness of an optical 

section is determined by the grid frequency and the objective characteristics. The choice 

of the illumination pattern density very much depends on the type of sample as well as on 

the intended method of data processing [28]. A comparatively thick sample and/or a 

sample with volume-like staining is more difficult to process when using densely 

patterned illumination because the large amount of out-of-focus fluorescence will 

dominate the small amount of modulated fluorescence stemming from the focal plane. An 

elegant way to achieve sufficient flexibility and to optimize this trade-off between 

relatively noise-free sectioning and fast acquisition speed is to generate the pattern using 

a programmable array such as an SLM or DMD. 

SIM can also be used to achieve resolution beyond the diffraction limit. As 

described in Chapter 2, the Abbe resolution limit criterion provides an indication of a 

classical resolution limit in an optical microscope. In terms of spatial frequency, the Abbe 

limit defines the finest periodic structure that can be imaged by an optical microscope. 

Light scattered from an object consists of individual components of different frequencies 

with various phases and magnitudes (the spatial frequency components) [61]. Fine object 

features will scatter light into high-frequency components that propagate at large angles. 

The image formed by an optical microscope is the summation of the components that 

pass through the aperture of the objective lens and arrive at the image plane. However, 

the aperture of the objective lens is finite so that it is not capable of collecting very high 

spatial frequency components scattered from a very fine structure. Therefore, the aperture 
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of the back focal plane of the objective lens plays the role of a low-pass filter, blurs the 

image, and determines the resolution of the optical system. Thus, the SIM technique is 

developed to extend the resolution beyond this limit by shifting high spatial frequencies 

from outside the observable region into the observable region in the form of moiré fringes 

[62]. A set of images that were prepared from three phases at 120˚ orientations, which 

ultimately after processing, yield a real image that contains twice the spatial resolution as 

would be observed in wide-field fluorescence microscopy [63, 64]. Let us assume that the 

object image  and observed image  are related by: 

,             (3) 

where  is the structured illumination pattern, and r is the spatial vector of the x and y 

coordinates.  

The Fourier transform of this relation is the convolution: 

,             (4) 

where  is the spatial frequency vector in reciprocal space. This convolution mixes 

information from outside the observable region into the observable region in reciprocal 

space [65].  Therefore, the observed patterned image contains previously unobservable 

information. If the structured illumination pattern is chosen properly, the unobservable 

information in moiré fringe form can be decoded and restored. A reconstruction can be 

created with the previously unavailable super-resolution information to get the super-

resolved image. Because the resolution extension is based on the structured illumination 

pattern’s frequency,  should be as fine as possible to get maximal resolution [65, 66].  

In general, the structured illumination is a sinusoidal pattern of parallel stripes: 
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where is the frequency of the illumination pattern and  is the phase of the 

illumination pattern in real space. The Fourier transform of that pattern consists of three 

delta functions:  

,      (6) 

so that convolution integral (4) becomes a sum of three components. The phase factor, 

, represents the phase  of the illumination pattern in reciprocal space. The observed 

image, , at each point  in reciprocal space only depends on three information 

components: 

.     (7) 

It is not possible to separate the contributions from the three terms of (5) based on 

only a single image. However, three observations with different values of will 

normally supply three independent versions of (5), enabling the separation of the three 

contributions. This process can be repeated with the pattern at different orientations, 

resulting in an image of the object at double the normal resolution. Equation (5) has three 

components: the unshifted object Fourier transform, , and two shifted copies of the 

object Fourier transform,  and . The shifted components contain part of 

the object's unobservable information in a conventional imaging system. The structured 

illumination process makes the previously unobservable information accessible by 

shifting these components into the optical transfer function (OTF) support region of the 

conventional microscope. To obtain the superresolved image, the three information terms 

need to be separated and moved back to their proper positions. The unshifted component 
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 does not need to be moved, but the spatial frequencies of those shifted components 

from  and  coordinates should be moved back to the  coordinates [65, 66].  

Then, a reconstruction is generated to restore all components to get a super-resolved 

image. If the numerical aperture of illumination is the same as that of observation, the 

illumination pattern frequency 0f  cannot exceed 0k . The new resolution limit is then 

0 02k k k  . Hence, by using linear structured illumination one can at most double the 

resolution of the conventional wide-field fluorescence microscope [63, 64]. However, 

doing this only at one dimension extends resolution in a single direction, which as 

described in optical sectioning. In order to approximate an OTF support of radius 02k  

one must repeat this process using several different orientations of the grid pattern. 

 

Figure 4.2. Resolution can be two-fold increased in 2D by changing angle of frequency mixing. 

 

 

This chapter describes the use of linear structured illumination to overcome 

diffraction limited resolution in wide-field fiber bundle imaging and provide solutions to 

improve the image quality of fiber bundle images.   

In section 4.2, the SIM technique is applied to depth-resolved fiberscopy that 

removed background noise and enhanced optical sectioning. The structured light is 

)(kD

0k k 0k k k
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illuminated by a programmable micromirror array, which is capable of rapid 

reconfiguration of illumination pattern and modulation frequency.  

In section 4.3, the lateral resolution enhancement of fiberscope images is illustrated 

through numerical and analytical calculations based on previous work [67]. The 

performance of linear structured illuminated and wide-field illuminated fiber microscopes 

is compared using a USAF 1951 target and Purkinje cells from a mouse brain.  

 

4.2 Depth-resolved Fiber bundle Microscopy using Programmable Digital 

Micromirror Device (DMD) based Structured Illumination 

In this section, a depth-resolved SIM fiberscopy using a high-speed DMD is presented to 

enhance optical sectioning in wide-field fiber bundle fluorescence microscopy. The system 

performance is characterized using phantom samples of brain slice and mouse kidney, and 

validated through in vivo brain imaging using a head-fixed live transgenic mouse, 

expressing GFP fluorescence signals within astrocytes. 
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4.2.1 Method 

4.2.1.1 System implementation 

 

Figure 4.3. System configuration (DM: dichroic mirror, BS: 50:50 beam splitter, GM: galvo mirror, 

OL: objective lens, FL 1&2: focusing lens, LP: longpass filter, APD 1&2: avalanche photodetector, 

DAQ: digital-to-analog & analog-to-digital converter). 

 

The optical layout of the DMD-based fiberscope imaging system and a photo of 

implementation are shown in Figure 4.3. Excitation light is provided by a 50-mW, 488-

nm laser (OBIS488LX, Coherent Inc.) The laser beam is passed through a 20X beam 

expander (#55-579, Edmund Optics) to fill the active area of the DMD (DLP3000, Texas 

Instruments). The expanded beam is guided by two silver mirrors, relayed through a tube 

lens, and then reflected by a dichroic mirror (DMLP490, Thorlabs) in series and coupled 

into a multi-core fiber bundle by a microscope objective lens (Plan 10X/0.3, Olympus). 

The tube lens is utilized to adjust the magnification between the DMD and the proximal 

facet of the fiber bundle. For the demonstration of optical sectioning, a high-resolution 

imaging probe consisting of a 30,000 core fiber bundle (FIGH-30-650S, Fujikura) and a 

custom-built miniaturized objective (0.55 NA, 1.3X magnification), with an active image 

diameter of 500 µm, was used. Fluorescence light originating from the specimen is 
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decoupled into the same fiber, passes through the dichroic mirror, and is focused by a 

condensing lens onto the CCD camera (GS3-U3-15S5M-C, Point Grey Research). A 

bandpass emission filter improves the green fluorescence specificity. The illumination 

pattern, modulation frequency, DMD, and CCD camera are controlled by MATLAB 

Image Acquisition Software (Matlab 2015b, Mathworks). 

4.2.1.2 Illumination pattern, modulation frequency, and optically-sectioned image 

Three phase shifted sinusoidal patterns of light were generated by the DMD and 

illuminated through the imaging probe. One of the main advantages of using a 

programmable DMD array over conventional grating-based structured illumination is that 

one can rapidly change the modulation frequency and greatly increase the frame rate [68].  

In this system configuration, a grid period of 100 µm provided a reasonable compromise.  

The three obtained images were computed to create an optically sectioned image based 

on simple linear algebra, proposed by [69]: 

4.2.1.3 First in first out roll image processing and band-reject filtering 

Structured illumination requires three images to be taken in sequence in order to form one 

optically sectioned image, which reduces the system’s frame rate by three fold. Any 

motion on the order of micrometers between these images creates artifacts that can 

greatly distort the final image. Thus, to avoid a slow output rate, optically sectioned 

image can be calculated over a rolling time-stack of images that is updated by adding 

each new image frame to the processing image stack and removing the oldest image from 

the stack. This first in first out (FIFO) strategy coupled with fast DMD operation allows 

the output rate to be as high as the camera frame rate, making the imaging system 
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insusceptible to any motion artifacts. However, the system would still suffer from initial 

latency, that is, the output would trail the real-time by a latency of the first three images 

taken. Therefore, the initial delay should be compensated in post-hoc analysis. After the 

linear combination of consecutive images, the optically sectioned SIM image still 

contains honey-comb pattern artifacts. Thus, this noise was removed by applying band-

reject filtering in the Fourier domain.  

4.2.1.4 Animal protocols 

All animal procedures were approved by the Johns Hopkins University Animal Care and 

Use Committee. Cre knock-in GFP mice were generated. GFP was expressed in 

astrocytes to image fluorescence. For in vivo studies, all animal surgeries were performed 

under aseptic conditions. The animals were anesthetized with 1.5-2% isoflurane in 95% 

oxygen. The head was shaved, cleaned with 70% ethanol and betadine, then a scalp 

incision was made and a small craniotomy was performed using a dental drill with the 

stereotaxic apparatus. We then place a coverslip (4 mm2 in size, 100 µm thick) over the 

craniotomy and then secured it with cement. A head plate was then cemented to the 

animal’s skull. After the surgery, the head of the animal was immobilized with a custom-

designed head-fixation stage. To image, the laser power was optimized to 0.4 mW/mm2 

to prevent brain tissue damage. The tip of the imaging probe was positioned over the 
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4 mm2 cranial window by micromanipulators. The continuous duration of in vivo imaging 

never exceeded a maximum of one minute. 

4.2.2 Experimental Results 

4.2.2.1 System characterization 

 

Figure 4.4. Optically-sectioning test. 

  

 

To characterize the system, 4 µm beads were used to provide system’s optical sectioning 

performance. Measured axial resolutions of the system are found to be 25 µm in wide-
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field illumination mode and 12 µm in SIM mode, which indicates approximately two-

times greater than that of wide-field illumination (see Figure 4.4.) 

4.2.2.2 Phantom imaging results 

 

Figure 4.5. Optically-sectioned imaging using biological sample. (a) Wide-field fluorescence 

image of astrocytes. (b) Depth-resolved image of astrocytes. (c) Band-reject filtered image. (d), (e), 

(f) are zoomed images of the white boxes. 

 

 

The system was also tested with thick biological samples of brain section and mouse 

kidney. Figure 4.5 provides comparisons of structured illuminated and wide-field 

illuminated images through a fiber bundle. As shown in Figure 4.5(c), one can see the 

sharp edges among astrocytes. Note that a Butterworth band-rejection filter effectively 

removes the honey-comb pattern noise from the calculated SIM image and the final 

image shows no pixelization. Mouse kidney tissue was also tested. As shown in Figure 
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4.6, blurry effects on wide-field illumination diminished and fine edges are clearly 

visible.  

 

Figure 4.6. Mouse-kidney sample image. (a) SIM technique applied image. (b) Wide-field 

illumination image. 

 

4.2.2.3 In vivo mice brain imaging 

 

Figure 4.7. In vivo transgenic mouse brain imaging results. (a) Optically sectioned SIM image. (b) 

Wide-field illumination image. 
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Finally, the system was evaluated through in vivo transgenic mouse brain imaging with 

head-fixation, as shown in Figure 4.7. Optically-sectioned brain section images were 

obtained. As one can see from the Figure 4.7(a), GFP cells are clearly resolved and blurry 

parts are minimized.  

  

4.2.3 Discussion 

In this work, the implementation of depth-resolved fiberscope imaging is demonstrated 

using DMD-based structured illumination. The bead test results show that an axial 

resolution of 12 µm was achieved, which is comparable to results of conventional bench-

top confocal fluorescence microscopes.  

Taking multiple images can be disadvantageous in terms of speed, but modern 

CCD cameras employ fast readout systems with negligible readout noise. High-speed 

systems utilizing DMDs can greatly increase the frame rate, thus alleviating motion 

artifacts when imaging live tissues [68]. In addition, DMD systems are capable of 

changing modulation frequency rapidly and could be used to optimize grid patterns in 

real-time. However, DMDs often have highly inefficient light transmission, which 

requires a high-power incident light and a beam dump to block the residual light. 

In addition, the first in first out roll processing allowed a real-time processing for 

optically sectioned imaging. This strategy is found to be particularly beneficial to live 

animal brain imaging, which can compensate for motion artifacts. This new method for 
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optically sectioned imaging creates a compelling combination of speed, sensitivity, and 

configurability that will allow imaging of intact brain imaging in freely moving animals.   

To avoid information loss during the band-rejection filter process in the frequency 

domain, according to the Nyquist theorem, the cut-off frequency must not be greater than 

half of the sampling frequency of the fiber cores. The spectral filter in frequency domain 

acts like a low-pass filter and therefore compresses the range of gray values to a certain 

extent. To compensate for these degradation effects, one can use a histogram stretch [16] 

or high-pass filtering [70]. This can be further improved by applying adaptive spectral 

filters that automatically match the filter mask to various types of fiberscopes [71].  

 

4.3 Super-resolution Fiberscope Imaging from Structured Illumination 

In this section, lateral resolution enhancement of fiberscope images is presented. The 

performance of linear structured illuminated and wide-field illuminated fiber microscopes 

is compared through numerical and analytical calculations. Sequentially rotated one-

dimensional pattern illumination and its reconstruction provide significant improvements 

of the lateral resolution and SNR. 

4.3.1 Methods 

To verify the analytical expressions derived in the section 4.1, numerical experiments 

were performed using phantom objects consisting of a USAF and a biological sample of 

purkinje neurons from transgenic mice brain.  
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4.3.1.1 Creation of object image 

An object image of a USAF 1951 target for the SIM simulation is shown in Figure 4.8. A 

coherent flexible fiber bundle (FIGH-10-500N, Fujikura) mask, which is composed of a 

10,000 core, 500-µm diameter with 2.9-µm core size and 4.5-µm spacing (Figure 4.13), 

is applied to simulate a fiber bundle image [17]. 

 

Figure 4.8. Object image, . 

 

The OTF is the magnitude of each spatial frequency observed by the microscope. 

The simulations and numerical calculations in this study used an analytical wide field 

OTF for a diffraction-limited optical microscope in the paraxial approximation [63].      

This OTF can be expressed as 

                     ,                    (6) 

where . Figure 4.9 shows this OTF. 
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Figure 4.9. OTF spectrum magnitude plot. It is the plot of equation (6) in reciprocal space. The 

frequency index 255 represents 0 spatial frequency in reciprocal space. The interval from one 

frequency index to the next corresponds to a spatial frequency interval of . 

 

      Here,  is the radius of the normally observable region in reciprocal space. The 

normally observable region is shown in Figure 4.10. This simple expression is picked 

because the particulars of the OTF are unimportant for the general question. The highest 

spatial frequency for the OTF, , is set to 180 frequency index where the frequency 

index 255 represents 0 spatial frequency in reciprocal space. The interval from one 

frequency index to the next corresponds to a spatial frequency interval of . 

(1/ 512) / pixel
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Figure 4.10. OTF spectrum image. It is the image of equation (6) in reciprocal space. The frequency 

index 255 represents 0 spatial frequency in reciprocal space. The interval from one frequency index 

to the next corresponds to a spatial frequency interval of . 

4.3.1.2 Point spread function (PSF) and optical transfer function (OTF) 

The PSF is a system's impulse response from a point source to resultant spot on the image 

plane through the imaging system. 

When the object is divided into discrete point objects of varying intensity, the 

image is computed as a sum of the PSF of each point. As the PSF typically is determined 

entirely by the imaging system, the images can be analyzed by specifying the optical 

characteristics of the system. This process can be formulated by a convolution equation. 

4.3.1.3 Conventional wide-field fiberscope image 

The OTF is the Fourier transform of the PSF. According to the property of convolution, 

convolving the object with the PSF in real space is equivalent to multiplying the Fourier 

transform of the object by the OTF in reciprocal space. The product of the multiplication 

of the Fourier transform of the object and the OTF is then transformed back to real space 

(1/ 512) / pixel
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again to avoid the convolution process. The result in real space is the normally 

observable, or conventional, image.  

The Fourier transform of the object image, , to reciprocal space is: 

                           ,                           (7) 

where  represents the Fourier transform, which is shown in Figure 4.11. 

 

Figure 4.11. Fourier transform of object image )(rD  in reciprocal space, )(kDbar . 

  

Multiplying  by the OTF results in  

.                       (8) 

The OTF support region of the object image, , in reciprocal space, is shown in 

Figure 4.12.   
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Figure 4.12. OTF support region in reciprocal space, . 

 

Then, transforming back to real space results in: 

,      (9) 

where  represents the inverse Fourier transform and  is the sum of the 

inverse Fourier transform of  in real space. If we apply fiberscope honey-

comb pattern mask to , one can see its Fourier transform as shown in 

Figure 4.13. 

Comparing Figure 4.7 with Figure 4.13, it can be seen that, after applying the PSF 

and fiberscope honey-comb pattern mask, the object image, , that consists of a two-

dimensional USAF target, is changed into a blurred image, , which simulates a 

conventionally observed image in a fiberscope. The goal of this study is to enhance 

lateral resolution of the conventionally observed fiberscope images using the super-

resolution structured illumination technique. 

)(kDHbar
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Figure 4.13. Conventional fiberscope image, and its Fourier transform, . )(rDP ( )DPbar k
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4.3.1.4 Structured illumination patterns 

As mentioned before, a sinusoidal pattern of parallel stripes is used in this study to 

generate the illumination pattern, . The illumination pattern is shown in Figure 4.14 

for an orientation of 120˚, where orientation is measured clockwise from the horizontal.  

  

Figure 4.14. Illumination pattern, , with 240˚, orientation = 120˚ in real space. 

 

 

Figure 4.15. Illuminated image in real space, . It is illuminated by the illumination pattern 

shown in Figure 4.14. 
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 In real space, the product of the illumination pattern, , and the object image, 

, is the illumination patterned object image, , shown in Figure 4.15. It is then 

transformed to reciprocal space, , as shown in Figure 4.16. Then, it is 

multiplied by the OTF to get the conventionally observable patterned image, , 

.                    (10) 

 In equation (10), the patterned object image is limited by the OTF. However, 

there is some super-resolved information in the shifted components. 

 

Figure 4.16. Illuminated object in reciprocal space, . 
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4.3.1.5 Shifted components 

As shown in equation (4), the Fourier transform of a sinusoidal pattern consists of three 

impulses. The Fourier transform of an object illuminated by this pattern contains three 

replicas of the object spectrum. The three components are visualized in Figure 4.16 

Figure 4.17 shows a slice through Figure 4.16 at orientation = 120˚. All three components 

are combined appropriately to obtain a super-resolved image, , as shown in Figure 

4.18. 

 

Figure 4.17. Magnitude plot of illuminated object, . This is the plot of equation (5). It 

is a slice through Figure 4.16 at orientation = 120˚. 

  

 

Figure 4.18. Magnitude plot of reconstructed object, . The detectable region is the normal 

OTF support region and the plot is the reconstruction of Figure 4.17, after moving the shifted 

components back to their proper positions. 

 

 

 In order to solve for the three unknown components, three or more images are 

needed. The traditional technique uses three images with phase shifts of 0˚, 120˚, and 240

)(krc

)(kDIbar

)(krc
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˚ in the sinusoidal illumination  [63].  Figure 4.19 shows sinusoidal patterns with three 

phases for three different orientations. For each orientation, there are three unknown 

components.     

           Orientation = 0˚       Orientation = 60˚         Orientation = 120˚ 

   

   

   

Figure 4.19. Illumination pattern, , in three phases and orientations. They are printed on 512 × 

512 pixel grids with the same scales. 
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4.3.1.6 Information components separation 

According to Shroff et al [66], let  and  be the optical transfer functions 

(OTFs) of the illumination and imaging paths, respectively. Recall that  is the 

Fourier transform of the object intensity, and  is the Fourier transform of the 

OTF support patterned object. The resulting matrix is 

       .      (11) 

 Since the Fourier transforms of the patterned object and the three phases, , 

, , are already known, the Fourier transforms of the shifted object can be 

solved by inverting the matrix, which is the shifting factor matrix. For this project, the 

equation is solved numerically.  

First, 

        .     (12) 

Substituting , , and in (12) results in: 
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.  (13) 

 The three components, , , 

and are thus obtained. Figure 4.20 shows the three components 

for each orientation. 
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240o     

Figure 4.20. Components for three different phases and orientations. They are the results of the 

information components separation after applying the respective illumination patterns shown in 

Figure 4.19. All the images are printed on 512 × 512 pixel grids with the same scales. 

4.3.1.7 Information component analysis 

The separated terms in matrix of (13), which are the Fourier transforms of shifted objects 

in reciprocal space, are now analyzed [66].  The term                     

                         (14) 

is the unshifted component image for 0˚ orientation. It has an OTF given by 

                         .                        (15) 

The second separated term, , is the shifted component 

image containing the superresolution information from the conventionally unobservable 

region. A shifting factor, , is introduced to sub-pixel shift the components. By using 

the shifting factor, the second separated term can be shifted from the  coordinates 

back to the  coordinates to obtain: . This 

procedure is repeated for the third separated term to obtain 

         (16). 
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The OTFs for  and are 

             ,          (17) 

.        (18) 

The derivation shown above follows that of Shroff et al.[66].  This process is 

repeated for 60˚ and 120˚ orientations of the sinusoidal illumination pattern. Thus, six 

more component images can be obtained. There are four component images with super-

resolution along their respective rotations in Fourier space, given as  and 

for 60˚ orientation, as well as  and  for 120˚ orientation. They have their 

own OTFs, , , , and . There are other two components, 

given as  and . They are the unshifted versions for 60˚ and 120˚ 

orientations, having OTFs similar to , given as  and . These nine 

components need to be reconstructed with their OTFs to get an image with super-

resolution in all directions in reciprocal space. 

 Here, the shifting factor, , given by  

                      ,                  (19) 

where the  represent the different phases of 0, 2π/3, 4π/3, is applied to move the 

separated components back to their proper positions. The shifting factor, , shifts the 

different image components along with the super-resolution information back to the 

center of the observable region. The moved component images, , can be 

)(2 kspc )(3 kspc

2 1 0 2 0

1
( ) ( ) ( )

4
otf k H k H k k 

3 1 0 2 0

1
( ) ( ) ( )

4
otf k H k H k k  

)(5 kspc )(6 kspc

)(8 kspc )(9 kspc

)(5 kotf )(6 kotf )(8 kotf )(9 kotf

)(4 kspc )(7 kspc

)(1 kotf )(4 kotf )(7 kotf

)(kIr

( ) exp{ [cos( ) sin( )]}i iIr k i k k  

i

)(kIr

)(kreplcci



 86 

reconstructed as a super-resolved image by adding them together as shown in Figure 

4.21. Once all the components are combined, a deconvolution is needed to eliminate the 

OTF. 

           Orientation = 0˚       Orientation = 60˚          Orientation = 120˚ 

   

   

   

Figure 4.21. Moved components, . They are the results of moving the respective images 

shown in Figure 4.20 by the shift factor, , shown in equation (19). 
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4.3.1.8 Information components reconstruction 

After obtaining the moved component images, , one estimate, , of the 

object information, , in reciprocal space for each phase and each pattern 

orientation is obtained as: 

 

     ,                      (20) 

 

where  represents the proper OTFs for the moved component images, . 

 Each such estimate is valid in the circular region , where , and 

 is the radius of the normally observable region of reciprocal space. Many of these 

regions overlap, so there is more than one estimate of  at the same point . 

The noise-optimal way to combine such independent measurements of the same 

unknown is through a weighted average, in which each measurement is given a weight 

inversely proportional to its noise variance [11, 12]. The noise variance of  is 

inversely proportional to , and the noise-optimal weighted average becomes: 

,     (21) 

where the sums are taken over all pattern orientations. 

For the weighted average in equation (21), a direct linear inverse filter without 

regulation, is highly unstable in regions where the denominator approaches zero. To 
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regularize the estimate, equation (21) can be turned into a generalized Wiener filter by 

introducing a Wiener parameter  in the denominator: 

                       ,                    (22) 

where  is the regularized estimate of the object image information, , 

shown in Figure 4.22. An estimate of the object in real space then can be obtained by an 

inverse Fourier transform of , after appropriate apodization. 

 

Figure 4.22. Fourier transform of reconstructed structured illumination image, . It is an 

estimate of the object image information, . 

4.3.1.9 Apodization 

Apodization is used in telescope optics in order to improve the dynamic range of the 

image. Generally, apodization reduces the resolution of an optical image; however, 

because it reduces diffraction edge effects, it can actually enhance certain small details. 

In this work, the reassembled information components are apodized with a triangular 

2














1

22

1

)(

)()(4

)(

i

i

ci

i

i

r

kotf

kreplckotf

kdr


)(kdrr )(kDbar

)(kdrr

)(kdrr

)(kDbar



 89 

window function, , shown in Figure 4.23.

 

Figure 4.23. Magnitude plot of triangular function in reciprocal space, . 

 

 

 The cutoff frequency of the apodization function is set to 90% of the theoretical 

resolution limit, to account for the non-circular shape of the support region of the 

effective OTF.  

4.3.1.10 Butterworth band-reject filtering 

The diffuse ring in Figures 4.13 and 4.22 is the result of the quasi-periodic spacing of the 

cores in the fiberscope and it reduces the resolution of an optical image. Core spacing 

band is still exists. Thus, we applied a Butterworth band-reject filter to effectively 
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remove the honey-comb pattern, while maintaining the image quality, as shown in Figure 

4.24.  

 

Figure 4.24. Apodized and band-rejected information components. 

 

Finally, the apodized and band-rejected information components are inverse 

Fourier transformed back to real space to obtain a high resolution reconstruction of the 

object, , which is the reconstructed structured illumination fiberscope image in 

real space, shown in Figure 4.25.  

)(rfimage
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Figure 4.25. Reconstruction of SI image in real space, . It is the improved image by 

structured illumination technique and Butterworth Band-rejection, obtained by inverse Fourier 

transform of shown in Figure 4.24. 

   

4.3.2 Results 

4.3.2.1 USAF 1951 target 

Figure 4.26 shows the result of the SIM technique and reconstruction algorithm using a 

USAF target. The ROIs in the USAF target image were groups 6 and 7. The line period 

of the ROIs ranged from 7.81 µm for element 1 in group 6 to 2.19 µm for element 6 in 

group 7. Figure 4.26(c) is a conventional fiberscope image, and Figure 4.26(d) shows a 

super-resolution image obtained using the proposed method. Figure 4.26(a) and 4.26(b) 

are Fourier transforms of wide-field fiberscope and the proposed fiberscope images, 

respectively. The resolution enhancement is illustrated in Figure 4.26(e) and 4.26(f). 
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Because all the elements in group 6 were clearly resolved in the conventional fiberscope 

image, we selected group 7 for the resolution test. Figure 4.26(e) shows the enlarged 

group 7 target images without and with the SIM technique. We plotted a line scan to 

show the intensity profile across the red and blue lines in each image. For plotting, the 

two images were first normalized, and the values were depicted to show the intensity 

variations. Figure 4.26(f) shows that most three lines in the elements of group 7 were 

clearly distinguishable when the SIM technique was applied. In contrast, the lines in the 

conventional wide-field illumination image could be resolved only up to the first element 

in group 7 due to the presence of the honey-comb pattern noise, which corresponds to a 

resolution of 3.91 µm. As most of the lines in element 5 in group 7 were resolved in the 

SIM image, the resolution was as high as 2.46 µm, which is beyond the resolution limit 

set by the fiber bundle core size. Furthermore, the measured SNR and peak signal to 

noise ratio (PSNR) were 4.2997 dB and 18.0307 dB, respectively. Thus, the SIM 

technique used in the reconstruction algorithm could overcome the physical limitation of 

data sampling imposed by the core sizes (2.9 µm) and enhance the image quality. 
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Figure 4.26. USAF 1951 target test results (yellow arrows indicate high spatial frequency 

components reconstructed by the SIM technique). 

 

4.3.2.2 Purkinje cells from the cerebellum of the mouse brain 

The SIM technique and reconstruction algorithm was evaluated using biological sample 

images. Fluorescence imaging of the Purkinje cells from the transgenic mouse brain was 

used to test our method. Figure 4.27(a) shows a conventional wide-field illumination 

fiberscope image. A dramatic improvement in the SIM image is observed (Figure 

4.27(b)). As a result, individual cell bodies and axons are clearly distinguished and fine 

structures in the middle region are visible in the final reconstructed image. The calculated 

SNR and PSNR were 4.4471 dB and 13.8633 dB, respectively. This demonstrates that the 
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SIM technique and proposed algorithm can be effective and useful for biomedical 

imaging.  

 

Figure 4.27. Biological sample test results. 

  

4.3.3 Discussion 

A combination of SIM and spatial frequency filtering method is proposed to enhance the 

resolution and improve the image quality of wide-field fiberscopy. With the USAF target 

and biological sample image test, the SIM technique with band-reject filtering in the 

Fourier domain is highly effective in improving the fiberscope imaging by eliminating 

the pixelation artifacts while improving image resolution.  
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CHAPTER 5: IN VIVO IMAGING OF ASTROGLIAL ACTIVITY IN FREELY 

BEHAVING MICE BRAIN 

5.1 Background and Overview 

Astrocytes (literally meaning ‘star-like cells’) are the most numerous and diverse 

neuroglial cells in the central nervous system (CNS). Astrocytes are an essential 

component of neural circuits and theyare extensively coupled through gap junctions and 

form highly interconnected networks, in which individual cells occupy distinct domains. 

Each cell extends highly ramified processes that ensheath synapses, contact nodes of 

Ranvier, and form endfeet specializations on blood vessels, placing astrocytes in an ideal 

position to both control the extracellular milieu and influence neuronal activity. Indeed, 

astrocytes have been shown to participate in diverse functions, including the clearance of 

neurotransmitters, maintenance of ionic homeostasis [72], hemodynamic control [73], 

and synaptic plasticity [74]. However, it remains unclear how astrocyte networks are 

controlled in vivo and when do these cells become engaged in the different tasks 

described above. 

Astrocytes express a wide array of metabotropic G protein-coupled (Gq) receptors 

that, when activated, trigger a cascade of subcellular events that culminate in the release 

of  Ca2+ from intracellular stores, allowing these glial cells to adjust their dynamical 

behavior in response to changes in neural activity. Ca2+ signaling in astrocytes has been 

linked to diverse phenomena, including vasodilation  [73, 75] and synaptic plasticity [74, 

76, 77], suggesting that the impact of astrocytes on various aspects of brain physiology is 

controlled by these metabotropic receptors. Nevertheless, the role of Ca2+ signaling in 

astrocytes in vivo remains uncertain, and mice that lack inositol trisphosphate receptor 
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two (IP3R2) channels that are responsible for receptor-evoked Ca2+ transients are overtly 

normal [78]. Our lack of understanding of the interaction of astrocytes with neural 

circuits reflects our limited knowledge of behavioral contexts in which astrocytic 

networks are activated. Despite the experimental evidence of astrocytic responsivity to 

multiple types of neurotransmitters, the pathways used to activate astrocytes in vivo and 

the patterns of activity exhibited by these cells during different behavioral states remain 

to be defined. 

In vivo two-photon imaging using Ca2+-sensitive dyes has revealed that the 

activity of astrocytic networks can be enhanced by local glutamatergic signaling [9, 79] 

or by stimulation of long-range cholinergic [80, 81] or noradrenergic neuromodulatory 

projections [82, 83]. How these local and global neuronal pathways interact to control the 

activity of astrocytic networks in awake, behaving animals has not been determined.  

In this Chapter, to tackle the above-mentioned questions, transgenic mice that 

express the genetically encoded Ca2+ indicator GCaMP3 in astrocytes were used to 

validate the developed fiber-bundle imaging platforms that were described in Chapter 3 

and to define the activity patterns of cortical and cerebellar astrocytes during distinct 

behavioral states.  

In Section 5.2, a dual-fiber imaging probe is described to demonstrate that the 

increase in Ca2+ during arousal that accompanies locomotion promotes widespread 

activation of cortical astrocytic networks and enhances their response to local changes in 

neuronal activity.  
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In Section 5.3, the use of a real-time dual-color fiber-bundle imager is described for 

visualizing astrocytic Ca2+ activity in the primary visual cortex while simultaneously 

monitoring blood flow in the cerebral vasculature. 

In Section 5.4, a long-term imaging platform that allows real-time and non-

invasive imaging of the intact CNS of freely behaving animals is presented for unveiling 

the relationship between the activation of astrocyte networks and distinct behavioral 

states.    

 

5.2 Dual-fiber Probe-based Simultaneous Imaging of Astrocytic Ca2+ in Multiple 

Brain Areas 

In this Section, the spatially multiplexed fiber-bundle imager (described in Section 4 of 

Chapter 3) is utilized for simultaneous single-photon fiber optical imaging of the 

cerebellum and visual cortex. A dual fiber-optic probe reveals in mice that locomotion 

triggers simultaneous activation of astrocyte networks in multiple brain regions.  
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5.2.1 Methods 

 

Figure 5.1. Simultaneous Ca2+ imaging of discrete brain regions. (a) Two target regions in the 

primary visual cortex (V1) and cerebellum of a mouse. (b) A sagittal plane view of the transgenic 

mouse (GLAST-CreER; GCaMP3) brain [19], (c) Schematic of the dual fiber-optic probe imaging 

system. (d) Photographs of the implemented system.  

 

The distance between the optical axes of the two fiber bundles at the distal end was 3.5 

mm. The excitation light from the fiber bundles was focused onto the tissue and the 

emitted light was collected through coupling / objective lenses placed in close proximity 

to the cover glass of the cranial windows (schematic in Fig. 5.1(c)). The microscope 

characteristics were as follows: the laser wavelength was 488 nm, OBIS488LS 20 mW, 

Coherent; a 10x beam expander, BE10M-A,Thorlabs; a dichroic mirror, FF499-Di01-

25x36, Semrock; an objective lens, Plan 4x/0.10 NA Olympus; fiber bundles with the 

field of view diameter in the 600–650 μm range, FIGH-30-650S, Fujikura; a 

coupling/objective lens, a pair of aspheric lens, 352140-A/0.55NA, Thorlabs; a green 

fluorescent protein (GFP) emission filter; a focusing lens, an achromatic doublet lens, 



 99 

AC254-150-ML-A, Thorlabs; a charge-coupled device (CCD) camera, GS2-FW-14S5M, 

Point Grey Research.   

5.2.2 Ca2+ activity in cerebellar Bergmann glia during locomotion 

Locomotion has been shown to trigger transient increases in intracellular Ca2+ in 

Bergmann glia [9]. This activity, visualized acutely with a Ca2+ indicator dye, was shown 

to extend over large areas of the cerebellum, requiring local activation of glutamate 

receptors. To define the mechanisms underlying the engagement of this glial network, we 

trained GCaMP3-expressing mice to walk on a treadmill and monitored locomotion-

induced Ca2+ levels in Bergmann glia. In accordance with previous findings [9], brief 

bouts of locomotion were often associated with widespread increases in Ca2+ in 

Bergmann glia that persisted for many seconds after the cessation of locomotion.  

To provide an independent measure of motor activity in these mice, muscle 

contraction was monitored during imaging trials. Post hoc analysis of electromyogram 

(EMG) recordings revealed that ‘‘spontaneous’’ Ca2+ transients that occurred in the 

absence of locomotion were often associated with an increase in the EMG power, 

suggestive of startle behavior.  
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Figure 5.2. Imaging astrocytic Ca2+ transients in vivo using an optical fiber. (Top left) A photograph 

of a mouse that was head-fixed on a treadmill while Bergmann glial Ca2+ responses were imaged 

by using the optical fiber. (Top right panel) Pseudo-colored images of changes in the GCaMP3 

fluorescence (= an increase in the intracellular Ca2+) in cerebellar Bergmann glia during 

locomotion. (Middle panel) GCaMP3 fluorescence vs. time. Green bars indicate the treadmill 

activation periods. This manipulation activates the locus coeruleus, resulting in the release of 

norepinephrine in the cerebellum and activation of metabotropic receptors on Bergmann glia. 

(Bottom panel) EMG recorded from the flank of the animal, showing the correlation between 

muscle contraction and Ca2+ changes in Bergmann glia. 

5.2.3 Astrocytes Ca2+ Activity in Primary Visual Cortex (V1) during Locomotion 

Noradrenergic neurons in the brainstem nucleus locus coeruleus (LC) extend axon 

collaterals diffusely throughout the brain, providing the means to exert control over the 

brain activity states. To determine whether locomotion-induced engagement of the 

noradrenergic system results in the brain-global activation of astrocytes, astrocytic Ca2+ 

levels in the primary visual cortex (V1) were also monitored during locomotion.  
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Figure 5.3. (a) Ca2+ responses of V1 astrocytes to enforced locomotion (green bars), visual 

stimulation (blue bars), and simultaneous enforced locomotion and visual stimulation (gray bars) 

[19]. Red traces represent EMG activity; black traces represent the mean Ca2+ change. The pink 

arrowhead highlight the Ca2+ elevation associated with spontaneous locomotion. (b) Imaging of V1 

astrocytes by using an optical fiber-bundle. T is the treadmill activation time.  

Remarkably, in complete darkness, enforced locomotion reliably elicited Ca2+ 

transients in V1 astrocytes, with the time course of response similar to that observed in 

cerebellar Bergmann glia.  

5.2.4 Simultaneous Imaging of Ca2+ in the Cerebellum and Visual Cortex during 

Locomotion 

To assess the relative timing and spatial extent of changes in the astrocytic activity, a dual 

fiber-optic imaging system was used to monitor GCaMP3 fluorescence simultaneously in 

different brain regions. When fiber-optic probes were positioned over cranial windows 

implanted above the visual cortex (V1) and cerebellum (lobules simplex), coincident Ca2+ 

elevations were detected in both astrocytes and Bergmann glia in response to voluntary 

and enforced locomotion. The magnitude of Ca2+ changes in these two regions covaried 

(correlation coefficient = 0.756, p < 0.001; N = 348 events from 6 mice), suggesting that 
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amplitude fluctuations primarily reflect different levels of activity of noradrenergic 

neurons (Fig. 5.4).  

Although in both regions the responses were initiated at the same time (response 

onset delay in the cerebellum = 1.93 ± 0.13 s; response onset delay in V1 = 1.91 ± 0.10 s, 

348 events from 6 mice, p = 0.8982), consistent with the minimal delay attributed solely 

to axonal conduction delays (~40 ms, assuming a conduction velocity of 0.5 m/s and an 

additional distance of 20 mm to V1), Ca2+ transients in the visual cortex peaked 1.6 ± 0.2 

s later than Ca2+ transients in the cerebellum (p < 0.001), raising the possibility that local 

circuit activity modifies the timing of astrocyte recruitment. 

 

Figure 5.4. Locomotion induces simultaneous activation of astroglia in different brain regions [19]. 

(Left) Ca2+ responses of Bergmann glia and V1 astrocytes visualized simultaneously during 

enforced locomotion (green bars) and corresponding EMG activity. (Right) Covariance of Ca2+ 

responses of Bergmann glia and V1 astrocytes during spontaneous locomotion. N = 348 

spontaneous locomotion events from 6 mice. Black lines represent mean ± SEM of 6 regression 

lines.  

5.2.5 Discussion 

These studies indicate that astrocyte networks have a high threshold for activation in 

periods of quiescence and suggest that recruitment of the noradrenergic system is 
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required to enhance the gain of these networks to enable local interactions between 

astrocytes and neurons in circuits involved in processing sensory information. The 

activation of astrocytes in V1 by norepinephrine during locomotion parallels recent in 

vivo electrophysiological studies indicating that locomotion triggers norepinephrine-

dependent depolarization of neurons in V1 [84]. In contrast to neuronal activation, which 

began within 50 ms of locomotion onset, Ca2+ transients in astrocytes began more than a 

second later (1.4 ± 0.1 s, n = 106 events from 13 mice), presumably reflecting the 

additional biochemical steps required to release Ca2+ from intracellular stores.  

Optical cross-talk between the fiber bundles was minimal: The coupling / 

objective lens pairs had a diameter of 2.4 mm and a working distance of 0.88 mm. Thus, 

with a distance of 3.5 mm separating the optical axes of the two fiber bundles, capturing 

light from the other structure would be very inefficient. If such a cross-talk occurred and 

Ca2+ responses in the cerebellum and visual cortex did not co-vary, it would be expected 

that many instances of small responses recorded by one probe would accompany robust 

responses recorded by the other. In addition, if a possible cross-talk between the fibers 

caused co-variation, responses measured by using the two fibers should have had the 

same kinetics; however, while the two signals did not significantly differ in their onset 

times, the signal recorded from the visual cortex peaked significantly later than the signal 

recorded from the cerebellum.
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5.3 Simultaneous Functional Imaging of Astrocytic Ca2+ Signals and Blood Flow 

using a Real-time In Vivo Dual-color Fiber-bundle Fluorescence Imager 

In this Section, a novel dual-color wide-field fiber-optic fluorescence microscope that 

allows real-time, achromatized, and high-resolution cellular imaging, is presented. The 

system uses a 650-µm-diameter multicore fiber bundle with a 2-mm-diameter achromatic 

imaging optical system capable of operating simultaneously at 488- and 532-nm 

excitations. To provide the imaging in real time, a custom software was developed, 

capable of co-registering two-channel fluorescence images from a dual CCD camera 

detection system and offering merged images at a video rate reaching 30 frames/s. The 

system performance was evaluated by in vivo functional brain imaging of astrocytic Ca2+ 

signals and blood flow in head-fixed live mice. 

5.3.1 Methods 

5.3.1.1 System design 

The system setup is shown in Fig. 5.5. The system simultaneously used two excitation 

wavelengths of 488 nm (OBIS488LX50, Coherent) and 532 nm (DJ532-40, Thorlabs). 

The two excitation beams were combined by using a dichroic mirror (Di02R488, 

Semrock), and were coupled into a 30,000 core fiber bundle (FIGH-30-650S, Fujikura) 

by using a quad-edge laser-flat dichroic mirror (Di01-R405/488/532/635, Semrock) and a 

microscope objective (Plan 10X/0.25, Olympus). The distal end of the fiber was 

connected to a custom optical imaging system consisting of a pair of 2-mm-diameter 

achromatic doublet lenses (#65-567, Edmund Optics), enclosed by a custom-built lens 

housing (see Fig. 5.6) The light emitted by the sample passed back via the same route. 

The fluorescence signals were separated by a dichroic mirror (DMLP567L, Thorlabs) and 
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filtered both for green and red channels by individual emission filters (MF530-43, 

FB600-40, Thorlabs). A cold silver mirror with a right-angle kinematic mount (KCB1, 

Thorlabs) was used in the green channel to restore a horizontally flipped image, thus 

allowing co-aligned imaging. Two spatially overlapping but fluorescent probe-specific 

640 × 480 pixel images were captured by two synchronized dual monochrome CCD 

cameras (FL2-03S2M, Point Grey Research). The two cameras were automatically 

synchronized to each other at the hardware level, were on the same IEEE-1394 bus, and 

had the same frame rate. 

 

Figure 5.5. Schematic of the system setup: DMs: Dichroic mirrors, OL: Microscope objective, FB: 

Fiber bundle, mOL: Miniature objective, CM: Cold mirror, EFs: Emission filters. 

5.3.1.2 Design and fabrication of the achromatic imaging probe 

Two lens imaging is a well-known technique that is widely used in various imaging 

optical systems [85]. Matching achromatic doublet lens pairs yielded minimal spherical 

aberration with the added benefit of correcting chromatic aberration. The imaging probe 

was particularly designed to provide dual-color (GCaMP3 and Rhodamine-Red) in vivo 

brain imaging of a live mouse through the implanted cranial window. To image through a 
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4 mm2-area cranial window (thickness: 100 μm) implanted over the primary visual cortex 

(V1) of a mouse, the probe required a working distance of 1 mm and a field of view 

diameter of 400 µm. In the previous work, the dual-lens imaging probe was described 

based on the geometrical optics model [19]. The prototype design is shown in Fig. 5.6.  

 

Figure 5.6. (a) Achromatic doublet pair imaging probe. (b) A photograph of the prototype. 

 

To optimize the design parameters, the achromatic doublet lens pair was numerically 

modeled by using Zemax (OpticStudio 14.2, Zemax). Figure 5.7 shows the predicted spot 

diagrams of the design, for three different wavelengths. Three wavelengths of 0.48, 0.55, 

and 0.63 mm were tested based on the excitation/emission spectra of GCaMP3 and 

rhodamine dye (GCaMP3 exhibits an excitation peak at 490 nm and emission peak at 514 

nm; rhodamine dye exhibits an excitation peak at 570 nm and emission peak at 590 nm). 

At the center wavelength of 550 nm, an NA 0.33 achromatic doublet lens pair imaging 

system provided a diffraction-limited resolution of 4.837 μm. The focal length shift 

varied within 0.4 µm (Fig. 5.7.) After fabricating the imaging probe, the magnification 

factor became approximately 1:1.75, resulting in the lateral resolution of 2.764 µm.   
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Figure 5.7. Zemax simulation results. (a) Beam spot size in the image plane. (b) Chromatic 

distortion. 

5.3.1.3 Software development 

The graphical user interface, data acquisition, and control software were programmed 

using visual C# .net framework (Visual Studio 2010, Microsoft) on a desktop PC with 

Intel® Core™ i5 CPU 650 @ 3.2 GHz with 8 GB RAM. To efficiently process a large 

amount of continuous image streams of the two synchronized dual monochrome CCD 

cameras, a multi-threaded parallel processing technique was adopted [86]. Specifically, 

three independent threads were used to retrieve raw data from the two cameras, subtract 

background images and display processed images in the graphical user interface (GUI), 

as shown in Fig. 5.8. Compared with single-threaded processing that would retrieve and 

process the captured images from the two cameras sequentially, the multi-threaded 

processing enabled the system to manage the image data from the two cameras 

simultaneously. Thus, the second camera did not need to wait for the completion of the 

first camera’s processes. This becomes crucial when imaging involves large image sizes, 

heavy image-processing procedures, or multiple cameras having different frame rates. In 

particular, when the two channels have different fluorescence signal levels, having 

separate threads allows for independent averaging and integration time, thus enabling 
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dual-channel image equalization. In addition, in a single-threaded process, the total 

system performance is decided using the slower camera and the system misses the images 

acquired by the faster camera. By contrast, a multi-threaded system can simultaneously 

manage both cameras and update the merged image according to the actual image 

changes. During the image processing stage, the 8-bit raw image data acquired by the 

cameras were subtracted from the background image and then were merged into each red 

or green color of a 24-bit merged image. The third thread updated the three display 

windows in the GUI triggered by a signal that was generated whenever the merged image 

was updated. The three memory blocks for the three types of images in the dotted red 

square in Fig. 5.8 were shared by the three threads and protected, to prevent overwriting 

during the memory reading. Therefore, this system utilizes the mutual exclusion 

algorithm (Mutex) to allow only one thread at a time to access the shared resource [87]. 

 

Figure 5.8. Schematic overview of the real-time dual-channel image acquisition and the 

computation pipeline of merged images (Blue boxes: camera capture, image processing, and 

windows form classes; Green boxes: data types used in the program; [CamID]: Camera ID, [W x 

H]: 640 x 480 pixels, dashed arrows: data flow). 
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5.3.1.4 Animal protocols 

All procedures were approved by the Johns Hopkins University Animal Care and Use 

Committee. Cre recombinase-conditional GCaMP3 mice were generated in the previous 

study [19]. A genetically encoded Ca2+ indicator, GCaMP3, was expressed in astrocytes 

to image Ca2+ signals.  

For in vivo studies, all animal surgeries were performed under aseptic conditions. The 

animals were anesthetized with 1.5–2% isoflurane in 95% oxygen. The animal head was 

shaved, cleaned by using 70% ethanol and betadine, following which a scalp incision was 

made and small craniotomy was performed using a dental drill with the stereotaxic 

apparatus. Then, a coverslip (area: 4 mm2; thickness: 100 µm) was placed over the 

craniotomy region and secured with cement. Next, a head plate was cemented to the 

animal skull. After the surgery, the animal head was immobilized by using a custom-

designed head-fixation stage. To image the blood flow, the dextran-conjugated 

rhodamine dye (#R9379, Sigma-Aldrich) was dissolved into a 0.3% saline solution and 

injected into the tail vein. The laser power was optimized to 0.4 mW/mm2 to prevent 

brain tissue from damaging. The tip of the imaging probe was positioned over the 4-

mm2–area cranial window by using micromanipulators. The duration of individual 

episodes of in vivo imaging never exceeded 1 min. 

5.3.2 Simultaneous Functional Imaging of Astrocytic Ca2+ Signals and Blood flow in 

the Visual Cortex of Awake, Head-fixed Mice 

The system performance was evaluated in in vivo imaging of GCaMP3 and rhodamine 

dye fluorescence in transgenic head-fixed mice. Astrocytic Ca2+ activity in the visual 

cortex was imaged while simultaneously monitoring rhodamine-dextran labeled blood 
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vessels to observe the flow of red blood cells (Fig. 5.9) Because global Ca2+ activity in 

astrocytes can be evoked by arousal events [9], three air puffs were delivered during each 

imaging session [88]. In Fig. 5.9, pseudo-colored astrocytes are readily visible (green) 

near the blood vessels. Photometric Ca2+ changes are clearly observable. In the red 

channel imaging, the flow of red blood cells through the vessel was visualized. 

 

Figure 5.9. Dual-color functional brain imaging in live mice. The white scale bar corresponds to 

100 µm. 

5.3.3 Discussion 

In this Section, real-time dual-color imaging of fluorescence signals in vivo was 

demonstrated by using a fiber-optic bundle fluorescence microscope. Potential technical 

improvements include the use of a spatial filter to limit the off-axis auto-fluorescence 

lights or SLM microscopy, introduced in Chapter 4, of which the latter enables either 
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structured illumination or scanless confocal imaging, while maintaining high-speed data 

acquisition [70, 89-91]. 

The dual-camera detection system provides the spatial, temporal, and optical 

resolution needed for capturing high-quality images in biomedical applications. This 

dual-color imaging system could have applications in other areas, such as ratiometric 

Ca2+ imaging [58]. In addition, the same system can be employed for imaging neural 

activity in in vivo experiments on mice expressing ultrasensitive fluorescent Ca2+ sensor 

proteins, such as GCaMP6 or RCaMP [7, 59]. 

Astroglia are central to the neurovascular coupling that couples neural circuitry to 

a local blood flow and metabolic support [92]. The basal lamina of blood vessels is 

almost entirely covered by astrocytic endfeet. This astrocytic activity leads to the release 

of vasoactive agents that regulate the local blood flow. Therefore, astrocytes can be 

viewed as neurovascular bridges. In our experiments, Ca2+ increases in astrocytes were 

always linked to blood flow changes, indicating neurovascular coupling.  
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5.4 Behaviorally-relevant Astrocyte Network Activation within the Brain in 

Freely Behaving Animals 

In this Section, we describe a novel imaging platform that allows to probe the correlation 

between the brain activity and behavior in freely moving mice. The system utilizes a 

fiber-bundle based fluorescence microscope for long-term imaging of cellular activity in 

the mouse brain and simultaneous monitoring of the corresponding animal behavior by 

using near infrared (NIR) cameras. Taking advantage of this novel imaging platform and 

transgenic mice, we demonstrate that astrocytes, which are usually considered to be 

passive supporting cells, can play an active role in mammalian brain.  

5.4.1 Methods 

5.4.1.1 System setup 

The novel imaging platform utilized two NIR cameras (FI8910W, Foscam US) for 24-h-

long tracing of animal motion, and a fiber-bundle based fluorescence microscope for 

imaging cellular activity in the brain. The fiberscope used a 0.5 mW, 488 nm laser 

(OBIS488LX, Coherent) triggered by an analog modulation (NI-USB 6009, National 

Instrument), and a 30,000 cores, 650-µm-diameter multicore coherent fiber bundle 

(FIGH-30-650S, Fujikura). The laser beam was expanded by a beam expander and was 

reflected off a dichroic mirror (DMLP490R, Thorlabs). The incident laser beam was then 

coupled to the fiber bundle by using a microscope objective lens (Plan N 10X/0.25 N.A., 

Olympus). The distal tip of the imaging probe consisted of a 2.4-mm-diameter aspheric 

lens pair (352140-A, Thorlabs) and a custom-built lens housing (Fig. 5.10(b)). The fiber-

optic probe was positioned on a 1-mm2-area cranial window by using a custom built 

head-mount setup without touching the brain tissue (Fig. 5.12(b)). Fluorescent light from 
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the brain was collected by the same fiber and passed back via the same microscope 

objective lens, the dichroic mirror and the emission filter (MF525/39, Thorlabs). The 

resultant fluorescence signal was detected by using a CCD camera (GS2-FW-14S5M, 

Point Grey Research). 

 

Figure 5.10. System configuration. (a) Optical layout. (b) Imaging probe design. (c) A photograph 

of the system implementation. 

5.4.1.2 Animal protocols 

 

Figure 5.11. Head fixation using a custom-built head plate. 



 114 

For in vivo studies, all procedures were in compliance with the protocols approved by the 

Animal Care and Use Committee at Johns Hopkins University. Animal surgeries were 

performed under aseptic conditions. The animals were anesthetized by injecting ketamine 

(100 mg/kg) and xylazine (10 mg/kg). The animal head was shaved, cleaned by using 

70% ethanol and betadine, following which a scalp incision was made and small 

craniotomy was performed using a dental drill with the stereotaxic apparatus. After the 

surgery, the fiber-optic imaging probe was fixed on the 1-mm2-area cranial window by 

using x-y-z micromanipulators and fixed by using the head mount setup. Data from the 

cameras were acquired simultaneously, at a sampling rate of 2 Hz (integration time: 500 

ms) for the brain activity and 30 Hz for the animal motion. 

 

Figure 5.12. The head mount setup. (a) Schematic of the head mount. (b) A photograph of the head 

mount. (c) Fiber-optic coupling to the head mount by a micromanipulator. (d) The head mount and 

the optical fiber.  

5.4.1.3 Software development 

All of the devices were synchronized and controlled by using a custom-built BrainImage 

PC program (Visual Studio 2010, Microsoft). When the program started, the system 
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triggered the laser operation for 1 min every hour, and the cameras simultaneously 

recorded the brain activity and animal motion data for 1 min of the laser operation. Figure 

5.13 shows the GUI of the developed program for controlling the system. The program 

layout consists of three windows: functional brain imaging (left), animal motion 1 (top 

view), and animal motion 2 (front view). When the program triggers the laser and the 

cameras start to record data, the on-air button (red circle) and green color background are 

activated, while the recording button and the background color are darkened (implying 

deactivation) during the dormant period. All the brain images are saved in the 

BrainImage root folder on the PC hard drive, and the synchronized motion .mp4 codec 

videos are saved in the program folder in series according to the measurement time 

sequences. For future analysis, all raw data were saved with corresponding time-stamps 

to align the sequences.  

 

Figure 5.13. BrainImage PC program (a) Graphical User Interface, (b) Animal motion tracking 1 

(top-view), (c) Animal motion tracking 2 (front-view) 

5.4.1.4 Image analysis 

Data were processed and analyzed in MATLAB (Matlab 2014a, Mathworks). Cellular 

activity (∆F/F fluorescence intensity) traces report (F-Fmedian)/Fmedian, with F representing 
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the fluorescence averaged over all pixels within the region of interest (ROI) of one image 

frame and Fmedian representing the median F of all image frames. 

5.4.2 Results 

5.4.2.1 System characterization 

The system was characterized by imaging standard resolution test targets. As shown in 

Fig. 5.14(a), the measured field of view (FOV) was 462 µm in diameter. The lateral 

resolution was ~3.48 µm (Fig. 5.14(b)). The axial response was tested by using 4-µm-

diameter fluorescent beads. The measured axial resolution at full width half maximum 

(FWHM) was 47.92 µm.   

 

Figure 5.14. System characterization. (a) Field of view (FOV). (b) Lateral resolution. (c) Axial 

resolution.   

 

The system performance was also tested by in vitro and in vivo brain imaging of 

transgenic mice. As is seen from Fig. 5.15, both GFP and GCaMP3 fluorescence were 

captured by using the proposed imaging system. The fluorescent astrocytes were clearly 

resolved and in accordance with the previous findings, astrocytic Ca2+ signals were 
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successfully detected during enforced locomotion while GFP signals were constant (Fig. 

5.15).   

 

Figure 5.15. Testing the system performance by in vitro and in vivo imaging. (Top panel) Results 

of bench-top microscope imaging. (Lower left panels) Fiber-bundle images. (Lower right panels) 

Comparison between GFP and GCaMP3 fluorescence signals during enforced locomotion; 

fluorescence signals were constant in GFP mice while wide-spread elevations of Ca2+ were 

observed in GCaMP3 mice.  

   

5.4.2.2 In vivo freely moving animal brain imaging and long-term data analysis 

Figure 5.16 illustrates an example of behaviorally relevant astrocyte activity in freely 

moving mice. As shown in Fig. 5.16, when the animal stirred its head, “spontaneous” 

Ca2+ transients occurred in the absence of locomotion, which was not observable in head-
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fixed animal brain imaging. The corresponding brain activity (Ca2+ signal) is shown in 

the middle panel of Fig. 5.16. By retaining these data sample plots for 24 h, we were able 

to categorize and compare distinct animal behaviors (such as eating, drinking, sleeping, 

and running) with specific brain activity patterns. Interestingly, astrocytic Ca2+ 

fluorescence signal during sleep remained mostly constant and exhibited minimal 

oscillations (Fig. 5). 

 

Figure 5.16. Imaging astrocyte Ca2+ transients in a freely moving mouse. (Top left) A photograph 

of the freely moving mouse, for which astrocytic Ca2+ responses in the primary visual cortex (V1) 

were imaged by using an optical fiber. (Top right panel) Pseudo-colored images of temporal 

changes in the GCaMP3 fluorescence during the head movement. (Middle trace) GCaMP3 

fluorescence vs. time, with color bars indicating different times. (Bottom panel) Animal motion 

recorded by using a NIR camera, for different times in the middle panel. 
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Figure 5.17. Ca2+ responses of V1 astrocytes to the head movement. The raster plot shows the 

temporal progression of the Ca2+ signal amplitude for all astrocytes in the field of view, with the 

colors on the left encoding the different fields of view. The traces in the bottom panel show the 

average Ca2+ signals for the different fields of view. 

 

This system also enables long-term monitoring of brain activity and animal 

motion, and the results of a 24-h-long imaging experiment are summarized in Fig. 5.18. 

Astrocytes have recently been hypothesized to modulate slow wave activity that 

characterizes circadian sleep cycle. Because our recording windows were 1-min-long 

each, no apparent correlation between the activation of astrocytic network and circadian 

sleep cycle was observed in the current study. However, frequency analysis can be made 

possible by reducing the sampling rate to, e.g., 0.2 Hz (e.g., sample every 5 s).       
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Figure 5.18. Results of a 24-h-long imaging experiment. The blue trace represents the change in 

the baseline signal. The orange trace represents the average (over astrocytes) change in Ca2+. The 

black bar on the bottom indicates time.  

5.4.3 Discussion 

Relating functional cellular activity to animal behavior requires concurrent monitoring of 

both [93]. This Section presented the capability of combined behavioral and optical 

signal analyses, highlighting the potential importance of momentary behavioral patterns 

on brain activity. The system enabled precise synchronization of brain imaging data with 

behavioral data, thus facilitating the analysis of the relationship between neurochemical 

activity and behavior. Furthermore, the imaging platform, software, and NIR illumination 

during night allowed to record behavioral and neurochemical activity over the period of 

24 h. This unique characteristic is likely to be useful for a wide range of studies, such as 

long-term monitoring of disease progression and cellular migration within the brain. 

Future studies will focus on developing automated conditioning and real-time online data 

analysis. 
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CHAPTER 6: MULTISPECTRAL TISSUE CHARACTERIZATION FOR 

INTESTNINAL ANASTOMOSIS 

 

6.1 Background and Overview 

Over a million anastomoses are performed in the US each year for visceral indication 

alone (gastrointestinal, urologic, and gynecologic surgeries) [94]. To date, intestinal 

anastomosis surgeries are performed either openly or through minimally invasive 

techniques using sutures or mechanical staplers [95-98]. Despite the routine nature of 

intestinal anastomosis procedures, the rate of complications such as anastomotic leakage 

and strictures is between 3% and 19% and remains unchanged despite the introduction of 

newer techniques and technologies [99, 100]. These complications undermine the clinical 

outcomes and often require repeat surgery, leading to a significant increase in treatment 

cost, morbidity, and mortality [101]. Generally, suturing techniques such as suture 

placements are guided by the surgeon’s visual perception. Although there have been 

remarkable advances in surgical imaging systems [102, 103] and contrast-enhancing 

methods [104] for improving surgical vision [105], it is desirable to have optical imaging 

tools to guide and improve the surgeon’s intraoperative decisions and facilitate 

anastomosis with a clearer target-to-background tissue contrast to improve surgical 

outcomes.  

Multispectral imaging (MSI) is an advanced imaging technique to capture scene 

information at different spectral wavelengths, which has been used to spatially and 

spectrally classify similar materials according to their distinguished signatures[106]. 

Multispectral images show structural properties that may be invisible using a single 



 122 

wavelength and can also reveal subsurface features at longer wavelengths, such as near-

infrared light. Various biomedical applications [107] such as cancer detection[108] and 

blood oxygen saturation observations in skin [109] have been reported by employing this 

technique. On the other hand, polarization-sensitive imaging (PSI) uses the scattering and 

polarization properties of light propagating in the tissue [110]. When incident light strikes 

the tissue surface, a portion of the light is reflected as specular reflection, while another 

portion propagates through the tissue. The light propagating through the tissue is 

depolarized. However, the Fresnel reflection from the surface retains the original 

polarization state. By considering the fact that the difference in the polarization states 

depends on the light penetration depth, polarization control techniques are often used for 

depth-selective measurements [111]. In addition, cross-polarization imaging methods can 

be used to eliminate specular reflection from the tissue surface, allowing clear 

identification of subsurface structures, which is often required for surgical procedures 

[112, 113]. 

In this chapter, an MSI platform that offers a guide to surgeons for optimum 

suture placement in bowel anastomosis is presented. This platform provides a novel 

combination of an MSI system with PSI, for analyzing spatial and spectral data acquired 

from tissues at all points across the measured imaging area. MSI for displaying 

subsurface tissue information beyond the human visual spectrum to guide and optimize 

suture placements has not been applied to date. The system performance is evaluated 

through ex vivo porcine small intestinal tissue imaging, as the morphology and size is 

similar to human small intestine. Although ex vivo tissue does not possess blood flow, 

tensile strength, or tissue perfusion similar to those of intact live tissue, their anatomical 
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tissue characteristics such as blood vessels, thickness, and tissue types remain unchanged. 

The data on the spatial and spectral characteristics of the tissues, which were obtained 

from MSI images, were further processed to identify blood vessels, differentiate between 

thin and thick tissue areas, and segment different tissue regions. Blood vessel avoidance 

is clinically important to limit bleeding and retain blood supply to the suture site for 

healing [114]. Thicker tissue areas have higher mechanical and suture retention strength, 

and are more suitable for suture placement. Predicting mechanical strength of tissue is 

highly relevant in robot-assisted surgical procedures with limited haptic feedback as well 

as in pediatric surgeries where anastomosis is performed in often paper-thin tissue, and 

long tissue gaps exist between ends requiring large forces to approximate and secure the 

ends [115]. Tissue thickness also influences the ideal suture bite size, which is typically 

recommended as 1.5 times tissue thickness. Tissue classification is important to identify 

the cut line and the area of the tissue within the surgical field that needs to be sutured. 

The segmentation and identification resulted in a numerical topographic suture map 

corresponding to desirable suture locations, which could assist surgeons in suturing. 

   

6.2 Materials and Methods 

The method consisted of 4 main steps (Fig. 6.1). First, for data acquisition, a portable 

MSI system (Hardware/Software) acquired raw data (X) and output data (Y) of multiple 

single-band images for image analysis. Second, 3 submaps were created by blood vessel 

segmentation, thickness differentiation, and multispectral tissue classification. 

Specifically, in the blood vessel map, for example, pixels which confidently belong to a 

blood vessel are assigned a value of 0 and everything else a value of 1. A 2D Gaussian 
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smoothing is used to generate values between 0 and 1 to create a vessel-possibility map 

around the confidently-segmented blood vessels. Thick tissues that could be sutured well 

were also assigned a value of 1 and thin tissues were assigned a value of 0, and 2D 

Gaussian smoothing filtered values assigned to tissue regions between confident-thin (0) 

and confident-thick (1) areas. Additionally, morphological image processing of the 

multispectral tissue classification output identifies the bowel cut section, from which a 

submap for bite depth can be created. Third, given the parameters from the image 

analysis, a suture map (J) was generated by combining the submaps using an element-

wise matrix multiplication operator, where high-intensity pixels correspond to desirable 

suture locations. Fourth, an optimization technique identified local peaks in the suture 

map as candidates for desired suture locations. Equidistant suture placements are chosen 

from the candidates based on the recommended inter-suture distance of 1.5 times the 

tissue thickness to help surgeons prioritize and identify the areas that are suitable for 

suture placements. 

 

Figure 6.1. System block diagram to create recommendations for optimal suture placements. 
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6.2.1 Implementation of the MSI System 

A schematic of the MSI platform is presented in Fig. 6.2. A predetermined narrowband 

high-power light-emitting diode (LED) light source (SR-02, Quadica Developments Inc., 

Ontario, Canada) was used with a fiber-optic ring light guide and a condensing lens to 

generate 3 uniform illumination lights (center wavelengths: 470 nm, 600 nm, and 770 

nm) in series. These wavelengths in the visible spectrum were selected to demonstrate 

hemoglobin absorption and to examine the effects of wavelengths on penetration depth 

[116]. Since the LED light was unpolarized and the use of non-polarization-maintaining 

fibers randomized the polarization state of the light [117], we applied a polarizing sheet 

onto the distal end of the ring light guide to create linearly polarized illumination. 

Reflected light from the tissue passes back through the empty space of a ring light guide, 

a rotating linear polarizer filter (46 mm, Prinz Optics GmbH, Stromberg, Germany), a 

macro lens (Fujinon HF 12.5 SA-1, Phoenix Imaging Ltd., Michigan, USA) and finally 

reaches a near-infrared camera (acA2000-50gmNIR, Basler, Pennsylvania, USA). By 

adjusting the angle of the linear polarizer attached to the camera, we can effectively 

control the amount of polarization effects. To reduce specular reflections from the tissue 

surfaces, 2 linear polarizers were set orthogonal to each other. Three different spectral 

images were acquired at 6 fps, with the image size of 1280 × 1080 pixels. LED-based 

MSI has an advantage over hyperspectral imaging in that it enables high-speed image 

acquisition and data processing, which could be potentially useful for real-time guidance. 

Both LED control and image acquisition were programmed using a custom C# script 

(Visual Studio 2010, Microsoft, USA). The acquired images were cropped to obtain the 

tissue region of interest (735 × 637 pixels) for image processing. The 470 nm band 
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images were selected for blood vessel segmentation [118]. In addition, all 3 spectral band 

images were combined to form composite images that were used for the multispectral 

analysis. 

 

Figure 6.2. (a) Schematic of the MSI system and (b) A photo of system implementation. 

 

6.2.2 Animal Tissue Preparation 

Fresh porcine small bowels were obtained from a local abattoir and dissected into 

segments of 20 cm to 30 cm long. The sample was moistened with physiological saline 

and preserved at 4°C for up to 30 hours from the time of slaughter until imaging. Before 

imaging, different segments of the small and large bowels were dissected into 5-cm-long 

specimens. During the measurements, the remaining samples were preserved in saline in 

sealed sterile containers for hydration maintenance for up to 30 min. 

6.2.3 Image Analysis and Suture Map 

In this study, 3 tissue maps of blood vessel segmentation (V), thickness differentiation 

(T), and bite depth based on multispectral tissue classification (B) were produced.  
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-  Blood vessel segmentation: vasculature structure is identified by applying a 2D 

filter [119] on the single-band cross-polarized 470 nm channel. The filter identifies 

and segments vessels by examining the Hessian of the image and measuring the 

eigenvalues of the Hessian [119]. The resulting blood vessel map is negated to 

assign the value of 0 to blood vessels. The vessel map was further smoothed with a 

2D Gaussian avoid neighboring pixels. 

- Tissue thickness differentiation: the images obtained at 470 nm, 600 nm, and 770 

nm were evaluated using a supervised spectral angle mapper (SAM) method .28,29 

The SAM technique characterizes the spectral similarity between individual pixels 

of a sample and a priori reference by computing the angle of difference between 

their spectral vectors. We chose as a reference an averaged spectrum of five 

arbitrary, non-overlapping tissue regions within a similar tissue thickness. The 

outcome of SAM was an abundance map that resembled the original image, with 

spectral signature information of each tissue type. In this application, the 

endmember references were predefined to be the double-layered (non-incised) and 

single-layered (incised) tissue areas as the spectral library for SAM method. The 

SAM extracted features were used to confirm the thicker tissue area within the 

surgical suture site. A similar smooth kernel, as explained in blood vessel 

segmentation, is applied to SAM’s extracted thicker tissue endmember to indicate 

local maximums for the final suture map convolution. 

- Bite depth from multispectral tissue classification: the acquired multispectral 

images were analyzed using the image analysis software MultiSpec, a freeware 

multispectral image data analysis system. By creating a composite image from 
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multispectral images, 4 different regions (background, inner/outer tissues, and 

mesentery) were manually defined by designating training fields, and the 

discriminant analysis was performed to classify the corresponding regions. The 

inner and outer tissues were then used to extract the boundary of the cut section, 

where sutures should be placed. The distance of suture placement from the cut 

section is also referred to as the bite depth. Normally, surgeons choose a bite depth 

of 1.5 times the thickness of the lumen. We create a bite depth map which 

approximates this empirical rule.  

The combination of the above 3 mentioned tissue maps resulted in the suture map. The 

intensity levels of the suture map, J(u,v), ranged from 0 to 1, where 0 denotes a location 

that should absolutely be avoided for suture and 1 denotes a location that could be used for 

suture with minimal complications. The fusion operator used to combine these different 

matrix maps into a single suture map is the element-wise matrix multiplication: 

,BTVJ   (1)  

where V is blood vessel segmentation map, T is the thickness differentiation map, and 

B is the map obtained from processing of the multispectral tissue classification, and  is 

the element-wise matrix multiplication operator, i.e., 𝐽(𝑢, 𝑣) = 𝑉(𝑢, 𝑣) × 𝑇(𝑢, 𝑣) ×

𝐵(𝑢, 𝑣), where u and v  are the horizontal and vertical pixel indices.  

The optimal suture points could be calculated automatically by solving the following 

optimization problem locally:  

),(maxarg*
],[

vuJp
vup

 , 

where p*= [u*, v*] is a local maximum of the suture map J.  

 

(2) 



 129 

 This optimization problem is not convex and does not have a global maximum. 

Local maxima were extracted as candidates for suture placements. A computationally-

efficient method to solve this non-linear optimization problem approximately is to first 

eliminate all the pixels that are smaller than a threshold. The remaining pixel values are 

then compared to their 8 neighbors. If a value is larger than all 8 neighbors it is kept as a 

local maximum. This method will find most of the local maxima in the suture map image 

quickly. Using an equidistance consistency constraint, the candidate list of placements 

can be refined to include only equidistant suture placement recommendations. The final 

list of recommendations along with a colormap visualization of the suture map J are 

provided to the surgeon to make informed decision on avoiding vessels, choosing thick 

tissue to retain stronger forces, and be at an accepted distance from the lumen cut section. 

6.3 Results 

6.3.1 MSI 

Fig. 6. 3 shows a porcine intestinal tissue imaging result at 3 different wavelengths, 

where the superficial features including the blood vessels are accentuated at 470 nm (red 

arrows). At 770 nm, light penetrates deeper within the tissue, revealing subsurface 

features (yellow arrows in Fig. 6. 3(c) and (f)). The figure also demonstrates that the 

cross-polarization scheme can successfully eliminate surface reflections such as glare 

from the tissue. Note that as the illumination wavelength band increases from blue to red 

and near-infrared, the image contrast decreases owing to the increased scattering and 

mean free path at longer wavelengths. 
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Figure 6.3. Different spectral band images of a tissue sample and surface reflection removal. 

Arrows indicate features of blood vessels in red color; and the revealed subsurface features in 

yellow color. White scale bars: 2 mm. 

6.3.2 Blood Vessel Map 

 
Figure 6.4. (a) Blood vessel segmentation using Frangi 2D filter.24 (b) Blood vessel segmentation 

result (red) image overlay on the single-band image at 470 nm. (c) Blood vessel map V(u, v) created 

by Gaussian filter smoothing of the output of the Frangi 2D filter. (d) Image overlay of inverted 

vessel map (inverted for better visualization) on the single-band reflectance image of the intestine. 
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Fig. 6. 4(a) shows the result of the 2D Frangi filter [119] on the single-band cross-

polarized 470 nm channel, which identifies the vasculature structure using a colormap. 

The values range from 0 to 1, where larger values correspond to a more confident 

identification of a blood vessel. Fig. 6. 4(b) overlays the result in red on the input image 

for visualization and comparison purposes.  The blood vessel map in Fig. 6. 4(c) is 

extracted from the vasculature structure by negating and Gaussian filter smoothing. The 

dark areas identify blood vessels that should be avoided to prevent stricture. Blood vessel 

avoidance is achieved by element-wise multiplication of the blood vessel map to other 

maps.  Fig. 6. 4(d) visualizes the blood vessel map on the input 470-nm band image.  

6.3.3 Thickness Map 

Thickness differentiation was performed using SAM [120, 121]. A pilot study for 

thickness measurement, as demonstrated in Fig. 5, involved the use of 3 controlled 

bovine colon samples with layer heights of 0.75 mm (S1), 7.27 mm (S2), and 9.72 mm 

(S3). The mesenteries attached to the intestine were considered as separated tissues, 

which were extracted before the thickness analysis. 
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Figure 6.5. (a) Digital photograph of 3 bovine colon tissues with different specified thicknesses 

(Units in mm). (b) Thickness differentiation using the SAM method, with a thickness-

corresponding colormap. The mesentery is indicated as a different tissue in green color. Black 

arrows: Thicker tissue areas; White scale bar: 10 mm; Colormap unit: mm. 

 

 Fig. 6. 5(b) shows the analyzed tissue thickness indicated by a heat colormap to 

represent thickness ranging from 0 to 10 mm. The result was mostly consistent with the 

measured physical dimensions of each sample, as shown in Fig. 6. 5(a). In addition it also 

indicates the effect of tissue types on thickness analysis, especially in the situation of a 

thin non-homogenous sample such as S1, where blood vessel at similar height as S2 is 

classified as having the same thickness as the sample S3 (Fig. 6. 5, black arrows). 

 Similarly, the same SAM method was applied to the multispectral images of the 

same porcine intestinal tissue in order to extract thick tissue area, as it is highly 

influenced on applied suture tension and bite size. Bowel wall thickness increases with 

age from 0.5 mm for infants to 2.0mm for adults based on ultrasounds [122] and is 
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generally thicker than 0.9 mm in healthy pediatric and adult subjects [123]. Thus, a lower 

limit of wall thickness for suturing was considered to be 1mm. The bowel tissue sample 

with a scalpel was prepared to contain a thinned out section with thickness below 1mm 

on the left (Fig. 6. 6 orange, corresponding to a zero for the suture map calculations) and 

a thicker section of about 2mm thickness on the right (Fig. 6. 6, red, corresponding to a 1 

for the suture map calculations). Fig. 6. 6 shows the tissue thickness analysis using the 

supervised SAM method with predefined endmember references of thicker tissue section 

on the single-layered intestinal region (in red color) and thinner tissue section at the 

double-layered intestinal section (in orange color). The single-layered region indicates 

the incised section while the double-layered one indicates non-incised region. Prior to the 

SAM analysis, the image is analyzed to segment features such as the mesentery (in green) 

or blood vessels (in yellow). 

 

Figure 6.6. (a) Representative single band reflectance image at 470 nm. (b) Thickness 

differentiation using the SAM method, with a thickness-corresponding colormap. Red color shows 

the thicker layer and orange color shows the thinner layer. Tissue classification of the mesentery 

(green) and blood vessels (yellow) were performed prior to the thickness analysis. White scale bar: 

2 mm. 
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 A smooth Gaussian kernel convolution was further implemented on this non-incised 

region. The smoothing kernel is used on the thickness binary map to signify the necessary 

thick tissue density for the convolution of B(u,v) and V(u,v) maps (Fig. 6.7).  

 

 
Figure 6.7. (a) Thickness binary map as evaluated by the SAM algorithm. (b) Smoothed thickness 

map T(u,v). Larger values (brighter) denote areas with thicker tissue which are better suited for 

suture placement. (c) Overlay of thickness map over a single-band image for better visualization. 

6.3.4 Multispectral Tissue Classification and Bite Depth Map  

 

Figure 6.8. Multispectral tissue classification. (a) Composite image created from 3 spectral band 

images. (b) Classified image using the supervised classification algorithm. (c) Background color-

matching image (black). (d) Image showing the vulnerable tissue (lumen, blood vessels and thin 

tissue regions) (red). (e) Image showing the thick tissue regions (yellow). (f) Image showing the 

mesentery (green). 

 



 135 

The multispectral tissue analysis results using multispec program are shown in Fig. 6. 8. 

The composite image (Fig. 6. 8(a)) of the porcine intestinal tissue was created from 3 

spectral band images of the background, lumen (mucosa, submucosa layer), blood vessels, 

thick/tissue outer layer of serosa and the mesentery. Those 4 regions were segmented in 

different colors (Fig. 6. 8 (b)). The foreground mask is shown in Fig. 6. 8(c). The lumen, 

blood vessel, and thin tissue areas of serosa and mesentery are shown as red (Fig. 6. 8(d)) 

and yellow (Fig. 6. 8(e)), respectively, whereas the mesentery is depicted in green (Fig. 6. 

8(f)). Although a small tissue portion including the blood vessels was indicated in red, the 

program successfully segmented the inside and outside tissue areas and the mesentery. The 

blood vessels will be accurately accounted for in the final map, using the specific blood 

vessel segmentation results (Section 6.3.2). One can observe that lumen, blood vessel, 

thin/thick tissue regions of the intestine and mesentery are successfully segmented by the 

algorithm after repetition of training sets for several tissue types as supervised by the user. 

The inside and outside of the lumen can be used to extract the edge between the two 

regions, which outlines the cut line (Fig. 6. 9(a)-6. 9(c)). The cut line is used as a reference 

to place sutures at a certain distance for better healing. To extract the edge regions, we used 

standard binary image processing methods of dilation and erosion in MATLAB (R2015a, 

Mathworks Inc., Massachusetts, USA). This line (Fig. 6. 9(c)) was used to determine the 

bite-size distance, given the tissue type and size. In surgery, the rule of thumb for the 

general suture technique is to calculate the suture placement distance from the tissue cut 

end (suture width) as 1.5 times the tissue thickness, τ23. The computed bite-size distance 

was convolved with a smooth Gaussian to account for uncertainty in the bite-size distance 

computation. The standard deviation σ of the Gaussian filter is chosen to give more weight 
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to points that are at 1.5τ [mm] distance, but are not closer than δ mm from the cut edge. 

For the 99.7% of the filtered values to be in this range (3σ-rule), σ = (1.5τ – δ)/3. The value 

of δ depends on the suture size, but usually should not be smaller than 0.5mm. With a tissue 

thickness of 1mm, σ=0.33mm. The resulting map, B(u,v), is depicted in Fig. 6. 9(d)-6. 9(e). 

 

Figure 6.9. Multispectral image analysis facilitates segmentation of (a) outer layer of the lumen 

(Serosa) and (b) inner layers of the lumen (Mucosa and submucosa layers). (c) The cut edge is 

automatically extracted by pixel-wise multiplication of a dilated map of outer and inner layers of 

the lumen. (d) A bite depth map B(u,v) is generated by translating and smoothing the cut edge by 

1.5 times the thickness of the tissue. (e) Overlay of the bite depth map on a single-band image for 

better visualization. 
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6.3.5 Suture Map and Suture Placement Recommendations  

 

Figure 6.10. Suture map and suture placement recommendations. (a) Bite-depth map B(u,v). (b) 

Thick tissue map T(u,v). (c) Blood vessel map V(u,v). (d) Combined map J(u,v). (e) Selection of 

local peaks with equal-space consistency constraint. (f) An overlay image of the recommended 

suture locations. 
 

 
Figure 6.11. (a) A magnified view of the suture placement recommendations and (b) A colormap 

overlay of the suture map provided to the surgeon to overrule recommendations and choose other 

acceptable regions. 
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Finally, a suture map including the anatomical and geometrical information was generated 

using the smooth gradients from the individual image analyses (Fig. 6. 10). The bite-depth, 

tissue thickness, and blood vessel maps (Fig. 6. 10(a)-6. 10(c)) are combined using a 

multiplier operator to create the suture map, as shown in Fig. 6. 10(d). Suture placement 

recommendations are the local maxima from the suture map and are depicted in Fig. 6. 

10(e) with the overlay image shown in Fig. 6. 10(f)). At the end, the surgeon is provided 

both the recommendations as well as a colormap overlay of the acceptable suture locations 

on the image so that they can decide if they want to overrule the recommendation of the 

software. 

 

6.4 Discussion 

Providing surgeons with subsurface tissue information beyond standard surface shapes 

and patterns obtained using current surgical imaging techniques may improve the 

surgeon’s decision making and lead to better surgeries and reduced complication rates. 

Towards this goal, an MSI platform was developed and evaluated for intestinal 

anastomosis. The system successfully determined blood vessel locations, tissue thickness, 

correctly classified the tissue regions, and combined the information to recommend 

optimal suture locations. Limitations of this study include the small sample size and the 

use of flattened two-dimensional ex vivo tissue [124]. Future research should focus on 

acquiring more ex vivo tissue data to allow separation of training and test data sets and to 

compare to ground truth. Another important step is to translate these findings to in vivo 

studies on tissues. Other tissue characteristics such as tissue perfusion, which is important 

for healing and can be detected using MSI, should also be included in the analysis and 
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suture location optimization. Such suture maps processed in real-time may potentially 

provide access to the best tissue information for anastomosis and thus mitigate the highly 

variable experiences and intraoperative decisions of surgeons. These suture maps 

showing the optimal suturing regions could also provide guidance to automated surgical 

procedures, where robots assist surgeons [125] in performing safer operations with higher 

precision in less time. In summary, this study demonstrates the feasibility of an MSI 

platform for the identification of blood vessels, differentiation between thin and thick 

tissue areas, and segmentation of different tissue types. The information is useful in 

determination of the optimal suture placements, which contributes to the development of 

a safer operation with reduced complications. 
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CHAPTER 7: CONCLUSIONS 

In this Chapter, the technical achievements and contribution of this dissertation are 

summarized along with some discussion of future research directions.  

7.1 Summary of Contributions 

In this dissertation, a fiber-optic bundle-based microscope imager was implemented for 

studying the astrocyte network activities in the brain of freely moving mice. Several 

imaging systems were constructed to achieve high-resolution cellular imaging up to 3 

µm. Novel image-processing algorithms were applied to improve the quality of fiber-

bundle imaging (SNR of 4.4 dB, PSNR of 18.03 dB with two-fold resolution 

improvement both in axial and lateral resolutions). The developed imaging platform was 

utilized for correlating the astrocytic network activity with distinct patterns of animal 

behavior.   

To visualize cellular imaging and astrocytic Ca2+ activity in vivo, several fiber-

bundle imagers were constructed and evaluated. A dual-mode fiber bundle imager was 

developed for simultaneous confocal reflectance and fluorescence imaging. Automatic 

calculation of gene transfection efficacy was assessed using human cervical cancer cells. 

A single ball-lens integrated fiber-bundle imaging probe was designed to offer a better 

lateral resolution of ~2 µm and longer working distance of 1.5 mm. Two types of 

imaging probes, one with 350 µm field-of-view, 324 µm working distance and another 

with 500 µm field-of-view, 1.5 mm working distance, were fabricated to demonstrate 

their applicability to deep and surface brain imaging in vivo respectively. A spatially 

multiplexed fiber-bundle imager allowing simultaneous imaging of multiple brain regions 

was proposed and experimentally demonstrated.  
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To improve the fiber-bundle image quality, structured illumination microscopy 

was used with depth-resolved imaging (12 µm axial resolution) and super-resolution 

imaging (2.46 µm lateral resolution). A DMD was used to generate and optimize the 

structured illumination pattern promptly (~60 Hz); thus, optically sectioned images were 

obtained from live mice brain in the first-in-first-out processing. Super-resolution fiber-

bundle imaging was numerically and experimentally demonstrated to surpass the 

diffraction limit on the resolution of 2.9 µm by achieving 2.46 µm, based on linear 

structured illumination.    

To validate the developed imaging systems, each system was used for in vivo 

mouse brain imaging. Dual-fiber probe-based simultaneous astrocytic Ca2+ imaging was 

performed to demonstrate that locomotion triggers simultaneous activation of astrocytic 

networks in multiple brain regions of the primary visual cortex and cerebellum. Real-time 

dual-color functional brain imaging was conducted to demonstrate that astrocytic Ca2+ 

activity is coupled to vascular hemodynamics in the cerebral cortex. Finally, the platform 

for brain imaging of freely behaving mice revealed that astrocytic networks are activated 

during behaviorally relevant tasks such as resting to active state changes.  

In addition, for guiding optimal suture placements in tissue anastomosis, a 

portable multispectral imaging system was developed and studied for the proof-of-

concept validation of intestinal anastomosis in the ex vivo porcine model experiment.  

 

7.2 Future Work 

In the future work, expanding the current study to the investigation of casual relationships 

between discrete brain regions of visual cortex, motor cortex, and cerebellum, to the 
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studies of neuro-glia interactions, and to the studies of social behavior in freely behaving 

mice by using multi-furcated fibers. In addition, multispectral imaging-guided surgical 

robot activation and in vivo animal studies are envisioned as well.   
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