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Abstract

Snakes, due to their structure, are very well adapted to navigating small spaces and di-
verse, unstructured, and potentially amphibious terrain. In robotics, navigating these
environments is difficult for conventional tracked, wheeled and legged robots, but snake
robots should be well suited for it because of their connection to their biological analog.
However, designing a robot to match the morphology of a snake comes with its own
challenges: a high number of degrees of freedom and complex dynamics. Coordinating
these many degrees of freedom to produce locomotion is challenging. Traditional control
methods using models, sine waves or shapes fall short when applied to multiple envi-
ronments and can be susceptible to process and sensor noise. However, neuroscience
might be the key to coordinating these high degrees of freedom. In animals, their nervous
system can somehow synchronize movements while being very robust across all types
of environments. In particular, central pattern generators (CPGs) are a type of neural
circuit found in many animals that produce rhythmic outputs for locomotion. Simulations
of CPGs have been used in the past to control legged and hyper-redundant robots, but
often require the tuning of a large number of parameters. In this work, we implement a
neuron-based spiking CPG (SCPG) to control a snake robot in simulation. We generate
our neural network from the ground up, fixing continuous parameters and optimizing
over the discrete structure space. We compare our method to state of the art locomotion
algorithms in environments of increasing complexity, and show that our SCPG has an

increased robustness to environmental parameters.
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Chapter 1

Introduction

We often turn to robots to help us explore areas that are unreachable, dangerous or
otherwise not suited for humans. However, these areas are often not easy for robots
to navigate, especially conventional ones that have wheels. Quadrupeds may have an
advantage in navigating rubble, but they are often large and cannot fit in small spaces.
Tracked robots can go over rubble or fit into tight spaces, but not both as they can only go
over rubble smaller than their tracks. Therefore, there is an opportunity for unconventional

robot morphologies to excel in this space.

Snakes have a very simple morphology, but are highly maneuverable. In particular,
they can navigate aquatic, cluttered and tight environments. Because of this, it makes
snakes prime candidates for biologically-inspired robots. This makes them well suited
for tasks such as search and rescue [65], inspection [34] and surveillance. However, while
snakes can easily control themselves to navigate the aforementioned environments, snake
robots have a difficult time because of a large number of degrees of freedom (DOF). While
snakes have evolved to easily coordinate these DOF, snake robot locomotion still has many

open questions and areas to explore.

Since the design of the first snake robot from Hirose [24], their locomotion was a

highly researched topic. The design itself of the first snake robot was simple: a series of



rotational joints, each offset 90 degrees about the axis of the robot. Hirose [24] modeled the
locomotion of a sine wave, where the phase of each joint was based on its position along
the body. For many applications, this open-loop formulation is sufficient, as it produces
locomotion on flat surfaces, and by changing parameters, a variety of interesting gaits
and behaviors can be achieved [60]. However, these trajectories can fail when applied to

complex, unstructured terrain.

Traditional model-based dynamic or kinematic approaches have also been applied
to snake robots [36][35][37], for both locomotion and obstacle avoidance. These con-
trollers have the same problem as their simple gait predecessors: operating in unknown

environments.

More recent work has shown that torque measurements at the joints themselves can be
used to alter the shape of the robot around local obstacles. This allows the robot to use
objects that normally would be considered obstacles as instruments for locomotion [62][61].
The controller also uses compliance to help the robot conform in three dimensions, which
enables it to traverse objects much larger than itself. The controller is highly configurable
to use arbitrary shapes, and can negotiate relatively complex environments without a

model. Therefore, we consider it to be state of the art for model-free controllers.

Simultaneously, biology has also been used to not only influence the morphology of
these robots, but also their control. In many animals, oscillating neural circuits can control
regular processes such as breathing and heartbeats, and produce locomotion. In particular,
central pattern generators are a type of oscillating circuit that produce patterned periodic
signals. CPGs have been identified for swimming, heartbeats, respiration, walking and
flight [55], in ranging from the C. elegans [45] to rats. CPGs are known for being able to
produce output in the absence of external input, but many utilize external signals from

modulatory projection neurons to control the activation of neurons within the network. By



doing so, the cycle frequencies and phase relationships between neurons can be changed

[55]. Thus, they can be used as a control method for robots.

Central pattern generators are not a novel concept in their application to robotics. They
have been used in hexapod robots[62][46][45] and fish robots [13] to produce locomotion as
they help reduce the degrees of freedom for an operator or a higher level controller. They
have also been used not only to produce joint trajectories, but to estimate their state as
well, based on torque measurements [55]. In snake robots, central pattern generators have
been implemented in a number of ways, often as a chained dynamical system [25][64][67].
More recently, Angelidis et al. [5] implemented the chained dynamical system (based off
the work of Ijspeert and Crespi [25]) on neuromorphic hardware by utilizing the Neural
Engineering Framework [15].

Implementation on neuromorphic hardware (or analog hardware [33][51]) is one attrac-
tive property of neuron-based central pattern generators. This can reduce controller power
consumption considerably. This fact is often overlooked because the energy required to
actuate the joints of a robot far outnumbers the power used for the lower-level locomotion
controller. Nonetheless, advancement of energy-reduction methods for high-DOF con-
trollers can be used for micro-robots where the power consumption of the controller can
surpass that of the actuator. For example, Goldberg et al. [20] estimates that their cost to
travel for their insect scale robot is an order of magnitude higher due to control and power

management hardware.

In this work, we present a spiking, neuron-based, compliant central pattern generator
that has been evaluated in simulation. We first explore the nature and development of this
CPG as an iterated motif, focusing on stable oscillatory output and phase-locking. We also
devise a method for introducing compliance and flexibility into the CPG in the form of

modulatory current. Then, we apply it towards a snake robot in simulation, comparing it



to some of state of the art methods mentioned above and demonstrate its effectiveness and

robustness across environments of increasing complexity.

1.1 Prior work

A non-exhaustive list of SCPGs applied to hardware can be found in Table 1.1. We discuss

the prior work across multiple dimensions in more detail below.

1.1.1 On snake robot design and construction

There have been a number of snake robot designs since the the ACMIII [24]. We will focus
on the ones that were used in the publications to which we are comparing our controllers
to. Travers et al. [62][61] uses eighteen series-elastic modules from Pratt and Williamson
[50]. Each motor was oriented such that its axis of rotation was ninety degrees from its
adjacent motors. Wang, Gao, and Zhao [64] uses a custom-built ten-link snake robot with
each joint having two degrees of freedom (one in the left/right plane, and one in the
dorsal/ventral plane). Of note is that both of these robots were tethered, which allowed

the robots to be powered and controlled externally.

1.1.2 On snake robot controllers and locomotion

Traditional, model based controllers [36][35][37][19] certainly can provide optimal joint
trajectories, however, these are most limited by the need for a model of the environment
and its obstacles. We recognize that some approaches have success creating partial models
of the environment using sensors [28]. We are considering model-based controllers to be

out of the scope of this paper since we are targeting environments where we do not know

the model beforehand.

When one does not have a model of the environment, model-free approaches are



appropriate. However, state of the art model-free, shape based approaches [62][61] are
limited by the fact that they are reliant on a few parameters that make assumptions about
the environment. For example, the frequency and amplitude of the shape waves that
define a good shape in a sparse environment might not transfer well to a more dense
environment. However, for an environment for which it is well tuned, the performance is

outstanding.

We also consider state of the art CPGs formed from chained dynamical systems. The
CPG model from Ijspeert and Crespi [25] was the one of the first such models, and Travers
etal. [62][61] compares their shape controller to it. It is a very strong candidate for model-
free snake robot control because it is robust to perturbations and noise, and can use force
input from the environment to change its parameters [2]. However, it is most limited by
its potential gaits, and several more recent CPGs[67][64] attempt to remedy this. In our

comparison, we use the CPG from Wang, Gao, and Zhao [64].

Spiking CPGs (SCPGs) are a new form factor. Angelidis et al. [5] utilized the Neural
Engineering Framework, which enables the translation of arbitrary dynamical systems
into spiking neural network populations, to convert the CPG from Ijspeert and Crespi [25
into a spiking neural network. However, this approach typically requires a large amount
of neurons. In this particular publication, they range between 280 to 5000 neurons per

oscillator, on a snake robot with eight joints.

1.1.3 On SCPGs and hardware

Typically, neuromorphic hardware has a restriction on the neuron types that are available to
use on the platform. For example, the Adaptive Leaky-Integrate-and-Fire (ALIF) neurons
that we use in this publication are not available on our target platform (the Intel Loihi
[12]). However, Polykretis, Tang, and Michmizos [45] has a very clever approach to



overcome this limitation by defining their bursting neurons as chained leaky-integrate
and fire (LIF) neurons and passive compartments. Effectively, this makes each neuron a
multi-compartment neuron. By defining their neurons this way, they were able to achieve
a small network size while still having the oscillatory firing patterns necessary for hexapod

locomotion.

Several older publications that were written when neuromorphic hardware was still
in its infancy solve this problem by using analog hardware [51] [33] or VLSI [32]. Our
implementation of compliance is similar to Lewis, Tenore, and Etienne-Cummings [32],

which uses inhibitory networks with excitatory tonic drives for modulation.

The aforementioned SCPGs do not take into account the difficulties of hand-tuning
an entire network for robotic control. We consider two recent publications [3][16] to
be state of the art in terms of spiking CPG design and parameter tuning. Espinal et al.
[16] finds the structure and weights of an integrate-and-fire (LAF) spiking CPG using
Christiansen grammars and an evolutionary algorithm. It is an advanced way of finding
the structure and weights, but falls short since it lacks the scalability necessary for snake
robot locomotion. Aljalbout et al. [3] uses a static built CPG with a pool of reservoir
computing neurons to provide a task-agnostic interface. While this has a very strong to
potential to work with snake robots, it was not explicitly discussed. The authors also
rely on a static architecture, where they optimize weights of the synapses between the

motoneurons and motors using the ReSuMe method [49].

In our publication, we will show that we can optimize this structure while maintaining
static weights. We do this with a multi-step search algorithm, and validate our results
compared to an oscillator CPG and a shape based controller. We show that our approach

can more stable performance in environments of increasing complexity.



SCPG Implementation Robot morphology Tuning method

Lewis et al. [33] Analog Biped Hand

Lewis, Tenore, and Efienne-Cummings [32] Analog Biped Hand
Espinal et al. [15] Microcontroller Cuadruped Christensen grammar + GA
Espinal et al. [15] FPGA Hexapod Christensen grammar + GA

Russell, Orchard, and Etienne-Cummings [54] Microcontroller Biped GA

Maruyama, Ichimura, and Maeda [40] Analog Cuadruped Hand

Spaeth et al [57] Microcontroller Modular Hand

Maufroy, Kimura, and Takase [41] Simulated Biped Hand
Kwiatkowski and Lipson [31] Simulated Hexapod Femote Supervision Method

Polykretis, Tang, and Michmizos [45] Loihi Hexapod Hand

Gutierrez-Galan et al. [21] SpiNNaker Hexapod Hand

Table 1.1: An non exhaustive overview of SCPGs app].ied to robots



Chapter 2

Theory

The design and control of snake robots is necessarily linked. A given snake robot controller
will not always work with all snake robot morphologies. Therefore, it is imperative to
examine the concepts behind both the controls and design of the robot we use in this
publication. First, we provide an overview of other designs and configurations that have
been used in prior work, then we give an overview of the mathematical concepts behind
the shape-based and Hopf-oscillator based controllers we are comparing to. Finally, we

examine past SCPG structures.

2.1 Design
2.1.1 Kinematic approach

Most snake robots are an example of hyper-redundant serially-linked robots. In many
designs, the robots are composed of serially-linked rotational joints. Sometimes, joints are
divided into two alternating orthogonal planes of rotation (dorsal/ventral and left/right)
such that each joint is rotated 90° from its preceding and following joints [62][24]. Others
have all their joints rotating in the left/right plane [66][10][56]. Finally, some have two
axes of rotation at each joint [34][27]. A good review of robot morphologies can be found

in Liu, Tong, and Liu [35].



2.1.2 Exterior

In biology, snakes move on flat surfaces because their scale layout and structure provides
anisotropic friction, where their forward friction is much less than their perpendicular
friction and backward friction [17]. In snake robots, some have attempted to emulated
this by adding wheels [56][10], while others have solved it by adding “fins” to the robot

34], or by minimizing frictional effects and using obstacles [62][61]. Nonetheless, friction
is important to consider, especially in a flat 2D plane. Crespi, [jspeert, and F [?] notes
that changing their frictional coefficient in simulation reduces their speed by 24%. Since
the applications of snake robots often revolve around inspection and search, most of the
designs typically have a camera or image sensor of some sort [34][53][27]. One places
a bladed saw at the end of the robot for purposes of cutting a material[42], although a
physical version of this is not built to our knowledge.

2.2 Control

The control of snake robots can generally be broken into two categories: model-based
control, where a model of the robot and environment is used to generate trajectories, and

model-free control, which produces trajectories without knowledge of the environment.

2.2.1 Model-based

Model-based approaches rely on a dynamic or kinematic model of the environment and
robot to accomplish their task, which means they are limited by how accurate that model
is. This is particularly difficult in novel or complex terrain, where it is next to impossible
to have a model a priori or have a constructed model good enough to execute on. Since
the dynamics model of snake robots are highly nonlinear, model-based approaches are
also difficult to implement. Several dynamics models are elaborated in Liljebck et al. [37].

9



These models include 2D and 3D models, with varying friction constraints. Nonhoff et al.
[44] utilizes a simplified model from this to produce an “economic” model predictive

control for a snake robot.

2.2.2 Model-free

Model-free control produces trajectories in the joint-space that do not require knowledge
of the environment nor a dynamic model of the robot. However, assumptions are made

about the robot’s form. The reason they are used is because they produce a “net desired

behavior”[62].
2221 Centralized

Centralized controllers generate a trajectory for all the joints at once using a single model.
In traditional snake robot literature, this is usually defined as a sine wave for every joint,

nominally:
8 = x + Asin(ys — wt) (2.1)

This equation is referred to as the serpenoid curve in the literature. Here, 8 = [8y, 6,...0,]
is the vector of desired angles at each of the joints s at time ¢, Kk = [K7, k2...K, ] is an offset
vector which can allow turning, # is the spatial frequency parameter that defines the curve
along the snake robot body, w is the temporal frequency pattern that defines how fast the

robot oscillates.

Typically, by modifying these parameters, one can define a set of different gaits for a
snake robot that can be of use in varying terrain. In particular, when a snake robot has two
alternating orthogonal planes of rotation as described before, one can define two serpenoid
curves for each plane, with linked temporal frequency parameters. This enables the robot

to have gaits not inspired by snakes, such as corkscrewing and linear progression[60]

10



2.2.2.2 Shape based

Shape-based control is somewhat of an extension of the centralized control. In general,
a shape function can be defined as any function h(c) —+ RN, where 8 € RN and ¢ =
[, 03...0; ] are the shape parameters. For example, the serpenoid curve (2.1) is a shape
equation where ¢ = {x, A, 7, w}.

Another shape equation is defined in Travers et al. [62] that allows shapes to progress
down the body of the snake robot. This is useful for using objects in terrain to aid in
movement, as the snake robot can form shapes around these objects and push off of them.
The following shape and compliance equations have been directly taken from Travers et al.
[62] and Travers, Whitman, and Choset [61].

They define shapes as an amplitude modulation of the serpenoid curve i.e
8 = A(s, t) sin(gs — wt) (2.2)
The amplitude modulation signal itself is a sum of Gaussian activation windows:

w 2

s — u;lt

A5 t) = Y. Arexp(— D), 3)
i P

Here, W is the number of activation windows, A; defines the activation of the ith window,

u;i(t) defines the center of the ith window, and ¢ defines the width of the windows. As

a shape equation, the shape parameters are ¢ = Ay, A7...Aw. The serpenoid curve in

Equation (2.1) acts as a carrier wave for the amplitude modulation signal in that it moves

the shape down the body of the snake.

The amplitude modulation signal itself also moves as a function of time due to the
moving window centers. In writing the equation of y(t), one can either choose a infinite
number of windows that propagate at the same speed or choose a rule to recirculate them

such that the number of window centers remains constant. For simplicity, the latter case is

11



used. If one keeps the spatial frequency 5 and number of windows W constant, you can

define a rule to recirculate the window centers as

)

pi(t) = pi(0) + mod( ; (2.4)

Here, the initial window centers y;(0) is constrained such that all the window centers

have a constant distance.

1i+1(0) = i (0) + % (2.5)

The end result is that each window center is recirculated when it reaches the original
location of the following window center.

Compliance is accomplished by utilizing torque measurements at each joint. The value
of compliance is that it allows the snake robot to form its body around its environment
via proprioceptive forces. The way that these torques are used depends greatly on the
controller.

Compliance in a shape based controller is done as a modulation of the shape parameters.
In particular, a compliant shape controller modifies its shape parameters from nominal
values oy to desired values ¢;, which are modified based on the proprioceptive forces
mentioned above. This is done using a second order Dynamic Motion Primitive (DMP)

controller of the form
Md; + Bdg + K(og — 00) = JText (2.6)

Where M, B, K are parameters that control the response of the system and 7., is the
external torque at each of the joints. | is the Jacobian that maps the joint-space into the

shape space based on the shape-function k(o).

12



_ dh(o)
J= oo

(2.7)

Intuitively, this means when a robot joint moves in a direction and encounters an
object, it reduces its desired joint angle, as the torque is higher than in free motion. The
gravitational forces also provides torque to the non-planar joints, which allows the robot

to conform in three dimensions.

2.2.3 Central pattern generators

Central pattern generators (CPGs) are model-free controllers that are typically found in
biological systems. They typically produce rhythmic output based on non-rhythmic input
that is thought to be used for repetitive movement like slithering, swimming and walking.
Some biological examples can be found in snakes, eels, lampreys, mice and even humans.
The use of CPGs as locomotion controllers is not a novel idea, and many works utilize
something similar [9] [14] [4] [67] [23].

Models of CPGs can be divided into two general categories — dynamical systems based
and spiking neuron based.

Oscillator-based models simulate differential equations over time in order to have
individual joint angles approach a limit cycle. This means they are naturally robust to
small changes in initial conditions. However, since they are mostly utilized as model-
free feed-forward controllers, their robustness is underutilized for robotic control. Their
advantage to sinusoidal feed forward controllers is that they enable smooth changes in
desired motor angles when parameters are changed. In Wang, Gao, and Zhao [64], they

define their CPG using oscillators implemented as a two dimensional system.

13
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uation 2.5 can be written in a state space representation as:
P P
x = fu(x;,w, A) +s(t),x = (u,0)7 (2.9)

Here, w and A are, as defined in the serpenoid equation, the temporal frequency and
amplitude of the limit cycle. A defines the convergence rate of the system to the limit cycle,
and ¢ is a Hopf bifurcation parameter. s(t) € R? is a coupling input that allows oscillators
to synchronize with each other to enable coordinated locomotion. This coupling input can
have several different configurations based on the desired effect. Wang, Gao, and Zhao
[64] defines this input for the ith oscillator as:

5i(t) = Zw,, ‘R{rp,,,) x;(t) (2.10)

where n is the number of oscillators, w;; and ¢;; are the weight and phase between
oscillator i and oscillator j, and R(¢) € SO(2) is the 2D rotation matrix about ¢.

The weights and phases of the system are dependant on the topology of the oscillator
chain. Wang, Gao, and Zhao [64] considers multiple topologies, but the one they consider
best is in Figure 2.1, which has been adapted from their paper. Each side of the chain corre-
sponds to a different plane of the robot: the left side (oscillators 1 to n/2) of corresponds to
the dorsal/ventral joints and the right side of the chain (oscillators n/2 to n) corresponds
to the left/right joints.

The left and right sides of the chain have a constant phase offset of 90° between them,
which is related to the physical rotation of adjacent joints. They also share a constant
weight. Between adjacent in-plane oscillators, there is a global variable phase offset ¢ that

14



(a) Phase (b) Weights

Figure 2.1: Chained oscillator topology for CPG defined in [64]. 2.1a shows the phase offsets
between different oscillators and 2.1b shows the weight configuration

corresponds to the spatial frequency parameter 5 in the serpenoid equation.

Neuron-based CPGs are typically implemented as a recurrent spiking neural network.
The implementation and structure is highly dependant on the morphology of the robot.
For example, in Lewis et al. [33], an integrate and fire (IAF) model was used with the

dynamics:

dv;
fd—; =] —Gllas+1Io (Z ijGj)

i
Where C,; is the capacitance of the neuron membrane, I, is the discharge current, V(t) is
voltage, I(t) is current, Wj; is the weight between i and j, G;(t) is the spike train of neuron
j and | is an external current. In Aljalbout et al. [3] and Espinal et al. [16], a discrete time
IAF model is used with essentially the same equations. The notation here has been unified

to be consistent the rest of this paper. We show a comparison of the various forms that
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SCPGs have taken in Figure 2.2. None of the publications claim that their designs are
bio-fidelic, but rather that they are inspired from biology. Most of them revolve around
innervating motoneurons to mimic flexion and extension muscles controlling a joint. The

figures have been adapted and modified from their original publications.
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(a) Espinal et al. [16] (b) Lewis et al. [22]

{c) Lewis, Tenore, and Etienme-
Cummings [32]

Figure 2.2: Some examples of SCPG motifs from prior work. The full networks are often larger.
Nodes labeled “CPG” represent neurons crucial for oscillatory behavior, while “E” and “F" repre-
sent extension and flexion motoneurons. (2) shows a relatively complex system to control two tibia
and coxa of a hexapod. Network size is made of three motifs.(b) shows two bursting neurons with
a pacemaker to control a single hip of a biped with feedback. The full network is two motifs. (c)
shows scheme to control a single knee and hip of a biped. The full network is two motifs.
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Chapter 3

Methodology

In this chapter, we describe our approach in designing the robot. We then show our
methods to recreate the robot in simulation as well as the environments we used to test the
controllers. Next, we detail the methods to implement the comparison controllers and our
custom CPG controller, including how we introduce compliance. Finally, we discuss the

metrics that we use to compare all three controllers across multiple environments.

3.1 Physical robot design

Our designed snake robot, which we named “Neurally Adaptive Graph Agent” (NAGA)
is designed to be built using commercially obtained parts and a 3D printer, and to not
require custom electronics or metal parts. An image of NAGA is shown in Figure 3.1. It is
designed to be modular, allowing any number of links to operate in various configurations.
Each link can be attached to the next link such that it rotates in the same axis, or the
perpendicular axis. In this work, all joints rotate in the same axis since the environments
are all planar and flat. Each joint is actuated by a single servo, a Dynamixel AX-12A.
The Dynamixel joints have a clamped proportional controller that controls their angle. It
should be noted that the AX12-A does not contain an integrated torque sensor, and one is

not included on the physical robot.
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A round, 3D printed shell surrounds each of the joints in order to minimize friction
and to add protection to the wires and electronics. A "head" link which carries an IR
distance sensor, a battery and motor controller is attached to the first joint. A tail, using the
same design as the head is included as well on the physical robot, and contains another
battery. Both the segment design and head design are described in Figure 3.5. The joints
are wired together in a daisy chain fashion and communicated using a half-duplex serial
connection. The controller for the robot is an Arbotix-M board which has a plot for an
X-Bee wireless connectivity module that enables communication with a laptop running

ROS. The information flow is shown in Figure 3.2.

3.2 Simulation design

The simulated robot matches the physical robot in most ways. However, because the
simulated controllers that our chosen robot simulator, Gazebo, offers do not include a
proportional controller, a simulated PID controller is used. We also include a simulated
torque sensor at each of the joints. We chose to not include the tail segment for simplicity,
but found that the head segment was necessary for movement since it had a curved dome-
like head that could not get stuck on obstacles. Finally, we also do not include the distance

sensor on the head of the robot, as it unused in all of the controllers.

3.2.1 Physical modeling

The simulated model was created using XACRO [22], an XML macro language. At first, we
used direct CAD models of the snake robot from SolidWorks exported as stereolithography
mesh files and imported directly into Gazebo using XACRO. However, we found that the
simulation ran extremely slow due to the unnecessary detail. We solve this by reducing

the geometry of the mesh using Meshlab [5].
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Figure 3.1: The Neurally Adaptive Graph Agent (NAGA) robot
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Figure 3.2: Information flow in the physical robot. Solid lines represent hardware nodes, while
small dashes represent software nodes.
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(c) Side view (d) Top view

Figure 3.3: Design of a single shell segment. (c) shows holes on the side provided screw access for
assembly, (b) shows windows through the front for wire access.
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(c)

Figure 3.4: Assembly for two links of the robot. (a) shows all parts (not including screws and wires)
for a single link. (b) shows two links chained together serially, using the planar configuration. (c)
Shows the configuration of the head, including an unused distance sensor (front), the battery, and
the control board (blue).



Because the links are geometrically complex, they potentially have interesting inertial
properties. We originally found the inertial matrix via Meshlab, but this resulted in too
small values for simulation using the Open Dynamics Engine (ODE), the default physics
engine of Gazebo. To solve this problem, we model each link as a cylinder. Then the

inertial matrix is calculated from

ivey 0 0
I=10 iyy 0 (3.1)
0 0 iz
where
1

, : 1 2
By = xx = Em(3r2+h )

Where m,r,h are the measured mass, radius and height of the links after physical
construction. Each of the robot links has a collision mesh that is also approximated as a
cylinder. This is done for two reasons: one, to simplify the load on the physics engine, and
two, to reduce gaps in the robot links from getting caught on the pegs. The coefficients of
the cylinder are set to be 0.3 for along the length, and 0.5 across. Practically, this does not

affect the movement of the robot when not colliding with obstacles.

3.3 Environments

Each environment is composed of a circular array of pegs, similar to the environment
testing in Travers et al. [62]. Parameterized environments are generated via a Python script.
Modifiable parameters include the thickness and height of the pegs and their positional

density. Randomness can be added to all parameters and as we increase the randomness
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all of these parameters, we can start to approach a real world environment. For example, a
very dense peg world with random heights, thicknesses and positions can resemble rocky
terrain. We chose two parameters to vary, and generated three “worlds”. These are shown
in Table 3.1. Although these worlds do not represent real-world conditions, we start with
the easiest world and attempt to make it more complex. We hope to compare robustness
across environments by tuning the controllers on a single environment and analyzing how

performance is affected by a more complex world.

World # | o, p{pegsfmz)
80

1 0
2 0.5 80
3 0.5 100

Table 3.1: Environments (“worlds”) of increasing complexity. ¢ is the randomness factor, p is the
density

All environments have pegs with 0.01m radius and are (.2m tall. The pegs are generated
in a grid with a given density, and then all pegs outside the circle with radius 2m are
pruned. The number of total pegs is approximately n = 2p7r?, so y/n rows and columns
are generated. Next, pegs are pruned at every other position, alternating between rows
such that no pegs in adjacent rows are adjacent to each other. This means that the practical
density is approximately half of the specified density. This is done in an attempt to remove
“channels” in which the robot can get stuck in. However, this does not eliminate them, and
is a cause of some interesting behavior (see Subsection 4.4.1).

When introducing randomness, we do not completely randomize the placement of
the pegs since this results in non-homogenous local density, which forms local pockets of
empty space that all controllers can get stuck in. Since it is outside the scope of this work
to analyze this effect, we choose to first generate a locally-homogeneous world and apply
randomness to the peg positions, which alleviates this problem. Randomness is added to
the pegs’ coordinates drawing from a Gaussian distribution N (ﬂ, (-:Tr / \/?_1)2)
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(a) (b) (©
Figure 3.5: Screenshots of the gazebo environment, with parameters corresponding to Table 2.1

Screenshots from the worlds in Gazebo can be found in Figure 3.5.

3.4 Controllers
3.4.1 Shape-based compliant controller

The shape-based compliant controller[62][61] is implemented based on the equations
discussed in Subsection 2.2.2.2. A controller with three windows is used. Following the
advice of the authors [62], two extra windows that are centered outside of the linkages
of the robot are used to smoothly transition the angle values during the window re-
circulation. First, testing was done outside of the Gazebo simulation to verify that the
trajectory generated by the feed-forward portion was correct. Then, a controller was
designed in the Gazebo simulation, where torque was measured from the simulated joints
and used as an input into the DMP defined in Equation 2.6.

3.4.2 Oscillator-based CPG

The oscillator based CPG is implemented based on Wang, Gao, and Zhao [64], following
the details in Subsection 2.2.3. 11 oscillators are used, one mapped to each joint. In order

to add compliance, as noted in the comparisons of Travers et al. [62], the exact same DMP



that was used the shape controller is used to modulate the parameter A of the oscillators.
Since in the original formulation, A was a single parameter that all the oscillators shared, it
was pulled out to be an individual parameter that could be tuned. Therefore, the equations

are modified from Equation 2.5 to be:

2
i\ [—emi—ACSE -0,
(.‘) = 2l +5:(t) (3.2)
vi wv; — AL — o)y;

for each oscillator 1.

Here, since the DMP operates on the shape function H(A;) = (;j ), the inputs and
outputs of the DMP do not need to mapped to the joints via the joint-shape Jacobian (or,
rather, the joint-shape Jacobian is the identity).

3.4.3 Neuron-based SCPG

In this work, we use an adaptive leaky-integrate and fire model, with neuron dynamics

av(t)

g = R(I(t) —n(t)) = V() (3.3)
dn(t)

T = —n(t) (3.4)

L(t) =bi +Ji(t) + a; ), w;i(A*Gj)(¢) (3.5)

jEN
Where V(t) and I(t) are the membrane potential and input current at time ¢, n(t) is the
adaptation parameter, R is the membrane resistance, and 17 and 1, are the time constants

for membrane voltage and adaptation, respectively. Input current I(t) is calculated using

synaptic connections where i,j, are neurons in the circuit N, b; is the bias current into i,«; is
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the neuron gain, w;; is the weight between j and i, G;(t) is the spike train of j. A(t) is the
synaptic filter. J(t) is an external current that can be used to provide modulatory signals.

When V(t) > V}y, the neuron spikes, and V(t) is set to Viest and n(t) is incremented
by n;,.. Nengo abstracts the units of their simulations such that Vi, = 1 and Viesst = 0.

We chose this model since it can produce a “bursting” spike response when a constant
current is applied. Since it is a single-compartment model, it is relatively easy to simulate
but is not particularly bio-fidelic.

The bias and alpha current is constant for each of the neurons, such that b; = «; = 5.
These numbers are selected such that the neurons begin to fire with no input. Along with
negative weights, this means that the entire network is competitive. This is similar to
the choice of a tonic excitation in Lewis, Tenore, and Etienne-Cummings [32] and Espinal
et al. [16], except the tonic current is provided internally to the network in the form of
bias. An alternative, equivalent method would be to introduce this bias current along with
modulatory signals for compliance. Furthermore, we could have included self-recurrent
connections like in Aljalbout et al. [3], but it was determined that self-recurrent connections
add an additional layer of complexity and tuning, particularly because they require a
tunable weight that will be inherently different from the other neurons in the network.

This could make it incompatible with our other assumptions made in Subsection 3.4.3.1.

In our implementation, the synaptic filter is an alpha filter with impulse response

Alt) = —e™ (3.6)

For time constant 4. The transfer function is given below
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Figure 3.6: Biological examples of SCPGs. 3.6b and 2.6b shows the leech heartbeat CPG from
Ambroise et al. [4] . MC1 is colored green, and MC2 is colored orange. Intermotor connections are
colored pink. Note that the biological SCPG is only a single MC. 2.6c and 3.6d show the CPG in C.
elegans identified by [20] [45].

1
7252 4+ 215 + 1

H(s|ta) = (3.7)

Overall, the SCPG has a layout of 12 motor circuits (MCs), that are each composed of a
symmetric left and right side, each containing 4 or less neurons. Each MC has the exact
same layout and weights, and are connected serially to each other. Each neuron within
each MC will be referenced with the form “Mn[LR]m", e.g “M1R1” means MC 1, Right

neuron 1. Examples can be found in Figure 3.6.
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Since an initial state where the left and right side is a stable fixed point, the initial state
is set such that the voltage for the left side of the network is set to be 1, while the right side

is set to be (. These are chosen to be constants in order to improve reproducability.
The motor output is calculated as follows:

dm,'

T = —mi(t) + Ap x Giq(t) — Ay * GL4 (1) (3.8)

Ej = Anm,' (39]

where m;(t) is the motor circuit output at time t and G (t) is the activation of the nth
neuron in the ith motor circuit. A, is a alpha filter, described in Equation 3.6 and 7 is
a time constant. 6; is the desired value fed into the motor PID controllers and A,, is the
scaling amplitude into the range of the physical motors. Actual values used can be found

in Table 3.5.
3.4.3.1 Exploration of the motif-space

At first, we attempted to tune the leech heartbeat SCPG from [4], chained together as in
Figure 3.6a for our initial simulations. However, we wanted to see if there was another
structure out there that had better performance and stability. Therefore, we needed to
search through possible connectivity graphs that would produce oscillations and could

provide sufficient output for snake robot locomotion.

This is done in two steps. First, we examine possible single oscillators and simulate
them. Next, we select the best ones based on how well they oscillate and then attempt to
chain copies together. The evaluation procedure is then done again to select the best SCPG

structure.

Since the search space for even a single oscillator is very large, a number of rules and

assumptions are made to reduce the complexity of the problem. It is assumed that:
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. (Binary synapses) Within an MC, neurons have the same inhibitory synapse and
weight value. Across MC, they have an excitatory synapse with a smaller weight.

Therefore, connections are binary (either they exist, or do not).

. (Forward connections) Connections between MC are adjacent, forward only, and
only connected to the same index i.e M2R1 can only connect to M3R1 and not M1R1,
M4R1, M3R2, etc.

. (Symmetric connectivity) The left and the right of each MC is symmetric, and L-R

connectivity is the same as R-L connectivity.
. (No autapses) No neuron connects to itself.

. (Sparse connectivity) Connectivity between the left and right side of each MC is

“sparse” (having two or less connections).

. (No isomorphisms) No graphs that are isomorphic on R1/L1 are allowed to pass to

the next step.

Most of these assumptions were inspired from connectivity data found in biology,

notably in the leech heart [4] and the C. elegans locomotion CPG [30] [45], but most of the

assumptions are not bio-fidelic. For example, in many biological CPGs, autapses do exist,

and connections are certainly not binary. However, these assumptions are made to reduce

the complexity of the search.

Table 3.2 shows the reduction of the search space for graphs of size 8. The search space

starts out infinite, since any weight can have an infinite number of values.

The search is done by generating adjacency matrices for the connectivity of one motor,

simulating it, and fitting the output m; from the motor (see Equation 3.5) to a sine wave

(below) using a non-linear least squares method.
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Assumption Parameters eliminated | Resulting search space
Binary synapses oo 2148
Forward connections 260 258
Symmetric connectivity 232 236
No autapses 24 232
Sparse connectivity 216 _ (125} %

Table 3.2: Reduction of the search space. MNote: isumﬂrphism exclusion 1s not included since it
takes place between steps and is non-trivial to calculate the parameters eliminated

i(t) = asin(wt +p) + ¢ (3.10)

Where a,w,p, and ¢ are the parameters that are solved for and represent the amplitude,
frequency, phase, time-shift, and offset, respectively. A sine wave is chosen since it is a
good approximation of oscillatory behavior.

Next, an objective function for fitness is calculated as:

N
ey, 9,2,7) = 7] + ;(y—y)z (3.11)

2| =

Top 100 performers are selected, and then inter-MC connection matrices are generated.
Each top performer is connected to a copy of itself using a generated inter-motor matrix.
These networks are then simulated, and the outputs for each MC are fit to the same curve
as in Equation 3.10. The fitness of the entire circuit is then evaluated using the below error

function.

es2(p1, P2, P €1, €2) = o1|(|p1 — p2| mod 27) — p| + oa(e1 (y1...) + e1(y1-..) (3.12)

Here, p1, p2,e1,€2, are the phase and step 1 fitness (calculated from 3.11) for the first and
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second MC. p is the desired phase. ¢y, 07 are scaling parameters that allowed the control
of which aspect of the fitness was more important. ¢y prioritizes finding a desired phase
difference p, while o> finds circuits that fit better to the sine waves.

Here, we prioritize the phase difference, so we set ©7 = 10, c2 = 1. Our desired phase

is p = /6, which corresponds to one full wave down the length of the twelve link robot.

3.4.3.2 Incorporation of compliance

In essence, the previous models of compliance [62] reduce the amplitude of the oscillation
proportionally to the torque measured at the motor. The DMP implementation is essentially
a second-order system around this operation. It follows that to introduce compliance into
the SCPG, we must do something similar. In biology, CPGs modulate their output via the
introduction of currents into the neurons involved in the CPG. Typically, this is done by
a diffuse release of neurotransmitters into a targeted area. Here, we can do something
similar: by introducing a modulatory current into neurons of the SCPG, we can make it
utilize its environment. The general approach in introducing external currents is to alter
the firing rate in each neuron such that the amplitude of the oscillation is changed based

on the external torque.

In particular, we try a few different methods of introducing torque into the circuit. The

first is to introduce a proportional current into the L1 and R1 neurons.

IL(” = IR{” = -}LTTexr“} [3.13]

Where [, [ are the modulatory currents into all the L1 and R1 neurons for the MC, A;
was a scaling factor that scaled the torque into the motor into the circuit, and T is the

torques measured at each motor. In this way, we do not have to apply the Jacobian to
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convert from motor space into motor circuit space.

However, due to the neuron dynamics, a constant current might be too low to alter
the firing rates at the timescales necessary. Therefore, we also try modifying the current
such that depending on the polarity of the motor derivative, either the left or right neuron
would be excited, while the contralateral neuron would be suppressed. This can be written

as follows:

h(t|o) * ArTex(t) dm(t) =0
] W (to?) % Acte (8)| 730
ri(t) W (Ho') * ArTexe(8) ] sm(t) <=0
h(t|o) * AeTe(8) |7 91 =7

(3.14)

For synaptic filters h, i’ with parameters o, ¢’

However, we only want this contralateral excitation/inhibition for a short while, or else
the mean of the oscillation would drift away from zero, which would result in the robot
turning. Therefore, we need filter that would produce large positive or negative currents
with the initial introduction of the torque, but quickly return to the nominal torque value.
Basing it off the synaptic filter in Equation 3.6, we choose a transfer function that had a 1st

order term in the numerator.

as+1
1252 + 2754+ 1

H(sla, T) =

(3.15)

Beyond compliance, this modulatory input allows us to do a few more things by
choosing where we inject current and for how long. For example, we can change the
mean of the oscillation center (essentially adding an offset similar to the parameter x in the
serpenoid equation 2.1). This can result in the robot turning. Furthermore, we can move

this offset through the various oscillators, giving us control of a shape that moves along
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the robot body. However, an analysis of these types of control is outside the scope of this

work.

3.5 Comparison

We compare the different controllers across three different environments with increasing
complexity. Each controller is run for 10 trials. The position of all the links, the torques
measured at each joint, and the commanded joint positions are all recorded. The robot is
spawned at 1 meter above the pegs, and dropped. This is done to give the robot a starting
position within the pegs. Damage is not simulated. If the first or last link exits the peg
array or the controller surpasses 10,000 iterations, it is re-spawned in the original starting
position, and the trial is iterated. 10,000 iterations is chosen because when a controller got
to that point, typically it means it is stuck. The controller is not reset when the robot is

re-spawned, and it keeps its joint positions.
3.5.1 Metrics

The distance /period metric is measured by calculating the positive radial distance traveled
of the head link and dividing by number of positive peaks in the commanded position
over the same time period.

The periods/trial metric is calculated by counting the number of peaks until the
position is reset. This represents how fast a given controller leaves the environment, which
is correlated with the directness of the snake path. Since the robot is not given any turning
signals, an ideal controller would immediately navigate to the edge without any turns
(besides navigating around obstacles). The failure rate is calculated as the number of times

that the position is reset due to surpassing 10,000 iterations over the total number of trials.

Specifically, wall time is not used as a metric, since each controller time step is different
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depending on the set frequency, as well as the execution time of the program, which can

vary for a number of reasons.

It follows that a good controller would have a high distance/cycle, a low cycles/trial
and a zero failure rate. We compare the means and standard deviations of each controller’s
cycles/trial and distance/cycle using a Student’s T-test to produce a p-value with respect

to the null hypothesis that the cross-controller metrics were the same.

We also use survival analysis[3Y] to determine controller fitness in each environment.

In general, a survival function is defined as

S(t):=Pr(T > 1) (3.16)

and denotes the probability of an event occurring after time {. A hazard function is
defined as

< =
h(t) = tim PEST<HHMT>H

At—0 AT (3.17)

which gives the approximate probability that an event occurs in the interval [t; t + At].
Finally, the cumulative hazard function is defined as

H(t) = j; " h(u)du (3.18)

which gives the approximate rate of an event occurring at time ¢.

The advantage of a survival analysis versus traditional regression is that it can take into

account partial data observations. Here, we want to analyze the number of cycles it takes



to complete a trial, so our “event” is a trial completion. A partial observation (i.e right
censured data) is defined as the trial timing out after 10,000 iterations. Since we know that
the robot did not exit before 10,000 iterations, we can use this analysis to better improve
our estimate of the performance. In order to complete this analysis, we use the python
package scikit-survival [47] using the Kaplan-Meier estimator[29] to estimate the survival
function and the Nelson-Aalen estimator[43] to estimate the cumulative hazard function.
We then compared survival distributions using a K-sample Log-Rank comparison [15],
which produces a two sided chi-squared p-value with respect to the null hypothesis that

two survival distributions are equal.

3.6 Code layout and implementation

The code is divided into separate packages. A ROS metapackage named “snakebot”
contains all the code for running simulations and communicating with the physical robot.
Within this metapackage, the “worm” package is for the simulation code, including launch
files, mesh files, and a XACRO description of the robot and environment generation.
The “snakebot” package contains code for interfacing with the physical robot using and
“rosserial” for communication through the XBee (see 3.2). The “joint2dynamixel” package is
a small package that enabled communication with the Dynamixel servos via the Dynamixel
SDK. A separate ROS package outside of the “snakebot” metapackage named “cpg_control”
contains all the controllers for the snake robot. It is designed generally enough to work
with any ROS-compatible snake robot. Beyond the ROS packages, the “motif_search”

package provides code for the search through the possible motor motifs.

Controllers are implemented in Python 2.7, and simulations are completed in ROS

Kinetic with Ubuntu 16.04 and Gazebo 7. Nengo [6] is used for spiking neuron simulations.



3.7 Identified parameters

The parameters we use are shown in Table 3.3. As stated previously, these are hand-tuned
in the first environment, and then applied towards the second and third environments.

Additional parameters for the Hopf controller were taken directly from [64].

Parameter Value Parameter Value
Ap 0.04 Ap 1
T 0.05 A 5
Ar 1 o 1
w 1 w 2
(a) SCPG parameters (b) Hopf parameters

Parameter Value

An 0.7
n 075 Parameter Value
w 2 M 0.001
¢ 0 B 0.5
P 0.4 K 1
(c) Shape parameters (d) DMP parameters

Table 3.3
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Chapter 4

Results

In order to show a the validity of SCPGs for snake robot control, we examine the difference
between the SCPG controller that we design and the state of the art snake robot control
methods described in Chapter 1. However, as we note in Chapter 1, the tuning of SCPGs is
a significant endeavor and several publications have proposed methods to approximate the
best parameters. We propose another approach in Chapter 3, where instead of optimizing
a continuous space of multiple weights, filter values and neuron properties, we fix that set
of parameters and find an optimal structure for the SCPG. We then do our comparison
versus state of the art in increasingly difficult environments to show that the SCPG has an
increased robustness to environmental complexity. Below, we present our results from the

SCPG structure search and simulations from the three environments.

4.1 Motif search

The structure of a recurrent SNN is crucial for its dynamics, such as oscillations and fixed
points. In order to find a good structure for the SCPG, we first conduct a search across

possible structures (“motifs”) for a single oscillating motor circuit (MC), and then across

two MCs chained together with the best motifs from the first step.

The motif search is run in two steps as described in Chapter 3.4.3.1. The first step
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Figure 4.1: Output of the top performer in motif search step one. a shows the structure. b shows
the filtered spikes into the motor node. c shows the motor node output. The dashed line is the
output from the motor node, while the magenta line is the fit sine wave from Equation 3.10
generates 107,848 motifs. The top performing motif is shown in Figure 4.1. Motifs where
the output could not be fit well to a sine wave are excluded. Other isomorphs of the top
motif are also ranked with the same fitness, but were discarded before moving to the next
step.

In total, 77,420 graphs are eligible for step 2, but only the top 100 are chosen to iterate
on. The output from the biological leech heart SCPG is shown in Figure 4.2 and ranks
1,434 in the first step. Due to its high rank, it is excluded from the next step, despite its
fitness function being only slightly higher. For comparison sake, we include an example
of the outputs of a chained leech heart (from Figure 3.6a) in Supplementary Figure A.12,
which shows that the chained leech heart is not viable for movement. We notice that the
first oscillator works well, but the second chained oscillator does not oscillate at nearly
the same amplitude/frequency. Including motifs with rankings up to the leech heart
would have increased the search space by a factor of 14. The C. elegans CPG is easily
excluded with a rank of 43,950 (see Figure 4.3). A plot of fitness function vs rank is shown
in Figure 4.4. In order to accurately calculate the fitness function, graphs that produce a fit

wave with extremely low amplitudes (less than 0.01) are excluded.
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Figure 4.2: Output of the leech heart SCPG in motif search step one. Its fitness ranked 1,434.
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Figure 4.3: Output of the C. elegans SCPG in motif search step one. Its fitness ranked 43,95(.
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Figure 4.4b shows the top performer of the second motif search step. Notice the
phase difference between M1 and M2 is not quite 7, but it is the closest value. The next
ranking graphs all have phase of 5. The sorted fitness values for this step can be found in
Figure 4.4b. The final best performer can be found in Figure 4.5. The torque-free outputs
of the first five MC for the top perfomer are shown in Figure 4.6. The output of each MC is
colored to match the plots in the output graph. The solid magenta line corresponds to the
first MC, while the other four are slightly transparent. Note that the amplitudes are not the
same, and gradually increase over MC number. This also can be noted in Figure 4.7b. This
effect is most likely caused by the excitatory connections between the MCs, which causes
the firing rate to be increased (much like a positive compliance input, which causes the
oscillation amplitude to increase). It could potentially be solved by a introducing a slight,

decreasing bias current as a function of MC number.

4.2 Compliance

In order for the snake to properly conform to its environment, it must utilize some sort
of sensor information to understand its surroundings and take inputs from the world.
In our case, we utilize our torque sensor measurements at the motors to introduce a
external current into our SCPG neurons. The goal is to modify the amplitude of the motor
oscillation by changing the number of spikes from L1 and R1 in each MC. We try a few
different methods. The first is to make the current proportional to the torque.

While this is successful in reducing the amplitude of the oscillations, this is not sufficient
due to the slower frequency of the oscillation compared to the rate at which input inhibitory

current changes the firing rate of the oscillations. This can be seen in Figure 4.7,

Here, an inhibitory bias current of magnitude 1 is introduced at t=4.5 to the first

oscillator, but we do not see the amplitude of the oscillation decrease until a half second
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Figure 4.5: Full graph and adjacency matrix of the best performer. First five MC are colored.
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later. In robotic context, this would mean the robot would not respond to an obstacle
until the body wave was already oscillating in the opposite direction. To analyze this
effect, we looked at the input currents into the R1 and L1 neurons, and found that the
inhibitory current was not enough to stop the current firing neuron while allowing the

other contralateral neuron to take over.

Next, we utilize the contralateral excitation method with a synaptic filter described in
Equation 3.14. The step responses to the filter can be seen in Figure 4.5, along with outputs
after applying the same torque value (0.4) to the first MC. Of note is that as the amplitude
decreases, the frequency increases. Nevertheless, the selection of « = £0.1, T = 0.05 has

dynamics similar to what we are looking for.

4.3 Simulation

To quantify the difference in robustness between our SCPG controller and the other state
of the art controllers, we simulate them in environments of increasing complexity. Each
controller has its parameters hand tuned in the first environment, and is evaluated in the
following environments. The change in performance can be considered a measure of ro-
bustness. A controller with better robustness would perform similarly in all environments.
Following Chapter 3, the controllers are run for ten trials in an environment with pegs,
where each trial runs until the head or tail of the robot reaches the edge of the pegs or
10,000 controller steps have passed, whichever comes first. The density and randomness

of the peg placements are increased with each sequential “world.”

4.3.1 World1

(See Figure 4.9) The first world consists of a grid with the density of 80 pegs/ m? and
no randomness. We see in Figure 4.9a that the SCPG moves faster towards the exit than
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the shape controller (p < 1(]_'5}, but results are similar for the number of cycles to exit.
However, the SCPG is very consistent in the number of cycles it takes to exit, while the
other two controllers vary. The distance/cycle is correlated with the cycles/exit. Of note
is the Hopf controller’s two best trials, which navigate out of the area in just five and six
cycles. Similarly, the SCPG controller has three such trials, navigating out in 6 or 7 cycles
each time. This is evidence that the tuned parameters for the Hopf and SCPG controller

are well chosen.

4.3.2 World 2

(See Figure 4.10) The second world is a grid similar to World 1, except each peg has noise
added to it according to Section 3.3, with &z = 0.5. Here, the advantage of the SCPG is
more notable, with significant maneuverability (vs Hopf p < 0.02, vs shape p < 0.003)
with significantly lower cycles/exit than the shape controller (p < 0.007) and the Hopf
controller (p < 0.02). It should be noted that the Hopf controller fails to exit three times, so
the mean is biased towards its best trials since we do not exclude the failures from the mean
and standard deviation calculation. The SCPG here also tends to do better than itself in
the first world, despite using the exact same parameters and increased randomness in the
peg position. The shape controller noticeably performs worse, while the Hopf controller’s

successful trials maintain the same performance.

4.3.3 World 3

(See Figure 4.11) This world is 25% more dense than World 2, with the same randomness
in the peg positions. Here, every controller fails to exit at least once. The SCPG fails once,

the shape controller fails twice, and the Hopf controller fails in seven out of ten trials.
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Figure 4.11: World 3 (p = 100, ¢; = 0.5) controller comparison. The SCPG controller gets stuck
in trial 3 (see A .9), the Hopf controller fails in every trial but 2, 3 and 4 (see /.11), and the shape
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4.4 Comparison

Comparisons for each environment are calculated with a distance/period method, similar
to the comparison used in [62], as well as the number cycles to exit the area. Overall, we see
our SCPG implementation is on par with the state of the art controllers in our constructed
worlds. In many cases, the SCPG outperforms the Hopf controller, but the advantage
against the shape controller is a little more nuanced. We note that our controller failed
less than the other two overall, having just one failure to exit in the last and most complex
environment. Comparatively, the Hopf controller fails seven times in that environment,
and the shape controller fails twice. We show a comparison of all the worlds in Figure 4.12.
We note that the standard deviations of each controller is too large in many cases due
to the failed trials, so we turn to survival analyses to gain a better understanding of the

performance.

Our survival analysis is shown in Figure 4.13. It should be noted that the probability
that the robot has exited at a given time-step is higher in our SCPG than the Hopf controller
in World 2 (p<0.02) and World 3 (p<0.001), and the shape controller in World 2 (p<0.005).
The same probability seems to be higher for our SCPG controller versus the shape controller
in World 3, but it is not statistically significant (p=0.17).

Our CPG has similar patterns of performance (i.e a higher maneuverability and resis-
tance to noise) to the Hopf controller. Both controllers suffer more in a denser environment.
However, the Hopf controller has a very high variability in the time that it takes to exit
and so the mean is biased towards its successful trials. A similar trend of variability was
found for oscillator-based CPGs in Travers, Whitman, and Choset [61] and Travers et al.
[62]. In best-case trials, the Hopf controller can compare and even outperform the shape

controller, but it often gets stuck.

This could be from the integration of torque into the system. In both our implementation
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of the oscillator-based CPG and in Travers, Whitman, and Choset [61], the torque modifies
individual oscillator amplitudes. In the shape based controller and the oscillator CPG
in Travers, Whitman, and Choset [61], this method works well since the amplitude of
the windows of the shape based control are independent. However, in the Hopf based
oscillator, the amplitudes of each oscillator are not independent. This means that a torque
applied at the first joint could affect the last joint (although the effect will be small). This
could result in undesired modification of the amplitudes at joints unrelated to the torque

input.

4.4.1 Emergent behaviors

In both the SCPG and Hopf controller, they form a sort of an emergent behavior, partic-
ularly in the two more “difficult” worlds. It first happens in Trial 1 for the first world in
the Hopf controller, where the snake robot oscillates between two diagonal rows of pegs
and moves backwards, exiting by its tail (see /A.5). By the last environment, more than half
the SCPG exits and two out of three successful Hopf exits use this method. However, this
behavior comes at a cost, as the robot moves much slower towards the exit. This can be
noted in Figure 4.11, where the two fastest trials of the SCPG in World 3 are the two that
do not use this method. The one trial that does not use this method for the Hopf controller

does not seem to move any faster.

There are several possible explanations for this behavior. It could be due to the slower
response times of the torque input into the two CPG controllers, both of which are longer
than the Shape controller. It could also be due to the relatively low amplitude of these

controllers compared to the Shape controller.
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Chapter 5

Discussion

5.1 Interpretation of results
5.1.1 Exploration of the motif space

Most of the motifs that performed decently have a coupled two neuron motif (a “two-
oscillator”) in them. In particular, it seems in some situations that the extra neurons within
a single motif may not contribute to the overall oscillatory behavior of a single oscillator.
This is consistent with Curto and Morrison [11], which describes the properties of the
dynamics of embedded motifs within a larger graph. In this context, the embedded motif
is the two-oscillator, while the larger graph is the single motor module. Alternatively, one
can use a larger scope where the single motor module is the embedded motif within the
entire CPG. We can consider the oscillatory behavior to be a dynamic fixed point within the
overall system, and that fixed point is maintained despite having extra connectivity. From
Burtscher et al. [7], it is shown that an embedded motif will maintain its attractor state if
external synapses have a symmetry to all neurons in the motif. Due to our assumptions on
the inter-module and intra-module connectivity, this will hold true no matter the generated

cnm‘nectivity matrices.

Despite this, it is important to show that between adjacent modules within the CPG,
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there is a notable phase difference, which is crucial for snake robot movement. If we had
found that the top performer was an immutable motif within a larger graph, our motif
search would not be useful. However, we also show that the top performer is unique in
the fact that removing an edge or adding a new neuron does decrease the performance
and change the phase between two adjacent MCs, which is evidence that our search was

useful.

On important difference between this work and the works on embedded motifs [11][7]
is the choice of neuron non-linearity. In the above works, the authors use a threshold linear

firing rate model, and here, we are using an adaptive leaky integrate and fire model.

5.1.2 Simulations

In our survival analysis, we see that the SCPG performance degrades less than the other
two controllers. We also see that on average, the number of trials it takes for the SCPG
increases less than the other two when transitioning the controller to a more complex

environment. We can regard this as increased robustness across different environments.

Our SCPG's consistency is another strength of the controller. Typically, spiking neural
networks have an increased level of noise resiliency, but this comes at the cost of a back-
ground level of noise [52] and uncertainty in the dynamics. Here, we find that is not the
case, and that the spiking CPG is more consistent than even the shape controller, whose

output should be neatly deterministic.

We also note several trends across environments for each controller, that might inform
which controllers are useful for particular environments. As noted previously, these
environments are an extremely narrow subset of possible environments. We observe that
the CPG controller and Hopf controller perform better in an environment where they
have been tuned for the specific density. On the other hand, the shape controller tends
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to perform as well in an environment and handle randomness when the environment
is denser than its tuned environment, but does not handle randomness well when the

environment is as dense, but randomized.

5.2 Implications

We find that our controller can compare to state of the art performance in several envi-
ronments and by three metrics. We demonstrate that our compliant controller naturally

adapts in frequency and amplitude without an assumption on the model of the robot.

We also present methods for compliance and neural architecture search such that
central pattern generators can be found for other robot morphologies and problems.

However, we do not claim that our controller is “better” than the two compared
controllers. We acknowledge that there are numerous limitations to our approach and
results. On the other hand, because we approach the problem in a novel way, there is a lot

of room for expansion in this space. We highlight a few of these below.

5.3 Areas for future research
5.3.1 On the exploration of the neural circuit space

In our search through feasible motifs, we make several assumptions in order to restrict the
search space. Because the space is highly non-linear and non-convex, our results are not
guaranteed to be optimal, and our chosen CPGs may just represent a local minima within
with high-dimensional circuit space. Furthermore, in the search-and-reduce method that
we employ, we could potentially leave out circuits that would perform better in the next
search space; i.e there could be a circuit that does not perform well in the first step of
searching that could perform better when it is chained.
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Lastly, our choice to fit the outputs to a sine wave might be an incorrect assumption.
Perhaps, in order to robustly control a snake robot, we do not want clean oscillatory
behavior, and a more optimal motion might fit some other function. There is an assumption
at large that due to the way biological snakes form shapes and move on flat surfaces that
all robot snake gaits must be sine-wave based. It has been observed that most of the time,
snakes in any environment employ many more gaits and movements [26]. In particular,
the generalization of a sine-wave based gait across a set of cluttered environments is
demonstrably low. However, the exploration of alternative locomotion paradigms is

outside the scope of this work.

5.3.2 On compliance

Our compliance analysis resulted in a usable introduction of modulatory current into our
CPG model. However, we limit our analysis to a step response, which is far from the
type of torque encountered in robotic locomotion. One could apply traditional controls
analyses to the compliance system, which might provide better insight and results in
better locomotion. Furthermore, there might be an opportunity to take inspiration from

biology[55] and utilize diffuse neurotransmitter approximations.

5.3.3 On bio-inspiration and bio-fidelity

We do not make the claim that our CPG is bio-fidelic nor that it is biologically feasible.
Due to the assumptions we make in the motif search, we cannot say with certainty that
our CPG is close to anything in biology. However, it is not within the scope of this paper to
make a bio-fidelic or biologically feasible CPG, but rather to take inspiration from biology
to help guide the development of a robotic controller. Despite that, it could be a future
direction of research to see if a CPG designed to more closely mimic biology has similar

performance. Looking at the biological CPGs that were identified in Chapter 2 could be
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a good place to start. We had previously attempted to use a chained version of the leech
heart, as discussed in Chapter 4 but the parameter space was too large to tune well, which

was partly the motivation about doing the motif search.

5.3.4 On simulations

Qur first limitation is our number of trials, which is set at 10 due to time constraints and
the speed of the simulations. With more trials, we could sample the performance of each

controller better, and perhaps get more distinct results.

Furthermore, we limit ourselves in our choice of environment. It is entirely possible
that our CPG controller performs well in a peg environment, but not, for example, in an
environment that is full of complex objects or having a 3D terrain surface. We also do not
attempt non-homogenous environments, a gap noted in Travers, Whitman, and Choset
[61]. Future work could use our developed framework to expand on the worlds used and

the number of trials, which could future demonstrate the uses of the controller.

Our tuned parameters could also be sub-optimal for all three controllers, and it may
be that with better tuned parameters, the other two controllers far outperform our CPG
controller. However, it was not the goal nor was it in scope of this paper to find optimal
parameters for a given environment, but rather to see how one set of parameters affects
results in multiple environments.

We made many assumptions on what the frictional model should look like, and decided
on making the friction for each link in the Y direction (perpendicular to the “forward”
axis of the robot) to be greater than the friction along the X (parallel to the forward axis)
plane. However, the actual frictional coefficients used in the Gazebo simulation are hard to
derive given their abstraction within the simulation platform, and were estimated based on
frictional coefficients between ABS plastic (from which the physical robot’s shell is printed)

59



and concrete. This change of parameter had a negligible effect on the locomotion of the
robot, and did not permit locomotion on free terrain. In this sense, it is both a strength
and weakness of our simulation framework. On one hand, we were not hindered by the
frictional model. At the same time, the robot also did not benefit from being able to use
the floor to locomote when getting stuck if an obstacle was too distant to push off of. This
led to several cases where the tail of the robot was in a void and the front of the robot
could not pull the robot forward. This is why we chose to let the robot exit the area via its
tail, since when this was not allowed, the tail could leave the area, leaving the head inside
without a chance to escape. This means that our results are skewed by this allowance,
and by removing this assumption, we might see our performance degrade significantly

compared to the shape controller, which never exited via its tail.

Applying some of the numerous publications on the effect of frictional models[35]
might provide some more insight on how to design SCPG circuits to better traverse an

environment.

5.3.5 On robustness

We considered the change in performance of a controller from a lower complexity environ-
ment to a higher complexity environment to be a measure of robustness. Since we only
varied two parameters, this does not necessarily mean that a controller that we consider to
be “robust” here will be robust to all environments and situations. Particularly, as we dis-
cuss in other sections within this chapter, there are many other environmental parameters
and situations where our SCPG controller might not be robust. We also did not examine

the effects of sensor noise into the controller, which is a good next step to explore.



5.3.6 On robot models

The robot model with alternating motor axes and discrete links is a common robot model
in the literature [10][56][62][60][53], as it is simple to construct, easy to simulate and the
kinematics are trivial to derive (although complex in form). However, it is not the same
as a typical snake, and as such, mapping the outputs of a neural circuit found in biology
to a 12 in-plane motor approximation is a non-trivial task. Overall, the objective of any
snake robot controller is to mimic the shape of a biological snake over time. Our SCPG
implementation generally does that, but another choice of robot model might make more
sense in terms of neuron-motor mappings. For example,a robot constructed similarly to
a continuum manipulator [63] might provide a simpler transform between neurons and
actuators. Another approach could be finding a method to generally map between shape
spaces of two different dimensions (e.g a CPG with 6 outputs and a robot with 13 motors),
such as was developed in Aljalbout et al. [3]. A shape-based method might be well applied
here, where generalized shapes are generated instead of sine waves. Our approach to

optimizing structure might be able to produce such waves.

5.3.7 On neuromorphic hardware implementation

Due to the complexities of the software implementation, the CPG controller executes much
slower than both of the comparison controllers, even on a relatively powerful computer. It
follows that an onboard computer would likely not be able to simulate the full software
stack. Therefore, it is necessary to implement the network on neuromorphic hardware.
While several publications have focused on in-silico implementations of SCPGs [33] [51][4],
it is outside the scope of this work. Small implementations of these chips could be built
into the robot itself, such that the complexities and power consumption of running a

neural simulator on-board could be mitigated. The advantage of our network in Nengo is
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that there is a simplified process from code to silicon by utilizing the Intel Loihi chip [12].
However, only certain neuron types are supported directly, and the ALIF neuron model
that we used is not one of them. Polykretis, Tang, and Michmizos [45] used a custom
implementation of a bursting neuron with similar dynamics to put their network on a

Loihi, so something similar might work for our model.

As discussed previously, a neuromorphic power analysis for a snake robot might not
be particularly useful, as the actuators themselves consume orders of magnitude more
power than any controller. However, it might be relevant for microrobots, such as the
insect robot developed in Goldberg et al. [2(]. For comparison, their robot controller runs
on a Atmel Atmegal284RFR2, which consumes 4.7mW [1], while a 60 neuron network
might consume 20uW [52] when implemented on neuromorphic hardware. Polykretis,
Tang, and Michmizos [45] implemented an SCPG on neuromorphic hardware using an
Intel Loihi, and estimated their power consumption by comparing to their network size to
a 15k compartment neuromorphic SLAM implementation [59]. Their network size was
less than 0.5% of the the size of the network in Tang, Shah, and Michmizos [59], which
consumed 9mW. Although the power consumption does not scale linearly with the number
of neurons, that puts the consumption of that CPG network on the order of 50uW. Our

network is a similar size.

5.3.8 On robotic hardware

While the simulation was designed around the physical robot, torque sensors were added
in simulation that are not available in the Dynamixel motors on the physical robot. There-
fore, in implementing this work onto the physical robot, the motors will need to be

swapped with a different model or additional sensors need to be attached.
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Furthermore, a physical instantiation of this network was not implemented on hard-
ware. An easy extension of this work would be to take our existing design and verify,
by putting it on a physical robot, that the performance of the SCPG is not dependant
on some simulation parameter. On this note, since the collision and inertial parameters
were assumed to be a cylinder in simulation, there might be a noticeable difference in the
performance of all controllers. This could be solved with a different design of the shell
such that the edges could not get caught on objects. A thin skin for the robot would be a

good solution, following some of the work in Whitman et al. [65].



Chapter 6

Conclusion

In this work, we showcase a snake robot controller inspired by a class of neural circuits:
central pattern generators. In order to create the controller, we devise a way to search over
the possible ways that the neurons are connected, instead of modifying the parameters of
a hand-made static structure. We also form a way to introduce external torque input from
the robot’s sensors into the central pattern generator to result in changes to the patterned
output, much like sensory neurons do in biology. This results in compliance in the robot
motors, such that the robot body forms around obstacles. We then validate the controller’s
performance versus two other controllers from recent publications. The first, which we
modify to be compliant, is a central pattern generator controller where dynamics inspired
by central pattern generators are used instead of a simulated network of neurons. The
second is a compliant shape based controller, where shapes can be propagated down the
snake robot body. To compare the controllers, we develop a simulated model based off
our designed snake robot and three simulated environments of increasing complexity
in which to test the controllers. We tune the parameters of each controller on the first
environment, and leave them the same for the more complex ones. We show that our
controller performs well in these environments, in some cases outperforming the others.
Beyond the snake-robot application we show here, our methods and approach can be

applied towards other robots of all shapes and sizes, as well as towards the designs
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of systems inspired by neuroscience. Our work represents a possible path forward for
neuro-inspired systems, which often cannot measure up to traditional methods in terms
of performance, but have an advantage in power usage. We show that we can not only
design a neuro-inspired system that can compare to state of the art, but that has increased

robustness to environmental parameters.



Appendix A

Supplementary figures and metrics

Included in this appendix is the other attempts from the compliance filter. Also included
is the visualized data for each trial, including the each path the robot took and the com-
manded motor position for the first motor. The colors here are matched to the trial colors
in the summary plots in Figures 4.9, 410, and 4.11.

Lastly is the structure and output of the leech heartbeat CPG with a forward connection.
This shows the leech heart not performing well when chained together, which demonstrates

that our structure search was fruitful.
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Figure A.1: Step responses of the modulatory synaptic filter and resulting current inputs into
M1R1 and M1L1. The slower filters result in smoother current peaks. However, since the neurons
start firing at (.2 units, the overall firing rate is similar. This results in faster frequency and lower
amplitude waves.
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Figure A.3: Paths and oscillations of the first motor for the CPG controller in World 1. Note the
startup time in the first trial.
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Figure A.4: Paths and oscillations of the first motor for the shape controller in World 1
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Figure A.5: Paths and oscillations of the first motor for the Hopf controller in World 1
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Figure A.6: Paths and oscillations of the first motor for the CPG controller in World 2
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Figure A.7: Paths and oscillations of the first motor for the shape controller in World 2
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Figure A.8: Paths and oscillations of the first motor for the Hopf controller in World 2
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(b)
Figure A.9: Paths and oscillations of the first motor for the CPG controller in World 3
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Figure A.10: Paths and oscillations of the first motor for the shape controller in World 3
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Figure A.11: Paths and oscillations of the first motor for the Hopf controller in World 3
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Figure A.12: Structure and output of a chained leech heartbeat
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Appendix B

Raw data

Here, the raw data from the trials is shown. This includes whether or not the trail was a
failure ("True" denotes a failure), the number of peaks (i.e cycles) in the trial, the distance
traveled (in meters), and the distance per peak. This data can be used to verify or run
additional analyses if needed. Summarized and visualized versions of this data can be
found in Chapter 4.
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failure peaks distance distance/peak
type trial
CPG 0 False 31 18.2423 (.588463
1 False 18 10.409 0.57828
2 False 18 10.5820 (0.587939
3 False 19 10.7984 (0.568338
4 False 18 10.2423 0.569015
5 False 31 15.2789 (.492867
6 False 6 4.18436 0.697393
7 False 7 3.68957 0.527082
8 False 6 3.59502 0.59917
9 False 10 5.27952 (0.527952
Hopf 0 False 20 895425 (0.447713
1 False 290 10.6153 0.366044
2 False 26 9.82831 0.378012
3 False 6 4.40051 0.734918
4 False 10 5.76933 (0.576933
5 False 49 25.6838 (0.52416
6 False 6 3.49817 0.583028
7 False 5 3.4819 0.69638
8 False 14 5.39334 (.385239
9 False 20 8.79415 0.439708
Shape 0 False 13 5.48767 0.422129
1 False 25 992964 (.397185
2 False 19 7.2112 0.379537
3 False 12 4.37457 0.364547
4 False 43 16.8271 0.391329
5 False 23 953461 0.414548
6 False 13 5.40678 0.415907
7 False 12 4.66244 (0.388537
8 False 17 8.55998 (0.503528
9 False 19 9.19905 0.484161

Table B.1: World 1 raw data



failure peaks distance distance/peak
type trial
CPG 0 False 15 7.36815 0.49121
1 False 5 3.69091 0.738182
2 False 9 6.02065 0.668961
3 False 23 13.0584 0.567757
4 False 18 7.97336 0.442965
5 False 32 13.1449 0.410777
6 False 8 4.76813 0.596017
7 False 30 14.2387 0.474622
8 False 26 13.9093 (.534975
9 False 22 11.8825 (.540113
Hopf 0 False 28 13.0689 (0.466746
1 False 7 4.09971 0.585673
2 True 115 27.4614 0.238795
3 True 111 299528 0.269845
4 False 30 11.232 0.3744
5 False 43 15.2313 (0.354216
6 True 127 38,5896 0.303855
7 False 61 21.1586 (.346863
8 False 16 10.554 0.659626
9 False 23 10.3769 0.45117
Shape 0 False 42 18.1644 (.432487
1 False 42 18,5814 0.442415
2 False 72 309179 0.429416
3 False 17 6.92228 0.407193
4 False 39 14.0894 0.361266
5 False 30 13.3701 0.445671
6 False 23 938612 (0.408092
7 False 28 13.1505 0.469661
8 False 47 23.1487 (0.492525
9 False 27 10.6332 (0.393821

Table B.2: World 2 raw data
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failure peaks distance distance/peak
type trial
CPG 0 False 49 21.1558 (0.431752
1 False 42 18.0094 (0.428796
2 False 36 13.8275 (.384098
3 True 53 7.6583 0.144496
4 False 23 8.754 0.380609
5 False 34 11.999 0.352911
6 False 6 3.9363 0.656049
7 False 8 5.19368 0.64921
8 False 25 B.64055 (.345622
9 False 49 20.8996 (0.426522
Hopf 0 True 103 18.1481 0.176196
1 True 101 121622 0.120418
2 False 56 17.845 0.31866
3 False 51 149096 (.292345
4 False 35 119139 (.340398
5 True 105 23.4887 0.223702
6 True 106 32516 0.306754
7 True 103 11.4906 0.111559
8 True 104 295474  0.284109
9 True 108 28.7024 0.265763
Shape 0 True 146 46.7414 0.320147
1 False 36 16.0872 0.446867
2 True 143 287477 0.201033
3 False 16 5.66319 0.35395
4 False 7 3.54135 0.505907
5 False 63 25.9262 (0.411528
6 False 128 50.1362 0.391689
7 False 31 116048 (0.374349
8 False 11 5.01795 0.456177
9 False 119 46.5427 0.391115

Table B.3: World 3 raw data
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