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ABSTRACT 

Mahalanobis-Taguchi System (MTS) is a pattern recognition tool employing 
Mahalanobis Distance (MD) and Taguchi Robust Engineering philosophy to explore 
and exploit data in multidimensional systems. In order to improve recognition 
accuracy of the MTS, features that do not provide useful and beneficial information 
to the recognition function is removed. A matrix called Orthogonal Array (OA) to 
search for the useful features is utilized by MTS to accomplished the search. 
However, the deployment of OA as the feature selection search method is seen as 
ineffective. The fixed-scheme structure of the OA provides a non-heuristic search 
nature which leads to suboptimal solution. Therefore, it is the objective of this 
research to develop an algorithm utilizing Bees Algorithm (BA) to replace the OA. It 
will act as the alternative feature selection search strategy in order to enhance the 
search mechanism in a more heuristic manner. To understand the mechanism of the 
Bees Algorithm, the characteristics of the algorithmic nature of the algorithm is 
determined. Unlike other research reported in the literature, the proposed 
characterization framework is similar to Taguchi-sound approach because Larger the 
Better (LTB) type of signal-to-noise formulation is used as the algorithm’s objective 
function. The Smallest Position Value (SPV) discretization method is adopted by 
which the combinations of features are indexed in an enumeration list consisting of 
all possible feature combinations. The list formed a search landscape for the bee 
agents in exploring the potential solution. The proposed characterization framework 
is validated by comparing it against three different case studies, all focused on 
performance in terms of Signal-to-Noise Ratio gain (SNR gain), classification 
accuracy and computational speed against the OA. The results from the case studies 
showed that the characterization of the BA into the MTS framework improved the 
performance of the MTS particularly on the SNR gain. It recorded more than 50% 
improvement (on average) and nearly 4% improvement on the classification 
accuracy (on average) in comparison to the OA. However, the OA on average was 
found to be 30 times faster than the BA in terms of computational speed. Future 
research on improving the computational speed aspect of the BA is suggested. This 
study concludes that the characterization of BA into the MTS optimization 
methodology effectively improved the performances of the MTS, particularly with 
respect of the SNR gain performance and the classification accuracy when compared 
to the OA. 
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ABSTRAK 

Mahalanobis-Taguchi System (MTS) ialah satu kaedah dalam pengecaman 
pola menggunapakai konsep Mahalanobis Distance (MD) dan falsafah kejuruteraan 
Taguchi Robust untuk meneroka dan mengeksploitasi data dalam sistem pelbagai 
dimensi. Dalam usaha untuk meningkatkan ketepatan pengecaman MTS, ciri-ciri 
yang tidak memberikan maklumat yang berguna dan bermanfaat kepada fungsi 
pengecaman akan disingkirkan. Untuk mencapai tujuan ini, MTS menggunapakai 
satu bentuk matriks yang dipanggil Tatasusun Ortogon (OA) untuk mencari ciri-ciri 
yang berguna. Namun, penggunaan OA sebagai suatu kaedah utama carian ciri-ciri 
yang berguna dilihat kurang berkesan. Struktur tetap skim OA dilihat memberikan 
satu sifat carian yang tidak heuristik yang menjurus ke arah penyelesaian yang 
suboptimum. Lantaran itu, objektif kajian ini memfokuskan pembangunan satu 
algoritma menggunakan Algoritma Lebah (BA) bagi menggantikan OA. Ia akan 
berfungsi sebagai strategi alternatif untuk carian pemilihan ciri-ciri yang berguna 
bagi meningkatkan mekanisme carian dengan lebih heuristik. Untuk memahami 
mekanisma Algorithma Lebah, ciri-ciri sifat algorithma ini dikenalpasti. Berbeza 
dengan kajian-kajian lain yang dilaporkan dalam ulasan kajian terdahulu, rangka 
kerja yang dicadangkan adalah lebih beridentitikan pendekatan Taguchi kerana 
formulasi jenis Larger-the-Better (LTB) telah digunakan sebagai fungsi objektif 
algoritma ini. Kaedah Smallest Position Value (SPV) telah digunapakai yang mana 
gabungan ciri-ciri diindeks dalam satu senarai hitungan yang terdiri daripada semua 
kemungkinan kombinasi antara ciri. Senarai ini membentuk satu landskap carian 
untuk ejen lebah dalam meneroka penyelesaian yang berpotensi. Rangka kerja 
pencirian yang dicadangkan telah disahkan dengan cara membandingkan ia dengan 
tiga kajian kes yang berbeza yang mana semuanya memfokuskan kepada prestasi 
dari segi peningkatan Nisbah Isyarat Hingar (SNR gain), ketepatan klasifikasi dan 
kelajuan pengiraan berbanding dengan OA. Keputusan daripada kajian kes 
menunjukkan bahawa pencirian BA ke dalam rangka kerja MTS meningkatkan 
prestasi MTS terutamanya ke atas peningkatan Nisbah Isyarat Hingar (SNR gain). Ia 
merekodkan peningkatan lebih daripada 50% (secara purata) dan hampir 4% (secara 
purata) peningkatan ketepatan klasifikasi berbanding dengan OA. Namun, OA secara 
purata didapati adalah 30 kali lebih pantas daripada BA dari segi kelajuan pengiraan 
pengkomputeran. Kerja-kerja penyelidikan untuk meningkatkan aspek kelajuan 
pengiraan BA adalah dicadangkan untuk dilaksanakan pada masa hadapan. Kajian ini 
menyimpulkan pencirian BA ke atas kaedah pengoptimuman MTS adalah berkesan 
dalam meningkatkan prestasi MTS terutamanya yang berkaitan dengan peningkataan 
Nisbah Isyarat Hingar (SNR gain) dan ketepatan klasifikasi berbanding OA.  
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CHAPTER 1  

 

INTRODUCTION 

 

1.1 Research Overview 

Mahalanobis-Taguchi System (MTS) is a pattern recognition tool employing 

Mahalanobis Distance (MD) and Taguchi robust philosophy to explore and exploit 

data in a multidimensional system (Taguchi and Jugulum, 2002). MTS is originated 

from the work of the famous Indian statistician, Dr. Prasanta Candra Mahalanobis 

(1893~1972) in 1936 with his Mahalanobis Distance (MD) scale formulation. The 

MD formulation gets motivation from his determination to examine if the Indian 

people who married European people during the time came from specific caste level 

(Dasgupta, 1993). The formulation of MD was then extended by Dr. Taguchi who 

integrates this MD formulation with his Robust Engineering concept deploying two 

exclusive tools introduced by Taguchi namely Orthogonal Array (OA) and Signal-to- 

noise ratio (SNR) to enhance the methodology to be a popular application tool for 

diagnosis and forecasting technique in multidimensional system (Cudney et al. 

2006). One unique feature about MTS lies on its technique in assessing variability 

among all level of samples and the ability to evaluate significant and insignificant 

factors (optimization) using the simplistic approach. Figure 1.1 depicts the basic 

procedure flow in MTS methodology which involves four fundamental stages. 

Chapter 2 will elaborate the fundamental stages of MTS in greater details. 
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Figure 1.1 Fundamental four stages in MTS (Cudney and Ragsdell 2013) 

The optimized pattern recognition model obtained via MTS is considered 

robust because the SNR identifies the useful variables that are most insensitive to 

variation (Kestle and Cudney, 2011) and, is of cost efficient as it constitutes smaller 

number of attributes for better or at least the same system performance as compared 

to the original system of interest (Taguchi et al. 2004). Moreover, MTS is not based 

on probability model or distributional theory (Taguchi et al. 2003). In developing the 

MD scale, only the measures of descriptive statistics (means and standard deviation) 

are used.  

These characteristics have drawn great interests from various scholars in 

using MTS to conduct studies and solve various pattern recognition problems 

(Ghasemi et al. 2015). Figure 1.2 shows an increasing trend of a number of studies 

conducted since 2001 based on the number of paper published in the literature. The 

statistics were based only on papers published in various sources and publishers 

outside Japan. Figure 1.3 illustrates the breakdown of case studies conducted in 

terms of application/industrial sectors based on the data in Figure 1.2 where we can 

see that manufacturing sector (i.e. automotive, electronics, electrical appliances, 

software, manufacturing processes) dominates the figure while service industry (i.e. 

medical and healthcare, finance, corporate management, ICT) as well as machinery 

and equipment health surveillance sector are gaining more interest in deploying MTS 

for improvement on respective system performances. 
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Mahalanobis Distance (Measurement 
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Data samples acquisition with healthy state as reference group 
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Figure 1.2 Trend of studies conducted in MTS since 2001 

 

Figure 1.3 Reviewed papers published based on the sector in deploying MTS from 

2001 until 2014 

1.2 Research/Problem Background 

In any pattern recognition system including the MTS, an efficient system 

would require less system features (system variables) from the original feature sets 

without the loss of recognition quality or better. Therefore, optimum feature selection 

is a prime motive since not only it increases recognition accuracy, it also provides 

computational cost benefits since the resulting recognition will be faster and use less 

memory (Thangavel and Pethalakshmi 2009). In the literature, this process is also 
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known as variable selection, attribute selection, variable subset selection (Kumar and 

Minz 2014), or dimensionality reduction (Maaten et al. 2009) in which irrelevant, 

redundant or noisy features are discarded through effective means of useful feature 

selection procedures with an appropriate decision functions (objective function or 

evaluation criterions) (Jain et al. 2000). The reduced feature set constitutes the 

minimum number of features that is relevant enough to account for the observed 

property of the sample data for future predictions.  

In the context of MTS, significant feature selection process is conducted in 

stage 3 (optimization stage) of the methodology using a designed matrix called 

orthogonal array (OA) while the signal-to-noise ratio (SNR) is used as the evaluation 

function for the decision criterion. However, the feature selection search mechanism 

using orthogonal array (OA) for dimensionality reduction purpose is claimed 

inadequate and produced an inaccurate and sub-optimal solution (Hawkins, 2003; 

Woodall et al. 2003; Abraham and Variyath, 2003; Bach and Schroeder, 2004; Pal 

and Maiti, 2010).  

Hawkins (2003) argues that the deployment of OA produced sup-optimal 

results as it is a type of fractional factorial designed matrix and not a full factorial 

type; thus it is not guaranteed to obtain optimal solutions due to the simplicity of the 

OA matrix structure. The argument is supported by the work of Woodall et al. (2003) 

where they attempted to optimize features in a medical diagnosis of liver disease 

using OA and benchmarked the results based on full factorial combination tests. In 

the design of experiment literature, a full factorial search is similar to exhaustive 

search algorithm where it will search and evaluate each and every possible solution 

within the search domain. Via this strategy, the ‘true’ optima of any given 

optimization problem is guaranteed to be found (Jain et al. 2000) however, it requires 

large computational efforts (i.e. long computing time). In the clinical study 

conducted by Woodall et al. (2003), they found that the optimized features obtained 

via full factorial vary significantly with the optimized variables obtained via OA. 

They pointed out that OA fails to explore other potential optimum combinations of 

features since the exploitation on higher order interaction among features under OA 

search structure was seen insufficient.  
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In dealing with the lack of higher order combinations of the OA scheme, 

Abraham and Variyath (2003) attempted to optimize the significant features of the 

same medical diagnosis case study (the liver disease) using forward selection 

procedure by adding the features value one by one. In their study, the first feature 

selected for entry has the maximum SNR value. The second feature to enter the 

model is the one that has maximum SNR value together with the feature already 

selected. The result showed that via this method, much better optimal combination 

was found in comparison to the optimal combination obtained via OA based on the 

improvement in SNR value. However, forward selection method may suffer from 

‘nesting-effect’ that is, once the feature of interest is chosen, there is no way for it to 

be omitted (Theodoridis and Koutroumbas 2009). Thus searching flexibility using 

forward selection method is seen vulnerable. 

On similar attempt by Foster et al. (2009), to address the searching flexibility 

issue, they proposed another alternative search procedure based on the DOE concept 

in the MTS framework. An adaptive One Factor at A Time (OFAT) search scheme 

was employed where the features are individually removed or added during the 

feature selection process. Features are retained only if they contribute positively to 

the improvement in SNR value. A comparison works against traditional OA 

approach were also studied. The validation was conducted on two case studies 

namely on medical diagnosis of liver heart disease and image classification case of 

four well-known portrait paints. It was found that in both cases, OFAT performance 

outperformed OA approach in terms of larger SNR value. Even though OFAT 

approach seems a promising strategy; it still suffers the lack of exploitation on higher 

order interaction of variables since it is another form of the fractional factorial design 

matrix. In the study, only the order of the 3rd order of interaction was being studied 

from 17 and 64 total number of features of the case studies respectively.  

Orthogonal array concept is also known as pairwise (2-way) testing in 

computer software combinatoric evaluation system. The word pairwise (2-way) 

denotes that the Orthogonal Array exploits a set of any two combinations or two 

columns which contains all possible pairs of elements exactly the same number of 

times.  
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An investigation was conducted by Kacker et al. (2013) onto the works of a 

group of reseachers from the National Institute of Standards and Technology (NIST) 

of the United States on software failures embedded on medical devices, failures 

reported for a browser, a server and a database systems to get into insights of the 

kinds of software testing that could have detected the failures and their prevention 

measures. The result from the investigation suggested an empirical interaction rule 

which rules out most of the failures are induced by either single or joint 

combinatorial effects (interaction) of two factors. In other words, fewer failure 

contributions come from the combination (interaction) of more than 3 factors. This 

finding makes Kacker et. al. (2013) to conclude that eventhough pairwise testing 

such as the orthogonal array scheme seems useful, it may not be sufficient to cater 

for the remaining ‘inherent but useful’ higher order combination that may exist and 

thus, a combinatorial testing technique for greater than 2 and higher combination of 

factors was recommended.  

Therefore, under fractional factorial optimization schemes such as the OA, 

potential optimal features of the system were not being able to be evaluated 

thoroughly making the classification accuracy attained to be apprehensive. 

Therefore, a heuristic search technique that can explore and exploit the higher order 

interaction among feature subsets such as heuristic search algorithm is sought.  

The state-of-the-art meta-heuristic search algorithm is a set of a heuristic 

search strategy that can be used to define heuristic search methods applicable to a 

wide range of optimization problems including the MTS. A meta-heuristic search can 

be seen as a general purpose tailored to guide a specific optimization problem 

heuristically toward promising areas in the solution search space that contain good 

quality solutions (Thangavel and Pethalakshmi 2009). Further, the combination of 

exploration (diversification) and exploitation (intensification) search characteristics 

in meta-heuristic search strategy increase the ability to find optimal solutions in a 

reasonable time (Blum and Roli 2003; Yang 2010). Hence, the strategies offered by 

these algorithmic concepts are worth to be explored.  
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The recent Swarm Intelligence (SI) is a collection of a meta-heuristic search 

strategy that mimics the collective social behavior of animals or insects. Particle 

swarm optimization (PSO), Firefly algorithm (FA), Cuckoo search algorithm (CSA), 

Gravitational search algorithm (GSA), Artificial fish school algorithm, Bacterial 

evolutionary algorithm (BEA) to name a few are among the state-of-the-art heuristic 

search algorithms that fall under the umbrella of SI field (Krause et al. 2013). Recent 

studies have shown that SI search strategies have gained huge appreciations in 

literature for solving complex and discrete optimization problems with greater 

success (Blum and Merkle, 2008; Yang 2010) due to the advantageous of exploration 

and exploitation search characteristics offered by this technique.  

In the context of MTS, Pal and Maiti (2010) proposed binary PSO algorithm 

to solve MTS optimization problem replacing the OA in MTS. In spite of using SNR 

as the objective function, they formulated a mathematical model decision criteria 

based on minimization of total weighted misclassification (TWM). Similar 

optimization approach deploying SI strategy to solve MTS optimization problem 

were demonstrated by Reséndiz et al. (2013) and Reséndiz and Rull-Flores (2013) to 

replace OA with Binary Ant Colony Optimization (BACO) and Gompertz Binary 

Particle Swarm Optimization (GBPSO) algorithms respectively. However, the works 

aimed at only comparing the respective converging performances against BPSO 

proposed by Pal and Maiti (2010) in MTS framework based on the number of 

computational iterations towards the optimum solutions. The studies made no 

discussions on comparing the performances against OA.  

1.3 Problem Statement 

It was evident from the studies mentioned in the previous section that the 

orthogonal structure of the OA as an effective feature selection for the MTS is 

pruned to sup-optimality solution. The feature selection under the OA search scheme 

is found lacking in exploiting higher number of interaction between the features. 

Figure 1.4 illustrates this problem. Let say for instance, we have seven (7) original 

variables that need to be reduced in an example of an optimization problem. In MTS, 

since we have 7 original features, thus an L8(2
7) orthogonal array is recommended to 
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be used to search for the significant features since it is enough to accommodate the 

existing original 7 factors into it columns (Taguchi et al. 2001, 2004, 2005; Taguchi 

and Jugulum 2002; Teshima et al. 2012). Note that the ‘1s’ (colored in grey) signify 

the usage of variables while ‘2s’ signify otherwise. From Figure 1.4, it is observed 

that, (except row 1 (run 1) of the OA), the other runs of the OA (run 2 to run 8) 

exploit the order of only three (3) combinations among the original variables. Thus, 

feature selection in the order of 4 or 5 or even higher order of combinations is not 

present in the OA structure. Thus based on this limitation, a heuristic feature 

selection strategy which could overcome this limitation of the OA is required.  

 
Figure 1.4 An example of allocation of variables in the OA 

Therefore in this research, the significant feature selection (optimization) 

approach using heuristic algorithm such as the Bees Algorithm (BA) replacing the 

conventional OA technique is proposed. BA is a heuristic search technique in finding 

optimization result that falls under Swarm Intelligence (SI) field of which the 

solution search strategy mimics the social behavior of animals or insects. By taking 

the advantageous of collective population strategy offered by this technique, higher 

order interactions could be exploited and eventually more optimum combinations of 

features could be explored. Thus, a higher accuracy in terms of classification 

performances of MTS using such method could be hypothesized.  

It was also evident that the attempts to characterize Swarm Intelligence (SI) 

search technique into the MTS framework specifically in solving the MTS feature 

selection (optimization) problem by replacing the OA are found to be very few. 

Hence, possible strategies offered by other Swarm Intelligence (SI) search techniques 

A B C D E F G

1 2 3 4 5 6 7
1 1 1 1 1 1 1 1

2 1 1 1 2 2 2 2

3 1 2 2 1 1 2 2

4 1 2 2 2 2 1 1

5 2 1 2 1 2 1 2

6 2 1 2 2 1 2 1

7 2 2 1 1 2 2 1

8 2 2 1 2 1 1 2
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such as the Bees Algorithm is worthy of study to evaluate its heuristic potential in 

enhancing the MTS recognition accuracy. The above statements have brought the 

attention to the following research questions: 

i. What are the potential characteristics of the Bees Algorithm as the proposed 

SI candidate that is suitable to replace the OA in MTS? 

ii. If it is suitable, then how would the strategy be to characterize it into the 

MTS framework with a more Taguchi-sound manner?  

iii. If it is could be characterized, then how significant is the designed 

characterization strategy as compared to the OA in improving the feature 

selection scheme and the overall classification accuracy performance of 

MTS? 

iv. If it is significant, then how much impact would it have in terms of the 

overall computational cost (i.e. computational speed) in comparison to 

existing OA approach?  

To find the answers to the above questions, the following research objectives 

were commissioned. 

1.4 Research Objectives (RO) 

RO1: To determine the characteristics of Bees Algorithm (another recent SI heuristic 

search optimization strategy) in its ability to handle feature selection 

(optimization) problem of the MTS.  

RO2: To develop the algorithmic characterization architecture based on the 

characteristics of the Bees Algorithm to replace the Orthogonal Array in the 

existing MTS framework in a more Taguchi-sound manner. 

RO3: To verify the performances of the MTS under the designed algorithms against 

the existing OA approaches on several benchmarked datasets. 

RO4: To validate the effectiveness of the designed characterization algorithms 

against real industry data.  
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1.5 Research Scope 

To enhance the optimization process of MTS to be able to exploit higher 

order interaction among subset features, a Bees Algorithm (a recent swarm 

intelligence search strategy) is proposed. This nature-inspired heuristic search 

approach mimics social interaction behavior of a social animal or insect particularly 

in food foraging activity (solution search) (Pham et al. 2006). Chapter 2 will 

elaborate in further details on Bees Algorithm literature. The optimization problem is 

treated as Combinatorial Optimization for classification problem and the search 

design architecture will be based on Taguchi’s robust engineering concepts. The 

main outcome of this research is to compare the performances between the proposed 

approaches against the existing method based on the following indexes: 

i) Gain in signal-to-noise ratio (SNR Gain) of both optimized systems as 

suggested by Taguchi and Jugulum (2002); 

ii) Classification accuracy and classification cost (computing speed) as 

suggested by Jain et al. (2000);   

1.6 Significance of the Study 

This research investigates the possibilities of other swarm intelligence (SI) 

techniques to be deployed in MTS methodology by replacing the existing OA in 

improving MTS optimization and eventually enhancing its recognition performance. 

Bees Algorithm (BA) is introduced to solve the MTS optimization problem using the 

SNR as the selection decision criterion which proven to be successful in enhancing 

the accuracy performance of MTS in comparison to the existing OA approach. 

Consequently, the architecture designed in this work opens the opportunity of studies 

not only restricted to SI but to other kinds of state-of-the-art meta-heuristic 

algorithms to be incorporated into MTS in the quest for MTS perfection with a more 

Taguchi sound approach. Further, the proposed optimization strategy could also be 

expanded into Taguchi robust parameter design framework in which OA is currently 

one of the key optimization tools used in this Taguchi’s robust design methodology.  
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Secondly, despite the critics and limitations on the ineffectiveness of using 

Orthogonal Array (OA) in MTS by literature, this research reveals that OA has one 

major advantage. OA facilitates the search mechanism for optimization in MTS at a 

much faster rate. This finding could ease the critics and tensions towards OA 

deployment in MTS literature. This study could suggest improvement research works 

on enhancing OA structure be conducted in the future (i.e. hybridization of the OA 

with State-of-the-Art algorithms, modification on the OA matrix structure with other 

orthogonal matrix theory such as the Hadamard matrix etc.) to enhance OA’s 

searching capability and consequently improve its optimization accuracy while 

benefiting from the computing time advantage that it could offer. 

1.7 Organisation of the Thesis 

This thesis consists of eight (8) chapters. Chapter 1 presents the overview, 

problem background, research questions and objectives as well as the significance of 

the study. Chapter 2 explains the fundamental concepts of Mahalanobis Distance 

(MD) and Mahalanobis-Taguchi System (MTS). A brief review of the utilization of 

the MTS in various engineering fields as well as on the current research works 

reported in the literature on improving the MTS particularly with respect to replacing 

the OA will also be presented to get a sense of appreciation by various scholars 

towards MTS deployment. An overview of Swarm Intelligence (SI) literature will 

also be presented in this chapter to get an insight of this recent meta-heuristic search 

technique and its current contributions with respect to improving the MTS which 

become the basis of the motivation of this research work. An overview of Bees 

Algorithm, from nature to algorithm architecture and the significant features of BA 

as well as its capabilities in solving various complex optimization problems will also 

be discussed in this chapter. 

Chapter 3 presents the overall methodology of this research work which 

highlights the conceptual idea behind designing the Bees Algorithm into the MTS 

framework. The details framework and architectural design of the proposed 

characterization algorithms are also presented in this chapter which become the main 

contribution of this research work.  
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Subsequently, the deployment and experimental analysis of the designed 

algorithms are demonstrated in Chapter 4, 5 and 6 based on the three (3) different 

case studies respectively to evaluate its effectiveness in improving the MTS 

performances. The final results and findings from the above case studies are then 

further discussed in terms of its overall effectiveness, efficiency, consistency and 

viability of this characterization study in relation to the main issues of the research 

topic in Chapter 7 before the final conclusion be made in Chapter 8 which relates the 

research outcomes to its objectives together with several recommendations for future 

research works. 
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