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Abstract. Fuzzy C-Means Clustering is a form of clustering based on distance which apply the
concept of fuzzy logic. The clustering process works simultaneously with the iteration process
to minimize the objective function. This objective function is an addition from the multiplication
of the distance between the data coordinates to the nearest cluster centroid with the degree of
which the data belong to the cluster itself. Based on the objective function equation, the value of
the objective function will decrease by increasing the number of iteration process. This paper
have an objection to observe the value of the distances which usually used whether it will meet
the properties of the equation to measure the suitable distance for the application of the Fuzzy
C-Means Clustering method. Few numbers of distance are applied on the same set of data. 5 of
the standard set of data, and 2 of the random set of data are used to determine the Fuzzy C-Means
Clustering performance with 7 different distances. Accuracy, Purity, and Rand Index also being
used to measure the result quality of the cluster. The observation shows that the Euclidean
distance and Average distance are the distances which provide the optimum result. The suitable
distance for the application of the Fuzzy C-Means Clustering method are Euclidean distance,
Average distance, Manhattan distance, Minkowski distance, Minkowski-Chebisev distance, and
Canberra distance. These six distances are the distances which meet the basic assumption of the
Fuzzy C-Means Clustering objective function. The distance which doesn’t satisfy the basic
assumption is Chebisev distance.
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1. Introduction

The Fuzzy Clustering method is a clustering method based on the membership degree of the data [1].
This method allows the membership degree of the data can be consideredgfijjo certain classification. In
Fuzzy Clustering, the method which mostly used is Fuzzy C-Means [2]. The objective function of the
Fuzzy C-Means is multiplication value of the membership degree of the data in certain cluster with the
square value of the distance {§§erence between the data coordinate to the cluster centroid [3]. There are
few variation of the distance that can be used on Fuzzy C-Means clustering. This distance is defined as
a function that meet the required criteria [4]. First, the value of distance between two coordinate is non-
negative. Second, the value of the distance is zero if and only if this two points are the in the same
coordinate. Third, the distance between A to B or B to A is equivalent. Fourth, the distance function has
to meet the concept of triangle inequality [5].

The research of the effect of the distance in clustering method has been done a lot. A few of the research
conclude with the conclusion where the various function of the distance that being used produces an




output which are not much different and there are no sign of the distance that appear dominant [6]-[8].
The effect of the variation of distance function which applied to clustering method, Euclidean distance.
Manbhattan / City Block distance, Chebisev / Maximum distance, and Minkowski dimlce, have already
identified on K-Means Clustering algorithm [6], [9], [10]. In another research, Euclidean distance,
Manhattan/City Block distance, Canberra distance, and Chebisev distance, are ]ied and evaluated on
fuzzy clustering algorithm. The result of that research concluded that the result of the clustering process
is very dependent on the set of data that being applied [11], [12].

Apart from the distance function that already mentioned, there are another variation of the distance
function which can be applied on clustering algorithm. There are Standardized Euclidean distance,
Mahalanobis distance, Cosine distance, Spearman distance, Canberra distance, Bray Curtiz distance,
Average distance, Chord distance, Weighted Euclidean distance, Hausdorf distance, and Minkowski-
Chebisev distance [7], [13]-[16]. The different application of a certainf}istance function can increase
the performance quality of the clustering algorithm. For exanf{f&. the combination of the Minkowski
and Chebisev distance is proven to improving the algorithm of the Fuzzy C-Means Clustering [15]. The
output result then can be improved again by applfEp the reduction of PCA dimension on the high
dimension data [17], [18]. Another way to improve the performance quality of the clustering algorithm
is by using Average distance [19], [20].
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The main objective from % Fuzzy C-Means Clustering is to minimize the value of the objective
function [21]. Intuitively, this method has the quality to improving the clustering result on each iteration
by updating the membership degree on every dataset points. The more iteration process is applied, the
matrix of the membership degree is able to accurately represent the membership degree of 4ffrtain data
based on its distance to the existing centroid clusters [22]. Based on that statement, the value of the
objective function should be minimized as the number of the iteration is incr#§ed. This research focused
on the observation to determine the suitable distance to be applied on Fuzzy C-Means Clustering
method, where the objective function is tend to decreasing. This result will prove that the Fuzzy C-
Means Clustering method works well. The main problem that needs f§olve in this research is how to
determine which objective function to apply Eff optimizing the result of the Fuzzy C-Means Clustering
method which meet the basic concept of the Fuzzy C-Means Clustering and resulting in a good quality
of clustering. The data that being used also limited on 5 UCI machine leaming data, which are Hill
Valley dataset, Iris dataset, Seeds dataset, and Sonar dataset. This research also provide two another
random dataset with certaiffspecification functioned as an addition variable to analyse. The method that
being used is developed on the standard Fuzzy C-Means clustering method with limitation on the
distance function that being used.

2. Preliminaries

1
2.4. guzzy C-Means Clustering
Fuzzy C-Means (FCM) is a form of clustering method which enable one set of data to be classified into
two or more clusters [20]. This method is invented by Dunn in 1973 and improved further biBezdek in
1981. This method is commonly used to introduce certain pattem of data. This method is based on
minimalization the following objective function:
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Where m is any real number valued more than 1, u;is a membership value of x;, on cluster j, x; shows
the datain i, ¢;is a cluster centroid in j, and ||*|| is a norm which determine the similarity between data

and cluster centroid.




Fuzzy partition is deterrfine by repeated optimization from the objective function which
mentioned below with an update of matrix membership u;; and cluster centroid ¢;by:
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termination criteria between 0 and 1, where k is the number of iteration process. This
procedure is convergent to local minimum value of Jm.

The Fuzzy C-Means Clustering algorithm is consist of the following steps [23]:
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Objective function and membership function are closely related in this method. An assumption where
every data coordinates already has their own value of membership degree for each existing cluster is
used on the initial process of iteration. Then, this value will be updated over and over by using equation
(2). During this process, equation (1) will also be updated to reach its minimum value. Figure 1 illustrate
the value distribution of the data membership in the initial of iteration process. Afterwards, the output
of the iteration will be updated in every iteration (Figure 2). The iteration process will be terminated
when the value of objective function reach their minimum where each data on every cluster has their
ideal membership distribution which illustrated on Figure 3. The ideal membership distribution of the
data are occur because every data that being analyzed are gathered on their closest cluster centroid..




2.2. Distance Functions
The distance function which used in this research are:

2.2.1. Euclidean Distance

Euclidean distance is known as the most common and standard distance function to apply for clustering
method. This function for point x and y is define with this following equation [19]:

dﬂrdr’a"\crrr (x" y) = (4)

Where X, and ¥, are the value of X and y on dimension .

2.2.2. Manhattan Distance

Manhattan distance or City Block distance is defined as an addition of each its attributes. Hence, for two
points of data x and y on dimension »n, the ﬂtance between them is define as [19]:
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Where X, and ¥, are the value of ¥ and y on dimensionn .

2.2.3. Chebisev Distance

Chebisev distance is also known as maximum distance. This distance is defined as the maximum value
of distance from its attributes that exist. The distance for two points of data x and y on dimension n is
define as [19]:

dchmﬁi\'m- (‘x’ y) = rﬂax;;=1 |‘xJ.' - yk| (6)

Where x,and y, are the value of X and ¥ on dimensionn .

2.2 4. Minkowski Distance

Minkowski distance is a measurement from metric distance which define as [24]:

dminhxm-kr‘ (P»x,y) =P (7)




With p is a Minkowski parameter. On Euclidean distance(p = 2) , Manhattan distance(p = 1] ,

and Chebisev distanoe[p — 00) . The metric condition for this function will satisfied as long

asp>1.
2.2.5. Minkowski-Chebisev Distance

This distance function is invented EFJRodrigus (2018) and Novianty (2019) uses the combination of
Minkowski-Chebisev distance for Fuzzy C-Means Clustering. The combination of Minkowski and
Chebisev distance with weight w; and w: are shown on equation (7). When w; is greater than wo, this
distance function will looks similar to Manhattan distance and vice versa. The Minkowski-Chebisev
distance is define as [25]:
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2.2.6. Canberra Distance
Canberra distance is an addition of the absolute ratio difference between two points of data [26].
The equation to measure this distance function is [27]:
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This distance is very sensitive to the alteration if the two points of data are close to 0. This
distance is applied because of its properties similarities with Manhattan distance.

2.2.7. Average Distance
Average distance is a modification of Euclidean distance. This modification is developed to
improve the quality of clustering output [24]. This distance is define with this following
equation [19]:
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2.3. Cluster Evaluation

Cluster Evaluation has to be applied to find out the accuracy level of the clustering algorithm and to
perceive the existing classification. This research use 2 testing methods, Purity test and Accuracy test,
for cluster evaluation [15].

3. Result and Discussion
Table 1 illustrate the detail information of the applied dataset.

Table 2. Dataset

No Dataset Row Column Class
1 Random 1 150 4 3
2 Random 2 210 7 3




3 Hill-Valley 1484 8 10
4 Iris 208 60 2
5 Seeds 606 100 2
6 Sonar 100 2 2
7 Yeast 400 2 4

Parameter values which used on this research are :p = 5wy =0.5,w; =0.5,m = 2, Max., =
100, = 101%. The values of objective function is observed in every iteration process. The output
comparison of the clustering process on each dataset is done by normalizing the output value of the main
objective by using this following equation (13):

X
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Figf8 5 illustrate the result of the cluster evaluation average output in each of the distance which applied
on Fuzzy C-Means Clustering algorithm. The result shows that the clustering process output on each
distance function is not significantly different. This result is consistent with [6]. Nevertheless, the
Euclidean distance and Average distance are achieving a better result than the other distance function.
The same result is also achieved on another research [10].

Cluster Result Evaluation
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Figure 5. Cluster result evaluation

Apart from the desired clustering output, the low value of objective function which should be minimum
is also the ideal result that we want to achieve. Figure 6 shows the average value of objective function
which achieved on each distance function for 100 times iteration.




Objective Function
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Figure 6. Objective function

The minimum values of objective function is achieved on 3 distance functions; Euclidean distance,
Manhattan distance, and Minkowski-Chebisev distance. This result cnnc]u that the combination of
Minkowski distance and Chebisev distance able to improve the output of Fuzzy C-Means Clustering
algorithm. This result also mentioned on different research [15] with 0.546 as the minimum value. The
value of objective function on Manhattan distance is very different than other distance function which
also shown in another research [9].

The other distance function parameter, the combination of Minkowski and Chebisev distance, does not
produce the desired output, where the tendency of the objective function values are increasing on Yeast
dataset, Sonar dataset, Seeds dataset, and Random 2 dataset. The most undesired result occurs in the
application of Chebisev distance where the tendency of the objective function values are fluctuated.
However, in different research, the usage of this distance function resulting on suitable performance
when another parameters are added [13], [27]. In fact, the performance from the application of Chebisev
distance still could be improved even further [9]. The results in this reg@rch are very dependent in the
starting initialization value of the matrix. That's why the clustering ¥¥ethod is also known as non-
deterministic method. Nevertheless, the output of this research is considered beneficial for further
analysis on how the Fuzzy C-Means Clustering method should be applied. Focusing on the clustering
output is still not sufficient, the application of basic assumption where the values of objective function
are always decrease also should be considered. For further research, it’s essential to determine on how
the termination criteria should be based on. The termination criteria in this research is based on the
concept where the significant value of clustering result is constant (below the values of € ). This criteria
is not exactly accurate, in fact, even when the minimum value of objective function is achieved, the
objective function valued below g are always continuously run the algorithm. On top of that, the
possibility where the value of the objective function in the next iteration process got worse could be
occurred.

4. Conclusion

This research concluded that the most suitable distance functions to apply for Fuzzy C-Means clustering
method are Euclidean distance, Average distance, Manhattan distance, Minkowski distance,
Minkowski-Chebisev distance, and Canberra distance. Furthermore, this research shows that not every




distance function will satisfy the basic assumption where the values of objective function should be
achieved even though the majority of the dataset that being applied meet the requirement. Based on the
result of this research, it’s important to visualize the tendency of the objective function values on Fuzzy
C-Means clustering method. On the other hand, focusing on the result of the clustering process is also
important. It aims to achieving suitable result through proper method. In the future, the research on the
evaluation of the termination criteria and another different application of distance functions could be
analyzed further.
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