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RECIPROCAL MAXIMUM LIKELIHOOD DEGREES OF
BROWNIAN MOTION TREE MODELS

T. BOEGE - J. I. COONS - C. EUR
A. MARAJ - F. RÖTTGER

We give an explicit formula for the reciprocal maximum likelihood
degree of Brownian motion tree models. To achieve this, we connect them
to certain toric (or log-linear) models, and express the Brownian motion
tree model of an arbitrary tree as a toric fiber product of star tree models.

1. Introduction

Let T be a rooted tree on leaves 0, . . . ,n with the leaf labeled 0 as the root and
with all edges directed away from the root. We denote the set of leaves of T
by Lv(T ) = {0, . . . ,n} and the set of internal vertices of T by Int(T ). The out-
degree of vertex v, denoted outdeg(v), is the number of edges directed out of v.
For two leaves i and j, denote their most recent common ancestor by lca(i, j).
We assume that T does not have any vertices of degree two.
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The Brownian motion tree model on T identifies the non-root leaves of the
tree with random variables that are jointly distributed according to a multivariate
Gaussian distribution with mean 0. To each vertex v, it assigns a parameter tv
such that the covariance of two non-root leaves i and j is tlca(i, j). In other words,
this model is a linear Gaussian covariance modelMT = LT ∩Sn

>0, where Sn
>0

is the set of n×n positive-definite matrices and LT is the subspace of the space
of symmetric n×n matrices Sn defined by

LT = {Σ ∈ Sn | σi j = σkl if lca(i, j) = lca(k, l)}.

An example tree and its induced covariance pattern are shown in Figure 1. This
model is a Wiener process along T , and was first introduced by Felsenstein [3]
to model trait evolution along phylogenetic trees. For background material on
this model and other methods for comparative phylogenetics, see [5]. See [11]
for a detailed analysis of the geometry of this model.

Figure 1: The given Brownian Motion Tree Model has reciprocal ML-degree 16.

In this paper we study properties of the reciprocal maximum likelihood esti-
mation problem for Brownian motion tree models. The log-likelihood function
of a linear Gaussian covariance model with an empirical covariance S is the
function `S : Sn

>0→ R defined by

`S(Σ) =− logdet(Σ)− trace(SΣ
−1).

The maximum likelihood estimator (MLE) is obtained by maximizing this log-
likelihood function, which is equivalent to minimizing the Kullback-Leibler di-
vergence KL(S,Σ). To this optimization problem, one can associate a reciprocal
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problem which minimizes the “wrong” KL divergence KL(Σ,S). This is equiv-
alent to maximizing the reciprocal log-likelihood function:

`∨S (Σ) = logdet(Σ)− trace(S−1
Σ).

In the language of information theory, the standard MLE problem is obtained
by performing the moment projection, or M-projection, of the data onto the
statistical model, whereas the reciprocal MLE problem is obtained from the in-
formation projection, or I-projection [7]. We refer to [9, Section 3] and the
references therein for more details. Our main interest is in the reciprocal maxi-
mum likelihood degree of these models.

Definition 1.1 (ML degree). The maximum likelihood degree of the modelMT ,
denoted mld(MT ), is the number of non-singular complex critical points of
`S in parameters from the model MT , counted with multiplicity, for generic
symmetric S. The reciprocal maximum likelihood degree, denoted rmld(MT ),
is defined analogously using the reciprocal likelihood `∨S in place of `S.

Remark 1.2. There are different conventions in the literature for defining mld
and rmld since a linear space of symmetric matrices can be viewed either as a
space of covariance matrices or concentration matrices of a statistical model.
Our definitions of mld and rmld align with those in [9], where the rmld is ob-
tained by maximizing `∨S over the space of covariance matrices. However, our
notion of rmld coincides with that of mld in Section 4 of [4]; this is because the
authors of [4] view L as a space of concentration matrices.

Knowledge of the ML-degree is useful for numerical methods in maximum
likelihood estimation [8, 9]. Our main result is a formula for the reciprocal
ML-degree for Brownian motion tree models.

Theorem 1.3. The reciprocal ML-degree of the Brownian motion tree model
MT is

rmld(MT ) = ∏
v∈Int(T )

(2outdeg(v)−outdeg(v)−1).

For example, the reciprocal ML-degree of the tree model in Figure 1 is 16,
since the out-degrees of its two internal vertices are both 3.

Our proof of Theorem 1.3 broadly consists of three steps. In Section 2,
we give preliminary definitions and theorems regarding toric models and the
toric structure of the Brownian motion tree model as described in [11]. Then we
show that the reciprocal maximum likelihood estimation problem in a Brownian
motion tree model is equivalent to the standard maximum likelihood estimation
problem of a toric model. In Section 3 we show that this toric model has a toric
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fiber product structure as described in [12], which implies that its ML-degree
is the product of the ML-degrees of the models associated to two subtrees [2].
In Section 4 we show that the reciprocal ML-degree of the Brownian motion
tree model on a star tree with n+1 leaves is 2n−n−1, which serves as the base
case for induction that completes the proof of Theorem 1.3.

2. Toric Models

A toric model, also known as a log-linear model, is a discrete statistical model
whose Zariski closure is a toric variety [13, Definition 6.2.1]. As such, it has a
monomial parametrization, which is represented by an integral matrix A∈Zd×m

called its design matrix. We assume throughout that A has the vector of all ones
in its rowspan. Its columns a1, . . . ,am define the monomial map

φA : C[p1, . . . , pm]→ C[t±1 , . . . , t±d ] which sends pi 7→ tai . (1)

We denote by I(A) ⊂ C[p] the kernel of this map, and write V (I(A)) ⊆ Cm for
the toric affine subvariety defined by I(A).

The maximum likelihood degree of a discrete statistical model is the number
of complex critical points of the log-likelihood function counted with multiplic-
ity [1]. In the case of toric models, it is the number of intersection points of
the toric variety V (I(A)) with a specific affine linear space of complementary
dimension.

Proposition 2.1. [1, Proposition 7] Let A ∈ Z have the vector of all ones in
its rowspan. The maximum likelihood degree of a toric model M(A) with the
design matrix A is the number of solutions

p ∈V (I(A))\V (p1 . . . pm(∑
m
i=1 pi)) satisfying Ap = Au

for generic data u ∈ Cm, counted with multiplicity.

In this section, we show that the reciprocal ML-degree of a Brownian motion
tree model is equal to the ML-degree of a toric model. Let L−1

T be the Zariski
closure of {Σ−1 ∈ Sn | Σ ∈ LT invertible}. Our starting point is a result from
[11] which states that L−1

T is toric under a linear change of coordinates.
Let L−1

T ⊂ Sn with coordinates K = (ki j)1≤i≤ j≤n. Define new coordinates
p = (pi j)0≤i< j≤n with change of coordinates p(K) given by

pi j =−ki j for 1≤ i < j ≤ n, and

p0i =
n

∑
j=1

ki j for 1≤ i≤ n.
(2)
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The subscripts on each pi j are unordered sets; in other words, when j > i, we

may write p ji = pi j. Let AT ∈ Z(|Vert(T )|−1)×(n+1
2 ) be the matrix with rows corre-

sponding to non-root vertices of T and columns to pairs of leaves in T , defined
by

AT (v,{i, j}) =


1 if v = i or v = j,
1 if v = lca(i, j),
0 otherwise.

(3)

We can now state the key result from [11].

Theorem 2.2. [11, Theorem 1.2, Equation (10) & Equation (11)] Let L−1
T be

the Zariski closure of {Σ−1 ∈ Sn | Σ ∈ LT invertible}. After the linear change
of coordinates p(K), the variety L−1

T is toric with defining matrix AT . It is
generated by the quadratic binomials,

pac pbd− pad pbc,

where a,b,c,d are distinct and {a,b} and {c,d} are the cherries of the 4-leaf
subtree they induce.

See Example 3.2 for the matrix AT of the tree T in Figure 1. We can now
state the main result of this section.

Theorem 2.3. For a rooted tree T , the reciprocal ML-degree of the Brownian
motion tree model on T and the ML-degree of the toric modelM(AT ) are both
equal to the degree of V (IT )∩V (〈AT p−AT u〉) for a generic choice of u.

The theorem can fail for linear covariance models not arising from Brown-
ian tree models: Example 2.6 displays a linear subspace L ⊂ Sn of symmetric
matrices such that L−1, the Zariski closure of {Σ−1 ∈ Sn | Σ∈L invertible}, is a
toric variety embedded in Sn via a monomial map, but the reciprocal ML-degree
of the linear covariance model defined by L is not equal to the ML-degree of
the toric model defined by the embedded toric variety L−1.

We prepare the proof of Theorem 2.3 with two lemmas. The first lemma
is a standard computation in the maximum likelihood estimation of linear co-
variance models. For a proof, see [9, Proposition 3.3] or [10, Equation (11)].
Endow the space of symmetric matrices Sn with the standard inner product
〈A,B〉 = trace(AB). For a linear subspace L ⊆ Sn, denote by L⊥ its orthogo-
nal complement.

Lemma 2.4. The reciprocal ML-degree of the linear covariance model specified
by L is the number of solutions, counted with multiplicity, to the equations

Σ ∈ L, ΣK = Id, and K−S−1 ∈ L⊥
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in the 2 ·
(n+1

2

)
entries of Σ and K, for a generic choice of a sample concentration

matrix S−1.

The next lemma is a general geometric observation.

Lemma 2.5. Let X be the vanishing locus in Cn of a family of polynomials in n
variables, and suppose that X has dimension d with every d-dimensional irre-
ducible component not contained in a hypersurface H. Let L ⊂ Cn be a linear
subspace of dimension n− d. Then, for a general w ∈ Cn/L, the intersection
X ∩ (L+w) lies in X \H.

Proof. Since no d-dimensional component of X is contained in H, we have
dim(X ∩H) < d. For each w ∈ Cn, let w denote the image of w under the
projection π : Cn → Cn/L. The algebraic subset Z := {w ∈ Cn/L | (X ∩H)∩
(L + w) 6= /0} is the image of the restriction π|X∩H of the projection map π

to X ∩H, since π|X∩H maps x ∈ X ∩H to the w ∈ Cn/L satisfying x ∈ (L+w).
Hence, we have dimZ≤ dim(X∩H)< d = dim(Cn/L). Thus, the set (Cn/L)\Z
is a nonempty Zariski dense subset of Cn/L, and any general w ∈ Cn such that
w ∈ (Cn/L)\Z satisfies X ∩ (L+w)⊂ X \H.

Example 2.6. Let L be the set of all symmetric matrices of the form
a c c c
c b 0 0
c 0 b 0
c 0 0 b

 .
Then the Zariski closure of the set of all inverses of elements of L is

L−1 =
{

K ∈ S4 | k22 = k33 = k44,k12 = k13 = k14,k23 = k24 = k34,k2
12 = k11k23

}
.

Thus L−1 is toric. One design matrix for the toric variety L−1 is

A =

11 12 13 14 22 23 24 33 34 44[ ]2 1 1 1 0 0 0 0 0 0
0 0 0 0 1 0 0 1 0 1
0 1 1 1 0 2 2 0 2 0

.

Using Lemma 2.4 and Proposition 2.1, one can compute that the reciprocal ML-
degree of the linear covariance model defined by L is 1, whereas the ML-degree
of the toric modelM(A) is 2.
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The failure of Theorem 2.3 in the above example arises from the fact that
the affine linear equations defining K− S−1 ∈ L⊥ are not equivalent to those
defining Ap = Au. In the case of Brownian motion tree models, these affine
linear equations are equivalent; showing this comprises much of the following
proof of Theorem 2.3.

Proof of Theorem 2.3. Lemma 2.4 states that the reciprocal ML-degree ofMT

is the number of invertible matrices K such that K ∈ L−1
T and K−W ∈ L⊥T for a

fixed generic W ∈ Sn. By Theorem 2.2, the first condition K ∈L−1
T is equivalent

to p(K) ∈V (IT ). The second condition K−W ∈ L⊥T is equivalent to

∑
1≤i≤ j≤n
lca(i, j)=v

(ki j−wi j) = 0 for each v ∈ Vert(T )\{0}.

Let u = p(W ). This linear system is equivalent to

∑
1≤i≤ j≤n
lca(i, j)=v

(pi j−ui j) = 0 for each interior vertex v ∈ Int(T ), and

n

∑
j=0
j 6=i

(pi j−ui j) = 0 for each leaf i ∈ Lv(T )\{0}.
(4)

This can be written as AT p−AT u= 0 with AT as defined in Equation (3). There-
fore the reciprocal ML-degree of the Brownian motion tree model on T is the
degree of the subscheme(

V (IT )∩V (〈AT p−AT u〉)
)
\V (detK)⊂ C(

n+1
2 )

for a generic u where detK is written as a polynomial in the p coordinates.
Similarly, writingH for the union of hyperplanes V ((∑i, j pi j)∏i, j pi j), we have
from Proposition 2.1 that the ML-degree of the toric modelM(AT ) is the degree
of the subscheme (

V (IT )∩V (〈AT p−AT u〉)
)
\H ⊂ C(

n+1
2 ).

Note that V (IT ) is contained in neither V (detK) norH. Indeed, the matrix of all
ones is in V (IT )\H and the identity matrix is in V (IT )\V (detK). Lemma 2.5
thus implies that for a generic u, the hypersurfaces V (detK) and H do not in-
tersect V (IT )∩V (〈AT p− AT u〉). Therefore the reciprocal ML-degree of the
Brownian motion tree model of T and the ML-degree ofM(AT ) are both equal
to the degree of V (IT )∩V (〈AT p−AT u〉).
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3. Toric Fiber Products

To compute the ML-degree of the toric modelM(AT ), we show in this section
that IT can be written as a toric fiber product of the ideals of two smaller trees,
and consequently deduce that the ML-degree ofM(AT ) is a product of the ML-
degrees of the toric models on these subtrees. For background on the toric fiber
product construction, see [12].

We start by introducing a new parametrization of IT that makes the toric fiber
product structure more apparent. This parametrization is given by the matrix BT

defined as follows. Since every vertex of T except for the root has in-degree 1,
we label each edge of T by e(v) where v is the vertex of T that e(v) is directed
into. Let E(T ) denote the edge set of T , and let P(i, j) ⊂ E(T ) denote the set
of edges in the unique shortest path in T between two leaves i and j. Define the
matrix BT ∈ ZE(T )×(n+1

2 ) by

BT (e,{i, j}) =

{
1 if e ∈ P(i, j),
0 otherwise.

Proposition 3.1. For a rooted tree T , one has rowspan(AT ) = rowspan(BT ). In
particular, the ideals I(AT ) and I(BT ) are equal.

Proof. We show that matrix BT can be obtained by applying elementary row
operations to AT . Let av

T denote the row of AT corresponding to vertex v, and
let be(v)

T be the row in BT for edge e(v). For vertex v, let desLv(v) be the set
of all leaves descended from v, and let desInt(v) be the set of internal vertices
descended from v. The following holds.

be(v)
T = ∑

k∈desLv(v)
ak

T −2 ∑
k∈desInt(v)

ak
T . (5)

Note that when v is a leaf, be(v)
T = av

T . The reader may wish to consult Example
3.2 at this time.

Indeed, the edge e(v) is in the unique shortest path between leaves i and j
if and only if exactly one of these leaves is a descendent of v. Without loss of
generality, let i be this leaf. Then i is in fact the only vertex descended from v
with nonzero i j-coordinate in row vectors ai

T appearing in Equation (5). So the
i j-coordinate of the right-hand side of Equation (5) is equal to 1. Now, suppose
that e(v) is not in the unique shortest path between leaves i and j. There are two
cases to consider; either both i and j are descended from v, or neither of them
are. In the former case, the vertices k descended from v with non-zero entries
in the i j-coordinate of ak

T are i, j and lca(i, j). Hence, the i j-coordinate of the
right-hand side of Equation (5) is 0. In the latter case, if both i and j are not
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descended from v, their least common ancestor is not in desInt(v). Hence, the
right-hand side of Equation (5) is 0.

Lastly, the two matrices have the same rank. Indeed, the rank of AT is
dim(L−1

T ) = dim(LT ) = #Vert(T )− 1. Take the set of columns {0, i} in BT

together with a column {ik, jk} with lca(ik, jk) = k for each internal node k
in T . This is a linearly independent set of #Vert(T )− 1 vectors, which con-
cludes that rank(BT )≥ rank(AT ). Combined with the fact that rowspan(BT )⊆
rowspan(AT ), this implies that AT and BT have the same rowspan.

Example 3.2. The matrix AT for the tree in Figure 1 is

01 02 03 04 05 12 13 14 15 23 24 25 34 35 45



1 1 0 0 0 0 1 1 1 1 0 0 0 0 0 0
2 0 1 0 0 0 1 0 0 0 1 1 1 0 0 0
3 0 0 1 0 0 0 1 0 0 1 0 0 1 1 0
4 0 0 0 1 0 0 0 1 0 0 1 0 1 0 1
5 0 0 0 0 1 0 0 0 1 0 0 1 0 1 1
6 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1
7 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0

.

The matrix BT for the tree in Figure 1 is

01 02 03 04 05 12 13 14 15 23 24 25 34 35 45



e(1) 1 0 0 0 0 1 1 1 1 0 0 0 0 0 0
e(2) 0 1 0 0 0 1 0 0 0 1 1 1 0 0 0
e(3) 0 0 1 0 0 0 1 0 0 1 0 0 1 1 0
e(4) 0 0 0 1 0 0 0 1 0 0 1 0 1 0 1
e(5) 0 0 0 0 1 0 0 0 1 0 0 1 0 1 1
e(6) 0 0 1 1 1 0 1 1 1 1 1 1 0 0 0
e(7) 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0

.

The following are the linear combinations of Equation (5).

be(i)
T = ai

T for i = 1,2,3,4,5,

be(6)
T = a3

T +a4
T +a5

T −2a6
T = b3

T +b4
T +b5

T −2a6
T , and

be(7)
T = a1

T +a2
T +a4

T +a5
T −2a6

T −2a7
T = b1

T +b2
T +b6

T −2a7
T .

In our computation of toric fiber products, it will be necessary to consider
the ideal I(BT )⊂ C[pi j | 0≤ i < j ≤ n] in a ring with one extra variable. More
precisely, let B?

T be the matrix with rows indexed by E ∪{?} and columns in-
dexed by pairs of elements of {0, . . . ,n} and the symbol ?, whose entries are
given by B?

T (e,{i, j})=BT (e,{i, j}), B?
T (e,?)= 0 for all e∈E, B?

T (?,{i, j})= 1
for each {i, j} ⊂ {0, . . . ,n} and B?

T (?,?) = 1. In other words, B?
T is obtained

from BT by adding a column of all zeros and then a row of all ones.
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Remark 3.3. Since the all-ones row vector 1 is in rowspan(BT ), the all-ones
row b

?
T in B?

T can be replaced by the row consisting of all zeros except for the
1 in the ? column without changing the ideal I(B?

T ). Thus, the ideal I(B?
T ) is

the extension of the ideal I(BT )⊂C[pi j | i, j ∈ Lv(T )] in the ring with one extra
variable C[p?, pi j | i, j ∈Lv(T )]. Consequently, the ML-degree of I(B?

T ) is equal
to that of I(BT ).

Let us now consider a rooted tree T built from two smaller trees in the fol-
lowing way. Let Sm be the rooted star tree; that is, Sm is a tree with a unique
internal vertex on m+ 1 leaves. Let T ′ be an arbitrary rooted tree. Let T be
obtained from T ′ and Sm by identifying a distinguished leaf edge of T ′ with the
root edge of Sm. More precisely, let ` be a distinguished leaf of T ′ with direct
ancestor h. Label the root leaf of Sm by h and let ` label the unique internal
vertex of Sm. We obtain T from T ′ and Sm by identifying the vertices labeled
h and ` and the edge between them. Figure 2 illustrates such a procedure. By
identifying vertices 6 and 7 in the two trees, one obtains the tree in Figure 1.

Figure 2: Identifying vertices 6 and 7 in these trees produces the tree in Figure 1

Let C[p] = C[pi, j | i, j ∈ (Lv(T ′)∪Lv(Sm)) \ {h, `}, i 6= j], C[q] = C[qi, j |
i, j ∈ Lv(T ′), i 6= j] and C[r] =C[ri, j | i, j ∈ Lv(Sm), i 6= j] We will show that the
ideal, I(BT )⊂C[p] is a toric fiber product of the two ideals I(B?

T ′)⊂C[q?,q] and
I(B?

Sm
)⊂ C[r?,r]. Following the definition of the toric fiber product in [12], we

assign a multigrading to the indeterminates of the polynomial rings associated
to T ′ and Sm as follows. Assign the following multidegrees to the variables of
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C[q?,q]

deg(q?) = [0,0,1], deg(qi, j) =

{
[1,0,0] if i, j 6= `,

[0,1,0] if i = ` or j = `.

Similarly, let

deg(r?) = [1,0,0], deg(ri, j) =

{
[0,0,1] if i, j 6= h,
[0,1,0] if i = ` or j = h.

Finally, let

deg(pi, j) =


[1,0,0] if i, j ∈ L(T ′),
[0,0,1] if i, j ∈ L(Sm),

[0,1,0] otherwise.

Then the matrix A whose rows are these multigrading vectors is the 3×3 iden-
tity matrix and hence has full rank.

Proposition 3.4. The ideals I(B∗T ′) and I(B∗Sm
) are multi-homogeneous with re-

spect to the given multigradings.

Proof. The generators of I(B∗T ′) are identical to those of I(BT ′) and each gen-
erator of I(BT ′) has the form pac pbd − pad pbc, as described in Theorem 2.2.
At most one of a,b,c,d may be equal to `. If none are equal to `, then the
multidegree of each monomial is [2,0,0]. If exactly one is equal to `, then
the multidegree of each monomial is [1,1,0]. Since each generator of I(B∗T ′)
is multi-homogeneous with respect to the given multigrading, the ideal itself is
also multi-homogeneous. The argument for I(B∗Sm

) is analogous.

Proposition 3.4 allows us to define the toric fiber product of the ideals I(B∗T ′)
and I(B∗Sm

). Let RT ′ = C[q?,q]/I(B?
T ′) and let RSm = C[r?,r]/I(B?

Sm
). With re-

spect to these multigradings, the toric fiber product of I(B?
T ′) and I(B?

Sm
), de-

noted as I(B?
T ′)×A I(B?

Sm
) is the kernel of the map,

ψT ′,Sm : C[p]→ RT ′⊗C RSm
pi, j 7→ qi, j⊗ r? if i, j ∈ Lv(T ′)\{`},
pi, j 7→ q?⊗ ri, j if i, j ∈ Lv(Sm)\{h}, and
pi, j 7→ qi,`⊗ rh, j, if i ∈ Lv(T ′)\{`} and j ∈ Lv(Sm)\{h}.

Remark 3.5. Combinatorially, this operation corresponds to including paths
between leaves of the smaller trees T ′ and Sm into T . Paths whose leaves are
both in T ′ or Sm remain the same, whereas we glue together paths in T ′ and Sm

with endpoints ` and h respectively along their common edge.
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Theorem 3.6. With the notation as above, we have I(BT ) = I(B?
T ′)×A I(B?

Sm
).

Proof. We may rewrite the map defining the toric fiber product as

ψT ′,Sm : C[p]→C[t?, te | e ∈ E(T )]

pi, j 7→t?
(

∏
e∈P(i, j)∩E(T ′)

te
)
t?
(

∏
e∈P(i, j)∩E(Sm)

te
)
.

Note that t? and te(`) are always squared in the image of this map. Indeed, t2
? is

a factor of each pi j. The parameter te(`) does not appear as a factor of pi j when
the path P(i, j) lies entirely within T ′ or Sm. When i is a leaf of T ′ and j is a
leaf of Sm (or vice versa), t2

e(`) divides pi j. So we may replace the parameters t?
and te(`) with their square roots without changing the kernel of ψT ′,Sm . After this
replacement, the row corresponding to t∗ in the matrix defining ψT ′,Sm is the row
of all ones. Since the row of all ones is in rowspan(BT ), the kernel of ψT ′,Sm is
equal to the kernel of the map φBT associated to BT as in Equation (1).

Corollary 3.7. The ML-degree of I(BT ) is equal to the product of the ML-
degrees for I(BT ′) and I(BSm).

Proof. The matrixA is the 3×3 identity matrix, and hence has full rank. Thus,
from [2, Theorem 5.5], the ML-degree of the toric fiber product of two toric
models is the product of the ML-degrees of the models. Thus, Theorem 3.6
implies that the ML-degree of I(BT ) is equal to the product of the ML-degrees
of I(B?

T ′) and I(B?
Sm
). This is equal to the product of the ML-degrees of I(BT ′)

and I(BSm) by Remark 3.3.

4. Reciprocal ML-degree of star tree models

A star tree Sn is a tree on leaves {0, . . . ,n} with a unique internal vertex. We
compute the reciprocal ML-degree of star tree models in the following theorem.
This serves as the basis of induction in the proof of the main theorem.

Theorem 4.1. The reciprocal maximum likelihood degree of the Brownian mo-
tion star tree model on n+1 leaves is equal to 2n−n−1.

In preparation of the proof, let In be the defining ideal of the toric variety
L−1

Sn
in the p coordinates as given in Equation (2). By Proposition 3.1, the ideal

In is equal to the ideal I(BSn), where the matrix BSn ∈ Z(n+1)×(n+1
2 ) as defined

in Section 3 has columns {ei + e j ∈ Zn+1 | 0 ≤ i < j ≤ n}. In other words, the
ideal In is the toric ideal of the second hypersimplex, for which the following
facts are well-known.
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Theorem 4.2. The following hold for the toric ideal In.

(a) [6, Theorem 2.1] The ideal In ⊂ C[p] is generated by the quadrics

pi j pkl− pik p jl, for distinct i, j,k, l ∈ {0,1 . . . ,n}.

(b) [6, Theorem 2.3] The degree of V (In), as a projective variety in P(
n+1

2 )−1,
is equal to 2n−n−1.

Along with the above Theorem 4.2, the following will be a key step in the
proof of Theorem 4.1.

Lemma 4.3. The varieties L⊥Sn
and L−1

Sn
in Sn intersect only at the zero matrix.

Proof. Let K ∈ Sn be in the intersection L⊥Sn
∩L−1

Sn
, and write (pi j)0≤i< j≤n for

the resulting coordinates after the change of coordinates in Equation (2). Let
P be an n× n symmetric matrix with diagonal entries p01, . . . , p0n and the off-
diagonal entries pi j for 1≤ i < j ≤ n.

The equations for K ∈ L⊥Sn
in terms of coordinates in P, as previously com-

puted in Equation (4), are equivalent to

p01 + · · ·+ p0n = 0 and
n

∑
i=0
i 6= j

pi j = 0, for j = 1, . . . ,n.

In other words, the trace of P and every row sum of P are zero.
The condition K ∈ L−1

Sn
is equivalent to P ∈ V (In), again by Theorem 2.2.

The explicit set of generators for In given in Theorem 4.2 impose the following
condition on the entries of P: For 1≤ i < j ≤ n, define Qi j to be the 2× (n−1)
matrix obtained by

(i) taking the i-th and j-th row of P to make a 2×n matrix,

(ii) then converting the square submatrix
[

p0i pi j

pi j p0 j

]
to
[

p0i pi j

p0 j pi j

]
,

(iii) and then erasing the column
[

pi j

pi j

]
.

For all 1≤ i < j ≤ n, the 2×2 minors of Qi j belong to the set of generators for
In in Theorem 4.2. Since the row sums of P must be zero, we have that both row
sums of Qi j are equal to −pi j. Thus, that the rank of Qi j is at most 1 implies
that if pi j 6= 0, then pil = p jl for all l = 1, . . . ,n. As a result, if we consider the
graph G on vertices {1, . . . ,n} where (i, j) is an edge in G if and only if pi j 6= 0,
we have:
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1. Connected components of G are complete graphs, and

2. for any i 6= j belonging to a common connected component of G, all the
pi j share a common value.

Thus, after relabeling, the matrix P is a block diagonal matrix, each block having
the form of a (m+1)× (m+1) matrix:

−ma a . . . a
a −ma . . . a
...

...
. . .

...
a a . . . −ma

 .
Suppose there are many blocks, say of sizes m1 + 1, . . . ,m`+ 1. Take Qi j with
i = ma and j = mb, for 1≤ a < b≤ `. Then

Qi j =

[
0 . . . 0 a . . . a maa 0 . . . 0 0 . . . 0
0 . . . 0 0 . . . 0 mbb b . . . b 0 . . . 0

]
.

For Qi j to have all vanishing 2×2 minors, at least one of a and b need be zero.
Hence, there can be at most one block with non-zero entries. If there is only one
block, then trace(P) = 0 implies that a = 0 and that P is the zero matrix. We
thus conclude that P is the zero matrix.

Proof of Theorem 4.1. For T = Sn, Theorem 2.3 states that the reciprocal ML-
degree of MSn is equal to to degree of V (In)∩V (〈AT p−AT u〉) as an affine
subscheme of C(

n+1
2 ) for a generic u. Let us consider the intersection of their

respective projective closures. That is, we homogenize the ideals In and 〈AT p−
AT u〉 ⊂ C[pi j | 0 ≤ i < j ≤ n] by an extra variable p?. As the ideal In is al-
ready homogeneous, the resulting homogenization In is the extension of In in
C[p?, pi j | 0≤ i < j≤ n], and 〈AT p−AT u〉 homogenizes to 〈AT p− p?AT u〉. As

projective varieties in P(
n+1

2 ), the intersection of V (In) with the linear subvariety
V (〈AT p− p?AT u〉) is the degree of V (In). Since V (In) is the projective cone
over V (In) considered as a projective variety in P(

n+1
2 )−1, we thus conclude from

Theorem 4.2.(b) that the degree of the intersection V (In)∩V (〈AT p− p?AT u〉)
is 2n−n−1.

It remains only to show that the intersection V (In)∩V (〈AT p− p?AT u〉) has
no point in the hyperplane at infinty {p? = 0}. Recall from the proof of Theo-
rem 2.3 that in the p-coordinates, p ∈ L⊥T if and only if AT p = 0. Thus when
p? = 0, the equations defining the intersection are exactly the ones defining in-
tersection L−1

T ∩L⊥T , which only consists of the zero matrix by Lemma 4.3.
Hence, the intersection V (In)∩V (〈AT p− p?AT u〉) is empty if p? = 0, as de-
sired.
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We can now prove the main result of the paper.

Proof of Theorem 1.3. We induct on the number of internal vertices of T . When
T has one internal vertex v, it is a star tree. So by Theorem 4.1, the dual ML-
degree ofMT is 2outdeg(v)−outdeg(v)−1.

Take a rooted tree T with at least two internal vertices. Choose ` to be one of
the internal vertices of T that has only leaves as direct descendants. Let h be the
unique direct ancestor of `. Take Soutdeg(`) to be the rooted star tree with internal
vertex `, root leaf h, and the remaining leaves are exactly the descendants of
` in T . Take T ′ to be the rooted tree obtained by removing from T all leaves
descendent of `. Identifying h and ` in Soutdeg(h) and T ′ gives back the tree
T . Moreover, we have that Int(T ) = Int(T ′)∪{`}. By Theorem 3.7 and the
inductive hypothesis, the dual ML-degree ofMT is

rmld(MT ) = (2outdeg(`)−outdeg(`)−1) ∏
v∈Int(T ′)

(2outdeg(v)−outdeg(v)−1)

= ∏
v∈Int(T )

(2outdeg(v)−outdeg(v)−1),

as desired.
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