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Abstract—The article describes a speech-based robotic proto-

type designed to aid the movement of elderly or handicapped

individuals. Mel frequency cepstral coefficients (MFCC) are

used for the extraction of speech features and a deep belief

network (DBN) is trained for the recognition of commands.

The prototype was tested in a real-world environment and

achieved an accuracy rate of 87.4%.

Keywords—deep belief networks, mel frequency cepstral coeffi-

cients, speech recognition.

1. Introduction

Speech signal processing is an important research field due

to the wide variety of applications it may be useful for.

It may be used in banking systems, forensics, hospitals,

the military, or in day-to-day activities. Regardless of the

domain, people desire intelligent and smart systems facili-

tating their efforts. Many advancements in this field have

led to the development of such smart systems as Apple’s

Siri, Google Assistant, Amazon Alexa, etc. [1], [2]. Voice

operated vehicles may also be used to aid the movement

of elderly or handicapped individuals. Unfortunately, voice

operated wheelchairs are not quite popular yet, because of

numerous challenges in speech recognition [3]–[5]. Every

single person has their own way of speaking. Their voice

may be characterized by a different accent and variations

may exist in the use of language, emotions and the environ-

ment. All these parameters exert a great impact on speech

recognition.

Considerable progress has been made in various domains,

such as education or entertainment. However, much less ef-

fort has been put into harnessing speed recognition achieve-

ments in the process of physical rehabilitation of patients.

All existing feature extraction methods have showed a good

recognition rate only in a clean environment. Results obtain

in noisy environments still require considerable improve-

ment [6]. The recognition rate suffers when the system is

used in a real-world scenario. There is a big difference in

the operation of the speaker and speech recognition mecha-

nism when it relies on a stored database and on a real-world

database. All existing speaker and speech recognition sys-

tems perform efficiently when operating based on a stored

database. But in real-world applications, their performance

is affected adversely because of the wide variety of speak-

ing styles and background noise [7]. In order to deal with

all these challenges, artificial intelligence seems to be the

best proposal, as it allows to design systems capable of deal-

ing with variations stemming from speaking styles, gender,

language and background noise. Trained neural networks

are capable of handling all these details. The problem of

speech recognition and speaker recognition has been dealt

with by many researchers [8]. Technology-related progress

observed thus far aims towards implementing numerous

speech recognition systems. Speech recognition depends

directly upon feature extraction and classification meth-

ods [9]. Some authors have already compared the feature

extraction methods known [10]. According to the results

of their analyses, MFCC is a solution that is best suited

for the task at hand. Classification-related approaches may

be template-based [11], stochastic-based [12] or artificial

neural network-based systems [13]–[15]. In template-based

techniques, voice samples were stored in a database and the

comparison was made between the database and the uttered

word. There were many popular techniques, such as dis-

tance calculation with the use of the dynamic time warping

algorithm. However, systems of this type were not capable

of providing correct results in real-world applications and,

hence, their performance degraded in noisy environments.

Later, stochastic-based models were popular in speech

recognition. These were based on probability models and

could handle incomplete and uncertain input data. Hid-

den Markov models were best for dealing with variable

input data. In the 1970s, the US Department of Defense

sponsored numerous projects focusing on stochastic mod-

els, for instance Dragon. The technique was widely ac-

cepted all over the world before the emergence of arti-

ficial intelligence. Artificial intelligence is a knowledge-

based system [16] that started to gain in importance after

implementation of numerous neural network algorithms.

Previously, neural networks were based on a few hid-

den layers. They were not capable of dealing with the

variability of input data. Nowadays, however, deep learn-

ing networks [17] are effectively used for this particu-

lar purpose. There are many learning-based algorithms

used by researchers, for instance convolutional neural net-

work (CNN) [18], multilayer perceptron (MLP), proba-

bilistic neural network (PNN) [19]–[24]. However, the

performance of all those systems deteriorates in noisy

environments. Learning with the use of noisy data helps
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improve the system. Many techniques have been imple-

mented by researchers to make the systems easy to use for

humans.

2. System Concept

The proposed system is divided into a software and a hard-

ware module. Speech samples are captured with the use

of a microphone. Then, all samples are preprocessed in

preparation for applying the feature extraction technique.

The MFCC feature extraction method is deployed and the

extracted features are then used for training a deep neural

network (DNN). DNN is emerging field in speech recog-

nition field and its performance exceed that of other meth-

ods. In the DNN approach, a deep belief network (DBN)

is used. Many learning techniques are available. In this

type of work, unsupervised learning contrastive divergence

(CD) is used. Matlab is used to implement the application.

In the hardware module, a prototype is made that consists

of an RF receiver, a microcontroller, a motor driver and

a DC gear motor. The command from Matlab software is

received using an RF data modem, via the serial communi-

cation protocol. The system works in the 2.4 GHz band its

rate is adjustable between 9600 and 115200 bps for direct

interfacing with the MCU.

2.1. MFCC Features

Speech signals are converted into the frequency domain us-

ing FFT. The FFT output contains a lot of data that is not

required. In order to calculate the energy level at each fre-

quency, a mel scale analysis is performed using mel filters.

Then energy is calculated and after that logarithmic of filter

bank energies is taken. This operation is conducted in or-

der to match the features closer to human hearing. Finally,

DCT of the log filter bank energies is taken to decorrelate

the overlapped values. Only the first 13 coefficients are se-

lected, known as MFCC features. This is because higher

feature numbers degrade the recognition-related accuracy

of the system [25]. Those features do not carry any speaker

and speech-related information. Mathematically, this may

be explained using the vocal tract system. The vocal tract

articulation equivalent filter is shown in Eq. (1):

s(Ω) = g(Ω)h(Ω) . (1)

The equivalent logarithm of s(Ω) is:

log |s(Ω)| = log |g(Ω)|+ log|h(Ω)| . (2)

In this method, the logarithm of the spectrum is taken and

then its inverse Fourier transform is found. The cepstrum

C(∂ ), or cepstral coefficients, is the inverse Fourier trans-

form of log |s(Ω)|:

C (∂ ) = F−1 log |s(Ω)| = F−1 log |g(Ω)|+F−1 log |h(Ω)| .
(3)

It represents the vocal tract’s parameters corresponding to

the phonemes of sound.

2.2. Deep Neural Network

A deep neutral network (DNN) has many hidden layers.

The inspiration is taken from the visual cortex (part of

brain). Information is processed in the sequence of regions.

So, a neural network may be modeled as a multilayer net-

work consisting of low to high level features. Training is

the major issue in DNNs, as optimization is a more diffi-

cult step. Performance of the system degrades because of

under fitting and over fitting. Under fitting is caused by

a vanishing gradient problem and over fitting stems form

high variance and low bias situations. The unsupervised

pre-training approach may be the solution to be used while

training DNNs. Training is performed one layer at a time,

from the first to the second to the last. Features are fed to

the first hidden layer, then the second layer takes the com-

binations of features from the first layer. This process is

repeated until the last layer is reached. Once all layers have

been pre-trained, supervised training is performed for the

entire network. This stage is known as fine tuning. This

means that deep training can be performed in two steps:

pre-training the network and fine tuning, using supervised

training. Restricted Boltzmann machines (RBMs) are the

building blocks of deep networks. It is an unsupervised,

undirected graphical model. It is called restricted, because

there is no link between the units of each layer, as shown

in Fig. 1.

Fig. 1. Undirected graphical RBM model.

The model is of the energy-based variety and its distribution

is given by:

P(v,h) =
1
Z

e(−E(v,h)) . (4)

E(v,h) is the energy function and is defined as:

E (v,h) = −bT v− cT h− vTWh , (5)

where b, c are vectors and W is the matrix – these are the

parameters of the model. The partition function is defined

as:

Z = ∑
v

∑
h

e(−E(v,h)) , (6)

E (v,h) = −bT v− cT h− vTW h

= −∑
k

bkvk −∑
j

c jh j −∑
j
∑
k

c jh jWjk . (7)
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RBM is trained on binary data. Conditional distribution

from the joint distribution is:

P(
h
v
) =

P(h,v)
P(v)

=
1

P(v)
1
Z

ebT v+cT h+vT W h

=
1
Z′

ecT h+vT W h . (8)

This expression can be written in a scalar form as:

P
(h

v

)

=
1
Z′

e∑n
j=1 c jh j+∑n

j=1 vT W: jh j

= (1/z′)
n

∏
j=1

ec jh j+vT Wjh j . (9)

The distribution over the individual binary h j is given as:

P(h j =
1
v
) =

P(h j = 1,v)
P(h j = 0,v+P(h j = 1,v)

=
ec j+vT W: j

e{0} + ec j+vT W: j
= sigmoid

(

c j + vTW: j
)

, (10)

P
(

h
v

)

=
n

∏
j=1

sigmoid
(

c j + vTW: j
)

, (11)

P
( v

h

)

=
d

∏
i=1

sigmoid(bi +Wi:h) . (12)

Parameters of the models are learnt by taking the log like-

lihood given as:

l (W,b,c) =
n

∑
t=1

log p
(

v(t)
)

=
n

∑
t=1

log ∑
h

p
(

v(t),h
)

=
n

∑
t=1

log ∑
h

e−E(v(t),h)−n logZ

=
n

∑
t=1

log ∑
h

e−E(v(t),h)−n log∑
v,h

e−E(v,h) . (13)

For maximizing the likelihood, derivative of the log likeli-

hood is taken as:

θ = b,c,W , (14)

l (θ ) =
n

∑
t=1

log ∑
h

e−E(vt ,h)−n log∑
v,h

e−E(v,h) , (15)

∇θ (θ ) = ∇θ

n

∑
t=1

log ∑
h

e−E(vt ,h)−n∇θ log∑
v,h

e−E(v,h)

=
n

∑
t=1

Ep(h/vt)[∇θ (−E
(

v(t),h
)

)]−nEp(h/v)|[∇θ (−E (v,h))] .

(16)

The second half of Eq. (16) i.e. the expectation of h given

v, is difficult to learn. Therefore, the contrastive divergence

algorithm is used, where the expectation is calculated by

a point estimate using Gibb’s sampling.

2.3. Deep Belief Network

In a deep belief network (DBN), RBMs are stacked together

to form a multilayer network. A graphical model of DBN

is shown in Fig. 2. In this model, there are three hidden

layers with one input layer. Training is performed with the

first layer using the data and then freezing the first layer’s

parameters. Then, the second layer is trained using the

output of the first layer, constituting unsupervised input for

the second layer. This process is repeated until the last layer

is reached. The following steps are taken for calculating the

distribution:

P(x) = ∑
h(1)

p(x,h(1)) , (17)

P
(

x,h(1)
)

= p(
x

h(1) ∑
h(2)

p(x,h(1)) , (18)

P
(

h(1),h(2)
)

= p(
h(1)

h(2) ∑
h(3)

p(h(2),h(3)) . (19)

Fig. 2. Graphical model of DBN.

Next, layer-based training is performed for the DBN. Once

all the layers have been pre-trained, supervised training is

performed for the entire network. This is called fine tuning

and the back propagation algorithm can be used to train the

network. The output of DBN is, what is recognized who

is speaking and what he or she is speaking, and a control

signal is generated to validate the proposed technique.

2.4. Hardware Module

The hardware module was based on a 2.4 GHz RF transmit-

ter receiver, a microcontroller (ATMega 8), a motor driver

(L293D) and DC gear motors (Fig. 3). The recognized com-

mand word is sent from the computer to the hardware unit

through RF data modem at 9600 bps to MCU.

The command from Matlab software is received using an

RF data modem, using a serial communication protocol.

The MCU interprets the commands received. The driver

circuit is used to control the DC motors.
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Fig. 3. Hardware of the prototype solution.

3. Results and Discussion

MFCC features are extracted for different words, such as

backward, forward, left, right, and stop. Fifty users (25

males and 25 females) took part in the experiment and

each of them provided 100 samples of each word. Figure 4

shows one of the examples of the training stage of the

speaker-dependent speech recognition with extracted fea-

tures. Training is performed by the speaker for the word

right and the MFCC feature extraction method is used.

Fig. 4. MFCC extracted features.

The extracted MFCC features are fed to DBN network. In

DBN, 13 nodes are taken for input and 13 nodes are taken

for output. Two hidden layers h1 and h2 are used. Hidden

layer 1 consists of 200 nodes and hidden layer 2 consists of

100 nodes. First pre-training is done with the RBM stacks

and then fine tuning is performed with supervised learning

method. The matrices used to calculate the accuracy are

shown in Fig. 5.

In a real-world implementation, the recognized word is sent

from the computer to the hardware unit through an RF data

modem at 9600 bps to MCU. After this, serial port is read

by the program and according to the command received and

motors move accordingly. The prototype has been tested

in different environments, such as a playground, an office,

a cafeteria and also in a hospital as shown in Table 1.

Recognition accuracy was tested at peak hours (10–11 AM),

when maximum levels of background noise are present.

The average recognition accuracy achieved is 87.4%.

Fig. 5. Measuring matrices values.

Table 1

Accuracy (percentage-wise) in different environments

Command
Environment

Playground Office Cafeteria Hospital

Backward 88.93 87.01 86.21 85.21

Forward 88.08 87.09 85.09 85.09

Left 89.17 88.07 86.87 85.17

Right 89.00 88.00 86.80 85.10

Stop 89.03 89.07 86.07 85.07

4. Conclusion

A speech-based system has been developed for controlling

the movement of a wheelchair. Speech signals have been

processed with the use of the MFCC-based feature extrac-

tion method and their classification was performed with the

help of a DBN-based neural network technique. Five com-

mands have been used to control the vehicle. The prototype

has been tested in different environments, such as a play-

ground, an office, a cafeteria and a hospital. The average

word recognition accuracy achieved is 87.4%.
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