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Abstract

In this study, an image-based measurement system was developed for human

facial skin colour, involving the development of a digital imaging system, col-

lection of facial skin colour from 60 human subjects, generation of different

colour characterization models, and performance evaluation. The factors that

affect facial skin colour characterization, including different training datasets

(two colour charts and the collected facial skin colour dataset), mathematical

mapping methods (linear transformation, polynomial regression, root-

polynomial regression and neural network) and camera image formats (JPG

and RAW), were investigated and quantified not only by the conventional

method of CIELAB colour difference, but also two newly introduced measures,

facial colour contrast and skin colour gamut. The results indicate that the

RAW image format for camera digital signals gave a more stable performance

than the JPG format images, and the higher order polynomial regression with

good predictive accuracy in terms of CIELAB colour difference did not perform

well for the whole facial image. It is suggested to evaluate the model perfor-

mance using the colour of both specific facial positions and the overall facial

skin colour. Our comparative analysis in this study provides useful guidance

for determining the colour characterization model for facial skin.
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1 | INTRODUCTION

The colour of skin is one of the colours that we see most
often in our daily lives, and it plays an important role in
many multidisciplinary applications. Apart from the colour
reproduction of skin in amateur and professional
photography,1 cinematography and printing,2 these appli-
cations include the photographic recording of skin colour

for medical diagnosis or treatment response,3-5 skin-colour-
based face detection for computer vision applications,6,7

the identification of skin colour preference in the cosmetic
and personal healthcare industries,8-10 and more recently,
the potential manufacture of facial prostheses in 3D colour
printing.11-13 For all these applications, a reliable technique
to quantify the colour of skin objectively is of vital
importance.
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CIE colorimetry was developed as an objective colour
quantification tool that represents human colour
vision,14 and instruments such as spectrophotometers
and tele-spectroradiometers have been successfully used
to measure skin colour in terms of CIE XYZ tristimulus
values or CIELAB values. The variability of skin colour
measurements for these two kinds of instruments was
investigated by Wang et al. to quantify their dependency
on the acquisition parameters.15 Xiao et al. used spectro-
photometric measurement to quantify skin colours along
three colour dimensions: lightness, redness, yellowness, and
CIELAB colour space was used to evaluate skin colour dif-
ferences and variation of ethnicity and body locations.16 In
addition, Yun et al. conducted skin colour measurement
using a portable spectrophotometer to investigate the corre-
lations among the melanin and erythema indexes and
CIELAB colour coordinates.17

The limitation of such instrument measurements, how-
ever, is that the measurement needs to be conducted con-
secutively and only a small area of skin can be measured
each time due to the limited instrumental aperture. More-
over, facial skin colour is nonuniform and texturally
uneven, a limited number of spot measurements cannot
truly represent the colour appearance of the human face.
Consequently, image-based colour measurement as widely
used in the graphic-arts industry, has been applied to skin
colour measurement. For instance, Miyamoto et al. devel-
oped a digital imaging system to quantify hyperpigmented
spots on the face and used six colour chips from the
GretagMacbeth ColorChecker to validate colour accuracy
and reproducibility.18 Kikuchi et al. developed an image
evaluation method for skin colour distribution in facial
images, with CIE XYZ tristimulus values calculated from
captured images by a matrix.19

For the method of image-based colour measurement,
the accuracy of colour prediction highly depends on cam-
era colour characterization, which aims to determine a
transformation model for converting camera image data
to CIE colour coordinates. Although the methods for
camera colour characterization have been extensively
studied,20-24 there is only limited comparative analysis
available on skin colour prediction. Considering the fac-
tors that affect predictive accuracy, Xiao et al. used a
skin-specific colour chart, with spectra closer to human
skin spectra, to transform camera RGB values to spectral
reflectance for skin images.25 And in our preliminary
study, a novel camera colour characterization model for
the colour measurement of human skin was developed
with higher predictive accuracy.26

Another concern about skin colour characterization is
the lack of validation methods for quantifying predictive
accuracy. In some studies,27,28 the skin colour informa-
tion in terms of CIE colour coordinates were derived
from the image without reporting colour predictive

accuracy of the digital imaging system. Typically, the
conventional method used is the CIELAB colour differ-
ence, based on testing data of uniform colour patches
rather than actual skin colour. It is usually taken for
granted in most cases that good prediction of the testing
colours will lead to good performance on a whole target,
but this does not fairly represent what happens in prac-
tice. Additional measures related to the prediction of
facial skin colour should be considered for model
evaluation.

In this study, an image-based measurement system was
developed for human facial skin colour, and the factors that
affect colour prediction, such as different training datasets,
mapping methods and image formats, were comprehen-
sively investigated. Different colour characterization models
were generated based on the developed digital imaging sys-
tem, and two new measures were proposed to validate the
model predictive accuracy in addition to CIELAB colour
difference. Moreover, recommendations for developing an
image-based measurement system and determining a suit-
able colour characterization model are provided for differ-
ent objectives or applications of facial skin colour.

2 | MATERIALS AND METHODS

2.1 | Digital imaging system for facial
image capture

To collect colour images of human faces, a specific digital
imaging system was developed, and the schematic dia-
gram is shown in Figure 1. This system consists of a
high-resolution digital SLR camera and two THOUSLITE
LED Cubes, which contain a computer-controlled array
of LEDs such that a spectral power distribution with spe-
cific requirements can be generated. The two Cubes were
aligned to be 30� to the normal to provide uniform illu-
mination on the position of the human face, and the digi-
tal camera was located in the horizontal center of the two
Cubes, Figure 1A. With the aim of quantitative analysis
of skin colour in the captured images, it is essential to
avoid specular highlights from the two LED cubes and to
ensure the subject's face is illuminated evenly. Therefore,
a cross linear polarizer was placed in front of each LED
Cube to filter the emitted light, and a second linear polar-
izing filter was placed over the camera lens at a specified
rotation angle to reduce specular highlights in the cap-
tured images. In addition, the camera was equipped with
a matt black lens hood to prevent any stray light from the
two LED Cubes from directly entering the camera lens
during image capture.

In the digital imaging system, the illumination pro-
duced by the two LED Cubes was set to have a Correlated
Colour Temperature (CCT) of 6500 K and the actual
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parameters of CCT, colour rendering index (Ra), Duv and
luminance, measured using a CS2000 tele-
spectroradiometer, were 6544 K, 95, 0.0064, and 127 cd/m2,
respectively. Figure 1B shows the relative spectral power
distribution (SPD) of the illumination used.

Image capture was carried out in a dark room and the
LED lighting system produced the only illumination. A
Canon EOS 6D Mark II RGB digital camera with a reso-
lution of 6240 (width) � 4160 (height) pixels (equal to a
26 MP image with a 3:2 aspect ratio) was used to capture
images of human faces against a black background under
the 6500 K illumination, and the camera parameters
were set at ISO 640, aperture size F/5.6, shutter speed
1/8 second, the white balance mode with a customized
colour temperature of 6500 K. Human participants were
asked to present themselves with their faces clean, with-
out any makeup, and without bangs of hair on their fore-
heads. Each human subject was instructed to put their
chin on a fixed chin rest which had a horizontal distance
of 120 cm from the camera lens and the image of the face
was then captured by the digital camera.

2.2 | Skin colour measurement

To evaluate the performance of facial colour predic-
tion, the skin colour of each participant was measured
using a spectrophotometer and considered as the gro-
und truth data. A Konica Minolta CM-2600d spectro-
photometer with small aperture size (3 mm) and
specular component included (SCI) was used to mea-
sure the colour of each of five facial locations, as
shown in Figure 2. The forehead (FH), right cheekbone
(CBR), left cheekbone (CBL), nose tip (NT) and chin
(CH) respectively represents the top, right, left, middle
and bottom area of the human face. The spectral reflec-
tance data obtained ranged from 400 to 700 nm with an

interval of 10 nm, and it was used to calculate
the corresponding CIE XYZ tristimulus values and
CIELAB values, with the CIE 1931 standard colorimet-
ric observer colour matching functions (CMFs) and the
measured SPD of the 6500 K illumination used in the
digital imaging system.

2.3 | Determination of prediction models

A camera colour characterization model is generally
determined by a training dataset and a mapping method
to convert camera digital signals (image data) to CIE
XYZ tristimulus values. In this study, two different image
formats, RAW and JPG, were respectively used as camera

FIGURE 1 The digital imaging system for facial image capture: A, the schematic diagram and B, the relative SPD of the illumination26

FIGURE 2 The five facial positions measured on each human

face: forehead (FH), right cheekbone (CBR), left cheekbone (CBL),

nose tip (NT) and chin (CH)29
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digital signals and combined with three different training
datasets and seven mathematical methods to generate
different models for skin colour prediction.

2.3.1 | Image formats

In the digital imaging system, two image formats, RAW
images (.CR2) without postprocessing, and postprocessed
JPG images (.JPG), were saved from the digital camera. For
the captured JPG images, the RGB values (ranging from
0 to 255) of each pixel were extracted using the imread
function in MATLAB software. For the RAW images, the
open source raw-files converter dcraw was used to decode
the RAW image without colour correction,30 and then the
RAW RGB values (ranging from 0 to 1) of each pixel were
extracted from the tiff image in MATLAB.

2.3.2 | Training datasets

Two colour charts used in previous studies were selected
separately as a training dataset for skin colour prediction.
These were the X-Rite Digital ColorChecker SG chart
with 140 colour patches,12 and the silicon skin colour
chart with 95 colour samples that covered a large range
of human skin tones.26 For both colour charts, the spec-
tral reflectance of each sample was measured using the
CM-2600d spectrophotometer and the corresponding CIE
XYZ tristimulus values, as well as CIELAB values, were
calculated with the CIE1931 CMFs and the measured
SPD of the 6500 K illumination. Moreover, each colour
chart was captured at the same position as the human
face using the digital imaging system with the same set-
tings, and the averaged RAW/RGB values of each sample
were derived from the captured images.

In addition, a subset of the facial skin colour data col-
lected in this study was also used as a training dataset,
which includes the measurement data and image data from
200 facial locations of 40 human subjects. The measure-
ment data refers to the CIE XYZ tristimulus values of each
facial position measured using the spectrophotometer, and
the image data refers to the averaged RAW/RGB values of
each facial position, with a size of 50 � 50 pixels (about
9 mm2 on the human face) located in the captured facial
images. Therefore, three different datasets were used for the
development of skin colour characterization models:

• CCSG dataset: 140 colour patches of the X-Rite Digital
ColorChecker SG chart,

• SSCC dataset: 95 colour samples of the silicon skin col-
our chart,

• FSCD dataset: 200 skin colour data collected of 5 facial
locations of 40 human participants.

2.3.3 | Mapping methods

The techniques of linear transformation, polynomial regres-
sion (PR), root-polynomial regression (RPR) and neural net-
works (NN) were used as the mapping methods to
transform camera image data to CIE XYZ tristimulus
values. For the PR and RPR methods, three degrees (first,
second, third) were used with different extensions and the
corresponding terms are listed in Table 1. It is noted that
the first order for PR and RPR have the same terms and is
named as first PR. For the neural network technique, the
fitnet function in MATLAB was used with the trainbr
method (Bayesian regularization backpropagation) to train
an optimized mapping between input (RAW/RGB values)
and output vectors (CIE XYZ tristimulus values). The archi-
tecture used has three hidden layers, where the first hidden
layer size is 5, the second is 25, the third is 5, and the num-
ber of epochs is 1000.

The seven mathematical methods, linear, first PR,
second PR, third PR, second RPR, third RPR and NN,
were investigated in this study, and combined respec-
tively with the three training datasets (FSCD, CCSG,
SSCC) to generate 21 different prediction models for esti-
mating skin colour, in terms of CIE coordinates, respec-
tively based on the captured RAW and JPG facial images.

2.4 | Measures for model evaluation

2.4.1 | Colour difference

The conventional method to quantify the predictive accu-
racy of colour characterization is to use the average
CIELAB colour-difference between instrument measure-
ments and the corresponding predictions of testing colours,
as expressed in Equation (1), where n is the number of test-
ing colours (here n = 100), i indicates the ith testing data,

TABLE 1 The corresponding terms for linear, first PR, second

PR, third PR, second RPR, and third RPR techniques26

Number terms

Linear 3 r, g, b

First PR 4 r, g, b, 1

Second PR 10 r, g, b, r2, g2, b2, rg, rb, gb, 1

Third PR 20 r, g, b, r2, g2, b2, rg, rb, gb, r2g,

r2b, g2b, rg2, rb2, gb2, r3, g3, b3, 1

Second RPR 7 r, g, b,
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L�0,a
�
0,b

�
0 indicate the CIELAB values calculated from

instrument measurements on the real human face, and
L�1,a

�
1,b

�
1 represent the CIELAB values calculated from

the predicted CIE XYZ tristimulus values by each model.
Larger CIELAB colour-difference values indicate lower
accuracy of the corresponding prediction model.

ΔE�
ab ¼

1
n

Xn

i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L�0i�L�1i
� �2þ a�0i�a�1i

� �2þ b�0i�b�1i
� �22

q
ð1Þ

2.4.2 | Facial colour contrast

Human skin colour is nonuniform and unevenly distrib-
uted. Colour heterogeneity is one of the important char-
acteristics of facial appearance, and it needs to be well
preserved in the facial image-based measurement system.
In this study, the facial colour contrast between the five
facial locations (Figure 2) is proposed to present the over-
all colour heterogeneity of the face. For each subject, the
differences between each two facial locations were

calculated (a total of 10 differences listed in Table 2) in
terms of three colour components, CIELAB lightness L�,
redness þa� and yellowness þb�.

In order to evaluate the degree of preservation of
facial colour contrast in prediction models, the Pearson
Correlation Coefficient (PCC) was used to quantify the
relationship between the facial colour contrast of the
objective measurements of an actual human face and
those estimated from the corresponding facial image by
the prediction models. The value of the PCC ranges from
�1 to +1 where a value of +1 denotes total positive lin-
ear correlation, 0 denotes no linear correlation, and �1
denotes total negative linear correlation. The larger the
PCC value, the better the preservation of facial contrast
of the prediction model.

2.4.3 | Skin colour gamut

Since previous methods to validate the predictive accu-
racy were only based on the specific facial locations, it is
crucial to ensure the colour prediction of the whole facial
image, especially for the image-based measurements in
cosmetics and medical applications. Therefore, a skin col-
our gamut in terms of CIELAB values was introduced to
verify the colour distributions estimated by each model.
The skin colour gamut was approximately defined with
the lightness L* ranging from 40 to 75, the a* value from
0 to 30 and the b* value from 5 to 35, which was based on
the range of the facial skin colours collected in this study
(plotted in Figure 3) and the skin colour database devel-
oped for four ethnic groups (Caucasian, Chinese, Kurd-
ish, Thai) by Xiao et al.16

FIGURE 3 Colour distributions of the spectrophotometer measurements in the CIELAB L�C� (A) and a�b� (B) plane

TABLE 2 Ten differences between each two different facial

locations

FH CBR CBL NT CH

FH

CBR Δ

CBL Δ Δ

NT Δ Δ Δ

CH Δ Δ Δ Δ
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It is desirable that the prediction model can convert
most of the skin-colour pixels falling within the
predefined gamut with the least colours outside the
boundary. The percentage of pixel-based colours outside
the gamut was calculated for each facial image, and the
average result of all the testing images was used to vali-
date the model performance, expressed in Equation (2),
where m indicates the number of testing facial images
(here m = 20), N is the total number of skin-colour pixels
in the facial image, and n is the number of predicted col-
ours that fall outside of the predefined colour gamut. A
larger percentage value indicates that more colours are
predicted outside the gamut and the prediction model
has poorer predictive accuracy.

P¼ 1
m

Xm

i¼1
n=Nð Þ ð2Þ

3 | RESULTS

3.1 | Facial images and skin colour data

In this study, 60 human subjects, including 15 Caucasian,
15 Chinese, 15 Indonesian and 15 Mexican, participated
in the collection of facial images and skin colour mea-
surement. These subjects included 22 males and
38 females with ages ranging from 19 to 29 years. Before
their participation, all were given an introduction to this
research and asked to sign a consent form, in accordance
with the ethical review procedure of the University of
Leeds.

An image of a white board, placed at the position of
the human face, was used to assess the uniformity of the
lighting. It was found that the lightness, L*, values, from
the image, ranged from 76.5 to 78.5, indicating that the
lighting had good uniformity on the human face. In total,
120 colour images (60 JPG images and 60 RAW images)
of human faces were captured from the 60 human sub-
jects. In addition, 300 skin colours, in terms of CIE XYZ
tristimulus values as well as CIELAB colour attributes,
were collected using spectrophotometer measurement at
five facial locations of each human face.26 Figure 3 shows
the distributions of the collected skin colour data in the
CIELAB lightness-chroma L�C� plane (left) and the chro-
matic a�b� plane (right), where the dot symbols denote
the 200 skin colours that were used as a training dataset,
and the cross symbols denote the remaining 100 skin col-
ours that were used as the testing data to evaluate model
performance. These colour data generate an approximate
colour gamut of human facial skin obtained in this study,
with the lightness, L�, ranging from 49.41 to 67.56, and

the redness a� and yellowness b� varying from 6.03 to
22.43 and 10.04 to 24.95, respectively.

3.2 | Colour characterization models

Based on each training dataset with known CIE XYZ tri-
stimulus values, each of the mapping methods were used
to convert image data to the corresponding CIE XYZ
values, and the prediction model was determined with
optimal transformation results. In total, 42 colour charac-
terization models (2 * 3 * 7) were investigated for the two
image formats (RAW and JPG), three training datasets
(FSCD, SSCC, CCSG) and seven mathematical mapping
methods (linear, first PR, second PR, third PR, second
RPR, third RPR, NN). Each model was applied to the
facial image and the skin colours of the human face were
estimated from RAW/RGB values.

3.3 | Model evaluation

The 100 facial skin colours collected from 20 human sub-
jects were used as the testing dataset, and the perfor-
mance of each prediction model was evaluated from the
colour difference, facial colour contrast and skin colour
gamut.

3.3.1 | Colour difference

The CIELAB colour-differences between the face mea-
surements and each of the model predictions were calcu-
lated, and results are illustrated in Figure 4, where
(A) shows the results obtained when using JPG image
data as camera digital values, and (B) represents the
results based on RAW image data. For each figure, the
average colour-difference values are plotted and com-
pared for each training dataset and mapping method.
Error bars are included which were calculated using the
SE of the mean for each model.

It can be clearly seen in Figure 4A that the CCSG
training dataset (blue bars) has considerably larger
colour-difference values than the other two datasets,
except when a neural network was used as the mapping
method. Moreover, the colour differences resulted from
three different training datasets and seven mapping
methods vary greatly. However, when the RAW images
were used for skin colour prediction, Figure 4B, the varia-
tions become smaller, and the CCSG chart has similar
CIELAB colour-difference values with other training
datasets. In addition, when the FSCD training dataset
was used, in most cases it gave the smallest colour
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difference for both image formats except for the neural
network model (NN).

Tables 3 and 4 respectively list the average and maxi-
mum CIELAB colour-difference values of each colour
characterization model for the two image formats. With
JPG images as camera digital signals, the third RPR map-
ping method predicted the smallest colour differences for
the FSCD and SSCC datasets, 2.63 ΔE�

ab and 3.96 ΔE�
ab,

respectively, followed by the first PR (2.69 ΔE�
ab) and sec-

ond PR method (3.97 ΔE�
ab). For the CCSG training

dataset, the smallest colour difference was achieved by
the NN technique with the value of 4.21 ΔE�

ab, followed
by the third PR method (4.87 ΔE�

ab).
For the results based on RAW image data, Table 3,

the first PR, second RPR and third RPR methods
predicted the smallest colour-difference value for the
FSCD, SSCC and CCSG datasets, respectively. The colour
differences predicted from the CCSG dataset were signifi-
cantly reduced to less than 4 ΔE�

ab from greater than
10 ΔE�

ab, compared with the results (with the linear, first
PR, second RPR, third RPR mapping methods) for JPG
images. In addition, it can be observed in Table 4 that the
maximum colour-difference value does not always corre-
spond to the average colour-difference values, which sug-
gests that more aspects need to be considered to make
good predictions of facial skin colour based on images.

3.3.2 | Facial colour contrast

The results of the facial colour contrast PCC in terms of the
three colour attributes, lightness, redness and yellowness
are shown in Figure 5, where (A) and (B) show the results
from JPG and RAW images, respectively. Regarding facial
contrast for lightness, the FSCD dataset gives the best pre-
dictions, with PCC values greater than those for the SSCC

and CCSG datasets. For facial contrast for redness and yel-
lowness, different prediction models gave similar results,
except for the NN model.

To compare the impact of different training datasets
and mapping methods on the prediction of facial colour
contrast, the PCC values of the three attributes were aver-
aged and are given in Table 5. From the results from JPG
images, the first PR method gives the maximum value of
PCC, 0.64, for the FSCD training dataset. For the SSCC
training dataset, the first PR, second RPR and NN
methods have similar PCC values of 0.52. The model
based on a neural network performed well for the CCSG
dataset with the largest value of 0.55. In comparison, the
NN method has the worst performance (0.44) for
the FSCD dataset, the linear transformation (0.44) for the
SSCC dataset and the second RPR method (0.40) for the
CCSG dataset.

From the results based on RAW images, the first PR
method has the largest PCC value, 0.62, for the FSCD
dataset. For the SSCC and CCSG datasets the best perfor-
mance was achieved with the second PR method and the
linear transformation, respectively. The neural network
model gave the worst predictive results when the FSCD
dataset was used as the training data, with a PCC value
of only 0.21.

3.3.3 | Skin colour gamut

The percentage of predicted colours outside the pre-
defined skin colour gamut predicted by each model was
calculated for each facial image, and the averaged results
for 20 testing images are listed in Table 6. It is shown
that different colour characterization models deter-
mined by three training datasets and seven mapping
methods lead to obvious differences in estimating

FIGURE 4 Histogram of the average CIELAB colour difference for each prediction model based on (A) JPG images and (B) RAW

images
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pixel-based skin colours from JPG images. For
instance, the third RPR method predicted 0.11% col-
ours outside the skin colour gamut for the FSCD train-
ing dataset, but it resulted in 12.30% colour prediction
when using the CCSG training dataset. In contrast, the

linear transformation predicted the least number of
colours outside the gamut for the CCSG dataset, and
the same for the SSCC dataset. The minimum percent-
age value for the FSCD dataset was obtained using the
first PR method (0.07%).

TABLE 3 Average CIELAB colour-difference values based on JPG and RAW images (The smallest value for each dataset is shown

in bold)

Images Training Linear First PR Second PR Third PR Second RPR Third RPR NN

JPG FSCD 3.06 2.69 2.72 2.71 2.69 2.63 4.23

SSCC 4.97 4.34 3.97 4.04 4.06 3.96 4.01

CCSG 11.76 11.43 6.93 4.87 12.25 11.10 4.21

RAW FSCD 3.08 2.47 2.65 2.70 2.55 2.53 4.68

SSCC 4.06 3.48 3.43 3.35 3.32 3.35 3.48

CCSG 3.98 3.48 3.56 3.51 3.54 3.47 4.73

TABLE 4 Maximum CIELAB colour-difference values based on JPG and RAW images (The smallest maximum value for each dataset is

shown in bold)

Images Training Linear First PR Second PR Third PR Second RPR Third RPR NN

JPG FSCD 9.53 6.51 6.26 6.05 8.10 5.96 16.62

SSCC 8.35 7.52 8.68 8.78 7.80 7.36 8.55

CCSG 17.00 17.16 14.63 9.17 17.73 15.97 14.69

RAW FSCD 7.78 5.75 8.21 7.75 6.46 6.32 18.63

SSCC 10.68 6.84 6.94 6.75 7.00 6.94 7.06

CCSG 8.50 7.69 8.07 7.74 8.19 7.76 8.79

FIGURE 5 Histogram of facial colour contrast PCC in lightness, redness and yellowness based on (A) JPG images and (B) RAW images
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In comparison, these models predicted fewer colours
outside the predefined skin colour gamut based on
RAW images, which indicates most skin colours were
estimated by the model. Compared with the SSCC and
CCSG datasets, the FSCD dataset almost has the
smallest percentage of predicted colours that exceed the
skin gamut, with the percentages in the range from
0.00% to 0.95%. The value of 0.00% means that the col-
our of each pixel in the facial image was predicted
within the predefined skin colour gamut. In addition,
the maximum percentage is 1.65% for RAW images,
which was achieved by the prediction model deter-
mined with the CCSG dataset and the third RPR map-
ping method. This model also resulted in the maximum
value (12.3%) for JPG images.

4 | DISCUSSION

To determine a colour characterization model in an
image-based measurement system, it is necessary to
select an appropriate training dataset, mapping method
and image format as well. In this study, two image for-
mats (RAW and JPG), three training datasets (FSCD,
SSCC, CCSG) and seven mapping methods (linear, first
PR, second PR, third PR, second RPR, third RPR, NN)
have been investigated for the development of skin col-
our characterization model. Moreover, the predictive
accuracy of the model was evaluated from three
aspects.

4.1 | Determination of colour
characterization model

Regarding the two image formats, JPG images result in
large variation in the predictive accuracy of different
models in terms of CIELAB colour differences and the
percentages of colours outside the proposed gamut. This
is probably because JPG images have a complex
nonlinear power law relationship between digital signal
response and light intensity, it is slightly compromised to
find a best mapping between input and output vectors. In
contrast, different models have similar predicted results
for RAW images because of the linear relationship with
light intensity, which is relatively simple to determine a
mapping model. Moreover, it was confirmed that the pre-
dictive accuracy based on RAW images were basically
better than that based on JPG images, indicating that
RAW image data is recommended as camera digital sig-
nals for facial skin colour prediction. This agrees with the
results of Zhang's study that also suggested that RAW
images would be better than JPG images for predicting
spectral reflectance.23

Three different training datasets have a significant
impact on skin colour prediction, especially for JPG
images. Although the CCSG colour chart has been widely
used for camera colour characterization in various indus-
trial applications,31 it has the worst predictive accuracy
in this study. The possible reason for this is that there is a
very limited number (14) of skin-colour patches in the
CCSG chart and this is an insufficient number for

TABLE 5 Averaged PCC values for each prediction model based on JPG and RAW images

Images Training Linear First PR Second PR Third PR Second RPR Third RPR NN

JPG FSCD 0.50 0.64 0.60 0.56 0.59 0.56 0.44

SSCC 0.44 0.52 0.48 0.48 0.52 0.50 0.52

CCSG 0.42 0.41 0.46 0.43 0.40 0.43 0.55

RAW FSCD 0.59 0.62 0.59 0.60 0.61 0.58 0.21

SSCC 0.47 0.46 0.49 0.48 0.48 0.48 0.44

CCSG 0.51 0.43 0.45 0.45 0.44 0.44 0.45

TABLE 6 Percentages (%) of abnormal colours based on JPG and RAW image data (the smallest value for each dataset is shown in bold)

Images Training Linear First PR Second PR Third PR Second RPR Third RPR NN

JPG FSCD 2.86 0.07 0.15 1.40 0.12 0.11 1.05

SSCC 1.42 1.43 3.70 2.27 2.17 1.90 2.74

CCSG 0.06 0.57 6.39 0.76 2.67 12.3 0.47

RAW FSCD 0.00 0.00 0.60 0.84 0.43 0.09 0.95

SSCC 0.80 1.16 0.86 0.72 0.69 0.69 1.03

CCSG 0.24 1.45 0.94 1.38 1.27 1.65 0.87
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training skin colours. Consequently, the CCSG chart is
not the most suitable training dataset to predict skin col-
our from JPG images. In comparison, the SSCC training
dataset provides a slightly better performance in terms of
predictive accuracy than the CCSG chart, since it covers
a wide range of skin tones. The FSCD training dataset
has the best performance in predicting skin colours,
revealing that real skin colour data is to be preferred as
the training dataset to achieve more accurate colour pre-
diction, specifically for whole facial image manipulation.

In terms of mapping methods, previous studies have
shown that a higher order polynomial model performs
better than a lower order model for higher predictive
accuracy of camera colour characterization.22 In this arti-
cle, a similar result was found only when CCSG training
dataset were used for JPG images. This is not surprising
because most studies were based on the ColorChecker
chart for camera colour characterization, and few studies
focus on the investigation of different training datasets
for skin colour prediction. While the linear transforma-
tion predicted most colours within the skin colour gamut,
it has larger predicted errors in terms of CIELAB colour
difference. In comparison, the first PR method has good
performance on predictive accuracy from all three mea-
sures, it takes good care of facial points and areas.

In addition, the difference between the results of sec-
ond, third RPR and that of second, third PR methods is
not obvious, since the root-polynomial regression is a
simple (low complexity) extension of polynomial
regression,32 but it has better results of predicted skin col-
ours in terms of the out-of-bounds percentage. As shown
in Figure 6, an example of skin colour distributions in

a*b* plane and the average CIELAB values predicted by
the seven different mathematical methods with the FSCD
training dataset, where the red squares indicate the
predefined skin colour gamut in the a*b* plane. Although
all methods gave similar averaged CIELAB values, there
is large variation in the colour scatter predicted by the
third PR and NN mapping methods, which caused many
predicted colours to be outside the skin colour gamut. It
is suggested that the mapping method with complex
extensions is not suitable for predicting pixel-based skin
colours, since the complex mapping method may have an
overfitting problem for the colours near to the gamut
boundary. The neural network gave stable performance
in terms of CIELAB colour difference for different train-
ing datasets and two image formats, but the results of
predicting pixel-based colours are not satisfactory. This is
probably because the number of samples in the training
dataset is limited and much smaller than number in the
testing data.

4.2 | Evaluation measures

The colour difference between the measured and
predicted data is a simple and conventional approach to
quantify the predictive accuracy, and most studies rely on
this metric to develop a colour characterization model.
However, it was found in this study that colour difference
is not enough for the comprehensive evaluation of colour
characterization. For instance, the colour difference
predicted by the first PR and third PR mapping methods
from JPG images was 2.69 and 2.71 ΔE�

ab, respectively,

FIGURE 6 An example of colour distributions and averaged CIELAB values predicted using the seven mapping methods and the FSCD

training dataset (the red squares indicate the predefined skin colour gamut in the a*b* plane)
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which are similar in value, but there were separately
0.07% and 1.40% predicted colours outside the skin colour
gamut. In such a case, the first PR method is rec-
ommended to convert image data to CIE colour coordi-
nates. Moreover, the colour difference is dependent on
the absolute difference of testing points between the gro-
und truth (instrument measurements) and the predic-
tions, ignoring the characteristics of facial skin such as its
colour heterogeneity. In this study, two additional mea-
sures are proposed: the facial colour contrast is con-
cerned with the relative relationship between five
different facial positions, and the skin colour gamut is
predetermined to validate all pixel-based skin colours.

To achieve accurate image-based measurement for
skin colour, it is expected that the facial colour contrast
predicted from the facial image is well preserved with
that of the actual human face. Regarding the results of
facial colour contrast, different models have a similar
PCC value, less than 0.65. This is probably due to: (1) the
method for quantifying facial colour contrast, (2) the
transformation model for predicting colours. It requires
further investigation on facial colour contrast, which is
an important factor for faithful skin colour reproduction
of the human face.

The introduction of the proposed skin colour gamut
allows for validation of all pixel-based skin colours
predicted from the whole facial skin area, instead of
focusing on just five facial locations. As shown in
Figure 6, there is an evident difference between the skin
colour distributions in the a*b* plane estimated using dif-
ferent prediction models, although the averaged CIELAB
values were similar (1.5 ΔE�

ab). This indicates that the
average values are not adequate to quantify the predictive
accuracy objectively of human facial skin colour.
Although it was confirmed that the skin colour gamut is
an effective measure to evaluate the prediction accuracy
of the overall detail colours, it is simply defined from
three dimensions of L*, a*, b*, which generates a cubic
gamut in orthogonal CIELAB colour space. It is recog-
nized that an ellipsoid may better represent skin colour
distributions and thus the specification of the boundary
of the skin colour gamut should be further investigated.

4.3 | Recommendation

To develop an image-based measurement system for
facial skin colour, three components are indispensable:
the digital imaging system for human faces, the colour
characterization model, and the measures for model eval-
uation. In the digital imaging system, it is necessary to
provide diffuse illumination on the human face to esti-
mate accurately skin colour from the captured image.

Moreover, a linear polarizer filter can be applied to the
light source and camera lens to reduce the specular light
in the captured facial images.

Regarding the determination of the colour prediction
model, careful selection the training dataset and the map-
ping method is necessary. In general, the skin-colour
related colour chart is recommended instead of Col-
orChecker chart as the training dataset for higher predic-
tive accuracy in most cases, and the skin colour data
collected from human faces is preferred to perform
image-based measurement for facial skin colour. More-
over, the RAW image format has more stable perfor-
mance as camera digital signals than the JPG images. As
for the mapping method, the first polynomial regression
is suggested for predicting colours in both specific facial
positions and wide facial skin area. When mainly focus-
ing on the colour at specific facial positions, the third PR
and third RPR methods also have good performance.

In addition, there is no doubt that colour difference is a
simple way to quantify predictive accuracy, but it only
focuses on the absolute accuracy of individual facial loca-
tions. More aspects should be considered to validate the pre-
dictive performance of the model. The two newly
introduced measures, facial colour contrast representing the
relative relationship among five different facial locations
and skin colour gamut for validating all pixel-based skin
colours, play a role in the validation of a prediction model.

5 | CONCLUSIONS

In conclusion, this study developed an image-based mea-
surement system for human facial skin colour and inves-
tigated the effects of two camera image formats, three
training datasets and seven mapping methods on skin
colour characterization. The comparative analysis on the
performance of 42 prediction models revealed interesting
differences between different image formats, training
datasets and mapping methods, and provided support for
the determination of the prediction model for facial skin
colour.
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