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Time Allocation and Optimization in UAV-enabled
Wireless Powered Communication Networks

Hua Yan, Graduate Student Member, IEEE, Yunfei Chen and Shuang-Hua Yang, Senior Member, IEEE

Abstract—Unmanned aerial vehicles (UAVs) have attracted
great research attention due to their flexibility. In this paper, the
use of UAVs in wireless sensor networks as an energy transmitter
and a data collector is investigated. The UAV is first charged
from a charging station, such as a base station (BS), before it
flies to the sensors for data collection. Upon arrival, the UAV
first charges the sensors via wireless power transfer (WPT) in the
downlink, followed by data transmission from the sensors in the
uplink. After that, the UAV flies back to the BS to offload data
to the BS. We aim to maximize the amount of data offloaded to
the BS by allocating optimal time slots to different tasks in this
process, given a fixed total time. The maximization is solved in two
steps as two convex optimization problems. In the first step, the
time allocation between WPT to sensors and data collection from
sensors is optimized. In the second step, the time allocation of BS
charging, the total time in the first step, and BS data offloading is
optimized. Unlike the previous works, our study takes into account
the charging process from the BS to the UAV, the propulsion
consumption at the UAV and the data offloading process to the
BS. Both distance-dependent path loss and small-scale fading
are considered. Numerical results show that the optimal time
allocation can maximize the amount of data at the BS without
wasting any time and energy.

Index Terms—Data collection, sensor, unmanned aerial vehicle
(UAV), wireless power transfer (WPT).

I. INTRODUCTION

A. Background and Challenges

RECENTLY, unmanned aerial vehicles (UAVs) have been
presenting a promising technology in 5G, Internet of

Things (IoTs) and the six-generation (6G) communication net-
works [1], [2]. In particular, there has been a growing interest
in studying UAV-enabled wireless powered communication
networks (WPCNs) [3] – [4], where the UAV was dispatched
to collect data from remote sensors, charge remote sensors
or both [3] – [8]. For example, the authors in [3] combined
the wireless power transfer (WPT) and wireless information
transfer (WIT) in a WPCN, where a UAV with a constant power
supply coordinated the WPT/WIT to/from a set of ground
users. The uplink (UL) sum-rate was maximized by jointly
optimizing time allocation and the UAV position. In [4], the
outage probability of the UAV-enabled WPCN was analysed by
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identifying the optimum time ratio of the WPT and the WIT
under the assumption of the Rician fading channel. The authors
in [5] employed UAVs to collect data from the sensors as well
as recharge the sensors. In [6], a UAV was used as a flying base
station to serve battery-limited sensors. Both data collection
and sensor charging have been studied. In [7], a novel energy-
efficient data collection and WPT system using a multiple-input
multiple-output (MIMO) full-duplex (FD) UAV was proposed,
where simultaneous wireless information and power transfer
was explored. In [8], the outage and coverage performance of
the UAV-aided WPT and data collection have been studied,
where the Rician fading and path loss caused by UAV’s
elevation angle were considered. In practical applications, one
challenge is to schedule the full process of a UAV mission when
considering its own energy supply and propulsion in a given
time. That is, the UAV is first charged with a certain amount of
energy by a charging station and then dispatched to charge the
remote sensors, and then collect data from sensors and bring it
back to the charging station. There may exist an optimal time
allocation at different phases of this full process.

B. Related work
In view of the fact that UAVs can be flexibly deployed on-

demand when required, UAV-aided data collection has attained
significant research attention. The authors in [9] proposed a
novel UAV-aided sensor network, where a UAV was employed
as a mobile data collector for data collection and also as an
anchor node to help terrestrial base station (BS) with sensor
positioning. Similarly, a UAV-aided data collection scheme
for wireless sensor networks (WSNs) was studied in [10],
where both single UAV and multiple UAVs were considered.
In [11], a UAV-enabled WSN was studied, where a flying UAV
was dispatched to collect data from multiple sensors, and the
minimum average data rate was maximized via optimizing the
UAV communication scheduling and 3D trajectory. In [12],
the shortest path for UAV-aided data collection was derived to
achieve a high delivery rate and a low energy usage. Reference
[13] studied UAV-aided data collection from time-constrained
sensors via jointly optimizing the trajectory of the UAV and the
radio resource allocation. In [14], UAV operations and traffic
data collection have been reviewed for driving behaviour analy-
sis. In [15], energy-efficient data collection was studied, where
sensor wake-up schedule and UAV trajectory were jointly
optimized to minimize the maximum energy consumption for
all sensors. Furthermore, reference [16] extended the work in
[15] to multiple UAVs, in which the mission completion time
among all UAVs was minimized. In [17], a UAV was dispatched
to collect data from a set of sensors distributed on a straight
line. The total flight time of the UAV was minimized via
jointly optimizing sensor transmit power and the UAV speed.
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The authors in [18] proposed four UAV-aided data collection
algorithms considering the dynamic network topology where
sensors were mobile with constant velocities. In [19], a UAV
trajectory planning model for data collection was proposed
taking into account the message expiration. Also, in [20], age of
information was considered as a performance metric to measure
the data freshness in UAV-aided IoT networks. In [21], a UAV-
aided data collection design was proposed, where the UAV’s
trajectory, velocity, altitude and data link were all considered
to minimize the mission time. In [22], a UAV acting as a mobile
sink was dispatched to collect data from the cluster node of a
WSN, and a direct future prediction model was proposed for
UAV’s trajectory plan. In [23], a rotary-wing UAV with limited
onboard energy was employed to collect data from sensors.
The maximum energy consumption among all sensors was
minimized by jointly optimizing the communication schedule,
the transmit power and the UAV trajectory.

As sensors deployed in IoTs are energy-limited nodes and
they need to be charged until the energy exceeds the circuit
activation threshold to start transmitting data [8], works on
UAV-enabled WPCNs [3] – [8] began to study the performance
of combining WPT and data collection. Similarly, considering
the UAV consumes energy in different manoeuvres, some recent
works have started to take UAV propulsion energy into account
[24] – [25]. In [24], a rotary-wing UAV equipped with a
hybrid access point was employed to serve energy-limited sen-
sors, where sum throughput problem, total time minimization
problem and total energy minimization (TEM) problem were
optimized. For the TEM problem, UAV’s propulsion energy was
considered. Similarly, in [25], a rotary-wing UAV considering
propulsion energy was considered to serve multiple ground
users, where the ground users first harvested radio frequency
energy from the UAV, and then transmitted information to
the UAV. The energy-time trade-off was solved by jointly
optimizing the user scheduling, UAV trajectory and mission
completion time.

C. Motivation and Contributions

All these works have provided very valuable insights on the
use of UAV-enabled WPT and data collection. However, in
these works, there are three important issues that have been
more or less ignored. Firstly, the power consumption of the
UAV has not been considered in most of these applications
[3] – [17]. This affects the operational efficiency of the UAV.
Secondly, UAV is an energy-limited node that does not generate
energy itself. All these works [3] – [25] have ignored the
energy charging process from a charging station1, such as a BS,
to the UAV, either with wired power supply or wirelessly. In
[27], UAV energy harvesting from solar energy or wind energy
has been studied. However, the amount of energy harvested is
random and thus, it may not be enough as the main energy
source of the UAV, but as a supplement, it could be a good
choice. Also, data collection has not been considered in this
work. Thirdly, the purpose of collecting data from the sensors
is to offload them to the BS, i.e., the mobile edge computing
(MEC) server [28], [29], for computing and decision-making
[8]. Thus, data offloading at the BS is an important process that

1Note that UAV can be recharged wirelessly by a wireless charger without
landing, and the output power of the wireless charger can reach 12 KW [26].

has been ignored in these works. To the best of the authors’
knowledge, UAV-aided WPT and data collection considering
all these three important issues has not been studied yet and
thus, it represents contribution.

Motivated by the above observations, this paper studies the
use of the UAV in a WPCN serving as both a data collector
and a wireless energy transmitter. In the study, the energy
consumption at the UAV, the energy transfer from the BS to the
UAV, and the data offloading from the UAV to the BS will all
be considered along with other processes in the UAV-enabled
WPCN. In detail, four phases are needed to be considered. First,
since the UAV does not generate energy itself, it needs to be
firstly charged by a charge station, i.e., a BS, and then flies to
the sensors at the cost of propulsion consumption. Second, the
UAV, upon arrival, first charges all the sensors distributed in a
given area in the downlink (DL) as all sensors are assumed to
be in a low power state with solar energy acquisition capability
and can only be used for sensing, followed by data transmission
from the sensors to the UAV in the UL in a time-division-
multiple-access (TDMA) manner. This is the third phase. Note
that, for one sensor, simultaneously WPT and data collection
could save time. However, in practical applications, there are
usually multiple sensors. To avoid the inter-user interference
caused by data transmission among different sensors, TDMA is
employed [8], [30]. After data collection, the UAV flies back to
the BS with propulsion energy consumption again, and offloads
the collected data to the BS for further processing in the fourth
phase. In the study, both distance-dependent path loss and
small-scale fading are considered to maximize the data volume
and transmission efficiency, defined as the ratio of the amount
of data offloaded to the BS to the amount of data collected from
the sensors, given a fixed total time. The closed-form expression
for the optimal time allocation between different phases will
be derived. Simulation results will be presented to give useful
guidance for system designs. The main contributions of this
work can be summarized as follows:
• The UAV-enabled sensor network is studied by considering

energy transfer from the BS to the UAV, the UAV power
consumption and the data offloading from the UAV to the
BS.

• The closed-form expressions of the optimal time allocation
are derived analytically.

• Two TDMA mechanisms, i.e., TDMA with equal trans-
mission times for all sensors and TDMA with optimal
transmission times for all sensors are studied.

• The effects of different system parameters on the trans-
mission efficiency and the optimal time allocation are
examined to provide useful guidance for system designs.

The rest of the paper is organized as follows. In Section II,
the system model is explained. Section III derives the optimal
time allocation. Section IV further discusses and analyses the
time allocation problem. Section V presents numerical results.
Finally, the work is concluded in Section VI.

II. SYSTEM MODEL

Consider a UAV-enabled WPCN. As depicted in Fig. 1, the
system consists of one BS, one UAV and K sensors distributed
in a given area and denoted by Sk with 1 ≤ k ≤ K. All the
sensors are assumed to be located on a two-dimensional (2D)
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Fig. 1. Illustration of system model.

surface. The position of the BS is denoted as (0, 0, Hbs) with
a height of Hbs. The location of the kth sensor is denoted as
(xk, yk, Hsr) with a common antenna height of Hsr. The UAV
is assumed to fly at a fixed height of H above the ground [23]
– [25], and hence its location can be denoted as (x, y,H). The
UAV-aided data collection process works as follows. First, a
rotary-wing UAV is charged by a BS wirelessly in its close
proximity [26], [31] – [32]. After being charged for a period
of time, the UAV flies to the destination area where all sensors
are located. Then, the UAV charges all sensors via WPT in the
DL for a certain period of time, followed by the orthogonal
data transmission from the sensors to the UAV in the UL in
a TDMA manner. Finally, the UAV flies back to the BS and
offloads data to the BS wirelessly. The main reason for the use
of UAV, instead of performing WPT and data collection directly
between the BS and the sensors [30] – [33], is to reduce the
transmission range and therefore to improve the efficiency of
the BS and sensor operations, as the path loss will be greatly
reduced by performing transmission and reception in a close
proximity [31] – [32].

In this work, we assume wireless charging by the BS to
the UAV [31] – [32], [34]. This is the case when there is no
dedicated landing dock at the BS for wired charging, as in
conventional BSs. This is also the case when it is not convenient
or safe for the UAV to land due to the complicated environment
surrounding the BS. In the case when wired charging is
available at the BS, the following results are still valid by
ignoring the first phase of the BS charging or by assuming a
very high conversion efficiency. Besides, one wireless charging
station can charge multiple UAVs at the same time, which is
an advantage over wired charging on the ground [26].

As shown in Fig. 1, the communication link between the BS
and the UAV as well as that between the UAV and sensors
on the ground are assumed to be dominated by line-of-sight
(LoS). This is another benefit of using UAVs. In this case, the
propagation model encompasses both the distance-dependent
path loss and small-scale fading. It may be noted that there
have been path loss models for UAVs [35] – [36]. However,
fading was ignored in these works. In our paper, we assume
Rician fading [4], [8], [37]. We consider WPT from the BS
to the UAV in Phase 1 and from the UAV to the sensors in
Phase 2. Consequently, data collection from ground sensors to
the UAV is considered in Phase 3 after charging sensors, and
data offloading from the UAV to the BS is considered in Phase
4. Note that there is also a round-trip flight, i.e., the UAV flies
to the sensors after harvesting energy from the BS in Phase 1,
and flies back to the BS after collecting data from the sensors
in Phase 3. The goal is to derive the optimal time allocation

for these four phases given a fixed flight distance and a fixed
total time. The round-trip process is not included in the time
allocation, as the flight time is determined by the flight distance
and UAV speed and both are fixed.

A. Phase 1 – Energy harvesting

In Phase 1, the BS charges the UAV, as shown in Fig. 1.
The received power in dB at the UAV due to path loss can be
expressed as [31], [32]

Puav−r = Pbs−t +Gbs +Guav − PLbs−uav, (1)

where Pbs−t denotes the transmit power at the BS, Gbs and
Guav are the antenna gains of the BS and the UAV in dBi,
respectively, PLbs−uav = 20 lg {f}+20 lg {dbs−uav}−147.55
dB is the free-space path loss between the BS and the UAV, f
denotes the operating frequency, and dbs−uav = H −Hbs with
dbs−uav ≥ 1 is the distance between the BS and the UAV for
wireless charging in far-field. Let gb,u ∼ CN (0, σ2

b,u) denote
the complex channel coefficient from the BS to the UAV, where
σ2
b,u is the average fading power. Thus, the far-field wireless

energy harvested by the UAV during Phase 1 can be expressed
as

Euav−h = η10
Puav−r

10 |gb,u|2Tphase1, (2)

where 0 < η < 1 is the energy conversion efficiency [38],
i.e., radio frequency to direct current (RF-to-DC), at the UAV,
and Tphase1 is the operating time in Phase 1 or the charging
time. For time sensitive tasks, such as emergency and rescue,
Tphase1 is usually less than the time to fully charge the UAV.
Thus, in a given time, reasonable time allocation may improve
the efficiency of UAV missions.

It is worth noting that there are different technologies for
UAV wireless charging, such as inductive coupling, magnetic
resonance coupling, capacitive coupling, RF power beam-
forming and laser beaming [39] – [44]. For wired charging, η
is close to 1, gb,u = 1 and PLbs−uav = Gbs = Guav ≈ 0
dB. For inductive coupling [42], gb,u = 1, PLbs−uav =
Gbs = Guav ≈ 0 dB, the distance dbs−uav in PLbs−uav
can be 3 cm [43], and η can be any value between 0 and
1 depending on Puav−r. For laser beaming [44], gb,u = 1,
Gbs = Guav ≈ 0 dB, PLbs−uav = 10Cεκv ( λ

Cχ
)−ρsddbs−uav lg e

and η can be 0.54 [45], Cε and Cχ are two constants, κv is
the visibility, λ is the wavelength, ρsd is the size distribution
of the scattering particles and depends on κv , and e is the
Euler number. Thus, Euav−h in (2) is general and applicable
to different transmission powers and distances from the charger.
Fig. 2 shows the energy harvested at the UAV via laser charging
versus different flight heights under three scenarios [45]. In the
figure, Pbs−t = 30 dBW, Tphase1 = 10 minutes, η = 0.54,
and other parameters follow [45, Table III]. One can see that
the energy harvested at the UAV decreases with the UAV flight
height. This is due to the fact that PLbs−uav increases with the
distance between the BS and the UAV. Besides, the harvested
energy is also influenced by weather. When the UAV flight
height is fixed at 1 km, one sees that the energy harvested at
the UAV in clear air is the largest, followed by in a haze, and
in fog. This is because the laser with high frequency is easily
obscured by fog. From the global drone regulations database
(GDRDB), most countries, such as European countries, USA
and China, have a maximum altitude of 120 meters, and Canada



IEEE TRANSACTIONS ON GREEN COMMUNICATIONS AND NETWORKING, VOL. XX, NO. XX, SEP 2021 4

0 2 4 6 8 10

UAV flight height (km)

0

0.5

1

1.5

2

2.5

3

3.5

E
n
e
rg

y
 h

a
rv

e
s
te

d
 (

W
*s

)

10
5

 Clear air

 Haze

 Fog

0.1 0.2

3.12

3.14

3.16

3.18

3.2

3.22

10
5

Fig. 2. Energy harvested via laser vs UAV flight heights.

of 90 meters for UAVs [46], and there is no minimum altitude
as long as it is reasonable. In China, the flight height of the UAV
for assisting agricultural spraying shall not exceed 15 meters
[46]. Thus, Fig. 2 shows that at least wireless charging of UAV
via laser is promising under the regulations.

B. Phase 2 – WPT
Upon arrival, in Phase 2, the UAV hovers at a height of H

above the sensors and broadcasts wireless energy to all sensors
on the ground to charge them in the DL. Let Puav−t denote the
transmit power at the UAV and hu,k ∼ CN (0, σ2

u,k) denote the
complex channel coefficient from the UAV to the kth sensor,
where σ2

u,k is the average fading power. Thus, the received
power at the kth sensor in the DL due to path loss can be
expressed as

Pk−r = Puav−t +Guav +Gk − PLuav−k, (3)

where PLuav−k = 20 lg {f}+ 20 lg {duav−k} − 147.55 dB is
the free-space path loss between the UAV and the kth sen-
sor, duav−k =

√
(x− xk)2 + (y − yk)2 + (H −Hsr)2 with

duav−k ≥ 1 is the distance between the UAV and the kth

sensor, Gk is the antenna gain of the kth sensor and all other
symbols are denoted as before. For convenience, it is assumed
that G1 = · · · = GK = Gsr in this paper so that all sensors
have the same antenna gains. As a result, the amount of energy
harvested by the kth sensor is

Ek = ηk10
Pk−r

10 |hu,k|2Tphase2, (4)

where Tphase2 is the charging time for energy replenishing in
Phase 2, 0 < ηk < 1, k = 1, . . . ,K, is the energy conversion
efficiency at the kth sensor. In most previous works [3] – [4],
[24] – [25], it has been assumed that the conversion efficiency
is a constant that is linear and independent of the input power
whether the input power is large or small. However, it has been
revealed that the conversion efficiency actually depends on the
input power [38], which means the output harvested power is
non-linear. One has the relationship between the input power
Pin and the output power f(Pin) of the energy harvester as
[38]

f(Pin) =
a0Pin + b0
Pin + c0

− b0
c0

, (5)

where a0, b0 and c0 are constants obtained by standard curve-
fitting. In this case, the conversion efficiency at the kth sensor
can be expressed as

ηk =
f(Pk−r)

Pk−r
, k = 1, . . . ,K, (6)

which changes with the input power, i.e., Pk−r, at the kth

sensor. Thus, for WPT in Phase 2, we assume an energy
conversion efficiency that varies with input power at different
sensors. Note that the energy conversion efficiency η in Phase
1 is also non-linear actually, and it is determined by PLbs−uav
in (1).

C. Phase 3 – Data collection

After charging the sensors, the UAV will collect data from
the sensors using TDMA in the corresponding UL in Phase 3
with a total transmission time of Tphase3. It is assumed that
all the energy harvested at each sensor will be used for its
UL information transmission [30] and that the amount of time
allocated for each sensor in the UL is denoted by tk. Since the
total time for Phase 3 is Tphase3, we have

K∑
k=1

tk ≤ Tphase3, k = 1, . . . ,K. (7)

Consequently, the transmission power of the kth sensor, de-
noted by Pk−t, is proportional to Ek in (4). One has

Pk−t =
Ek
tk

=
ηk10

Pk−r
10 |hu,k|2Tphase2

tk
. (8)

The received power at the UAV from the kth sensor in the UL
due to path loss can be expressed as

Puav−rk = 10 lg {Pk−t}+Gk +Guav − PLuav−k. (9)

We denote gk,u ∼ CN (0, σ2
k,u) as the complex channel coef-

ficient from the kth sensor to the UAV. The overall received
signal at the UAV in the UL is given by

yk,u =

√
10

Puav−rk
10 gk,usk,u + nk,u, k = 1, . . . ,K, (10)

where sk,u is the signal transmitted by the kth sensor with
E
{
|sk,u|2

}
= 1, and nk,u ∼ CN (0, σ2

k,u) is the noise at the
UAV during tk with mean zero and variance σ2

k,u. From (4) –
(10), the sum-data received by UAV from K sensors after Phase
3 can be formulated as

DK,u =

K∑
k=1

tk log2

1 +
10

Puav−rk
10 |gk,u|2

σ2
k,u

 . (11a)

s.t.:
K∑
k=1

tk ≤ Tphase3, k = 1, . . . ,K, (11b)

D. Phase 4 – Data offloading

In Phase 4, the UAV hovers above the BS for data offloading.
The received power at the BS from the UAV due to path loss
can be expressed as

Pbs−r = Puav−t +Guav +Gbs − PLbs−uav, (12)
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where Puav−t is the transmission power of the UAV during
data-offloading as that in (3). During Phase 4, let hu,b ∼
CN (0, σ2

u,b) denote the complex channel coefficient from the
UAV to BS, the overall received signal at the BS from the UAV
considering both path loss and fading is

yu,b =

√
10

Pbs−r
10 hu,bsu,b + nu,b, (13)

where su,b is the transmitted signal of the UAV with
E
{
|su,b|2

}
= 1, and nu,b ∼ CN (0, σ2

u,b) denotes the noise
at the BS. Then, the amount of data that can be offloaded at
the BS in Phase 4 can be expressed as

Du,b = Tphase4 log2

(
1 +

10
Pbs−r

10 |hu,b|2

σ2
u,b

)
. (14)

E. UAV Propulsion Consumption for round-trip flight

Between Phase 1 and Phase 4, the UAV also requires energy
for various manoeuvres, such as hovering, acceleration, decel-
eration and flying at a speed of V . An analytical propulsion
power consumption model for rotary-wing UAVs flying at a
speed of V was reported in [47] as

P (V ) = P0

(
1 + 3V 2

U2
tip

)
+Pi

(√
1 + V 4

4v40
− V 2

2v20

)1/2

+
d0ρsAV

3

2
,

(15)
where P0 and Pi are two constants related to the physical
properties of UAV and the flight environment, such as weight,
rotor radius and air density, Other parameters are detailed
in [47]. Denote the energy consumption during acceleration,
deceleration and flying as EAcc, EDec and EV , respectively.
By substituting V = 0 into (15), the power consumption for
hovering can be obtained as P (0) = P0 + Pi. Thus, Ehover
and EV can be calculated by multiplying power by time. In
this study, we consider the process when the UAV accelerates
from an initial velocity of 0 to V and continues to fly to the
sensors at the speed of V , and finally decelerates from V to 0
to hover over the sensors. Hence, the energy consumed by the
UAV during the acceleration can be calculated approximately
as [32] and [48] as

EAcc =

∫ V
a

0

P [V (t)] dt, (16)

where a is acceleration. Since acceleration and deceleration in
this study are symmetric, the energy consumed during decelera-
tion is the same as that during acceleration, i.e., EAcc = EDec.
Note that (16) is valid only for forward level flight as specified
in [47]. For vertical flight and arbitrary 2D level flight, the
energy consumption can be calculated using [48, eq. (3)] and
[49, eq. (12)], respectively. As a result, complex path planning
for the UAV may consume more energy and thus, affects the
system performance. This will be considered as future work.

F. Compound Convex Optimization Problem

It is challenging to directly optimize the time allocation
among the above four phases to maximize the amount offloaded
to the BS, because this target is constrained by both time
and energy. The convergence of the target function can not
be guaranteed. However, it is found that more data collected
by the UAV is a necessary condition for maximizing the data

offloaded to the BS. Thus, the target can be regarded as two
sub-problems and both are convex. As a result, the target
optimization problem can be solved in the following two steps.

1) Step 1: We first maximize the data collected by the UAV,
i.e., optimize the time allocation between Phase 2 and Phase 3
[30].

2) Step 2: Once the optimal time ratio between Phase 2 and
Phase 3 is derived, it can be combined and taken as a whole.
In doing so, the original optimization can be regarded as a
time allocation problem with only three processes, i.e., Phase
1, ”Phase 2 and Phase 3”, and Phase 4.

III. PROBLEM FORMULATION AND OPTIMIZATION

In this section, we will solve an optimization problem that
maximizes the amount of data offloaded at the BS to derive the
closed-form expression of the optimal time allocation for the
four phases described in Fig. 1. To analyse the performance of
this process, two cases will be studied. In Case 1, TDMA with
optimal transmission times for all sensors is studied. While in
Case 2, TDMA with equal transmission times for all sensors
is considered.

A. Case 1

In Phase 1, the UAV hovers above the BS to be charged. It
is assumed that the initial position of the UAV is (0, 0, H) with
the minimum initial energy of the system Eε. Since the UAV
consumes power for keeping aloft (i.e., hovering) while being
charged, the sum energy harvested by the UAV at the end of
Tphase1 can be calculated as

E0 = Eε + Euav−h − Ehover1, (17)

where Euav−h is the energy harvested by the UAV from the
BS in (2) with Euav−h > Ehover1, Ehover1 = P (0) · Tphase1
is the energy consumed by hovering in Phase 1, P (0) is the
power for hovering and Tphase1 is the hovering time. We denote
as Efly−to and Efly−back the energy consumed by the UAV
flying to the sensors and flying back to the BS, respectively.
One has

Efly−to = Efly−back = EAcc + EV + EDec. (18)

In Phase 2, the UAV broadcasts wireless energy to the sensors
by WPT. The total energy transferred from the UAV can be
calculated as

Ewpt = 10
Puav−t

10 ∗ Tphase2, (19)

and the energy consumed for hovering during this process is

Ehover2 = P (0) ∗ Tphase2. (20)

After this, the sensors start to transmit their data to the UAV
via TDMA using the harvested energy.

In Phase 3, the UAV still needs to keep aloft while receiving
data from the sensors. Hence, it continues consuming energy
in hovering as

Ehover3 = P (0) ∗ Tphase3. (21)

Next, the UAV flies back to the BS with the collected data to
consume an amount of energy Efly−back given in (18).
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In Phase 4, when the UAV reaches the BS, the available
energy at the UAV is

Eavailable = E0 − Efly−to − Efly−back
− Ewpt − Ehover2 − Ehover3.

(22)

To deliver as much data collected from the sensors to the BS
as possible, Eavailable − Eε will be used for offloading. The
reason to keep an amount of energy Eε at the end of offloading
is to prepare the UAV for the next round of data collection.
Hence, Eavailable ≥ Eε. Meanwhile, since the UAV has to keep
hovering, the offloading time for Phase 4 can be calculated as

Tphase4 =
Eavailable − Eε
P (0) + 10

Puav−t
10

, Tphase4 ≥ 0. (23)

Based on the above discussion, we can finally formulate the
time allocation problem that maximizes the amount of data
received by the BS under the constraint of a fixed time τ =
T − Tflying, where T is the total time and Tflying is the time
for round trip which is determined by the flight distance and
UAV speed and both are fixed. The variables to be optimized
are Tphase1, Tphase2, Tphase3 and Tphase4. As a result, the
problem is formulated as

(P1) : max
Tphase1,Tphase2,Tphase3,Tphase4

Du,b, (24a)

s.t.: 0 ≤ Tphase1 ≤ τ, (24b)
0 ≤ Tphase2 ≤ τ, (24c)
0 ≤ Tphase3 ≤ τ, (24d)
0 ≤ Tphase4 ≤ τ, (24e)
Eavailable ≥ Eε, (24f)
Du,b ≤ DK,u, (24g)
τ = Tphase1 + Tphase2 + Tphase3 + Tphase4, (24h)

where (24a) is the objective function, (24b) – (24e) are the
constraints on Tphase1, Tphase2, Tphase3 and Tphase4, (24f) is
the constraint on available energy at the UAV in Phase 4 given
by (17) and it has already included the constraint Euav−h >
P (0) · Tphase1 in (17), (24g) is the constraint on data volume
between Du,b and DK,u that the amount of received data cannot
exceed the amount of collected data, and (24h) is the constraint
on the fixed time τ .

The optimization problem in (24) is complicated because the
objective function is constrained by both energy and time and
its convergence cannot be guaranteed. This can be explained as
follows. With given Tphase1, Tphase2 and Tphase3, Tphase4 can
be derived by (24h). However, Tphase4 is also given by (23),
the one for offloading data in Phase 4 with energy constraint
included in (24f). It does not necessarily imply that the two
are equal. When the one from (24h) is greater than the one
from (23), it means there is a waste of time as the energy
determines the time that can be used to offload data. Besides, it
may be noted that DK,u is actually determined by Tphase2 and
Tphase3 as Tphase2 determines the energy used to transmit data
from sensors to the UAV in Phase 3. Thus, the time allocation
between Tphase2 and Tphase3 should be carefully chosen. Once
this optimal allocation is derived, then they can be considered
as a whole for optimizing the allocation of τ . To this end, we
decompose this optimization into two steps.

B. Solution to the Case 1

1) Step 1: In order to maximize the amount of data received
at the BS, we first optimize the time allocation between
Tphase2 and Tphase3 to maximize the amount of data received
from sensors by fixing Tphase2 + Tphase3. To do this, denote
Tphase2&3 = Tphase2 + Tphase3 as the sum of Tphase2 and
Tphase3, and µ2 =

Tphase2
Tphase2&3

and µ3 =
Tphase3
Tphase2&3

as the
proportions of Tphase2 and Tphase3 in the sum, respectively.
Once the optimal values of µ2 and µ3 are derived as µ∗2 and
µ∗3, the optimal time allocation of Tphase2 and Tpahse3 can be
obtained as µ∗2 ∗ Tphase2&3 and µ∗3 ∗ Tphase2&3, respectively,
for fixed Tphase2&3 in this step. Mathematically, this problem
after normalization of Tphase2&3 can be formulated as

(P1−S1) : (µ∗2, µ
∗
3) = arg max

µ2,µ3

D̄K,u (µ2, µ3) (25a)

s.t.: µ2 + µ3 = 1, (25b)
0 < µ2, µ3 < 1, (25c)

where D̄K,u =
DK,u

Tphase2&3
is the normalized maximum amount

of data with respect to time. The optimization problem in (25)
is different from that in [3] and [30] as they used fixed energy
conversion efficiency. In our work, we assumed that the energy
conversion efficiency is non-linear and depends on the input
power as in (6), since the received power at each sensor is
various. The transmit power of each sensor, Pk−t, is determined
by its harvested energy from the UAV, as in [3] – [4] and [30].
To solve (P1−S1) above, using (3) to (11) and replacing tk in
(11) with its time proportion λk, (P1−S1) can be reformulated
as

(P1−S1) : (µ∗2, µ
∗
3) = arg max

µ2,µ3

K∑
k=1

λk log2

(
1 + γk

λ0

λk

)
(26a)

s.t.:
K∑
k=0

λk = 1, (26b)

λk ≥ 0, k = 0, · · · ,K, (26c)
µ2 = λ0, (26d)

µ3 =

K∑
k=1

λk, (26e)

where γk =
ηk10

Puav−t+2Gk+2Guav−2PLuav−k
10 |hu,k|2|gk,u|2

σ2
k,u

, µ2 =

λ0 is allocated to the DL WPT in Phase 2, λk ≥ 0, k =
1, · · · ,K, is the time portion assigned to the kth sensor and
µ3 =

∑K
k=1 λk is the total time portion for UL WIT in Phase

3. Note that, for an arbitrary topology of sensors, one needs to
study the optimal location of the UAV [32], as the geometric
centre may not be the middle of the area. This study is beyond
the scope of the current work. Also, we do not consider UAV
trajectory optimization, as in [11] and [13], because these works
have ignored the UAV power consumption and the flying-to and
flying-back processes while our work takes all of these into
account. When UAV power consumption is considered, flying
to each sensor may be disadvantageous to staying at a fixed
location, due to the extra propulsion energy. Thus, the UAV
will hover at one spot over the sensors.

From [30], (26) is a convex optimization problem and the
optimal time allocation solution for (P1−S1) in each block time
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of Tphase2&3, denoted by λk?, k = 0, · · · ,K, is given by

λk
? =


z? − 1

Υ + z? − 1
, k = 0,

γk
Υ + z? − 1

, k = 1, · · · ,K,
(27)

where Υ =
∑K
k=1 γk > 0 and z? is the solution of z ln z− z+

1 = Υ, z ≥ 0 given in [30]. Hence, the values for Phase 2 and
Phase 3 can be obtained as

µ∗2 = λ0
?,

µ∗3 =

K∑
k=1

λk
?,

(28)

and the optimal time allocation between Phase 2 and Phase 3
can be derived as{

T ∗phase2 = µ∗2 ∗ Tphase2&3,

T ∗phase3 = µ∗3 ∗ Tphase2&3.
(29)

Also, the maximum data volume per unit time can be
obtained by substituting (27) into (26) as

D̄K,u =

K∑
k=1

λk
? log2

(
1 + γk

λ0
?

λk
?

)
. (30)

2) Step 2: Once the achievable data in the sensor network is
maximized in Step 1, the whole process can be treated as three
phases because Tphase2 and Tphase3 can be combined as one
phase denoted by Tphase2&3 = Tphase2+Tphase3, as Step 1. In
this case, we let α and β be the ratio of Tphase1 and Tphase2&3

to the time τ = Tphase1 + Tphase2 + Tphase3 + Tphase4, and

(1−α−β) be the ratio of Tphase4 to τ . Thus, α =
Tphase1
τ

, β =

Tphase2&3

τ
, 1−α−β =

Tphase4
τ

. As a result, the optimization
problem in (24) can be rewritten as

(P1−S2) : (α∗, β∗) = arg max
α,β

Du,b (α, β) (31a)

s.t.: 0 ≤ α ≤ 1, (31b)
0 ≤ β ≤ 1, (31c)
0 ≤ α+ β ≤ 1, (31d)
Eavailable ≥ Eε, (31e)
Du,b ≤ DK,u. (31f)

where (31a) is the objective function, (31b) – (31d) are the
constraints on Tphase1, Tphase2&3 and Tphase4, respectively,
(31e) is the constraint on energy when the UAV arrives at the
top of the BS in Phase 4, and (31f) is the constraint on the data
volume between Du,b and DK,u.

Details on the solution to (P1−S2) is summarized in Algo-
rithm 1. In the Algorithm, some special cases causing Du,b = 0
has also been considered. This comes from the lack of time (
1 − α − β ≤ 0) or energy (Eavailable ≤ Eε), or the time
proportion (β) for Phase 3 is 0. Once α∗ and β∗ are derived
from the Algorithm 1, the optimal time allocation between
Tphase1, Tphase2&3 and Tphase4 can be derived as

T ∗phase1 = α∗τ,

T ∗phase2&3 = β∗τ,

T ∗phase4 = (1− α∗ − β∗) τ.
(32)

Since the optimal time allocation proportions of Tphase2 and
Tphase3 have been derived in P1−S1, as µ∗2 and µ∗3, the final
optimal time allocation for the original problem (P1) can be
obtained as 

T ∗phase1 = α∗τ,

T ∗phase2 = µ∗2β
∗τ,

T ∗phase3 = µ∗3β
∗τ,

T ∗phase4 = (1− α∗ − β∗) τ.

(33)

Algorithm 1: Optimization of (31)
Input: α = 0: step α : 1, β = 0: step β : 1
Output: Du,bmax , α∗(i), β∗(j)

1 for i=1 : length(α) do
2 for j=1 : length(β) do

/* E4 is the available energy at Phase 4

calculated by α (i) and β (j) */

3 if α(j) == 0 ||β(j) == 0 ||α(i) + β(j) ≥ 1
then

4 Du,b(i, j) = 0 // Data from the UAV to

the BS

5 else
6 E4 (i, j)← calculate the rest of energy

using α (i) , β (j)
7 if E4 ≤ 0 then
8 Du,b(i, j) = 0

/* Compare the actual remaining time

with the original planned

allocation time */

9 else if
E4(i,j)

Puav−t+Phover
≥ (1− α(i, j)− β(i, j)) τ

then
/* TPub is the throughput from the

UAV to the BS */

10 if (1− α(i, j)− β(i, j))τ ∗ TPub ≥
β(j)τ ∗ D̄K,u then

11 Du,b(i, j) = β(j)τ ∗ D̄K,u

12 else
13 Du,b(i, j) =

(1− α(i, j)− β(i, j))τ ∗ TPub

14 else
15 if E4(i,j)

Puav−t+Phover
∗ TPub ≥ β(j)τ ∗ D̄K,u

then
16 Du,b(i, j) = β(j)τ ∗ D̄K,u

17 else
18 Du,b(i, j) = E4(i,j)

Puav−t+Phover
∗ TPub

Result: Du,bmax = maxDu,b(i, j), α
∗(i), β∗(j)←

(i, j) = arg maxDu,b(i, j)

Complexity Analysis of Algorithm 1: For Algorithm 1, the
complexity to compute Du,b(i, j) mainly comes from the two
“for” loops for parameters α and β, which are determined by
the step-sizes of α or β. Assume that the number of iterations
of the first “for” loop is m, and the second “for” loop is n.
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The complexity of Algorithm 1 is

O (m× n) , (34)

where m = 1
step α + 1, n = 1

step β + 1.

C. Case 2

Compared with Case 1, in this case, the time allocated to
each sensor is the same in Phase 3. Hence, there is no optimal
time allocation for each sensor in Phase 3. This simplifies the
network synchronization. As discussed in [30], there is always
a ”near-far” issue that affects the fairness among users. In [30],
this was tackled by imposing a minimum rate on each user.

Now that the time allocated for each sensor in Phase 3 is the
same, one has calculated as

tk =
Tphase3
K

. (35)

Consequently, the transmission power by the kth sensor, de-
noted by Pk−t as in (8) can be calculated by substituting (35)
into (8) as

Pk−t =
Ek
tk

=
ηk10

Pk−r
10 |hu,k|2Tphase2K
Tphase3

. (36)

As other processes and the final optimization problem, i.e.,
maximizing D̄K,u, are the same as in Case 1, the problem
is also solved in two steps.

D. Solution to the Case 2

1) Step 1: Step 1 can be formulated by using D̄K,u =∑K
k=1

µ3

K log2

(
1−KAk + KAk

µ3

)
and µ2 = 1− µ3 as

µ∗3 = arg max
µ3

K∑
k=1

µ3

K
log2

(
1−KAk +

KAk
µ3

)
, (37a)

s.t.: 0 < µ3 < 1, (37b)

where Ak =
ηk10

Puav−t+2Gk+2Guav−2PLuav−k
10 |hu,k|2|gk,u|2

σ2
k,u

.
From (37), the objective function is a function of µ3 for a
given number of sensors K. This is because ηk and PLuav−k
in Ak can be regarded as constants given the topology of
sensors. Besides, as in [30], it is assumed that both DL and UL
channels are quasi-static flat-fading. Thus, |hu,k|2 and |gk,u|2
remain constant during each block in Phase 3. Note that Ak
(k = 1 . . .K) are different for different sensors. Hence, D̄K,u

can be seen as a function of only one variable µ3.
From (37), D̄K,u =

∑K
k=1

µ3

K log2

(
1−KAk + KAk

µ3

)
is a

concave function of µ3 and thus, this is a convex optimization
problem. However, the first order derivative of (37) includes an
item in the form of “x lnx”, and it is challenging to derive its
closed-form solution when K is large. Hence, for K sensors
with a given topology, one-dimensional exhaustive search will
be used to derive µ∗3 and corresponding D̄K,u. This is described
in Algorithm 2. For the special case of only one sensor, i.e.,
K = 1, the optimal time proportion, µ∗3, is also derived in
Appendix VI.

Complexity Analysis of Algorithm 2: For Algorithm 2, the
complexity to calculate µ∗3 and D̄K,u mainly comes from three
“for” loops with indexes i, j and k. The increment index i is
determined by the step-size step µ3, and k depends on the

Algorithm 2: Optimization of (37)
Input: µ3 =Initial value : step µ3 : 1, Gk, Guav, r, R,

K, Puav−t, σ
2
k,u, Sum D̄K,u, Average D̄K,u,

temp D̄K,u, D̄K,u=0
Output: µ∗3, D̄K,u

1 for i=1 : length(µ3) do
2 Initialize Sum D̄K,u = 0
3 for j=1:1000 do
4 for k=1:K do

// PDFRician is Probability Density

Function of Rician distribution

5 hu,k(k) = random(PDFRician, 1, 1)
6 gk,u(k) = random(PDFRician, 1, 1)
7 Calculate Ak

8 Calculate temp D̄K,u(j)=
∑K
k=1 D̄k,u ← using

µ3(i)
9 Sum D̄K,u = Sum D̄K,u + temp D̄K,u(j)

10 Average D̄K,u(i) = Sum D̄K,u
1000

11 if D̄K,u < Average D̄K,u(i) then
12 D̄K,u = Average D̄K,u(i)
13 µ∗3 = µ3(i)

Result: µ∗3, D̄K,u

number of sensors K. Note that the last value of the index j is
fixed, assumed to be 1000 as an example. As a result, denoting
l = 1

step µ3
as the number of iterations of the first “for” loop,

the complexity of Algorithm 2 can be calculated as

O (l × 1000×K) . (38)

As a result, the optimal time proportion of Tphase2 can
then be calculated as µ∗2 = 1 − µ∗3. Finally, the optimal time
allocation for Tphase2 and Tphase3 can be obtained as (29).

2) Step 2: As other processes are the same as those in Case
1, the optimal time allocation for Phases 1 to 4 can be derived
following the steps in Step 2 of Case 1.

IV. FURTHER DISCUSSION

A. Wired Charging

Case 1 and Case 2 are the cases when there is no dedicated
landing dock at the BS for wired charging or when it is not
convenient or safe for the UAV to land due to the complicated
environment. They require wireless charging. In this subsection,
we discuss the case when wired charging is available.

1) Case 3: Following the discussion in Case 1, the UAV
is first charged by the BS via a wired connection and thus,
Tphase1 will be greatly reduced because of high energy con-
version efficiency. However, there may be an extra vertical
flight when the height of the BS is lower than H , which
in turn increases Tflying and consumes extra energy. Upon
arrival, the method in Step1 of Case 1 is still valid and
can be used to derive the optimal time proportion, µ∗2 and
µ∗3, for the WPT phase and the WIT phase. In this case,
Tphase4 can be ignored because of the wired connection.
As a result, τ = T − Tflying = Tphase1 + Tphase2&3. To
maximize the data offloaded to the BS, one needs to balance the
relationship between time and energy. Specifically, with small
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Tphase1, E0 is also small. In this regime, as E0 increases with
increasing Tphase1 until it is fully charged. However, as Tphase1
increases, Tphase2&3 is decreased. As a result, the amount of
data collected from sensors will be limited by time. In turn, it
will be limited by energy. Therefore, there exists an optimal
time allocation between Tphase1 and Tphase2&3. One has the
following relationship{

τ = Tphase1 + Tphase2&3,

Eavailable = Eε.
(39)

2) Case 4: In this case, we not only use wired charging to
replace wireless charging as in Case 3, but also allocate equal
times to the K sensors, as in Case 2. Thus, the optimal values
of µ∗2 and µ∗3 in this are derived by Algorithm 2, instead of
from equations (27) and (28). As other processes and steps are
the same as those in the previous subsection, they will not be
discussed further. It can be noted that, for the case of wired
charging, Tphase4 can be ignored as the collected data can be
transmitted to the BS by a wired connection. Thus, more time
can be used for WPT and WIT in Phases 2 and 3, respectively.

B. Transmission Efficiency

Using (11) and (14), the transmission efficiency of the UAV-
aided data collection system can be defined as

TE =
Du,b

DK,u
=

Tphase4 log2

(
1 +

10
Pbs−r

10 |hu,b|2

σ2
u,b

)
∑K
k=1 tk log2

1 +
10

Puav−rk
10 |gk,u|2

σ2
k,u

 .
(40)

In Section III, we have first maximized DK,u in (25) and then
maximized Du,b in (31). The value of Du,b is always smaller
than or equal to DK,u. Thus, TE ≤ 1. When TE < 1, there
is some data loss, as the amount of data offloaded to the BS
is smaller than the data collected from the sensors. Ideally, all
the collected data should be delivered to the BS so that the
transmission efficiency should be 1. Transmission efficiency
of 1 does not guarantee that the data received by the BS is
the maximum and vice versa. This is because there are many
ways of achieving a transmission efficiency of 1. For example,
the UAV can choose to collect a minimum amount of data
from the sensors to be fully delivered to the BS so that both
Du,b and DK,u are small but no data is lost for reliability to
achieve a transmission efficiency of 1. Therefore, we can let
the transmission efficiency be 1, and let time for Phase 4 all
be used to offload the data. One hasDu,b = DK,u,

Eavailable − Eε = (1− α− β)τ ∗
(
P (0) + 10

Puav−t
10

)
.

(41)
Therefore, the optimal allocation can be derived by solving (41)
as

α∗ =
MF −NW
MF −NE

,

β∗ =
MW −ME

MF −NE
,

(42)

Table I: Simulation Parameters

Notation Parameters Values

α The ratio of Tphase1 to the τ —
β The ratio of Tphase2&3 to the τ —
K Rician factor 10 dB
Pbs−t Transmit power at the BS 35.68 dBW
Puav−t Transmit power at the UAV 40 dBm
Gbs Antenna gain of the BS 15 dBi
Guav Antenna gain of the UAV 5 dBi
Gk Antenna gain of the kth sensor 5 dBi
Hbs The height of the BS 4.5 m
Hsr Sensors antenna height 0.5 m
H Flight height of the UAV 5.5 m
f Operating frequency 915 MHZ
v UAV speed 10 m/s
a Acceleration/deceleration 1 m/s2

a0 Model parameter in (5) 2.463
b0 Model parameter in (5) 1.635
c0 Model parameter in (5) 0.826
σb,u, σu,b Noise power -80 dBm
σu,k, σk,u Noise power -80 dBm

where M = log2

(
1 +

10
Pbs−r

10 |hu,b|2
σ2
u,b

)
, N = M + D̄K,u,

W = Efly−to + Efly−back + P (0)τ + 10
Puav−t

10 τ , E =

η10
Puav−r

10 |gb,u|2 τ + 10
Puav−t

10 τ , F = µ∗3τ10
Puav−t

10 . This
solution ensures that all data collected from sensors will be
offloaded to the BS without wasting any time and energy. For
Cases 1 and 2 in wireless charging, the solution in (42) depends
on µ∗2 and µ∗3 derived from (28) or Algorithm 2 although
it has closed-form. Moreover, the random complex channel
coefficient hu,k and gk,u also determines the solution in (42).
Thus, it is dependent.

V. NUMERICAL RESULTS AND DISCUSSION

In this section, numerical results are presented to show the
optimal time allocation maximizing the amount of data received
by the BS. The simulation settings are similar to [31], [32], [47]
and [50], and the detailed settings are summarized in Table I.
The average rate is obtained by generating 1000 random values
of |hu,k|2 |gk,u|2, adding them together and dividing the sum by
1000. For |hb,u|2 or |gu,b|2, the average value of 1000 random
values is also taken. The total operating time τ including all
phases and round trip flight is set to 3600 s. The RF-to-DC
conversion efficiency from the BS to the UAV η ≈ 0.8. The
flight distance is set to 1000 m and the parameters of the UAV
follow [32, Table I].

Fig. 3 shows the effects of α and β on the data volume at
the BS. In this figure, we take one sensor as an example. The
upper part of the figure shows the data volume at the BS versus
α, which is the charging time proportion in Phase 1, when β
is fixed. One can see that all the curves look like a ”square
wave”, as expected. This can be explained as follows. When
α is small, the amount of energy harvested by the UAV from
the BS is small, which will lead to the following results: i) the
UAV has too little energy to fly to the sensors; ii) the UAV
has no energy to receive data from the sensors, otherwise it



IEEE TRANSACTIONS ON GREEN COMMUNICATIONS AND NETWORKING, VOL. XX, NO. XX, SEP 2021 10

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

5

10

15

20

D
a
ta

 v
o
lu

m
e
 (

M
b
p
s
/H

Z
) Data volume when P

uav-t
=40 dBm

=0.3

=0.4

=0.5

=0.6

=0.7

Max

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

5

10

15

20

D
a
ta

 v
o
lu

m
e
 (

M
b
p
s
/H

Z
) Data volume when P

uav-t
=40 dBm

=0.3

=0.4

=0.5

=0.6

=0.7

Max

(0.49, 15.01)

(0.29, 21.01)(0.22, 15.01)

(0.7, 21.01)

Fig. 3. The influence of α and β on data volume, respectively.

cannot fly back; iii) the UAV can only fly back, but there is no
energy to offload data to the BS. Therefore, the data volume is
0. When α is large, the UAV has enough energy but there is
limited time for WPT and WIT. This may lead to 1) no time
to receive data from the sensors; 2) no time to fly back; 3)
no time to deliver the received data to the BS. As a result,
there is no data received by the BS either. When α is medium,
reasonable values of α are available for fixed β. Take β = 0.5
as an example. The data volume remains unchanged when α
increases from 0.22 to 0.49, which means α = 0.22 is the
minimum time portion requirement in this setting. Otherwise,
there will be energy surplus after data delivery, such as when
α = 0.4. The lower part of the figure shows the data volume
at the BS versus β, which is the proportion of the total time of
Phase 2 and Phase 3 for WPT and WIT, when α is fixed. One
sees that the data volume firstly increases with the increase of
β, but then decreases to 0, because when α is fixed, the time for
Phase 4, 1−α−β, decreases with increasing β. Take the case
when α = 0.4 as an example. The data volume increases when
the value of β increases from 0 to 0.5. When β = 0.6, the data
volume is 0. This is because there is no time left in Phase 4,
i.e. 1− α− β = 0. According to the Algorithm 1, the optimal
α∗ and β∗ in this example are 0.29 and 0.7, respectively, as
shown in the figure, and the maximum of data volume is 21.01.

Fig. 4 shows the effects of α and β on the transmission
efficiency. Also, one sensor is used in this figure as a case study.
The upper part of the figure shows the transmission efficiency at
the BS versus α when β is fixed. One sees that all the curves
start from 0 when β changes from 0.3 to 0.5, and then rise
from 0 to 1 and remain unchanged at 1, until it drops from
1 to 0 again. This is explained as follows. When α is small,
the amount of energy harvested by the UAV is also small so
that there is no energy left for WPT and WIT, or for Phase 4.
Therefore, no data can be received by the BS, resulting in an
efficiency of 0. For example, when β = 0.7, α is less than 0.3
and it makes efficiency of almost 0. When α is large, although
the UAV has enough energy, there is no time left for Phase 4, as
1−α−β decreases with increasing α when β is fixed. Besides,
when β increases from 0.3 to 0.5, one sees that the range for
α in which the transmission efficiency remains at one narrows.
In particular, when β = 0.6, the transmission efficiency is less
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Fig. 4. The influence of α and β on transmission efficiency, respec-
tively.
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Fig. 5. The optimal time proportion of WPT and WIT, Case 1 versus
Case 2.

than 1. This can also be explained from 1− α− β. The lower
part of the figure shows the transmission efficiency versus β
when α is set from 0.3 to 0.7. Similar observations can be
made.

Note that, although the transmission efficiency is 1, it does
not mean that the data volume is maximized. On the other
hand, a large data volume does not mean that the transmission
efficiency is 1 either. Thus, Figs. 3 and 4 provide very useful
guidance on the choices of α and β to either maximize data
volume or ensure transmission efficiency. For example, in
monitoring applications for prediction, all sensing data are
necessary. Hence, it is of great importance to ensure that all
the sensing data collected by the UAV can be delivered to
the BS. In data sampling applications for big data analysis,
collecting as much data as possible and ensuring data diversity
are two priorities but there is redundancy in data to allow loss.
Therefore, it is important to choose reasonable values of α and
β to meet different requirements.

Fig. 5 compares the optimal time proportion for WPT in
Phase 2 and WIT in Phase 3, i.e., µ∗2 and µ∗3, for Case 1 and
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Fig. 6. Data volume of each sensor, Case 1 versus Case 2.

Case 2. In the figure, we take five sensors located on a circle
with a radius of 1 meter as an example. The upper part of the
figure shows the optimal time proportion of WPT and WIT for
each sensor, labelled as λ∗0 and λ∗k respectively in (27) and (28).
To maximize throughput, the time allocated for each sensor for
WIT mainly depends on the channel state. As shown in the
figure, the channel state between the UAV and the 1st and
5th sensors are the best among the five sensors so that their
time proportion, i.e., 0.2786 and 0.27913, is the largest. On
the contrary, the 4th sensor has the worst channel state and
thus, its time proportion is the smallest. The lower part of the
figure shows the optimal time proportion in Case 2 with equal
times for different sensors. As shown in the figure, the time
proportion for each sensor is equal to 0.178, and the ratio of
WPT to WIT is 0.11/0.89, which is a bit small than that in
Case 1.

Fig. 6 shows the data volume received from each sensor with
time proportion from Fig. 5 per unit time in Case 1 and Case 2.
The upper part of the figure shows the data sent by each sensor
in Case 1, using the same allocation ratio as in Fig. 5. One
sees that the data volume sent by each sensor is proportional
to its allocated time and harvested energy. As the 5th sensor is
allocated the largest proportion of 0.27913 shown in Fig. 5, its
transmitted data is 3.5128, which is also the largest. The lower
part of the figure shows the data sent by sensors in Case 2,
the same observation can be made. However, the data volume
sent by each sensor varies due to different channel conditions.
From the viewpoint of data volume, the total amount of data
in Case 1 is very close to that in Case 2. However, there is a
data imbalance in Case 1. For example, the data received from
the 5th sensor, i.e., 3.5128, is much greater than 0.94586 from
the 4th sensor. Case 2 shows a better balance in terms of data
volume among all sensors, because sensors in Case 2 have the
same time allocated for transmitting data. Therefore, it is of
great importance to choose Case 1 or Case 2 to meet different
application requirements.

Fig. 7 studies the effect of Puav−t on the optimal time
allocation (α∗, β∗). In the figure, we take five sensors located
on a circle with a radius of 10 meters as an example, and
Algorithm 2 and equation (42) are used. Unless otherwise
specified, this topology is also used as an example in Fig. 8.
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Fig. 7. The influence of Puav−t on α∗ and β∗.

30 30.5 31 31.5 32 32.5 33 33.5 34 34.5 35

P
bs-t

 (dBw)

0.4

0.6

0.8

1
One circle of sensors:  with different UAV power

P
uav-t

=30 dBm

P
uav-t

=35 dBm

P
uav-t

=40 dBm

30 30.5 31 31.5 32 32.5 33 33.5 34 34.5 35

P
bs-t

 (dBw)

0

0.2

0.4

0.6
One circle of sensors:  with different UAV power

P
uav-t

=30 dBm

P
uav-t

=35 dBm

P
uav-t

=40 dBm

Fig. 8. The influence of Pbs−t on α∗ and β∗.

The upper part of the figure shows the influence of Puav−t on
α∗ when Pbs−t is set as 30 dBW , 32.5 dBW and 35 dBW .
One sees that the optimal value of α∗ increases with increasing
Puav−t, because larger transmitting power needs more energy
reserve. When Puav−t is fixed, one can see that the higher the
transmitting power of the BS, the smaller the value of α∗ will
be. This is because the power is inversely proportional to the
time when the total required energy is fixed. Note that, when
Pbs−t = 30dBW , due to the path loss, it is too small to fully
charge the UAV. As a result, it needs more time. This is why the
solid line above 1, although it is not reasonable as 0 ≤ α ≤ 1.
The lower part of the figure shows the influence of Puav−t on
β∗ when Pbs−t is set as 30 dBW , 32.5 dBW and 35 dBW .
One sees that the value of β∗ decreases with increasing Puav−t,
because the increase of Puav−t leads to increased α∗, while
β∗ decreases with increasing α∗ when the time for Phase 4,
1− α∗ − β∗, is fixed. Besides, when Puav−t is fixed, one can
see that β∗ increases with increasing Pbs−t as large Pbs−t leads
to smaller α∗, thereby resulting in increased β∗. Also, the solid
line shows that when Pbs−t = 30 dBW , it is not enough to
fully charge the UAV as explained aforementioned.

Fig. 8 examines the effects of Pbs−t on α∗ and β∗, respec-
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tively. The upper part and the lower part of the figure show the
opposite trend as those in Fig. 7. In other words, both Fig. 7
and Fig. 8 imply that the increase of Pbs−t will decrease α∗

and increase β∗, whilst the increase of Puav−t will increase α∗

and decrease β∗. Note that, changes to α∗ and β∗ will have an
impact on data volume. Thus, we next investigate the effects
of Pbs−t and Puav−t on the data volume.

VI. CONCLUSION

In this paper, we have studied the optimal time allocation for
the UAV-aided data collection, where the BS charging process
for the UAV, the UAV’s propulsion consumption and the data
offloading process are all taken into account. By maximizing
the data volume and analysing the transmission efficiency, the
optimal time allocation in different phases has been derived.
When the total time is fixed, we have also derived the closed-
form expression of the optimal time allocation. Numerical
results have shown that the optimal α∗ and β∗ can maximize
the data volume without wasting any time or energy. These
results have provided very useful guidance for UAV-enabled
WPCN system designs. As future work, it would be interesting
to consider the impact of hovering fluctuation. To this end, the
effect of antenna directivity gain under different UAV channel
conditions needs to be considered. Besides, it is also interesting
and challenging to consider the age of information in sensors
with limited memory in time-limited UAV tasks.

APPENDIX A
Taking the first-order derivative of D̄K,u from (37) with

respect to µ3 and let it be zero, one has

∂D̄K,u

∂µ3
= 0⇐⇒ x1 lnx1 =

A1

µ3
, x1 = 1−A1 +

A1

µ3
, (43)

By observing (43), it is very challenging to derive its analytical
solution. However, it is found that there is a ‘function’ in the
form of ‘x lnx’ on the left side of the equations above, and it
can be replaced by a polynomial derived by curve fitting. In
this way, the approximate solution of the equation (43) can be
obtained, one has

x1 lnx1 ≈ p1x1
2 + p2x1 + p3, (44)

where p1, p2 and p3 are coefficients of the approximate
polynomial. Using (44) and substitute it to (43), the optimal
µ3 can be derived as

µ∗3 =
−b1 ±

√
b1

2 − 4a1c1
2a1

, (45)

where a1 = p1(1−A1)2 + p2(1−A1) + p3, b1 = 2p1A1(1−
A1) + p2A1 −A1, c1 = p1A1.
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