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Abstract

In human-robot teaming, one of the crucial keys for the team’s success is that the robot and human teammates can collaborate
accordingly in a coordinated manner. Each teammate should be aware of what the other teammate is going to perform and likely
to need. In this context, a robot is expected to understand human teammate intention and performance and explain its actions and
decisions and its rationale to its teammate. In addition, the capability to model the expectation of a human teammate empowers the
robot to collaborate with human understandably and expectedly, leading to effective teaming. Through forming mental modelling,
the robot can understand the impact of its own behaviour on the mental model of the human. In addition, the desirable traits in
human-robot teaming, including fluent behaviour, adaptability, trust-building, effective communication, and explainability, can be
achieved through mental modelling. In this work, we introduce a scenario for human-robot teaming considering all the five desirable
traits in teaming with the main focus on explainability and effective communication. Using a general model reconciliation, the
expectation of the human teammate of the robot can be modelled, and the explanation can be generated. In a considered scenario
including Care-O-bot 4 service robot and a human teammate, we assume that the robot detects the human’s current task (analysing
his body gesture) and predicts his following action and his expectation from the robot. In a reciprocal interdependence task, the
robot coordinates his behaviour and acts accordingly by picking up the relevant tool. Through explanation and communication
robot further offers the outcome of his decision to the human teammate and adapts its action by handing the tool to the human upon
his desire.
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1. Introduction

Human-robot teaming is the collaboration between humans and robotic systems whereby they work together to
perform a joint activity [18]. Humans and robots traditionally worked separately in manufacturing and related fields,
even when there was potential for collaborative work. This has limited the potential of what the robots can do as
they were used only for repetitive tasks. Due to the rise of autonomous systems, the collaboration between robots and
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Fig. 1. Desirable traits that can be achieved through mental modeling in human-robot teaming [27].

humans becomes more accessible and possible, as the robots’ ability to interact with humans is improved [27]. This
brings into question the robot’s awareness of the human while carrying out collaborative tasks [32].

For this to be done, it is important to consider mental modelling methods in order to obtain effective teaming be-
tween a robot and human teammates. Through mental modelling, a robot can behave as a trustworthy teammate in
collaboration with human. Mental models are mental representations that humans use in order to interact with and pre-
dict events in their environment and can be extended to robots for effective teaming [27]. Furthermore, it is vital that
human-robot interactions occur in an explainable and logical manner as these characteristics are shown to be success-
ful in human-human teaming [5]. Similarly, robotic teammates need to not only understand their human partners but
also provide explanations for their own decisions and behaviours when necessary [31]. In a team, explanations help
to build shared situational awareness, thus strengthening the trust between teammates [31]. Explainability in human-
robot teaming is especially important as robots are geared towards solving problems that require high computational
abilities that humans do not possess. And in order to achieve effective teaming and to build trust, explainability is
necessary for the human to understand their robotic teammate [31].

How tasks are shared between robots and humans is also necessary to be considered for effective teaming. Zhao et
al. [37] explored the effects of different levels of task interdependence with reference to human-robot teaming. Task
interdependence can be defined as the effect one’s behaviour can have on the performance of others in their team
and the extent to which team members interactions affect their tasks. The levels outlined are pooled, sequential, and
reciprocal, with findings suggesting that the reciprocal level is ideal for human-robot collaboration as measured by the
participants’ decreased stress levels, more efficient output, and their view of the robot as a collaborator rather than a
tool to complete tasks. Although the outcome of this work is beneficial for human-robot teaming, they did not consider
the theory of mind and mental modelling techniques which are crucial in effective team working. Tabrez et al. [27]
posit that mental models can be used to create an effective team working, as members can predict what their teammates
need, which further facilitates the coordination of their tasks. This is the basis of the Shared Mental Model (SMM),
which helps describe, explain, and predict a team’s behaviour. It further outlines desirable traits in team working that
can be achieved through mental modelling in human-robot teaming as fluent behaviour, adaptability, trust-building,
effective communication, and explainability (see Figure 1).

In this work, we first present crucial aspects in human-robot teaming, including mental models, plan explanation
and task interdependence, and then taking into account these concepts, we present our customised conceptual model
for human-robot teaming. We then introduce our designed scenario, with the main focus on an explanation between
the robot and its human teammate. We report the separate semi-autonomous modules of our framework and the current
progress on track to the final system integration and autonomous human-robot teaming. We considered using a Vicon
motion tracking system for human activity recognition and the Care-O-bot 4 service robot as a human teammate in
the teaming scenario. The idea is that the robot should be able to detect the human teammate’s current task and predict
the following action and coordinate its behaviour accordingly. The robot needs to explain and describe its decisions
and actions to the human teammate to generate a shared awareness by creating mental modelling.
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2. Human-Robot Teaming

This section describes three important aspects in human-robot teaming, including mental models, plan explanation
and task interdependence, following which in section 2.4, we present our conceptual model for human-robot teaming
in this work.

2.1. Mental models

To enable a fluent and effective human-human teamwork, an important aspect is to coordinate actions among
teammates. For that, each teammate should be aware of what others are going to do and likely to need. Through
communication, humans can effortlessly understand other teammates plans and desires [16]. Contrary to humans, due
to the lack of intuition in robots, they require mathematical models and algorithms to obtain an approximate mental
model of their human teammates and plan and behave accordingly.

Mental models, or as called in psychology mental representations, are categorised knowledge structures that enable
humans to interact with their surrounding real-world environment [30, 27]. Mental models play an important role in
assisting humans in relating, explaining, and also predicting real-world environmental events [20]. They are powerful
and effective in supporting teamwork fluency for the execution of complex tasks in different applications [19].

Mental models usually appear reciprocally with Theory of Mind (ToM) in developmental psychology [27]. ToM is
defined as the capability of attributing opinions, intentions, targets and preferences to others [23]. ToM is a fundamen-
tal concept of human-human social interactions, following which in human-robot interaction and teaming, the aspects
of ToM are integrated into various architectures [17, 22].

In human-robot teaming, mental models and ToM are correlated as the robots making a model of other teammates
means it is able of forming a ToM. On the other hand, the human teammate directs a ToM to the robot, which in
turn leads to the robot creating a mental model of the human’s mental model of the robot [27]. In contrast to first-
order (standard) mental modelling, this is known as second-order mental modelling and outlines the impact of robot’s
behaviour on the mental model of human [4]. Literature shows mental models and team performance are mutually
affected each other, where the similarity among the teammates’ mental models can be resulted in improving the
team performance [3, 20]. In other words, when team members can detect other members intentions and expectations
(through predicting other members actions and requirements), they can boost the concurrence and compatibility of
their actions. Therefore, team members should have a shared understanding, and accordingly, a shared mental model
[27]. The shared mental model (SMM) posits that in order for a team to be successful, team members need to have
comparable mental models, which results in similar expectations for performing shared tasks [7, 13]. In summary, as
stated in [27] “if a mental model helps in describing, explaining, and predicting the behaviour of a system, a shared
mental model serves the purpose of describing, explaining, and predicting the behaviour of a team”.

Various studies in human-robot collaboration have used mental models to extract the positive qualities of the
team working (i.e. decision making in crucial situations). A survey by Tabrez et al. [27] described five categories of
preferable attributes that can be attained through mental modelling in human-robot teaming:

Team Fluency: Hoffman [10] described Fluency as a “coordinated meshing of joint activities between members of
a well-synchronized team” [27]. To measure fluent behaviour among team members, several subjective metric scales
and objective measures can be employed (i.e. the idle time of human and robot teammates, the time lost between one
team member performing a task and another member continuing that action). As demonstrated by [11] when the robot
predicts the action of other teammates, no improvement in the efficiency of the task can be detected; however, the
sense of fluency in human users was raised.

Adaptability: In a real-world human-robot teaming, all teammates are required to be able to adapt their plans
and actions accordingly depends on the team’s current status and plan. For this reason, in order to enable a prompt
adaptation among team members, shared mental models are leveraged to alter the requirements of the task [7, 21].

Team Trust: Trust is one of the critical factors that should exist among teammates. Trust can be measured in
different ways, for example, in health care scenarios, it can be measured through the willingness to cooperate, phys-
ical/visual contact, and emotional feedback [24]. Literature indicates through a shared mental model, a human can
trust a robot teammate: when they have no concern about the robot’s capabilities and have a clear view of the robot’s
decision making methods [1, 26].
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Effective communication: To enable a human-robot teaming, all members should be able to communicate either
verbally or non verbally. Klingspor et al. [14] stated that human-robot communication should be enhanced in order to
allow humans to take advantage of robots. Through communication, teammates can inform each other whether they
need assistance to accomplish a task [25, 28].

Explainability: As mentioned in our previous work [24] an explanation is a set of statements containing beliefs,
facts, context, clarifications of causes and possible consequences. A rapidly emerging research area of explainable
AI has shown the importance of converting a black box into a glass box and explaining how AI models work and
how their decisions are made, which can increase the trust, transparency, security, and confidence among teammates,
which in turn can improve the team performance [12].

2.2. Plan explanation generation

In human-robot teaming, the goal is to create the interaction in the same way as in human-human teaming in a
coherent manner [5, 8]. A robot teammate is expected to understand other humans teammates [34, 35] in addition
to having the capability of explaining its actions or the decisions it made. In a team working, explanation results in
creating a shared situation awareness and boosting trust among team members [9, 31].

Considering both models of explainee and explainer, Chakraborti et al. [6] introduced a general model reconcil-
iation in order to generate explanation. They demonstrated that the explanation in human and AI interaction is best
studied considering the differences between their models. Assume MR is the model of the robot, based on which the
robot behaves and generates an optimal plan πR

M (see Figure 2). Human teammates, in turn, interpret this model based
on their model MH , and the explanation will be required if πR

M is different from what human expected. Following that,
Zakershahrak et al. [31] stated that using MH human teammates develop their expectations of robot’s actions, which
is in fact generated based on MR and therefore it is different from MH . It means that πM

R which is generated with
respect to MR might be different from πM

H which is generated with respect to MH . Again anytime these two plans are
not similar, the robot needs to explain its plan to the human teammate.

The capability of modelling the expectation of a human teammate empowers the robot to collaborate with other
members in an understandable and expected manner [15], which leads to an effective teaming [8]. To enable that,
according to [32] one of the main challenges is that the robot needs to learn the preconceptions of human teammates
about the robot’s model (see Figure 2). Zhang et al. [36] assumed that human teammates are able to understand the
behaviour of other teammates through relating abstract tasks with teammate’s actions [32]. If a human teammate’s
expectation differs from the actions of the robot, the human member can not relate some of its behaviours with the
labels of the tasks. In order to learn the labelling process, the Conditional Random Fields (CRFs) can be employed
[32]. Afterwards, utilising the learned model, a new plan of the robot can be labelled to calculate its explicability score
[36].

2.3. Task interdependence

In human-robot teaming, another essential aspect is task interdependence between a robot and a human teammate.
Zhao et al. [37] outlines three levels of task interdependence and explores their effectiveness in human-robot teaming.
In pooled interdependence, teammates complete tasks separately and with minimal interaction with one another.
The actions of a team member do not directly affect others in their team; as such, this is considered to be of low
task interdependence. In the sequential level, teammates carry out tasks together, however, in a specific order or
sequentially. This means that teammates rely on each other heavily. This is because the order in which they do tasks
directly affects their teammates, but there is no focus on coordination between them. Therefore, this is considered
to be a moderate level of task interdependence. At the reciprocal level, each teammate has a speciality in a specific
skill and can carry out certain aspects of the task. This means portions of tasks can be done in no specific order,
and teammates are required to coordinate together to achieve their goals. This means that the reciprocal level is
considered to be of high task interdependence. Teaming at a high interdependence level has shown to be successful
between human teammates in terms of goal commitment, and therefore performance [2]. This can be extended to
human-robot teammates in terms of increased performance as well as the human’s view of the robot as a teammate
and collaborator. Through an experimental study, Zhao et al. [37] compared these three levels of interdependence
in human-robot teaming and proved that higher interdependence groups performed better as expected and felt less
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Fig. 2. A human-robot teaming model considering five desirable traits in human-robot teaming, which can be achieved through mental modelling
[27]. Robot behaves and generates a plan πR

M based on its model MR and an approximate human model M̃H . Human teammate interprets this plan
model using their model MH and an approximate robot model M̃R [32]. An explanation is required whenever πR

M is different from what human
expected [6].

stressed than their counterparts. Although the difference in stress levels was not statistically significant, qualitatively,
participants consistently viewed the robot as merely a tool in the lower interdependence levels and as a collaborator
and teammate in the higher interdependence level. They felt as though they were actively working with the robot
towards a shared goal, with the robot contributing to the success of the task. It can be seen from this study that higher
interdependence can significantly improve human-robot teaming and enables humans to view the robot as part of their
team, which is crucial for effective collaboration and successful teaming.

2.4. Conceptual model

Figure 2 presents our conceptual model for human-robot teaming. Following the concepts of mental modelling and
desirable traits in teaming which are outlined in [27] and section 2.1, we consider enabling fluent behaviour, adapt-
ability, trust-building, effective communication, and explainability in our human-robot teaming framework. Following
our previous work on explainable robotics, [24] our main focus will be on explainability and effective communication,
which in turn can increase trust among teammates.

To achieve the team’s targets, the robot needs to be proactive in collaborating with human teammates. Therefore,
employing the algorithms of plan recognition through observations, the robot should be aware of the human team-
mate’s intention, expectations and takes actions accordingly

Finally, following [37] as the task interdependence conditions, we consider the reciprocal interdependence case, in
which the robot and its human teammates are in charge of accomplishing certain aspects of the task accordingly. We
will consider the goal scenario in which the robot needs to autonomously detect the human current task and intention.
It then coordinates his behaviour and performs a piece of the task to accomplish the team target. The robot needs to
predict human intention, following actions and expectations from the robot in order to adapt its decision and actions.
Through explanation and communication,the robot needs to continually exchange its plans and decisions with human
teammates, which will increase the team fluency and trust.
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Fig. 3. Vicon motion tracking system mounted all around the laboratory.

3. Proof of Concept

Our final scenario will be the case that the robot proactively collaborates with human teammates at a reciprocal
interdependence level. Through observation, the robot needs to detect and predict human teammate intention and
their expectation from the robot, and then make a decision and act accordingly. It then needs to explain its plans and
decisions to the human teammates.

This section presents the infrastructure of this scenario and the current progress on developing the semi-autonomous
modules in line with the final goal of autonomous human-robot teaming. We used a Vicon motion tracking system for
human gestures and activity monitoring and Care-O-bot 4 robot as the human’s teammate in a teaming scenario.

3.1. Vicon motion tracking system for human activity recognition

In our scenario, we consider using an optical motion tracking system instead of robot’s built-in cameras or external
RGB-D sensor (e.g. [33]). The main advantage of such a system is that the human teammate should not be necessarily
in the field of view of the robot, which enables a reciprocal interdependence teaming. In fact, in this way, a human
can even perform the task in a separate room while the robot detects its actions and coordinates its behaviour to
accomplish the complementary task to achieve the team target. This teaming has several potentials in healthcare and
manufacturing (i.e. when the robot works in a contaminated area and humans collaborate from a safe environment).

In the human-robot interaction laboratory of IROHMS, the Vicon motion tracking system is installed on top of the
walls all around the room, as shown in Figure 3. The system includes 10 Vero cameras (2.2 MPX @ 330 FPS) and
1 Vue camera (60 Hz and 1080p resolution for video capturing), using which the labelled objects can be precisely
detected in the entire area of the room. The recorded data can be further analysed using Vicon Nexus software. Figure
5 shows the view from the Vue camera, in which a human is waving in front of the robot.

Figure 5.a shows how markers can be placed on the human user’s body for full body skeleton detection. The de-
tected skeleton of the human user is shown in Figure 5.b. In this work, we focus on the detection of hands movements,
in which we assume that the robot aims to detect one of these defined three tasks: the first task is mainly performed
using the right hand, the second task using the left hand, and the third task using both hands. Figure 5.c shows the
detected hands of the user (right hand in the green and left hand in red). As shown, the user is waving his right hand,
which includes significant motion by the right hand and slight motion by the left hand. The system will receive the
centroid and orientation of both right and left hands, evaluating which the robot can detect the first action is performing
by the user, and it will respond accordingly.

3.2. Human-robot teaming test

To illustrate human-robot teaming, we considered a scenario that involved Care-O-bot 4 and a human teammate.
Figure 6 shows the scenario in which a human (Reda) is repairing a hardware piece in the existence of his robot
teammate. We assume that the robot detects the human task and his current action: applying thermal paste. The
robot then predicts the human succeeding action/intention as: screwing. Afterwards, it estimates Reda’s expectation
from the robot for that action: handing in the screwdriver. Therefore, among the available tools on the worktop, a
robot picks up a screwdriver. The following action for the robot is to explain his plan and decision to Reda. Through
communication with human, a robot can adapt his plan and behaves accordingly to the approximate mental model of
a human teammate.
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human gestures and activity monitoring and Care-O-bot 4 robot as the human’s teammate in a teaming scenario.

3.1. Vicon motion tracking system for human activity recognition

In our scenario, we consider using an optical motion tracking system instead of robot’s built-in cameras or external
RGB-D sensor (e.g. [33]). The main advantage of such a system is that the human teammate should not be necessarily
in the field of view of the robot, which enables a reciprocal interdependence teaming. In fact, in this way, a human
can even perform the task in a separate room while the robot detects its actions and coordinates its behaviour to
accomplish the complementary task to achieve the team target. This teaming has several potentials in healthcare and
manufacturing (i.e. when the robot works in a contaminated area and humans collaborate from a safe environment).

In the human-robot interaction laboratory of IROHMS, the Vicon motion tracking system is installed on top of the
walls all around the room, as shown in Figure 3. The system includes 10 Vero cameras (2.2 MPX @ 330 FPS) and
1 Vue camera (60 Hz and 1080p resolution for video capturing), using which the labelled objects can be precisely
detected in the entire area of the room. The recorded data can be further analysed using Vicon Nexus software. Figure
5 shows the view from the Vue camera, in which a human is waving in front of the robot.

Figure 5.a shows how markers can be placed on the human user’s body for full body skeleton detection. The de-
tected skeleton of the human user is shown in Figure 5.b. In this work, we focus on the detection of hands movements,
in which we assume that the robot aims to detect one of these defined three tasks: the first task is mainly performed
using the right hand, the second task using the left hand, and the third task using both hands. Figure 5.c shows the
detected hands of the user (right hand in the green and left hand in red). As shown, the user is waving his right hand,
which includes significant motion by the right hand and slight motion by the left hand. The system will receive the
centroid and orientation of both right and left hands, evaluating which the robot can detect the first action is performing
by the user, and it will respond accordingly.

3.2. Human-robot teaming test

To illustrate human-robot teaming, we considered a scenario that involved Care-O-bot 4 and a human teammate.
Figure 6 shows the scenario in which a human (Reda) is repairing a hardware piece in the existence of his robot
teammate. We assume that the robot detects the human task and his current action: applying thermal paste. The
robot then predicts the human succeeding action/intention as: screwing. Afterwards, it estimates Reda’s expectation
from the robot for that action: handing in the screwdriver. Therefore, among the available tools on the worktop, a
robot picks up a screwdriver. The following action for the robot is to explain his plan and decision to Reda. Through
communication with human, a robot can adapt his plan and behaves accordingly to the approximate mental model of
a human teammate.
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Fig. 4. The view from Vicon VUE camera, in a human-robot teaming scenario.

Fig. 5. Vicon motion tracking system. (a) human users wears Vicon markers over his body. (b) full skeleton tracking of the user. (c) tracking of the
users hands.

Figure 7 illustrates the communication between the robot and human teammates. As shown robot explains its plan
about handing in the screwdriver to the human. It then coordinates its action base on the human desire on whether
or when to take the tool from the robot. The robot is capable of real-time speech recognition [29]. Specifically, it
can detect “No”, following which the robot detects it is not a proper action/time to pass a screwdriver to the human.
The second crucial word is “Need”, following which the robot offers the outcome of its decision making (passing
screwdriver) to the human user. Once the robot detects “yes” it proceeds to hand the tool to the human. Detecting the
“Thank you” robot returns to its original position, ready to assist in the next task.

In the current implementation of the scenario, there were issues with the accuracy of word detection, as closely
related words such as “now” and “no” were often confused by the software, therefore triggering parts of the code
that were unintended. This may have been due to the quality of the built-in microphone, as testing on an external
microphone on a PC yielded more accurate output (it will be further investigated in the future development).

4. Conclusion

In human-robot teaming, each teammate should be able to understand other teammate actions and expectations.
For this reason, a robot needs to detect and predict humans’ action, intention, and expectations from the robot. Using
this capability, the robot can coordinate its actions with the human teammate, which results in effective teaming. The
preferable attributes in human-robot teaming (fluent behaviour, adaptability, trust-building, effective communication,
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Fig. 6. In a human-robot teaming scenario, Care-O-bot 4 offers using of screwdriver to the human teammate.

Fig. 7. The communication between human and robot, in which Care-O-bot 4 explains its plan to Reda and coordinates its actions accordingly.
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Fig. 6. In a human-robot teaming scenario, Care-O-bot 4 offers using of screwdriver to the human teammate.

Fig. 7. The communication between human and robot, in which Care-O-bot 4 explains its plan to Reda and coordinates its actions accordingly.
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and explainability) can be achieved through mental modelling. In this work, we initiated a human-robot teaming
scenario considering desirable traits in teaming, focusing on explainability and effective communication. For that,
employing a general model reconciliation, the robot can obtain an approximate model of the human expectation of the
robot and generate an explanation to behave accordingly. The preliminary test reported a teaming between Care-O-bot
4 and a human teammate, in which we assumed the robot detected the human teammate is repairing a hardware piece
using thermal paste. The robot then predicts the human’s following action (using a screwdriver) and his expectation
from the robot (passing the screwdriver to the human). The robot explained its decision and planned to the user
and adapted its behaviour through communication with humans. In the future development, we aim to increase the
level of robot’s autonomy in which the robot will be able to identify different objects, detect more human actions, and
behave accordingly. In addition, we are going to use the Xsens 3D motion tracking system, which allows human-robot
teaming in the real-world setup (e.g. manufacturing environment), where we have no control over the environmental
factors.
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